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Preface

The four volume set assembled following The 2005 International Conference
on Computational Science and its Applications, ICCSA 2005, held in Suntec
International Convention and Exhibition Centre, Singapore, from 9 May 2005
till 12 May 2005, represents the fine collection of 540 refereed papers selected
from nearly 2,700 submissions.

Computational Science has firmly established itself as a vital part of many
scientific investigations, affecting researchers and practitioners in areas ranging
from applications such as aerospace and automotive, to emerging technologies
such as bioinformatics and nanotechnologies, to core disciplines such as math-
ematics, physics, and chemistry. Due to the shear size of many challenges in
computational science, the use of supercomputing, parallel processing, and so-
phisticated algorithms is inevitable and becomes a part of fundamental the-
oretical research as well as endeavors in emerging fields. Together, these far
reaching scientific areas contribute to shape this Conference in the realms of
state-of-the-art computational science research and applications, encompassing
the facilitating theoretical foundations and the innovative applications of such
results in other areas.

The topics of the refereed papers span all the traditional as well as emerg-
ing Computational Science realms, and are structured according to six main
conference themes:
– Computational Methods and Applications
– High Performance Computing, Networks and Optimisation
– Information Systems and Information Technologies
– Scientific Visualisation, Graphics and Image Processing
– Computational Science Education
– Advanced and Emerging Applications

In addition, papers from 27 Workshops and Technical Sessions on specific
topics of interest, including information security, mobile communication, grid
computing, modeling, optimization, computational geometry, virtual reality, sym-
bolic computations, molecular structures, web systems and intelligence, spatial
analysis, bioinformatics and geocomputations, to name a few, complete this com-
prehensive collection.

The warm reception of the great number of researchers to present high quality
papers in ICCSA 2005 has taken the Conference to record new heights. The con-
tinuous support of Computational Science researchers has helped build ICCSA
to be a firmly established forum in this area. We look forward to building on
this symbiotic relationship together to grow ICCSA further.

We recognize the contribution of the International Steering Committee and
we deeply thank the International Program Committee for their tremendous
support in putting this Conference together, nearly nine hundred referees for
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their diligent work, and the Institute of High Performance Computing, Singapore
for their generous assistance in hosting the event.

We also thank our sponsors for their continuous support without which this
Conference would not be possible.

Finally, we thank all authors for their submissions and all Invited Speakers
and Conference attendants for making the ICCSA Conference truly one of the
premium events in the scientific community, facilitating exchange of ideas, fos-
tering new collaborations, and shaping the future of the Computational Science.

May 2005 Marina L. Gavrilova
Osvaldo Gervasi

on behalf of the co-editors:

Vipin Kumar
Antonio Laganà
Heow Pueh Lee
Youngsong Mun

David Taniar
Chih Jeng Kenneth Tan
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Taneli Mielikäinen, Janne Ravantti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1251

Study of a Cluster-Based Parallel System Through Analytical Modeling
and Simulation

Bahman Javadi, Siavash Khorsandi, Mohammad K. Akbari . . . . . . . . 1262

Robust Parallel Job Scheduling Infrastructure for Service-Oriented
Grid Computing Systems

J.H. Abawajy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1272

SLA Management in a Service Oriented Architecture
James Padgett, Mohammed Haji, Karim Djemame . . . . . . . . . . . . . . . . 1282

Attacks on Port Knocking Authentication Mechanism
Antonio Izquierdo Manzanares, Joaqúın Torres Márquez,
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Abstract. In our time, everything to be connected is Internet and Mobile. Most 
people using Internet and Mobile and we can't do many works without that. 
Alike this, it gives us an advantage and can get many useful information any-
where, anytime. Moreover it will be a symbol meaning the mobile wireless 
internet to will be lead the information society. In this research, as develop SMS 
service to be based mobile wireless internet without SMS server in each com-
munication company, it can service each kind advertisement and various infor-
mation transmission with an expenses reduction. 

1   Introduction 

It has meaning a short message on wireless internet to transmit various information to 
another user on Mobile or PDA. Usually, it used for right terminology, "Short Mes-
sage Service". It can send a message, 80byte. We can send 80 characters of English or 
40 characters of Korean to use 80 byte. As this service, many users can send about 40 
characters Korean message without addition equipment in Korea. and it's growing up 
users more and more as to be spread a mobile. Specially, people of all ages and both 
sexes are using SMS service because anybody can use easily. In Korea, most credit 
card company send SMS message to users whenever they use card to prevent an acci-
dent. And it's spread to electronic settlement and electronic commerce. But after past 
few years, there have only there are serviced just similar case alike message adver-
tisement and credit card using, etc and  there have not any improvement and expan-
sion. Now, it need to pay 30won per message in all communication company. Though 
it's cheaper than SMS service in USA, Europe, We can't passing over the market in 
Korea. The present time, several company supplying SMS service for business adver-
tisement to low price. but it only can use on the wire system(Desktop computer, 
Notebook, etc). so it's so restrictive. In this system, As I developed SMS messaging 
                                                           
† This research was supported by University IT Research Center Project. 
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service application to be connected wireless internet on mobile, it seek the maximum 
profit for efficiency and activity. And if it will be open wireless internet netting and 
will be activity, it will bring more effect. Moreover, in this research, I designed and 
developed the SMS messaging service to be connected wireless internet on mobile to 
different with existing SMS service. The first chapter in this research, it describe 
about the present condition of SMS service market, a charge system and a composi-
tion of to way to SMS sending way. And the body chapter in this research, it describe 
about a composition of developed system(FreeMsg), and mobile packet charge sys-
tem, and then describe the function to send message, the function to save data and the 
function to send advertisement and it shows a display of this system. And the end 
chapter in this research, it describe a value of this system and a hereafter questions. 

2   Reference Research 

2.1   KVM 

Many people interpret the 'K' meaning of KVM, but As representation of Sun Micro-
systems.Co.Ltd, there are meaning a Kilobyte of 10 units. KVM designed for Mobile 
Device to has a limitation and designed to fit by microprocessor and controller of 
16/32-bit   RISC or CISC way. Presently, NTT DoCoMo.Co.Ltd presenting a ser-
vice to be loaded KVM and also Palm pilot is to be loaded KVM. It's based on most 
spec of JVM. 

2.2   CDDC / MIDP 

Before introduce about CLDC/MIDP platform, try to investigate about followings. It 
can help your understanding about a term of program to be based on mobile device. 

- Java Language, Virtual Machine, platform and Java 2 platform  
- J2EE/J2SE/J2ME 
- Configuration and Profile 
- KVM/CLDC/CDC 
- MID Profile / Personal Profile / Foundation Profile / RMI  Profile 

Many people still think that Java is just programming language. But it has a comput-
ing platform with programming language. 

It's composed to two points. It's Java virtual machine to execute java action code 
and class library to can use to coding java program, standard API assemblage. And 
Java platform is divide to three parts of J2EE, J2SE, J2ME with progressing include 
marketing concept. This three parts divide Enterprise server market, Desktop market, 
Consumer/Embedded device market individually. It shows a platform division of Java 
2 platform, (Figure 1). 

2.3   Market of SMS Service 

We can use SMS service to 30won. It's some different to each communication com-
panies but We can use 80byte message(except Callback number) per SMS and mobile 
telecommunication companies(SK Telecom, KTF, LG019) offer 100-200 SMS mes 
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Fig. 1. Java Platform each device 
 
sage to free per price system. As different with this, Some companies service for 
business. They offer a SMS service to be based on wire internet(Desktop computer, 
Notebook). So if you use this service, you can send SMS message to wireless de-
vice(PCS, Cellular, PDA, etc) on wire internet device. Through this service, users can 
get a message about their reservation(Hotel, Theater, etc) or the information about 
credit card. But there need a price to 20won per SMS. 

2.4   Constitution of SMS Service 

SMS(Short messaging service) is a favorite with everyone in this world. SMS is the 
acronym for Short Message Service. SMS allows up to 40 korean characters of text to 
be sent or received by a digital mobile phone. GSM(Global System for Mobile com-
munication) researched about SMS to sent 190billions messages in 2002. It's so easy 
to use. Just type your message onto the keypad of your cellular phone. If your mobile 
is turn off, it's saved till your mobile can use. and then you can get a message.  

The beginning, SMS is used by teenagers because it's cheaper than speech calling. 
But little by little, it's expanded for marketing and customer management. The per-
sons concerned SMS Service emphasized that there are effective so much in the part 
of time and costs. If they employ a working student for calling to customers, it can't 
over 500 in a day. But if you use SMS service for marketing, you can send about 
hundred thousand message in 20minutes and can refer the result real time. But There 
can't find profitable SMS model to connected with price and system in SMS to service 
presently. It shows the composition of SMS to service presently in (Figure 2). 

 

 

Fig. 2. The system of existing SMS service 
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3   Standard Construction of Proposal System 

The purpose of development this system is to make the fewest cost SMS service to 
each telecommunication companies(011/017, 016/018, 019) to be based on JAVA 
Virtual Machine with mobile wireless internet. The basic formation of SMS service is 
constructed by following. Device mobile base station SMS Center Costs Center cus-
tomer number Database Center Costs Center SMS Center Device. That is to say, it's 
passed by following. SMS service with mobile wireless internet is consist with Data-
base server, SMS cooperation company for sending. I give a name of this system to 
"FreeMsg". 

 

Fig. 3. Composition of FreeMsg system 

It's consisted of following system. At first, user download this SMS program and 
then can send SMS message via this program on wireless internet. And this message 
is saved in SMS cooperation company Database server. and then this company send 
message data to each telecommunication companies. and the other person can get 
message. User don't need to pay for SMS(30won) because it use only mobile wireless 
internet. In other words, user just need to pay for wireless internet cost. It use a text 
service when it use this system, FreeMsg, and it impose about 6.5won per packet to 
each telecommunication companies. It means 512byte per 1packet.  Suppose to use 40 
Korean characters per SMS message to the highest degree, it means that has a 80byte 
data transmission. So if use this system, it can send message 6times per packet at a 
minimum. 

4   Implementation and Function of System 

FreeMsg System developed to be based on J2ME with following system. 

- OS(operating system) : Windows 2000 Professional 
- Language : Java SDK 1.3.1, MIDP, SK-VM 
- Database : MySql 3.23 
- Web Server : Apache Tomcat 4.1.12 
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It's divided into Message Sending Function, Message Save and Management, 
Advertisement Sending to Client. 

4.1   Message Sending Function 

It send message data to Database with wireless internet different with existing form. 
SMSMessage class to be sent message define the function of short message service 
with SMS, SMSListener. SMSMessage include a content of message and is 80byte to 
the maximum. Short message service type of n.TOP Wizard(name of wireless internet 
in SKTelecom) is divided into SHORT_MESSAGE, DOWNLOAD_ NOTIFI- 
CATION, APPLICATION_DATA. It can send any type in this three, but only can get 
APPLICATION_DATA in client device. It will be ask if user want to send message 
or not when it use send() method on device. n.TOP wizard shows a display for appli-
cation data management before conduct the message. Programmer can get a filed data 
to wanted via getName(), getAppData() when arrive application data. This system 
save in Database after put user's number, client number, and message into String-
Buffer. This message data to saved in database is transmitted to client by cooperation 
company for SMS service. 

4.2   Message Save and Management Function 

It's only proper a data saving for framing of a valuable application. It's not meaning to 
save data for a time while running application. It means that it can use anytime after 
finish running application. We call this function a permanency and heap memory for 
space to use object in Java Application.  It can't save any data because all object dis-
appear unless you don't use any device to have a permanency because there have not a 
permanence in heap memory. Contrary to this, it's called to RMS(Record management 
System) self-data saving space to be defined in MIDP. It create save file for message, 
"sendMsg" after bring recordStore via getRecordStore() method. User can decide a 
file name to it user like. And it put a message to created recordStore, and then save a 
recordStore, name and data(message) to use ByteArrayOutputStream and  DataOut-
putStream. 

4.3   Function of Advertisement Sending to Client 

It's a new hybrid advertisement type to use circuit netting and packet netting to use 
MIDP. It shows in client device after sending SMS message. This system, FreeMsg 
that I developed can use onto SK Nate Wizard(SKTelecom) to be based on SK-VM. 
SK-VM is the J2ME(Java 2 Micro Edition) running environment to be based on clean 
room in SKTelecom. It's a part of reading advertisement image of this system in  
(Figure 4). 

It's check a image size after put advertisement image into image vec-
tor(addElement). And then it's called on device after read image from buffer to put 
FileInputStream. t's a part of sending image to device after read an advertisement 
image by following. 

It's not supported usual image format(BMP, JPG or GIF) on SK-VM for send 
imgae because it can't use voluminous file on mobile device. so usually it use LBM 
and PNG image format. If programmer use a voluminous file on mobile device, it will 
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Fig. 4. A part of saving advertisement image 

 

 
(a) 

It’s main display when running 
application, FreeMsg on n.Top 
wizard. “sending” menu is for 
send message. “Management” 
menu is for management of re-
ceipt message and “Quit” menu is 
for exit from application 

 
(b)                               (c) 

It’s main display or send mes-
sage in (b). In this display, user 
can input client’s number data 
and message data. And then t 
will be sent when push “send” 
button alike (c) 

 
(d)                               (e) 

“search” in figure (d) menu is for 
search client number be saved in 
user mobile device. Figure (e) is 
a result display after run “search” 
menu. 

 

 
(f) 

It’s a display for advertisement. 
It shows an advertisement image 
on the user’s mobile device after 
success sending message. 

Fig. 5. Simulation of this system 
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happen an OutOfMemoryError. It will be bigger if it change the PNG format to LBM 
format. But LBM format is not a compress format so it has an efficiency to make jar 
file. So it become same size format when it loaded PNG format and LBM format on 
memory. 

4.4   Display of This System 

It shows a display formation from start application till finish to send message in  
(Figure 5). 

5   An Application and Evaluation of This System 

The present time, there have several SMS service in Korea as BtoB, BtoC model. But 
there are a restriction for supplying this service.  

So, it can bring several efficiency. It is a feature of this system as follows.  

- curtailment of expenditure for marketing one to one : it's possible to send SMS 
message to each customer(example : stock information, recommended product 
in internet shopping mall, weather information, traffic information). 

- curtailment of expenditure for marketing by time : it's possible a SMS AD to 
customer, and strategic AD by time(example : restaurant publicizing, commu-
nication of discount time in internet shopping mall, communication of anni-
versary). 

- curtailment of expenditure for timing marketing : SMS alarm service when-
ever happen specific event(example: stock program alarm, deposit withdrawal, 
credit card settlement). 

Table 1. Comparison with existing SMS service 

 

Table 1 shows a specific character after comparison and analysis between existing 
SMS service and this service, FreeMsg. You can know there are many difference via 
this table. 

Not to conclude, it can define the value of this system by followings.  
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- An expenses reduction via business efficiency : it's possible to reduce a sys-
tem building time, personnel expenses contrary to existing SMS service. 

- Possibility an effective public information to inexpensive expenses. 
- inducement a customer participation : communication participation via vari-

ous useful information. 
- An enterprise impression of ascension via SMS service. 
- An increase of main users, teenagers. 

 

Fig. 6. Practical using via this service 

6   A Conclusion and a Problem Awaiting Solution to Be Solved 

For development this system, it used J2ME, MIDP and SK-VM. This system only can 
use on SKTelecom mobile device because it's developed to be based on SK-VM plat-
form to use JAVA Language. And it's still postpone a opening of wireless netting 
moreover it's expensive to use wireless internet. Henceforward it will be achieved an 
environment to can use wireless internet anytime with a opening of wireless netting 
and an improvement of a charge system. If it will be achieved, there don't need to 
cooperate with SMS enterprise and it's possible to send on client's mobile device 
directly. Now, it's completed to this part. In the next version, I will try to develop a 
GPS AD model and discount coupon to be based on GPS(Global Positioning System) 
and will apply ringing sound and SIS(Simple Image Service) service.   But there have 
some improvement matters. For this, it will be completed an extension of mobile 
device users and must develop an AD model to can appeal to users unlike static AD 
model. Telecommunication's must open and assist for using wireless internet freely. 
Moreover they must supply a better service and various information to be based on 
mobile wireless internet. 
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Abstract. It is a problem that established document categorization method 
reflects the semantic relation inaccurately at feature expression of document. 
For the purpose of solving this problem, we propose a genetic algorithm and C-
Means clustering algorithm for choosing an appropriate set of fuzzy clustering 
for classification problems of documents. The aim of the proposed method is to 
find a minimum set of fuzzy cluster that can correctly classify all training 
documents. The number of fuzzy pseudo-partition and the shapes of the fuzzy 
membership functions that we use the classification criteria are determined by 
the genetic algorithms. Then, the classifier decides using fuzzy c-means 
clustering algorithms for documents classification. A solution obtained by the 
genetic algorithm is a set of fuzzy clustering, and its fitness function is 
determined by fuzzy membership function.  

1   Introduction  

With the development of Internet, the volume of information has rapidly expanded 
and it is increasing at the rate we are able to predict. In the information Retrieval 
System, the main objective is to satisfy the user's need. To achieve this, it is essential 
to start with a phase of representing queries and documents. These representations 
will be used to achieve the second phase that determines the relevant documents 
according to the query by comparing them [1]. 

The Web search engine or user who uses the information retrieval system 
constructs a search query language which is most suitable in the search domain. In 
case of the retrieval system accomplishes a retrieval capability with the provided 
query language, and against the result of the feedback, or from the user it receives, to 
use the result which search a query language with the automatically modified query 
language and important degree [1, 2]. The existing research regarding the automatic 
classification of the document uses the methods such as probability method, statistical 
technique method, and vector similarity method. Bayesian probability method among 
these document classification methods shows generally high classification efficiency 
from each language. 

Since Zadeh's formulation of fuzzy set theory, many fuzzy set-based approaches 
such as control, pattern recognition, decision-making, and clustering have been 
developed and applied to system with uncertainty. The basic idea of these approaches 
is to represent the uncertainty of the given system by means of fuzzy rules and their 
membership functions defined over appropriate discourses. One of the most 
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prominent applications of it may be a fuzzy logic-based modeling by means of fuzzy 
clustering [2, 3]. 

Cluster analysis is to place elements into groups or clusters suggested by a given 
data set p

n RxxxX ⊂= },,,{ 21 which are n points in the p-dimensional 

space for summarizing data or finding "natural" or "real" substructures in the data set. 
The Fuzzy C-Means (FCM) algorithm [1] and its derivatives based on the 

possibilistic approach for the cluster analysis have been the dominant approaches in 
both theory and practical applications of fuzzy techniques to unsupervised 
classification for the last two decades [2, 4]. As pointed out by Milligan, a cluster 
analysis will not only refer to clustering methods such as the FCM and the 
possibilistic approach but also to the overall sequence of steps such as clustering 
elements, clustering variables, variable standardization, measure of association, 
number of clusters, interpretation, testing, and replication [5, 6]. In recent years, many 
literatures have paid a great deal of attention to cluster validity issues, and may 
functional have been proposed for validation of partitions of data produced by the 
FCM algorithm. 

Therefore, in this paper we consider average recall, which applies the fitness 
function in genetic algorithm. In Section 2, we describe the basic ideas of genetic 
algorithm and its operation. In Section 3, we describe the decision method of 
classifier using the fuzzy genetic algorithm and in Section 4, we propose the 
documents clustering method using fuzzy c-means clustering algorithm. In Section 5, 
we describe how to use the proposed algorithms.  

2   Genetic Algorithm 

Genetic algorithms are unorthodox search or optimization algorithms, which were 
first suggested by John Holland in his book Adaptation in Natural and Artificial 
Systems (Univ. of Michigan Press, Ann Arbor, 1975) [4]. As the name suggests, the 
processes observed in natural evolution inspired genetic algorithms.  They attempt to 
mimic these processes and utilize them for solving a wide range of optimization 
problems. In general, genetic algorithms perform directed random searches through a 
given set of alternatives with the aim of finding the best alternative with respect to 
given criteria of goodness. These criteria are required to be expressed in terms of an 
objective function, which is usually referred to as a fitness function [1, 4, 5]. 

Genetic algorithms require that the set of alternatives to be searched through be 
finite. If we want to apply them to an optimization problem where this requirement is 
not satisfied, we have to discredit the set involved and select an appropriate finite 
subset. It is further required that the alternatives be coded in strings of some specific 
finite length which consist of symbols from some finite alphabet. These strings are 
called chromosomes; the symbols that form them are called genes, and their set is 
called a gene pool. Genetic algorithms search for the best alternative (in the sense of a 
given fitness function) through chromosomes evolution [4, 8]. 

2.1   Basic Idea of Genetic Algorithms 

To describe a particular type of genetic algorithm in greater detail, let G denote the 
gene pool, and let n denote the length of strings of genes that form chromosomes. 
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That is, chromosomes are in n-tuples in Gn [4, 5]. The size of the population of 
chromosomes is usually kept constant during the execution of a genetic algorithm. 

That is, when new members are added to the population, the corresponding 
numbers of old members are excluded. Let m denote this constant population size. 
Since each population may contain duplicates of chromosomes, we express 
populations by n-tuples whose elements re n-tuples from the set Gn [3, 4, 8]. Finally, 
let f denote the fitness function employed in the algorithm [4, 7]. 

Step 1: An initial population p(k) of a given size m, where k=1 of chromosomes is 
randomly selected. This selection is made randomly from the set Gn. The choice of 
value m is important. If it is too large, the algorithm does not differ much from an 
exhaustive search, if it is too small, the algorithm may not reach the optimal solution. 

Step 2: Each of the chromosomes in the population p(k) is evaluated in terms of fitness 
function. This is done by determining for each chromosome x in the population the 
value of the fitness function, f(x). 

Step 3: A new population p(k) of chromosomes is selected from the given population 
p(k) by giving a greater change to select chromosomes with high fitness. This is called 
natural selection. The new population may contain duplicates. If given stopping 
criteria are not met some specific, genetic-like operations are performed on 
chromosomes of the new population [8, 9]. These operations produce new 
chromosomes, called offspring. In the same steps of this process, evaluation and 
natural selection are then applied to chromosomes of the resulting population. The 
whole process is repeated until the given stopping criteria are met. The best 
chromosome in the final population expresses the solution. We describe only one 
possible procedure of natural selection, which is referred to as deterministic sampling. 
According to this procedure, we calculate the value e(x)=mg(x) for each x in p(x), 
where g(x) is a relative fitness defined by formula. 

∈

=
)(

)(

)(
)(

kpx

xf

xf
xg  

Step 4: Then the number of copies of each chromosome x in p(x) that is chosen for 
)(k

np is given by the integer part of e(x). If the total number of chromosomes chosen 

in this way is smaller than m (the usual case), then we select the remaining 

chromosomes for
)(k

np by the fractional parts of e(x), from the highest values down. 

In general, the purposes of this procedure are to eliminate chromosomes with low 
fitness and duplicate those with high fitness [4, 10]. 

Step 5: If stopping criteria are not met, go to Step 6; otherwise, stop. 

Step 6: Produce a population of new chromosomes, p(k+1) , by operating on 

chromosomes in population )(k
np .  
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2.2   Operation of Genetic Algorithm 

They include some or all of the following four operations; 
• Simple crossover: Given two chromosomes },,,,{ 21 nxxxx =  

},,,{ 21 nyyyy = and an integer 1−∈ nNi , which is called a crossover 

position, the operation of simple crossover applied to x replaces y  

these chromosomes with their offsprings, },,,,,{ 11
'

nii yyxxx +=  

},,,,,{ 11
'

nii xxyyy += chromosomes x and y, to which this operation is 

applied, are called mates. 
• Double crossover: Given the same chromosomes mate x, y as in the simple 

crossover and two crossover positions )(, 1 yiNji n <∈ − , the operation of 

double crossover applied x and y to replaces these chromosomes with their 
offsprings,  

},,,,,,,,{ 111
'

njjii yyxxyyy ++=  

},,,,,,,,{ 111
'

njjii xxyyxxx ++=  

• Mutation: Given a chromosome },,,{ 21 nxxxx =  and an integer nNi ∈ , 

which is called a mutation position, the operation of mutation replaces x with 

},,,,,,{ 111
'

nii xxzxxx +−= , where z is a randomly chosen gene from 

the gene poll G [1, 4]. A crossover operation is employed in virtually all types of 
genetic algorithms, but the operations of mutation and inversion are sometimes 
omitted. Their role is to produce new chromosomes not on the basis of the 
fitness function, but for the purpose of avoiding a local minimum. This role is 
similar to the role of a disturbance employed in neural networks. If these 
operations are employed, they are usually chosen with small probabilities. The 
mates in the crossover operations and the crossover positions in the algorithm 
are selected randomly. When the algorithm terminates, the chromosome in p(x) 

with the highest fitness represents the solution. 

2.3   Fuzzy System and Genetic Algorithm 

The connection between fuzzy systems and genetic algorithms is bidirectional. In one 
direction, genetic algorithms are utilized to deal with various optimization problems 
involving fuzzy systems. One important problem for which genetic algorithms have 
proven very useful is the problem of optimizing fuzzy inference rules in fuzzy 
controllers. In the other direction, classical genetic algorithms can be fuzzified. The 
resulting fuzzy genetic algorithms tend to be more efficient and more suitable for 
some applications. In this paper, we discuss how classical genetic algorithms can be 
fuzzified; the use of genetic algorithms in the area of fuzzy systems is covered only 
by a few relevant references [4, 6]. There are basically two ways of fuzzifying 
classical genetic algorithms. One way is to fuzzify the gene pool and the associated 
coding of chromosomes; the other one is to fuzzify operations on chromosomes. In 
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classical genetic algorithms, the set {0, 1} is often used as the gene pool, and binary 
numbers codes chromosomes. These algorithms can be fuzzified by extending their 
gene pool to the whole unit interval [0, 1].  

Consider chromosomes },,,{ 21 nxxxx =  and },,,{ 21 nyyyy =  are  

taken from a given gene pool. Then, the simple crossover with the crossover  

position 1−∈ nNi  can be formulated in terms of a special n-tuples 

},0,,1|{ ,1 nijijj NtNjttt +=∈==  referred to as a template, by the formulas 

)()(' tytxx ∧∨∧= , )()(' tytyy ∧∨∧= , where ∧  and ∨ are min and max 

operation on tuples and }1|{
'

jjj tttt −== [9]. 

We can see that the template t defines an abrupt change at the crossover position i. 
This is the characteristic of the usual crisp operation of simple crossover. The change 
can be made gradually by defining the crossover position approximately. This can be 
done by a fuzzy template. 

},0,1,|{ 1 jinni ffjiffNiff ≥<==∈=  

Assume that chromosomes },,,{ 21 nxxxx =  and },,,{ 21 nyyyy =  are 

given, whose components are, in general, numbers in [0, 1]. Assume further that a 
fuzzy template },,,{ 21 nffff = is given. Then, the operation of fuzzy simple 

crossover of mates x and y produces offsprings 'x  and 'y  defined by the formulas 

)()(' fyfxx ∧∨∧= , )()(' fyfyy ∧∨∧=  

These formulas can be written, more specifically, as  

niiii Nifyfxx ∈= |)],min(),,max[min('  

niiii Nifyfxy ∈= |)],min(),,max[min('  

The operation of a double crossover as well as the other operations on 
chromosomes can be fuzzified in a similar way. Experience with fuzzy genetic 
algorithm seems to indicate that they are efficient, robust, and better attuned to some 
applications than their classical, crisp counterparts. 

3   Classifier Decision Using the Fuzzy Genetic Algorithm  

In this chapter, we apply the fuzzy membership function in order to construct 
information of the gene pool field, which of interest to user. The membership 
functions are represented by sigmoid function, which uses transfer function in neural 
network. 

3.1   Construction Chromosome Using Sigmoid Function 

In this chapter, we describe that the mapping form occurrence frequencies or counts 
to possibilistic membership degrees is thus a sigmoid function, with its steep part 
around the "critical" area of occurrence-the concrete values. Also, we consider with 
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occurrence frequency of keyword related each occurrence location of document. 
Therefore we define different sigmoid functions, which have different critical value as 
shown in figure 1 [8, 13, 14].  

`

σ
1

FT2=30 T1=1

1σ 2σ

T3=4

3σ

 

Fig. 1. Sigmoid functions 

In practice σ is not necessarily continuously differentiable, but its characteristics 
should be nevertheless "S-shaped". Although occurrence frequencies are integer 
numbers, it is reasonable to introduce the sigmoid mapping over the whole positive 
half of the real lines [8, 9, 13].  

3.2   Classifier Decision Algorithm 

In this section we propose the classifier decision algorithm using operation of the 
genetic algorithm. The Genetic Algorithm optimizes knowledge base, which it 
composed of the association keyword extracted by a data mining technique. 
Knowledge base constructed by the exclude association keyword that the user does 
not prefer from the association keyword. The association keyword that the user 
prefers does the web document that the user prefers in standard. In this case, the web 
document that the user prefers is the document where the search frequency of the 
users is high from information retrieval engine.  

Therefore, in this paper we apply the frequency of occurrence of significant words 
that extracted in web documents. It is connected with the importance of that word in 
the document. Also, it will be that pairs of words occurring frequently in the same 
document or the same part of a document might be connected in the meaning. The 
initial population with the web document, which the user prefers, shows the whole 
document, which it extracts and of the chromosome it composed. The initial 
population evolves through process of fitness calculation, reproduction, selection, 
crossover, mutation and fitness evaluation. The population that evolved through 
evaluation is decided whether it will continue an evolution with the next generation. 
The following pseudo-code shows the genetic algorithm through process of 
initialization, fitness calculation, reproduction, selection, crossover, mutation, and 
fitness evaluation, which decide the classifier of the clustering. 
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Procedure fuzzy_GA(Doc[clustering.doc.n], sigmoid_f[clustering, keywordset, 
fitness_threshold]) 

// Extract keyword in web documents// 
Doc[clu_ID, doc_num, n] =Extract(Webdoc_set);  
// Initial population // 
for(doc_num=1; doc_num<n; doc_num++) do begin{ 

 for(word_num=1; word_num<t; word++) 
      // calculate importance degree of keyword// 
      if(word_loc ==title or keywordset) 
        select(sigmoid_f[1]);  

  else if(word_loc ==abstract or conclusion) 
       select(sigmoid_f[2]); 
      else(word_loc==text) 
       select(sigmoid_f[3]); 
while(average_fitness < fitness_threshold) do begin{ 
    calculation_fitness( ); 
   //reproduction for simple section// 
   for(doc_num=1; doc_num<n; doc_num ++) do begin{ 
     fitness_s[clustering.doc] = fitness[clu.doc]/sum_fitness; 

} 
//selection, crossover, mutation operation// 
while(doc<=n) do begin { 

selection( ); 
crossover( ); 
mutation( );   
} 

calculation_fitness( ); 
   if average(fitness>=fitness_threshold) then exit; 
    fitness[clustering.doc] <= fitness_s[clustering.doc] 
end. 

4   Document Clustering Using Fuzzy c-Means Algorithm 

In this chapter, we describe the fuzzy clustering and used it to cluster documents.  
Clustering is one of the most fundamental issues in pattern recognition. It plays a key 
role in searching for structures in data. Given a finite set of data, X, the problem of 
clustering in X is to find several cluster centers that can properly characterize relevant 
classes of X. In classical cluster analysis, these classes are required to form a partition 
of X such that the degree of association is strong for data within blocks of the 
partition and weak for data in different blocks. However, this requirement is too 
strong in many practical applications, and it is thus desirable to replace it with a 
weaker requirement. When the requirement of a crisp partition of X is replaced with a 
weaker requirement of fuzzy partition or a fuzzy pseudo-partition on X, we refer to 
the emerging problem area as fuzzy clustering. Fuzzy pseudo-partitions are often 
called fuzzy c-partitions, where c designates the number of fuzzy classes in the 
partition [4, 11, 15]. 
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We describe the feature selection of document, which extracted from search engine 
based on Web and how to transfer fuzzy value. To illustrate this issue let 

},,,{ 21 nxxxX = be a set of given document data.  

A fuzzy pseudo-partition or fuzzy c-partition of x is a family of fuzzy subsets of X, 

denoted by },,,{ 21 cAAA=Ρ which satisfies 1
1

=
=

c

i
ijμ  for all nNj ∈ and 

n
n

j
ij <<

=1

0 μ for all cNi ∈  where c is positive integer. Given a set of data 

},,,{ 21 nxxxX = , where kx in general, is a vector p
kpkk RxxxX ∈= },,,{ 21  

for all nNk ∈ , the problem of fuzzy clustering is to find a fuzzy pseudo-partition and 

the associated cluster centers by which the structure of the data is represented as best 
as possible.  

This requires some criterion expressing the general idea that associations (in the 
sense described by the criterion) be strong within clusters and weak between clusters 
[13, 15]. To solve the problem of fuzzy clustering, we need to formulate this criterion 
in terms of a performance index. Usually, the performance index is based upon cluster 
centers. Given a pseudo-partition },,,{ 21 cAAA=Ρ , the c cluster centers, 

},,,{ 21 cvvv associated with the partition are calculated by the formula  

=

== n

j

m
ij

n

j
j
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ij
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1
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μ

μ
, for all cNi ∈ , where m>1 is real number that governs the 

influence of membership grades. Observe that the vector iv calculated by above 

formula, which is viewed as the cluster center of the fuzzy class iA , is actually the 

weighted average of data in iA . The weight of a datum kx is the mth power of the 

membership grade of kx  in the fuzzy set iA . 

In this paper, we use the fuzzy c-mean clustering method, which find a fuzzy 
pseudo-partition P that minimizes the object function. The performance index of a 
fuzzy pseudo-partition P, )(PJ m is then defined in terms of the cluster centers by the 

object function such as following: 

= =

−=
n

j

c

i
ij

m
ijm vxPJ

1 1

2||||)()( μ , where |||| ⋅ is some inner product-include norm in 

space PR and 2|||| ij vx −  represents the distance between jx and iv . This 

performance index measures the weighted sum of distance the value of )(PJ m , the 

better the fuzzy pseudo-partition P. Therefore, the goal of the fuzzy c-means 
clustering method is to find a fuzzy pseudo-partition P that minimizes the 
performance index )(PJ m [4, 8, 15]. The fuzzy c-means algorithm is based on the  

assumption that the desired number of clusters in given and, in addition, a particular 
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distance, a real number ),1( ∞∈m , and a small positive number ε , serving as a 

stopping criterion, are chosen. Therefore, we propose the document-clustering 
algorithm that uses the genetic algorithm, which will produce clustering classifier and 
fuzzy c-means algorithm such as following: 

Step 1: Select an initial fuzzy pseudo-partition  
Procedure document_clustering (  ) 
   extract_keyword(doc_num); 
apply_sigmoid function(keyword); 
random_pseudo-partition(doc_num ); 
initial_partition(doc_num);  
End 

Step 2: Calculate the c cluster center  
Procedure clusterCenter_Calculation(   ) 
 for(doc_num=1; doc_num< n; doc_num++)  
do begin{ 

if(clucenter[doc_num] > clucenter[doc_num ++]) 
Clucenter[doc_num]= clucenter[doc_num]/ Sum_clucenter[doc_num]; End 

Step 3: update clustering  
Procedure update_clustering(   ) 

if(average_center>=classifier) 
     Clusterceneter ++; 

else  
clusterCenter_Calculation(   ) 

End 

Step 4:  Compare former fuzzy clustering and update clustering  
Procedure compare_clustering(   ) 

if(former_clustering- update_clustering <= ε ) 
exit; 

else 
Cluster_num ++; 

return step 2; 
End 

5   Conclusion 

In this paper, we suggest document-clustering method, which uses the genetic 
algorithm and fuzzy c-means algorithm. In general, user interest is reflected to extract 
keyword that stands for each document's content and clustering which constructing 
the same clustering with the document connected semantically. The suggested 
document clustering algorithm differs from previous the method in view of the use of 
keyword's occurrence frequency which extracted from document. We also define the 
fuzzy membership function of keyword's degree of importance and define fuzzy  
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relation between keywords and documents. Also, different membership function was 
defined to give keyword's weight according to occurrence area extracted keyword and 
we tried to reflect the user interest. In this paper, we also use the genetic algorithm for 
the decision of the classifier of clustering and it uses to calculate the clustering center 
value. Document clustering method calculates similarity degree between documents. 
It also constructs the same clustering for semantically connected documents to 
classify document among higher similarity degree. Consequently, information 
retrieval method that applies genetic algorithm and fuzzy c-means algorithm, which 
were suggested in this paper offers document that reflected user’s interests. Also, 
these algorithms offer appreciated documents more than the information retrieval 
method of simple keyword directly matching by document, which semantically 
connected, and classify the document set.  

For further research, we will study automated indexing method in constructed 
document set using document categorization algorithm suggested in this paper. Also 
we will apply hierarchical classification for connected document based on content. 
Consequently, we will be improving the retrieval speed, precision and recall of 
similar documents using index, which stand for document set use. In addition, when 
arbitrary documents are stored in database, we will classify automatically the 
documents with the same category and connected semantically. 
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Abstract. P2P (Peer to Peer) technology provides methods for overcoming 
many weak points of conventional client-server mechanism, and consequently, 
many efforts in many fields are made to apply it. On the other side of the coin, 
these strong points of the P2P technology have been used for bad purposes, 
causing many problems and concerns. This paper proposes a method to block 
P2P applications fundamentally in order to eliminate illegal data or files.  We 
use Ethereal, a reliable network packet analysis tool, and analyze the packets 
receive and send when P2P applications run.  Then, in this paper we examine 
the packet architecture and characteristics of each P2P application, and propose 
the algorithms that can block P2P applications. When being used for blocking 
up P2P applications, these proposed algorithms can play important roles in re-
ducing excessive P2P traffic and illegal data sharing. 

1   Introduction 

Client-server based network solutions have been used most wide. This allows server 
to make up for client's performance lack, and this solution has been used most wide. 
For this client-server mechanism, a concept of file server storing clients' data has been 
used for data sharing among clients. This concept has caused server to experience 
overload. To solve this, a new network mechanism appeared. This concept is a P2P 
technology negating the existence of server. This technology has become rapidly 
popular. 

Client-server based mechanism concentrates data into one system, and disables 
data sharing when server is unable to provide services. The P2P technology eliminates 
these problems by requesting data from connected clients (hereinafter "peers") so that 
data can be shared even if some peers are absent. Additionally, the P2P technology 
enables a part of data to be requested simultaneously from several peers in data 
downloading. This enables faxter data sharing. 

The P2P technology provides methods for overcoming many weak points of 
conventional client-server mechanism, and consequently, many efforts in many fields 
are made to apply it. On the other side of the coin, these strong points of the P2P 
technology have been used for bad purposes, causing many problems and concerns. 

Napster is a milestone for rise of P2P programs. Napster is a service designed to 
provide sharing of mp3 files. The advent of Napster caused explosive growth of many 
similar applications. Since Napspter allowed users to share music data, many music 
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companies resisted the service, causing Napster to stop its service. Other applications 
were also made for the purpose of data sharing. Legal restrictions cannot be imposed 
on data sharing and websites providing data sharing cannot be closed forcefully. Con-
sequently, many problems were caused by these P2P applications. 

There has not been enough studies on blocking P2P applications. Moreover, there 
are not any commercially available applications for preventing use of P2P applica-
tions. Teenagers and even juniors use P2P applications to share data illegally. This 
has become a social issue which has not encountered appropriate solutions. 

This paper is to analyze the protocols used by popular P2P applications, to propose 
the algorithms blocking the applications, to build the algorithms into blocking pro-
grams, and to ensure that the applications are blocked effectively by the blocking 
programs. 

2   P2P Technologies: An Overview 

For P2P model, a peer receives services via other peers and in turn, provides services 
for other peers. A peer has become able to perform more tasks than a conventional 
client on client-server network. This is because of changes in internet environment. 
Enhanced performance of PC and provision of sufficient bandwidth have made it 
inefficient for a host on the internet to play only the role of client. Moreover, users' 
demand on anonymity without server has increased. 

2.1   P2P Models 

Since the P2P model has no server, even if a peer is down or attacked, the whole 
network is not affected much. Moreover, P2P model allows anonymity because a 
peer cannot have information on all other peers. Each peer provides and accesses 
services by sharing its own storage space, memory, computing capacity or band-
width. 

The P2P model requires communication methods, which are different from those 
of server-client model, in order to provide peer-to-peer communication. For exam-
ple, when peers provide file sharing services to each other, a peer should search for a 
file it needs. In the server-client model, files are searched for and downloaded from 
server. In the P2P model, a peer should know which peers have files it needs because 
the files are in other peers. The P2P model's file searching method has been more 
complex and many studies have been conducted on distributed search on the P2P 
network. 

 2.2   Classifications of P2P 

P2P applications are divided into two groups, depending on the characteristics of each 
application. 

A. Hybrid P2P programs 
Hybrid P2P applications mean a concept of server added to original P2P model. Hy-
brid P2P applications search for data via server and the server delivers data lists to 
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each peer. However, the server does not involve in data downloading. Hybrid P2P 
programs enable server to manage peers efficiently, providing efficient data search. 
When the server is overcrowded with traffic or goes down, no search is possible. 

B. Pure P2P programs 
Pure P2P applications provide P2P services without server in order to fit to the origi-
nal concept of P2P. The applications allow a peer to directly communicate with other 
peers. Therefore, no server is required and data is searched in the way of broadcast. 
Even if several peers are down, search or downloading can be done well. However, 
these applications provide slower file search than Hybrid P2P applications. 

(a) Hybrid Type P2P              (b) Pure Type P2P 

Fig. 1. Hybrid Type and Pure Type P2P 

2.3   Types of P2P Applications 

The table below shows the usage of P2P in Korea. Especially, Soribada and E-
Donkey are most commonly used. Moreover, E-Donkey has taken increasingly higher 
share since many similar applications have appeared. 

Table 1. P2P application trands in korea 

P2P Application Use rate (%)
Soribada 60.6 
Gru-Gru 14.6 

E-Donkey 11.9 
Win-MX 6.4 
V-Share 2.2 

Etc 4.3 

A. E-Donkey 
This is the most popular P2P application. There are many similar applications of 
which protocols are modified versions of E-Donkey protocol(Emule, Overnet, etc.). 
Since it is very popular, the characteristics of its protocol are well known. E-Donkey 
is a typical hybrid P2P application that is dealt most intensively by this paper. 
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Fig. 2. An example of E-Donkey applicaton 

B. Gnutella  
Gnutella is a typical pure P2P application. There are many similar applications which 
use the same format of protocol as Gnutella protocol. The applications use modified 
versions of Gnutella protocol, making it difficult to analyze them. 

C. Soribada 
Soribada is a P2P application made in Korea, which takes a much different approach 
from conventional P2P applications. Since it has server, it is a hybrid applicaion. 
Unlike other P2P applications downloading a part of file from several peers in file 
download, Soribada chooses a peer from which file is to be downloaded and lets the 
whole file to be downloaded from the selected peer. Strictly, Soribada cannot be clas-
sified as a P2P application. Since it is used most wide at home and abroad, this paper 
will address it. 

3   Analysis of P2P Protocols 

This study analyzed P2P protocols by using Ethereal, which is a network packet 
analysis tool. This study tried to establish P2P connection with network, used Etherea 
to capture data packets on the network, and examined the characteristics of each P2P 
application that existed inside the packets. 

3.1   E-Donkey 

A. Architecture of E-Donkey packet 
E-Donkey protocol has following architecture. 

The first 1 byte is the protocol ID. It judges E-Donkey, Emule extension module 
and if compression is done. The following 4 bytes indicate the size of data area. The 
third 1 byte shows the signature indicating which command the present packet issues, 
and actual data is contained in the following data area. 
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SIZE 4 byte 

PI SIZE S DATA 

PID 1 byte                 Signiture 1 byte 

Fig. 3. Protocol structure of E-Donkey class 

Table 2. Protocol id of E-Donkey class 

protocol ID description 
0xe3 Orignal E-donkey protocol 
0xc5 Extend protocol in E-mule 
0xd4 Data compression protocol 

Table 3. Signature in E-Donkey class 

Signature no. 

Instruction 
Emule 

Description 

hello 0x01 0x01 
hello answer 0x4c 0x02 
Req-Slist 0x14 0x14 
Rep-Slist 0x32 0x32 
Req-SState 0x96 0x96 

Rep-SState 0x97 0x97 

Req-Sinf 0xa2 0xa2 
Rep-Sinf 0xa3 0xa3 

Req-Search 0x16 0x16 

Rep-Search 0x33 0x33 
Req-Source 0x19 0x19 
Rep-Source 0x42 0x42 
Req-File 0x58 0x81 
Fep-File 0x59 0x82 
Req-Slot 0x54 0x54 
Rep-Allslot 0x55 0x55 

B. Analysis of E-donkey protocols 
E-Donkey protocols have their own specific ID's which are dividied into three: proto-
col ID only for E-Donkey, protocol ID used by Emule extension module and protocol 
ID used when data area is compressed. 

Table 3 shows signatures which are commonly used and contain protocols used 
uniquely by Emule. For example, Emule uses E-Donkey's specific signature and 
Emule extension signature simultaneously. 
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C. Protection algorithm 

for(i=0; i< protocolTableSize; i++){ 

 If(str(PacketString[0] == protocolIDTable[i]) 

  protocolIDFlag = true; 

}

if(protocolIDFlag){

 for(j=0; j < DonkeySigSize; j++){ 

  if(strPacketString[SigSpace] == Donkey-
Sig[j])

   return true; 

}

}

return false; 

Fig. 4. E-Donkey Protocol protection algorithm 

3.2   Gnutella 

A. Architecture of Gnutella packets 
Gnutella protocol's packet architecture comprises 16-byte descriptor ID and 1-byte 
payloader descriptor ID. The 16-byte descriptor ID is a sole ID that a peer has on the 
network. Other peers use the 16-byte descriptor ID to establish connections with each 
other. Payloader descriptor ID means a signature showing the four basic commands 
used by Gnutella protocol. 

Fig. 5. Packet Structure of Gnutella Protocol 

B. Analysis of protocol 
Ping message: Ping message means that each peer (called servant in case of Gnutella 
protocol) broadcasts its own descriptor ID to the Gnutella network in order to log on 
to the Gnutella network. 

Pong message: Pong message is the reply of each servant the ping message. The pay-
load descriptor ID for pong message is 0x01. 
Data query 
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Query hit: Payload descriptor ID has a value of 0x81. This is a list of query hits. 
When each servant's data has hits corresponding to queries, the list of hits are to the 
servants that requested it. Analysis of transferred messages shows that the list of data 
of the servants that contains actual query 'california' is included. 

Actual data transfer: Data is transferred actually by TCP/IP stream. Data heads have 
slightly different values depending on the characteristics of relevant applications. 
Limewire, an application used for analysis, allows stream transfer as shown in  
Fig. 6. 

GET /uri-res/N2R?urn:sha1:MLX6DEJZMUHSK4PITMQYIDOJRBGARAKI 
HTTP/1.1

HOST: 70.64.173.156:6346

User-Agent: LimeWire/3.8.3

X-Queue: 0.1

X-Gnutella-Content-URN:
urn:sha1:MLX6DEJZMUHSK4PITMQYIDOJRBGARAKI

X-Alt: 155.97.202.30, 152.3.72.242:6348

Range: bytes=1499870-1599879

Chat: 203.237.140.179:6346

HTTP/1.1 206 Partial Content

Server: LimeWire/4.0.8

Content-Type: application/binary

Content-Length: 100010

Date: Thu, 23 Sep 2004 16:41:45 GMT

Content-Range: bytes 1499870-1599879/4202496

X-Gnutella-Content-URN:
urn:sha1:MLX6DEJZMUHSK4PITMQYIDOJRBGARAK

Fig. 6. Data Send/Receive in Limewire 

C. Protection algorithm 

for(i=0; i < payloaderDesTableSize; i++){ 

 if(strPacketString[GnuSigSpace] == payloaderDesTa-
ble[i])

  return true; 

}

return false; 

Fig. 7. Protection algorithm of Gnutella class application 
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3.3   Soribada3 

A. Analysis of protocol 
Access to Soribada server: When Soribada is run, access to the website www.soribada.com 
is established (http protocol). Then, a user enters his/her ID and password at sori-
bada3.phtml?action=nick&id=XXXXX&pw= XXXXX and gets user authentification. This 
method of user authentification is used wide on ordinary websites. However, this authen-
thification is exposed to TCP stream so that this study could analyze the protocol easily. 

Obtainment of the list of peers: After logging on to server, the application uses 
http://211.233.14.157/habor.html?action=list to get the list of peers. 

Peer-to-peer receiving and sending: The application sends messages to the list of 
peers that is received from server and makes sure that peers can receive or send data 
to and from each other. The messages sent contain 0x1014 signature (UDP protocol). 
In reply to this, each peer exchanges data by transferring the messages containing 
0x1015 signature to users. 

Request for file search: Users use the messages that they have searched for by using 
their lists of peers, and sends request for data search to the peers. The signature used 
for this is 0x01. 

Sending search results: When a peer received request for data search has data corre-
sponding to search conditions, it sends the list of the data. 

File receiving and sending: Since files are transferred by TCP stream as in case of 
Gnutella, transferred data is analyzed for stream comparison so that the application 
can be recognized to be Soribada. 

B. Blocking algorithms 
Since the signature held by Soribada is used only for query and search, the application 
can be recognized correctly by comparing this signature and the texts of GETMP3 
and soribada3 existing in TCP stream. Recognition mechanism of Soribada applica-
tion is a little complex. 

for(i=0; i < SoribadaSig1byteTableSize; i++){ 

 if(strPacketString[0] == SoribadaSig[i]) 

  return true; 

}

for(i=0; i < SoribadaSig2byteTableSize; i++){ 

 if(strPacketString[0] == Sori-
badaSig2byte[i][0] && strPacketString[1] ==

 SoribadaSig2byte[i][1]) 

  return true; 

}

Return false; 

Fig. 8. Soribada Protocol algorithm 
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4   P2P Blocking Programs 

This study used a library called WinPCap to build a P2P blocking program which can 
block P2P programs by using P2P programs' packet architecture analyzed above and 
the proposed algorithms. Fig. 6 is shows the screen of loaded blocking program. 
When the blocking program starts to capture packets, all packets existing on the net-
work are captured. Then the blocking program uses the proposed algorithms to make 
sure that there is any P2P packet and shows the list of present packets. 

Additionally, a dialogue box to prompt the blocking of P2P packets is embedded in 
the blocking program so that the P2P packets can be selectively blocked. Fig. 7 

This study shows that it is possible to efficiently block E-Donkey family (E-
Donkey, Emule, Overnet, Pruna), Gnutella family (Morpheus, Limewire) and Sori-
bada3, which are subjects of analysis, by using the proposed algorithms. 

5   Conclusions 

P2P protocols have some advantages that can be used very usefully. P2P model has 
lower dependence on server than conventional client-server mechanism. Instead, the 
model focuses on each peer. Because of this, when it appeared, it was expected that 
P2P model would be of great help in creating more innovative solutions than conven-
tional ones. However, P2P solutions have been used for bad purposes, giving losses to 
many people. 

Using P2P applications, users can easily find and download commercially avail-
able soft wares (games, operating systems, development tools etc.) and even 
download mp3 files, movie files and porn files. 

For this, many users take it granted that they share data. They are not aware that 
their data sharing via P2P services bring losses to many other people. Software devel-
opment companies undergo increasingly larger damages and losses because they do 
not have any measures and technologies to prevent their software products from being 
distributed free via the P2P applications. Additionally, software piracy has brought 
serious social problems. 

This paper proposes a method to block P2P applications fundamentally in order to 
eliminate software piracy. This study used Ethereal, a reliable network packet analysis 
tool, and analyzed the packets received and sent when P2P applications run. Then, the 
study examined the packet architecture and characteristics of each P2P application, 
and proposed the algorithms that can block P2P applications. 

When being used for blocking up P2P applications, these proposed algorithms can 
play important roles in reducing excessive P2P traffic and illegal data sharing. 

However, the algorithms do not necessarily block up all P2P applications. Nobody 
knows which kind of P2P protocols using new methods will appear. It is not possible 
to assure that delicate matters excluded from the subjects of this study can be exam-
ined. Consequently, more studies on the blocking algorithms will provide more com-
plete and more reliable P2P blocking mechanisms. 
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Moreover, current blocking algorithms use block up P2P applications, disallowing 
the P2P applications used for good purposes. If there are algorithms which can take a 
closer look at exchanged packets and determine what kind of data is exchanged, it 
will be possible to develop the methods that can filter only illegal data sharing 
through P2P applications. 
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Abstract. With increasing amounts of information on the web and the need to 
access it accurately, it is very important to standardize metadata and to store 
and manage the metadata system. The RDF (Resource Description Framework) 
is a framework for representing, exchanging, and reusing metadata. In this 
paper, we propose rules and an algorithm to convert the RDF schema into a 
UML (Unified Modeling Language) class diagram and formal models to 
represent an object-oriented schema for the RDF schema. The proposed rules 
and algorithm are useful for natural mapping, and the object modeling of RDF 
schema can be easily converted into the object-oriented schema. 

1   Introduction 

In order to find the exact document needed by the users on the Internet, we should 
know the exact information. The information is not only a description of document's 
content, but also the information of the document itself, which is called "metadata". 
These days, as the importance of metadata is emphasized, many researchers have 
made progress in the standardization work of metadata and construction of metadata 
for efficient and systematic management [1]. For the standardization of metadata, 
RDF based on the XML (eXtensible Markup Language) is able to cover all metadata 
on the web and furnish the standardized framework for the description of various 
resources scattered on the internet to save RDF schema defined metadata into a 
database and manage systematically, object modeling is needed. Therefore, this study 
shows that RDF schema converses into object modeling by utilizing UML being the 
standard of object-oriented method, and then, create object-oriented schema code. 
Because RDF schema and UML both have a common feature having a schema, and 
are used in other application purposes, they need mapping with each other. In the case 
of E-R diagram like UML, the model of entities and relations should be described. In 
the case of node and arc diagram like RDF schema, it is used to describe the node and 
arc model [2]. Therefore, this study suggests the rule of mapping RDF schema into 
the UML class diagram and algorithm, and then creates an object modeling by 
converting RDF schema. It also shows the basis of document management to 

1
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construct documents in an object-oriented database by proposing formal models in the 
form of object-oriented database schema converted to a RDF schema. 

2   Related Works 

There is also a modeling method for XML documents using the Elm tree diagram 
[3] and UML class diagram [4]. The Elm tree diagram suggests a notation method 
based on the tree structure. But, in declaration of elements, there is a weak point 
on the bracket and link processing. As compared with it, the model using the 
UML class diagram supports the various cases with the XML link and so on. But, 
the modeling method of [4] is that the element of XML converts into UML class 
and, in the declaration of elements in the XML document, the parts of the name 
and content attribute have an aggregation relationship between elements. In the 
RDF schema, the element tag describes all relationships between classes. 
Therefore, a new modeling method for the RDF schema, not supported in the 
modeling of the general XML document, is needed. In this study, the rule and the 
algorithm in which the RDF schema is converted into the UML class diagram will 
be suggested. 

3   RDF Schema and UML Class Diagram 

In this section, we will examine the important components of the RDF schema and 
the UML class diagram. 

3.1   RDF Schema 

The metadata working group acting to establish a framework for the information 
related with web is the field of PICS and RDF. The RDF suggests interoperability 
between applications exchanging machine-readable information [5].  RDF uses 
XML as a common syntax for processing and exchanging metadata. RDF schema 
suggests interpreter information about statements provided by the RDF data model.  
The RDF schema mechanism suggests a type system for use in the RDF model [6]. 
In Figure 1, a class is described by a rounded rectangle; a resource is depicted by a 
large dot, and arrows are drawn from a resource to the class it defines. 

Fig. 1. Classes and Resources 

C l a s s
P r o p e r t y

r d f s : R e s o u r c e
r d f s : C l a s s

r d f : P r o p e r t y
r d f s : C o n s t r a i n t P r o p e r t y

r d f : t y p e
r d f s : s u b C l a s s O f
r d f s : s u b P r o p e r t y O f
r d f s : c o m m e n t
r d f s : l a b e l
r d f s : s e e A l s o
r d f s : i s D e f i n e d B y

r d f s : r a n g e
r d f s : d o m a i n

C o n s t r a i n t p r o p e r t y

r d f s : C o n t a i n e r

R e s o u r c e
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3.2   UML Class Diagram 

The UML class diagram consists of the classes, relationships, and constraints [11]. 

(1) Class 
The class consists of a class name, an attribute list, and an operation list. Every class 
provides a type of a class. 
(2) Aggregation Relationships 
Aggregation relationship represents the relationship of 'part-of' between superclass 
and subclass, and is notated as a ' '. 
(3) Generalization Relationships  
Generalization relationship represents the relationship of 'is-a' between superclass and 
subclass, and is notated as a ' '. 
(4) Constraints 
Several aggregation relationships connect with a dotted line, and give the constraints 
as 'or'. An 'ordered' constraint expresses the case that subclasses have an order. 

4   Formal Models and Algorithm 

This study describes the rules, modeling functions, formal models, algorithm, system 
and application results, and comparison analyses for converting RDF schema into a 
UML class diagram. 

4.1   Conversion Rules 

For converting the collection (set) of RDF schema into the collection of the UML 
class diagram, we define the rules as follows. 

(1) Class and Attribute 

 
 
 

Example 1)  Class 
<rdf:Description ID= "Resource"> <rdf:type resource="#Class"/> </rdf:Description> 

 

Fig. 2. UML Class Diagram of Ex1 

 
 

Example 2) Attribute 
 <rdf:Description about="http://www.w3.org/Home/Lassila"> 

      <s:Creator>Ora Lassila</s:Creator> </rdf:Description> 

[Rule 1] The rdf:Description of the RDF schema becomes class in the UML 
class diagram, and rdf:type becomes the type of class.  

[Rule2] The property and value, which represent attributes of the RDF 
schema, becomes a private attribute and the initial value of the attribute. 

Resource 



34 J.-S. Kim et al. 

 

 
 

 

Example 3) Constraints 
<rdf:Property ID="result"> <rdf:domain rdf:resource="#SearchQuery"/>  
<rdfs:range rdf:resource="#SearchResult"/> </rdf:Property> 

Fig. 3. UML Class Diagram of Ex2 Fig. 4. UML Class Diagram of Ex3 

(2) Relationships 

 
 
 

Example 4) Subclass 
<rdf:Description ID="Class"> 
<rdf:type resource="#Class"/> <rdfs:subClassOfrdf:resource="#Resource"/></rdf:Description> 

 
 
 
 
 

Example 5) Properties 
 <rdf:Description about="http://mycollege.edu/courses/6.001"> 
  <s:Students> <rdf:Bag> 
         <rdf:li resource="http://mycollege.edu/students/Amy"/> 
     <rdf:li resource="http://mycollege.edu/students/Tim"/> 
   </rdf:Bag> </s:students> </rdf:Description> 

 
 
 
 
 
 
 
 

Fig. 5. UML Diagram of Ex4 

 
 
 
 
 
 
 

 

Fig. 6. UML Class Diagram of Ex5 

[Rule 3] The constraints of RDF schema become a public attribute of class in 
the UML class diagram 

[Rule 4] The rdfs:subClassOf RDF Schema becomes generalization 
relationships of the UML Class Diagram 

[Rule 5] The rdfs:Container of RDF schema properties become aggregation 
relationships of the UML class diagram.  In rdfs:Container, rdf:Seq has an 
'ordered' constraint, and rdf:Alt has an '{or}' constraint. When there's no subclass 
that becomes the attribute type of class, it is automatically generated.  

Resource 

Class 
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Example 6) Ordered Constraints 
<rdf:Description about="http://www.foo.com/cool.html"> 

<dc:Creator> <rdf:Seq ID="creatorSurname"> 
<rdf:li>Mary Andrew</rdf:li> 
<rdf:li>Jacky Crystal</rdf:li>  

</rdf:Seq> </dc:Creator> </rdf:Description> 

Example 7) Or Constraints 
<rdf:Description about="http://x.org/pakages/x11"> 

<s:DistributionSite> <rdf:Alt> <rdf:li>ftp.x.org</rdf:li> 
<tdf:li>ftp.cs.purdue.edu</rdf:li> 

</rdf:Alt> </s:DistributionSite> </rdf:Description> 

Fig. 7. UML Class Diagram of Ex6 Fig. 8. UML Class Diagram of Ex7 

Attribute Students and Distributionsite of Example 5 & Example 7 are not specified 
as an attribute type, therefore, suitable class is automatically generated. Between 
classes and subclasses, they have aggregation relationships. 

(3) Comments 

 
 
 

Example 8) Comments 
<rdfs:Class ID="Resource" rdfs:label="Resource" rdfs:comment="The most general class/"> 

 

Fig. 9. UML Class Diagram of Ex 8 

4.2   Formal Models 

In order to convert the RDF schema into the object-oriented database schema, the 
form of schema is needed which is not supported by the present database. In this 

[Rule 6] The rdfs:comment of RDF schema becomes a note of the UML class 
diagram. 

study, based on the O2 database, we extend a schema, and define the formal model of 
rdf:Container. By doing this, we give several definitions and hypothesis as follows. 
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(1) Class 

Based on the above hypothesis, the following are the definitions of rdf:Seq of 
rdf:Container, rdf:Bag of rdf:Container, rdf:Alt. 

 
 
 
 

(2) Relationships 
 
  

 
 
 
 
 

4.3   Modeling Functions 

In the UML class diagram, as inserted into the parts of operation lists of each class, it 
is easy to understand the structure of the class diagram. By using them, the 
modification and unification of the RDF schema is practicable.  The hypotheses for 
defining the modeling functions are as follows. 

 
   
 

 

[Hypothesis 4] The set of connector is Con = {Inherit, Seq, Bag, Alt}. 

[Hypothesis 1] The set of  base types is dom, the set of  attributes  is  A = {a1, 
a2, ..., an }, the set of objects is O =  {o1, o2, ..., on }, and the set of classes is C = 
{c1, c2, ..., cn } 

[Hypothesis 2] The values of object set O are described as  V = {v1, ..., vi, ..., vn }. 
 Where,  an element of V , vi becomes nil or dom or each elements of O. 
Therefor, the tuple [ a1: v1, ..., an : vk ], the set {v1, ..., vk}, and the list [ v1, ..., vk ] 
are also to be the elements of V. [4].

[Hypothesis 3]  The set of class, the type-set of each  C elements  is   = {  1, ..., 
 i, ...,  n }, here the interpretation of it is dom( ). 

[Definition 1] Tuple [ a1 :  1, ..., an :  n ]  is Seq type, exactly, it is  dom( [ a1 : 
 1, ..., an :  n ] ) = { [ a1 :v1, ..., an :vn, ..., an+l : vn+l ] | vi dom( i), i = 1,...,n; l 
 0}[4].  

[Definition 2] Tuple [ a1 :  1 &…& an :  n ] is Bag type. Exactly, it is dom( [ a1 : 

 1  &…& an :  n ] ) =  {[ ai1 : vi1, ..., ain : vin ] | vim  dom( i), i  = 1,...,n}, 
where each i1,...,im, ...,in is the permutation of 1,...,n. 

[Definition 3] Set {a1 :  1 +…+ an :  n }is Alt type. Exactly, it is dom([a1 :  1 
+…+ an :  n]) =   {dom( [ai :vi ] ) | 1  i  n}. 

[Hypothesis 5]  Class diagram consists of a pair of (S, p),  where S is a set  of 
class about t S and function p is the application S on to S. 

In the above [Hypothesis 5], root class t of S is satisfying the features such as Table 1[4]. 
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 Table 1. The features of root class 

functions meaning 
p(t) = t the parents of t is t. 

x S,  k N, pk(x)=t, 
where, k is a level of tree , N is a set 

of integers. 

 
t is an ascendant of all x. 

Table 2. RDF resource class modeling function 

Function Name Description 
p(t) Superclass of Class t 
c(t) Subclass of Class t 

cons(t) Connector between subclass of Class t 
r(t) Order of Subclass of Class t 
m(t) Defined attributes of Class t 

Based on the above hypotheses, modeling functions are defined as follows. 

(1) Superclass and Subclass 

 
     

 

(2) Connector of Subclass 

That is, the relationship between the superclass and subclass is generated in 
rdf:subClassOf  and rdf:Container of the RDF schema. 

 

(3) Order of Subclass 

That is, rdf:subClassOf of the RDF schema is cons(t) = inherit, and the cons(t) of 
rdf:Seq, rdf:Bag, rdf:Alt in rdf:Container has the value of Seq, Bag, Alt respectively. 

  
   

(4) Attribute 

That is, when rdf:Container of the RDF schema is rdf:Seq, the subclass has the value 
r(t) in the order of 1, 2,... 

[Definition 4] t  S,  p, c : S  p(S),  where,  p,c indicate each superclass and 
t2 = c(t1) is t1  t2. 

[Definition 6] t  S, if  r : S Integer then cons(t) = Seq, where it 
expresses the procedure of  the subclass.

[Definition 7] t  S, m : S  A, where function m indicates all attributes 
belonged to the class. 

[Definition 5] t  S, cons : S Con, where cons indicates a kind of a 
connector. 

 

That is, the constraints of the RDF schema, rdf:resource, rdf:range becomes the attributes. 
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4.4   Algorithm 

From the mapping rule, the following is the algorithm, which converts the data model 
of the RDF schema into a UML class diagram. 

---------------------------------------------------------------------------------------------------- 
Input  : Data model of  RDF Schema 
Output : UML Class Diagram. 
begin { 
 while ( RDF Data Model Element ) { 

if ( rdf:Description )  make_class()             // Class Generation 
else if ( rdf:comment ) make_note()              // Comment Attachment  

} 
while ( RDF Data Model Element) { 
 if ( Property or Constraint ) { 

if ( rdf:type )  class_type()                    // Definition of Class Type 
else if ( rdf:subClassOf ) make_inheritance()      //inheritance relationship 
else if ( rdf:Container ){ 

if ( there is no attribute type) make_class() 
make_aggregation()                      // aggregation relationship 
switch ( rdf:Container ) { 

case : rdf:Seq  order_constraint()       // sequence relationship 
case : rdf:Alt  or_constraint()  

      } }  
else  insert_attribute() 

} 
   } 

} 
end; 

---------------------------------------------------------------------------------------------------- 

4.5   System Architecture and Result of Application 

This section shows the structure of system and the result of application. 

4.5.1   System Structure and Functions 

The Configuration of System is Fig.10. 

Fig. 10. System architecture 

----

----
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(1) Preprocessing Step 

- RDF parser: Parsed an RDF schema using an XML, it examines whether there 
are some syntax errors. 

- Data Model Generator: It converts a parsed RDF schema into an RDF data 
model. 

- Data Model Manager: In the RDF data model, it saves and manages the 
information of nodes and arcs. 

(2) Conversion Step 
The configuration of the conversion step is shown Figure 11. 

Fig. 11. The Configuration of the Conversion Step 

Above Fig11, each component function and characteristic is the following. 
- Diagram Generator: It counts a data a data model into a class diagram by 

mapping algorithm  
- Diagram Manager: It manager and store location information and etc. of class 

diagram 
- Code Generator: It generates the object code about the class diagram. 

4.5.2   Result of Application 
The following are the results, which generate a data model and class diagram by 
inputting a RDF schema in this system and then creating a C++ code. 

(1) RDF Schema 
The RDF schema, an input of this system, is in MortorVechicle’s XML form. 

------------------------------------------------------------------------------------------------------- 
<rdf:RDF xml:lang="en"> 

xmlns:rdf=http://ww.w3.org/2004/02/22-rdf-syntax-
ns#“xmlns:rdfs=http://www.w3.org/TR/2004/PR-rdf-schema-

20040303#> 
<rdf:Description ID=”MortorVechicle”> 

 <rdf:type resource=http://www.w3.org./TR/2004/  
PR-rdf-schema-20040303#Class/> 

 <rdfs:subClassof ref:resource=http://www.w3.org/ TR/2004/PR-
rdf-schema-20040303#Resource”/> 

</rdf:Description> 
<rdf:Description ID=”PassengerVechicle”> 

 <rdf :type resource= “http://www.w3.org/TR/2004/ PR-rdf-schema-

-

Data Model  
Manager 

Diagram 
Manager 
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Code Generator 
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  <rdfs:subClassOF rdf:resource=”Motor Vechicle”/> 
</rdf:Description> 

<rdf:Description  ID=”Van”> 
 <rdf:type resource=http://www.w3.org./TR/2004/ PR -rdf-schema-

20040303#Class/> 
 <rdfs:subClassOf  rdf:resource=”MotorVechicle”/> 

</rdf:Description> 
<rdf:Description ID="MiniVan">  

<rdf :type resource= "http ://www.w3.org/TR/2004/ PR-rdf-schema-
20040303#Van"/> 

<rdfs :subClassOf rdf :resource= "#Passenger Vechicle "/> 
<.rdf:Description> 

</rdf:RDF> 
---------------------------------------------------------------------------------------------------- 

(2) Data Model 
The following (Figure 12) is the data model of the RDF Schema which is easy to 
convert into a class diagram. 

 
(3) UML Class Diagram 
By inputting a data model of the RDF schema, a UML class diagram is generated. 
The generated UML class diagram of (Figure 12) is (Figure 13). 

4.6   Comparison Analysis 

In order to evaluate the modeling method of this study, we would like to compare and 
analyze [3][4] research modeling RDF data model and an XML document. Table 2 is the 
comparison of the modeling method about each RDF resources. 

 
Fig. 12. Data Model of the RDF Schema 

 
Fig. 13. Converting UML Class Diagram 

20040303#Class“/> 
 <rdfs:subClassOf rdf:resource=”#Motor Vechicle”/> 

</rdf:Description> 
<rdf :Description ID= “Truck“ > 

 <rdf:typeresource=http://www.w3.org/TR/2004/PR-rdf-schema-
20040303#Class/> 

--

Comparing with it, the modeling of this study expresses exactly the system structure 
between classes mapped into a class diagram of UML, according to the semantics of the RDF 
resources, and it has an advantage in which it converts easily into an object-oriented schema. 

--
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Table 3. The Comparison of RDF Modeling Methods 

RDF resource Elm tree 
diagram 

UML 
class 
diagram 

RDF 
data 
model 

Model of this study 

rdf:Description node Class 
rdf:type arc Class  type 
Property types:Description arc private attribute 
rdfs:domain arc public attribute 
rdfs:range arc public attribute 
rdf:subClassOf arc generalization 

rdf:Seq arc {order} rdfs:Container 
rdf:Alt arc 

aggregation 
{or} 

Rdf:comment 

 
 

Class 
or 
rectangle 

 
 
 
 
Class 

arc comment 

5   Conclusion and Future Works 

This study suggests the rules and the algorithms, which an RDF schema in the form of 
metadata in the web documents converts into an UML class diagram, object-oriented 
modeling method. In order to structure identification, conversion, and unification of the 
UML class diagram for the RDF schema, an operation is inserted in the operation list of 
each class, and the formal model is suggested in the form of the object-oriented database 
for the RDF schema. In accordance with it, this study will be the base to save and 
manage a RDF schema in an object-oriented database. In future research work, we 
suggest an algorithm for automatic generation of MCF (Meta Content Format), and WF 
(Warick Framework) into an object-oriented modeling and an object-oriented schema. 
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Abstract. This paper will investigate the fundamental issues related to building 
and composing secure components. While all participants will closely cooper-
ate, each will have primary responsibility in one area. The approach outlined in 
this paper develops a certification process for testing software components for 
security proper- ties. The anticipated results from this paper are a process, set of 
core white-box and black-box testing technologies to certify the security of 
software components and a framework for constructing compositional Compo-
nent Security Assurance (CSA) based on the security property exposed by the 
atomic components. The manifestation of the product is a stamp of approval in 
the form of a digital signature.  

1   Introduction 

The e-commerce systems of today are composed of a number of components includ-
ing: a commerce server, component transaction protocols, and client software from 
which transactions originate. While most of the attention in e-commerce security has 
been focused on encryption technology and protocols for securing the data transac-
tion, it is critical to note that a weakness in any one of the components that comprise 
an e-commerce system may result in a security breach. For example, a flaw in the 
Web server software may allow a criminal access to the complete transaction records 
of an online bank without forcing the criminal to break any cipher text at all. Simi-
larly, vulnerabilities in security models for mobile code may allow insecure behavior 
to originate from client-side software interaction. Until the security issues of soft-
ware-component based commerce are adequately addressed, electronic commerce will 
not reach mass market acceptance[1.2.3]. Assurance is a vital component in any secu-
rity consideration. In effect, assurance measures the trust that the consumer can put in 
the claims of the producer.  While the software producer may claim that the product is 
secure, the consumer and ultimate user of that software typically does not simply 
believe the developers claims, but wants additional assurance that those claims are 
true.  This additional assurance is needed whether the software is purchased from a 
software vendor or developed “in-house” by the same company. Assurance is usually 
demonstrated by means of testing, a formal proof, expert review, or relevant process 
controls during development. Components are comprised of a number of objects as-
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sembled into a unified, meaningful, single module. In this way they resemble an en-
tire system. They have well defined inputs, outputs, and functions.  We anticipate that 
a subset of Common Criteria specifications will apply to components. We also antici-
pate that some modifications and additions will have to be made to some specifica-
tions in order for them to apply. The anticipated results from this paper are a process, 
set of core white-box and black-box testing technologies to certify the security of 
software components and a framework for constructing compositional Component 
Security Assurance (CSA) based on the security property exposed by the atomic 
components. The manifestation of the product is a stamp of approval in the form of a 
digital signature. 

2   Related Works 

2.1   CBD Process 

Development of e-business systems involves collaborative work of several different 
types of specialist with different areas of expertise; for example, business process 
consultants, software architects, legacy specialists, graphic designers and server engi-
neers. We’ll need a coordinating framework for dealing with these diverse skill sets 
and introduce a track-based pattern to help. It’s also important to have a good idea of 
the kinds of deliverable that we can expect to produce. We describe a broad set of 
deliverables that work well on CBD projects. Techniques can then be applied in flexi-
ble fashion within our overall process framework of track-based pattern plus deliver-
ables. e-Business process improvement provides the right business context for CBD, 
as shown in figure 1. Of particular importance for transitioning to e-business using 
CBD are the overall e-business improvement plan, which provides business direction 
for architecture planning and the business models, which focus on understanding 
specific processes requiring e-business solutions. While the business improvement 
plan ideally encompasses the entire enterprise, the overall vision may be developed 
incrementally, leading to a succession of more narrowly focused action plans[3,4,5,6]. 

 

Fig. 1. Component Based Development Process 
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2.2   Connection and Adaptation 

Once the decision to reuse a certain component is made, it will have to be configured 
within a Component configuration consists of connection and adaptation. Compo-
nents have to be connected to each other so that they can cooperate. In the simplest 
case, the connector is just a link between a given required service and a given pro-
vided service. In other words, a connector establishes how a requirement is fulfilled. 
But connectors can be more complex; it is useful to have them encapsulate functional-
ity that logically belongs within a shared infrastructure (for example, communication 
protocols in a distributed system) rather than to either of the two components that are 
being connected [13]. Adaptation increases the value of components. The more flexi-
ble and adaptable a component is, the more often it will be reused. Ideally, a compo-
nent will provide ways for application composers to adapt it. However, a component 
manufacturer will not be able to foresee all adaptations that might be necessary. For 
this reason, there should be means to adapt a component externally without having to 
interact with it, for example wrapping. 

2.3   Security of Information Technology Products and Systems 

In component based software engineering, the security issue becomes more prevalent. 
Many components of a target software system to be assembled may be acquired from 
or delegated to third parties. The security properties of each component will be part of 
and impact on the target system’s security. In such a scenario, we must know the 
security characteristics of the components to be able to evaluate the assembled sys-
tem. Another equally important aspect that impacts on the target system’s security is 
the system architecture that connects the components in a specific manner. In address-
ing the issue of security characterization of software components and component-
based systems, we propose to identify and measure the security characteristics of a 
software component through the use, adaptation and formalization of the Common 
Criteria, and analysis and evaluate the security properties of a composed system in 
terms of the characteristics of its components and its system architecture. The Com-
mon Criteria identify the various security requirements for IT products and systems, 
and provide a good starting point for characterizing software components, i.e., with 
the components being regarded as IT products/systems. However, the Common Crite-
ria do not directly address system composition, and therefore much investigation is 
required to evaluate a composed system based on the component characteristics and 
the system architecture[8,9,10]. 

3   Frameworks for Assuring Security in Components 

The system architecture developed and used through this paper, CSA(Component 
Security Assurance) shown in figure 3. It provides a schematic representation of the 
some inter models such as component security requirements model, assuring security 
model and modeling component security assurance. It shows the relationship between 
e-business domain and security model-based framework. Component domain re-
quirements, security requirements model and CBD workbench/security architecture 
model apply in this paper context in any of the delivery tracks. However, as we’ll see 
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a little later, de-scoping may occur at regular points through the lifecycle, resulting in 
hybrid projects. So, for example, a solution assembly project could branch into sepa-
rate smaller assembly, provisioning and integration projects. Also software require-
ments techniques may also be used within a e-business domain services. They are 
especially useful in conjunction with prototyping, as a means of scouting ahead to 
explore different designs. 

Fig. 2. Component Security Assurance System Architectures 

3.1   Component Security Requirement Model 

One of the most important aspects of any security architecture model is the ability to 
manage/maintain an accurate and consistent level of component security controls. An 
integrated risk management program is critical in securing business objectives requiring 
the enforcement of confidentiality, integrity, availability, and accountability. Confiden-
tiality ensures the protection of component from unauthorized access throughout an 
organization’s information architecture, which extends to all component directly associ-
ated with the architecture’s applications, component stores, communication links and/or 
processes. Integrity ensures that component, services, and other controlled resources are 
not altered and/or destroyed in an unauthorized manner. Integrity based controls provide 
safeguards against accidental, unauthorized, or malicious actions that could result in the 
alteration of security protection mechanisms, security classification levels, addressing or 
routing information, and/or audit information. Because of increasing information shar-
ing and the cost of securing information, it is important to classify information correctly. 
Under-classification of sensitive information can have serious consequences. The secu-
rity requirements for each classification level are defined, based on the organization’s 
particular application of the technology. The model includes categories for security, and 
the criteria by which the information is to be secured. Categories relate to both business 
processes (applications and component) and information technologies (hardware, soft-
ware and services) that support that environment. The categories define a comprehen-
sive structure for IT risk management issues and represent the components of the infor-
mation systems environment. 
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3.2   Assuring Security Model in Component 

The proposed approach for assuring security in components is illustrated by the 
Component Security Assurance (CSA) dimension as in figure 4. The CSA dimen-
sion is an architecture for providing security-oriented testing processes to a soft-
ware component. The dimension consists of several processes including the con-
struction of test plans, analysis using white- box testing techniques, black-box 
testing techniques, and the stamping with a digital signature of the relative secu-
rity rating based on the metrics evaluated through the testing. The processes are 
broken out into sub-pipes of test plans, white-box testing, and black-box testing. 
The first stage to component certification is the development of a test plan. The 
application in which the JavaBean component will be used will influence the 
security policy, test suites, assertions, and fault perturbations used in both white-
box and black-box testing processes. Based on the security policy, input genera-
tion will make use of test suites delivered from the applicant for certification as 
well as malicious inputs d signed to violate the security policy. The definition of 
the security policy is used to code security assertions that dynamically monitor 
component vulnerability during security analyses. Finally, perturbation classes 
are generated for white-box fault injection analysis according to the application in 
which the component will be used.  

 

Fig. 3. Component Security Assuring Dimension 

 

For the certification process, the property that is analyzed is the secure behavior for 
software components. One example of using assertions internally to the code is to 
determine if a user is granted access to a privileged resource when the use has not 
been authenticated. Assertions can also be employed external to the program to moni-
tor system-wide properties. For example, an assertion can be used to determine if a 
portion of the file system has been accessed by an unprivileged process. And cover-
age analysis, property-based testing of the software component can be performed until 
a required degree of confidence is reached when the component will be certified. The 
degree of confidence necessary will be determined by the application in which the 
component will be employed.  
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3.3   System-Level Component Security Analysis 

As stated earlier, composing secure components in a system does not guarantee secure 
system behavior. Conventional engineering of large systems follows the doctrine of 
“divide and conquer.” That is, large systems are broken into smaller subsystems and 
each is individually engineered. Component-based software is aimed at building sys-
tems from the ground up from software components. One consequence of building 
large systems from components is the loss of system-wide robustness properties such 
as security due to the increase in the number of components that must be maintained 
and the number of interfaces that must be robust. A component designed and built for 
one application might behave remarkably different when employed in a different 
application. Even when component interfaces match (which is a difficult enough 
problem without universal acceptance of component standards); the system-wide 
behavior of components hooked together is as unpredictable as strange bedfellows. 
Unintended interactions between components can result in emergent system behavior 
that is unpredictable and possibly insecure. 

3.5   Security Characteristics of Software Components 

Since a software component can be regarded as an IT product or system, it is natural 
to use the Common Criteria in assessing its security properties. The Common Criteria 
provide a framework for evaluating IT systems, and enumerate the specific security 
requirements for such systems. The security requirements are divided into two catego-
ries: security functional requirements and security assurance requirement. The secu-
rity functional requirements describe the desired security behavior or functions ex-
pected of an IT system to counter threats in the system’s operating environment. 
These requirements are classified according to the security issues they address, and 
with varied levels of security strength. They include requirements in the following 
classes: security audit, communication, cryptographic support, user data protection, 
identification and authentication, security management, privacy, protection of system 
security functions (security meta-data), resource utilization, system access, and 
trusted path/channels. The security assurance requirements mainly concern the devel-
opment and operating process of the IT system, with the view that a more defined and 
rigorous process delivers higher confidence in the system’s security behavior and 
operation. These requirements are classified according to the process issues they ad-
dress, and with varied levels of security strength. The process issues include: life 
cycle support, configuration management, development, tests, vulnerability assess-
ment, guidance documents, delivery and operation, and assurance maintenance. The 
Common Criteria have also identified seven evaluation assurance levels by including 
assurance requirements of appropriate strength into each of these levels.  

3.6   Security Properties of Component-Based Software Systems 

The security characterization of a software system assembled from components 
should take a form similar to that of a component. After all, the composed system is 
an IT system and may be used as a component of another larger system. As such, the 
security characterization of the target system could be done in a way similar to that of 
an atomic component. Given that the security properties of the components used are 
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already available. However, it is natural and advisable to use these component proper-
ties together with the system’s composition architecture and process to arrive at the 
composed system’s security characterization. It is even more so in cases where de-
tailed analysis of third party components are not possible due to the lack of develop-
ment information. As such, the security properties of a component-based system 
should be derived from those of the components used and the system architecture. 
Assuming the component properties are characterized and defined as outline above, 
we have to consider the ways of interaction between these components according to 
the system architecture and how these interactions impact on the components and the 
composed system. Therefore, we need a component-based and architecture-directed 
composition model for software security. While the Common Criteria do not directly 
address system composition issues, the security concerns they address do suggest that 
the software security composition model be based on the aspects such as the security 
properties of individual components, the system architecture of the target system, and 
the process of architecture design and system composition. 

4   Modeling Components Security Assurance 

Components are often under specified, which makes their proper reuse a risk in the 
development process. To remove this shortcoming a more precise specification is 
needed. Interfaces as we know them from object oriented programming provide a so 
called functional specification of the component. But there are non-functional issues 
which have to be specified. Prominent examples for non-functional aspects of a com-
ponent are performance and security. For instance, a component customer may be 
interested in knowing the time complexity of a component’s computation. A compo-
nent user may want to know whether the component encrypts the component that it 
sends over the network. Along the same vein, knowledge of bandwidth and latency 
property of a component is an important issue for component deployment. We will 
make the requirements of a component explicit so that the developer can see as early 
as possible what it takes to get the shop offers an interface for ordering goods. But 
most likely the component needs some other component that offers a database inter-
face so that the e-shop can store the customer component. The designer should be able 
to deduce easily from the component’s specification whether the e-shop component 
has a dependency on the database component. Most currently used component models 
do not make these dependencies explicit. Component users have to search for this 
information in the written documentation (when this information is supplied at all). 
Good component architectures should not only expose and specify the contracts they 
offer but also make explicit the contracts they require from others. 

 

Fig. 4. Security Component Interface with UML 
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4.1   Compound Assurance 

In more complex settings than those in the above example the relationships between 
required contracts and offered ones can become quite extensive, especially when level 
4 (those with non functional properties) contracts are involved. When dealing with 
more complicated components we will discover that a set of contracts may have ex-
clusive-or semantics. That means only one contract can be active at a certain time. 
These contracts often share common subparts. To make these modeling issues more 
explicit we introduced the concept of compound contracts. In our example the shop-
ping contract is such a compound contract, which is a composition of other contracts. 

Fig. 5. A component assembly 

A compound contract can play two different roles. It is either a useful is the com-
bination of functional and non-functional contracts. For example some component 
demands a certain throughput for an SQL interface it is using. By grouping the inter-
face and the non-functional contract in a compound contract we can express this 
relationship. The exclusive-or semantics can be expressed using UML stereotypes 
across several dashed lines. In UML this is already done with associations. For ex-
ample you can model that an instance of some class may participate in one of several 
associations but not in two of them at the same time. We just applied this concept to 
contracts. Another reason for using compound contracts is that they enable very high 
level views of components and their contractual relationships. A real life component 
will offer a rich set of interfaces and non-functional contracts. 

 4.2   Contract Types and Contracts 

In the previous sections we used the word “contract” with a somewhat vague mean-
ing. However, when we want to model systems with components we need to be more 
precise. It is crucial to distinguish between contracts and contract types. Contracts and 
contract types are similar to the concept of objects and classes. Until now we have 
used the word “contract” where “contract type” would have been more appropriate. 
We use classes and contract types. Contracts are instantiations of contract types and 
exist at run time. Since the UML provides a means for modeling instances, this allows 
us to describe the over time. Therefore, we provide a means for modeling contracts in 
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addition to contract types: contract entities coexist with component instances in de-
ployment diagrams. As we will describe in more detail in the next section it is possi-
ble to parameterize contracts. While typical interfaces are not subject to parameteriza-
tion during the design and implementation phase, quality of service contracts (level 4) 
are just templates that have to be filled at run time with concrete values. For example 
in a concrete application some component might not be able to ensure availability 
without knowing its run time environment and this environment’s QoS. Another im-
portant issue in the development, distribution and application of software components 
is related to the integrity o the components, namely, how to ensure that any unauthor-
ized modification of a software component, be it accidental or malicious, can be eas-
ily detected by a customer or another software component that depends on it. It ap-
plies to not only the implementation of the component functionality but also the 
characterization or interface definition of the component. The issue is especially 
important in dynamically configurable distributed software systems, where system 
components may be acquired or purchased on the Internet on a per-use basis. It has 
the same importance for software systems involving mobile agents. 

5   Conclusion 

Components are specifically designed to be combined into systems, and, in fact, it is 
these systems that ultimately need security assurance. Yet, composing security assur-
ance specifications into specifications for larger systems is not only a non-trivial task, 
but considered one of the hard unsolved problems in computer security. when compo-
nents are combined into systems, the specifications will be available and the charac-
teristics of the combination systems can also be determined. This paper describes a 
new approach for certifying software components for security using both tried and  
true software engineering analysis techniques applied to security problems as well as 
novel security analysis techniques. The objective of this research is to invent a proc-
ess methodology that can be used to certify the security of software components used 
in e-commerce applications. By providing a means for assessing the security of soft-
ware components, the old practice of security through obscurity will no longer be a 
viable technique, and y-by-night software development organizations will not get 
away with selling supposedly secure products. Billions of dollars are spent on com-
puter security, and most of it is wasted on insecure products. After all, weak security 
looks the same on the shelf as strong cryptography. Two e-mail encryption products 
may have almost the same user interface, yet one is secure while the other permits 
eavesdropping. A comparison chart may suggest that two programs have similar fea-
tures, although one has gaping security holes that the other doesn't. An experienced 
cryptographer can tell the difference.  This paper has demonstrated that an active 
interface can provide the basis for reasoning and assessing a component's suitability 
to meet certain security requirements of a particular application. From a security point 
of view, it is unrealistic to tell the component users or the system composers whether 
a software component is secure or not, rather it is much useful to expose what security 
properties are implemented. In a distributed environment, it would not be realistic to 
expect that all components would provide same degree of security to others. The 
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proposed framework lets the human users and software components judge the trust-
worthy of a component by reasoning the security properties that it exposes. One of the 
secondary benefits of our framework is to separate the interface code from the appli-
cation code of the component. This framework enforces a clear separation of concerns 
between the interface introspection and the application of the functionality. We con-
clude with our belief that a security characterization mechanism providing a full dis-
closure of security properties in both human and machine comprehensible terms could 
build a confidence and trust on a viable software component market. 
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Abstract. With the development of web-application, especially E-commerce, 
many software designers need to incorporate either low-level security function-
alities into their programs. This involves the implementation of security features 
using Java Cryptography Architecture (JCA), Java Cryptography Extension 
(JCE) and Java Secure Socket Extension (JSSE) API provided by Sun Corpora-
tion [1]. Through our discovery, we find that many functional security related 
features in software systems are usually implemented by a few methods. The 
use of these methods results to some necessary structural patterns in reduced 
control flow graph of the program. In this papers, we present our way to recover 
the security features by recognizing these methods invocations automatically 
and transform the reduced control flow graph to state transition diagram through 
functional abstractions. We believe that it would not only facilitate the compre-
hension of the security framework implemented in the program, but also make 
the further verification of the security features possible. 

Keywords: Slicing, Security features, Reduced Control Flow Graph, State 
Transition Diagram. 

1   Introduction 

Program slicing is a fundamental operation for many software engineering tools, 
including tools for program understanding, debuging, maintenance, testing, and inte-
gration [2,3]. Slicing was first defined by Mark Weiser,who gave algorithms for  
computing both intra- and interprocedural slices [4,5]. However, two aspects of 
Weiser’s interprocedural-slicing algorithm can cause it to include “extra” program 
components in a slice: (1) A procedure call is treated like a multiple assignment 
statement “v1, v2, . . . , vn := x1, x2, . . . , xm”, where the vi are the set of variables that 
might be modified by the call, and the x j are the set of variables that might be used by 
the call. Thus, the value of every vi after the call is assumed to depend on the value of 
every x j before the call. This may lead to an overly conservative slice. (2) Whenever a 
procedure P is included in a slice, all calls to P (as well as the computations of the 
actual parameters) are included in the slice. Design recovery plays very important role 
in the program comprehension. Along with the development of E-commerce  
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applications, many software designers need to incorporate either low-level or high-level 
security functionalities into their programs, so it is useful to automatically recover and 
verify security features from program source code. In this paper, firstly we give the 
definitions of the Security-Related Variables and Security-Related methods. Then we 
describe our ways to correctly set the slicing criterions regarding two different groups of 
Security-Related variables. In order to include all the statements involving the invoca-
tion of Security-Related Methods, which are important to show the full scope of the 
security features in the program, we propose two ways to solve this problem, including 
pre-parsing process and modifications of the DEF set [2]. We slice the program to get 
the necessary statements, which directly or indirectly affects the implementation of 
Security features in the given program. And with the state’s definition, locating and 
forming criterion provided, we turn the RCFG (Reduced-Control-Flow-Graph) to State 
transition diagram to represent the security features in the program [2,3,4]. 

2   Constructing Security-Based Reduced Control Flow Graph 
from Low Level Codes 

Program slicing is widely used in program comprehension, debugging, testing, main-
tenance [5] and integration of program version (e.g., [2,3,4]). A program slice of a 
program P with respect to a slicing criterion <p,V>, for a p a location in P and V a set 
of variables in P referenced at p, is the set of statements and predicates in P that might 
affect the value of variables in V at p[5]. In order to make the slicing applicable to 
large software systems, much research has been done to develop the interprocedural 
slicing techniques based on the system dependence graph (SDG).Various researchers 
have put off the way for constructing the system dependence graph (SDG) for a given 
Java program, this includes [6,7,8]. The Horwitz-Reps-Binkley algorithm operates on 
a program representation called the system dependence graph (SDG). The algorithm 
involves two steps: first, the SDG is augmented with summary edges, which represent 
transitive dependences due to procedure calls; second, one or more slices are com-
puted using the augmented SDG. The two steps of the algorithm (as well as the con-
struction of the SDG) require time polynomial in the size of the program. The cost of 
the first step—computing summary edges—dominates the cost of the second step. 

2.1   Setting Security-Based Slicing Criterions 

In order to set the correct slicing criterions, we’d like to give the definition of Secu-
rity-Related Methods and Security-Related Variables first. 

(1)   Definition (Security-Related Methods) 
Let Avar be list of parameters of method f, c is a class, m1, m2….mn are packages 
defined in JCA ,JCE and JSSE, C(m1, m2….mn ) be set of classes defined in the m1, 
m2….mn. 

Security-Related Methods in the set 
 Fsrm={f| (c C(m1, m2….mn) IsMethod(f( Aval, Avar),C(m1, m2….mn)))}. 
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(2)   Definition (Security-Related Variables) 
Let Avar be list of parameters of method f, c is a class, m1, m2….mn are packages 
defined in JCA ,JCE and JSSE, C(m1, m2….mn ) be set of classes defined in the m1, 
m2….mn. 

Let instance (v,c): variable v is the instance of class c. and IsMethod(f(Avar),  
C(m1, m2….mn)): f(Avar) is a method in a calss in C(m1, m2….mn). 

Security-Related Variables in the set 
Varv={v| (c C(m

1
, m

2
….mn)  ((instance(v,c)))  ((v Avar)  IsMethod(f( Aval, Avar), 

C(m
1
, m

2
….mn)))). 

As what is stated in the definition, the set of Security-Related Variables contains 
the variables that directly or indirectly affect the implementations of the security fea-
tures in the programs. By saying that a variable directly affecting the implementation 
of security features in the program, we mean that this variable is the instance of the 
classes defined in JCA, JCE and JSSE [1], which are used as the basic computational 
unit for constructing the security framework. Thus, the statements related with these 
variables are considered as basic structure of the security framework implemented in 
the programs. The variables, which affect the implementation of security features 
indirectly, are the instances of the classes (exclude the classes defined in JCA, JCE 
and JSSE), used as the parameters of the Security-Related Methods. We need to treat 
these two groups of Security-Related Variables differently. Slicing criterion <p,V> 
comprises two parts, a p a location in P and V a set of variables. As for the first group 
of Security-Related Variables, V is the subset of Varv, which includes all the Secu-
rity-Related Variables that belong to the first group and p is the end point of the pro-
gram. However, for the other group of Security-Related Variables, the criterions are 
much more difficult to set. Firstly we need to locate all the statements, which involve 
the invocations of the Security-Related Methods. Then for each of these statements s, 
its program point p and the parameters set V used in methods invocations together 
form the slicing criterions for s, that is <p,V>. 

2.2   Security-Based Slicing 

2.2.1   Pre-processing 
After we get the slicing criterions based on the Security-Related Variables, it is a 
set of criterions regarding all the Security-Related Variables in the program. Ac-
cording to the slicing algorithm given by Horwitz, we say that the final slices are 
the union of every slice based on the separate slicing criteria. Since the setting of 
our slicing criterions for second group of Security-Related Variables is based on the 
program points of Security-Related Methods invocation statements, more often than 
less, there might be more than one Security-Related Methods invocation statements 
concerning the same Security-Related Variable. Before applying the SDG-based 
slicing techniques on the given program, we need to find the Optimized-slicing 
criterion for all Security-Related Variables respectively in order to reduce the re-
dundant work during the slicing phase. 
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(3)   Definition (Optimized-Slicing Criteria) 
Let s be the slicing criteria, S be a set of slicing criterions, predicate Is(s,<p,V>) 
means that s is the slicing criteria <p,V>. 
if ( s S) ( s’  S)(Is(s,<p1,V>))(Is(s’,<p2,V>))(p2<=p1)  
we say s is the Optimized-slicing criteria for V in the program. 

Note here, by saying p2<=p1, we mean program point p2 appears later than p1 in 
sequence of the statements. In the example above, the slicing criterions for the first 
group of Security-Related Variables remain the same, while for the second group, 
<s33,alias> is the Optimized-slicing criteria for String variable alias, so <s32,alias> is 
excluded in the slicing criterions set. Thus after we find all the Optimized-slicing 
criterions for all the Security-Related Variables in the program, SDG-based slicing 
techniques is ready to be applied. 

2.2.2   Slicing 
As what we have described above, our recovery of Security features in the given pro-
gram involves two aspects of concerns. Firstly, in the traditional static slicing view, 
the statements, which affect the value of Security-Related Variables in the program, 
will be picked out with the existing slicing techniques. Secondly, some of the state-
ments which involve the invocations of the Security-Related methods through which 
the security functionalities are implemented, though itself may not have any impact 
on the value changing of Security-Related Variables. The other method is to expand 
the DEF sets of them to make them included after the SDG-based slicing process. 
Here, we’d like to describe them respectively. 

(1)   Locate and mark the statements related with Security-Related Methods 
invocation compared with the classical static slicing. This step is mainly a parsing 
process of the Java program. Firstly, we clearly set the phase-structure grammar rule 
for methods in vacation in Java language. Then according to this parsing rule, we go 
through the program to locate all the methods invocation statements and mark them. 
With the symbol table constructed for this program, we can pick out the methods 
invocation statements regarding the variables we care, which belong to the first group 
of Security-Related Variables. Here, besides the symbol table, Static Security-Related 
Methods table is also needed, for the reason that the static methods invocation is dif-
ferent from the ordinary methods invocation in the since that they can be called with-
out constructing the specific instance of the class. Thus we cannot recognize them 
only with the symbol table information provided. In order to correctly find these 
statements, we build the Static Security-Related Methods table, which contains the 
name, parameter types and the return value type of the static methods defined in JCA, 
JCE and JSSE. If the methods invocation statements inside the program match the 
items in this table, then they are the Static Security-Related methods invocation 
statements, which should also be picked out. So the final marked statements set con-
tains two kinds of Security-Related methods invocation statements. 

(2)   Expanding DEF set. The other approached is to expand the DEF set of the 
statements involved with Security-Related Methods invocation. This is done in the 
stage of constructing the SDG. Expanding rule here is to add the instance of the first 
group of Security-Related classes whose defined method is invoked in the statement. 
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For example, like statement s11, s.update(smsg.msg); its DEF(s11) is empty, so it is 
not included when we slice with the criteria <end,s>. With the expanding rule we 
have described above, since s is the instance of Class Signature, which belongs to the 
first group of Security-Related Variables, and its defined method update () is invoked 
in this statement, we add variable s to the DEF set of this statement. Then DEF (s11) 
would be {s}. With this new computation of DEF and REF schema, this statement 
will be kept in the final slice with the slicing criteria <end,s>. Expanding rule here is 
only for the purpose of program comprehension in this approach, and whether it is 
useful for some other approaches of recovering other features of a given program still 
remain unproved. 

2.3   Security-Based Reduced Control Flow Graph 

After we get the correct slice of the given program, Control Flow Graph (CFG) is 
used to represent it. A Control flow graph G=(V,vs,vf,A) is a directed graph where V 
is a finite set of vertices; vs V is the start vertex; vf V is the final vertex; and A is 
a finite set of arcs. A vertex represents a statement and an arc represent possible flow 
of control between statements. Thus the Reduced Control Flow Graph of the example 
program is shown as Figure 1. Here, we use the vertices to connect the calling and 
called statements to show the interprocedural relations in the programs. So the final 
graph shows the whole sequences of Security-Related statements that implemented in 
the program, as what you can see in Figure 2. After we get the RCFG of the program, 
every node in the CFG represents a single statement from the program; we need to 
give the more abstract and semantic representations for better program comprehen-
sion. With this purpose, we turn to the state transition diagram. 

Fig. 1. RCFG of the example program 

Fig. 2. State transition diagram representation 
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3   Transformation Security-Based RCFG into State  
Translation Diagram 

3.1   Identifying and Constructing State 

Here, we say a state is a group of adjacent statements in RCFG, which are used to 
fulfill the same functionality in the design recovery view. Thus every state here is 
labeled by Security-Related functionality type f and the Security-Related Variable v it 
targets to. In the appendix C table 1, we list some major types of the states used in our 
approach. For example, by saying that a state m1 is labeled {f=f1, v=p}, it means that 
state m1 is the type of “ Setting Signature to be verified” and its target variable is p, 
the instance of Class Signature. In order to correctly form the group of adjacent 
statements into state respectively, the first step is how to locate the state in the RCFG. 
Since every state is labeled with f and v, f represents the type of the security function-
ality implemented in this state. Through our discovery, we find that these security 
functionalities are usually implemented by a few methods invocation statements. The 
use of these methods results to some necessary structural patterns in reduced control 
flow graph of the program. By recognizing these methods invocation statements 
automatically, we can locate the state in RCFG, and then based on the data depend-
ence information to group the adjacent statements to form the state correctly. Here we 
call these methods invocation statements focus statements, for the reason that they are 
adequate to show the security functionality implemented in the state, and guide us to 
locate the state. In the table 2, focus statements of the states defined are also listed. As 
what shows in the appendix, the focus statements of most states is a single statement 
of the invocation of Security-Related method defined in JCA, JCE and JSSE. For 
example, as for the state type “Verify Signature”, the focus statement is the invocation 
of method verify (byte signature) defined in Signature class, which is implemented to 
verify the pass-in signature. And the focus statements for some states can be sequence 
of Security-Related methods invocation statements in the sense that all these state-
ments together form the Security functionality implemented in the state. For example, 
like the state type “Setting the Signature to be verified”, the focus statements of it are 
initVerify(Publickey pub) and update(byte data) defined in Signature class. Because 
initVerify() is designed to initiate the object for verification and update() is to update 
the information to be verified, these two methods invocations together make the Sig-
nature instance ready to be verified. In appendix C, table 2 , we have listed the focus 
statements of the major types of state we use in this paper. After we locate the state by 
mapping the focus statements of it with the actual statements in the RCFG, the next 
step here is to form the correct state with the focus statements and the adjacent state-
ments which both have the data dependence relations with them and are used to do the 
preliminary work before the invocation of the focus statement. For example, in the 
RCFG, as for the state M1{f=f1,v=IsInstance(Signature,s)}, firstly we locate it by s10 
and s11 to match with the state type f1, “Setting Signature to be verified”. Then based 
on the data dependence relations, s7 is used to define variable pubKey which acts as 
the parameters in s10, and the DEF set of s9 is {s}, the instance of class Signature, 
which is the target variable of state M1. Thus these two statements, along with the 
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focus statements s10, s11, form the state M1. For state M3{f=f3,v=IsInstance(KeyStore 
ks)} in RCFG, where f3 is the state type “load KeyStore”, since its focus statement is 
the invocation of the method load() defined in KeyStore class, we can locate the state 
with the statement s28. And the adjacent statements s21,s22,s24,s25,s26 are used to 
define the variable ks, ks_path and spass which are used as either the pass-in parame-
ters or the target variable of the focus statement s28 of M3. So statement 
s21,s22,s24,s25,s26,s28, altogether form the state M3. With the methods described 
above, we can correctly locate and form the states in the RCFG. For the example 
program, the states and its formation statements are listed in  table 1. 

Table 1. States of example program 

 

Table 2. Focus statements of States 

 

3.2   Constructing STD (State Transition Diagram) 

With all the states we get in the previous step, we use the state transition diagram to 
represent the state transitions of the Security-Related states of the program. And 
Kripke structure is used. Here, we use Kripke structure M=(Q,qint,L,R) where Q is a 
finite set of states; qint Q is the initial state; L: Q 2AP is the function labeling 
each state with a subset of the set AP of atomic propositions; R  Q X Q is the transi-
tion relation which is total, i.e., for every state m, there is a state m’ such that 
(m,m’)  R. And L(ms)={f=fs,v= }, L(mf)={f=ff,v= }, where fs is the state type 
“Start” and ff is the state type “Final” respectively. And L(mi)={f=fi,v=vi}for every 
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mi  M-{ms,mf}. The tuple (mf,mf) is necessary to guarantee that the transition rela-
tion be total. For the example program, the final state transition diagram representa-
tion is shown as Fig.3. 

Fig. 3. System Architecture of JSR 

4   Implem tation 

With the purpose of implementing the above approach, a prototype system Java Secu-
rityRecover (JSR) is under development. Here, we’d like to give a brief description of 
the general architecture of it. We need to adopt a data-centered architecture. A data-
base system will be the main part of this architecture, which is used to store the con-
trol flow and data flow information about the program, also can provide with the  re-
use information for the analyzing purpose. The system architecture is shown in Figure 
3 and the system has the following subsystems: 

Parser: Parse source code, gather basic analysis information about that source code, 
and store the information about all the statements in the database. It includes control-
flow, local data-flow and symbol table information of a given program. This is done 
by using JavaCC ( Java Compiler Compiler). 

Slicer: Based on the information stored in the database, slice will perform the slicing 
actions based on the given slicing criterions, for our case, they are Security-related 
variables. The first step is to decide which variables are considered as Security-related 
ones. This can be achieved by getting the information about the symbol table and 
methods calling statements. After all the Security-related variables are found, it will 
do the slicing based on these variables, it needs to do the data-flow and control-
dependence analysis. By extracting all the information about the Security-Related-
Variables, the output will be a partial program, which is not necessarily to be execu-
table but with all the security features inside the given program. As for the future 
process, the output result of the slicing will also be stored in the database. Currently, 
for this part, our work is mainly based on the Java Model Checker, Bandera [13]. 
Some modifications are carried out in order to include the statements involving the 
Security-Related methods invocation. 

 

en 
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Information Database: This is the center part of the system, which is used to store 
the parsing and slicing result of the given program and also provide with the informa-
tion needed for the analyzing. Database access routines are designed to provide the 
access to the Information Database. 

Database Access Routines: it is used to manage the access to the database. 

User Graphic Interface: It is used to provide the user with a friendlier interface for 
accepting the user input and showing the analysis result to the user. 

STD Builder: It is used to build the security-related state transition diagram of the 
program. It will use the slice stored in Information Database to construct the diagram. 
And to find the basic states described above to find the general security structures the 
program implemented. 

5   Conclusions 

We have described our approach to recover the security features implemented in the 
given Java program. And proposed our way to construct the RCFG (Reduced Control 
Flow Graph) from Java source code for the statements that directly and indirectly 
affect the implementation of the security features. We also described our way to set 
the different slicing criterions for different groups of Security-Related Variables and 
how to include all the statements, which show the full-scope of security implementa-
tion. State transition diagram representation is applied in order to give the more com-
pact and semantically meaningful means to show the security functionalities and its 
sequence implemented in the given program. Finally, we also briefly describe the 
prototype system under developed to implement the approaches described. 

Based on the approaches above, two questions have been raised. They are, 1)“Can 
this approach be extended to check some properties?” Till now, the answer to this 
question seems to be not so clear in the sense that it depends on what kind of proper-
ties we are supposed to check and how important these are. For example, we have 
once figured out some empirical-based properties concerning the correct implementa-
tion of the security features in the java program. Like the property “ Verify the certifi-
cate before verifying the signature of a signed message”. In real application, this is a 
securer way, compared with purely verifying the signature. And this can be checked by 
querying on the state transition diagram obtained by our approach. Once enough proper-
ties are got, we will consider furthering the current approach to new stage. 2) “Can the 
current approach be applied in some other fields besides Security-Related one?” 

Till now, we think the answer is yes. If only for the recovering concerns, as long as 
we can categorize certain packages, which are used for the same or related aspect, this 
approach is applicable. Further research will be done concerning these two questions. 
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Abstract. The requirement to improve software productivity and software qual-
ity has promoted the research on software metrics technology. Traditional met-
rics cannot be used for the object oriented paradigm because there are no met-
rics for the concepts like encapsulation, inheritance, and coupling so Various 
object-oriented metrics have been proposed by various researchers. Two of the 
widely accepted metrics are CK and MOOD Metrics. They have been analyzed 
according to their validation criteria and it has been observed that CK suite 
which was build on the validation criteria given by Weyukar fail to satisfy it 
completely. MOOD metrics on the other hand fail to satisfy the validation crite-
ria given by the MOOD team themselves thus showing that MOOD Metrics is 
working with an inaccurate and imprecise understanding of the OO paradigm. 
Hence showing that the genesis of the metrics is controversial.  Further many 
inconsistencies have been observed in CK and MOOD Metrics. 

Keywords: Object Oriented Paradigm, CK Suite, MOOD Metrics, Coupling, 
Cohesion, Polymorphism, Component Based Development. 

1   Introduction 

Measurement is the process by which numbers or symbols are assigned to attribute of 
entities in the real world in such a way so as to describe them according to clearly 
defined rules. Measurement is very important in software industry because 

 
• Software metrics can help to fully understand both the design and architecture 

information of the software system. 
• Software design metrics can aid to discover the underlying errors in the soft-

ware design at the early stage of software development life circle. 
• Software metrics can evaluate the quality of the software and provide cost esti-

mation of software project. 

Object oriented design and development is becoming very popular in today’s software 
development environment. So, to analyze object oriented system we need different set 
of metrics, which are different from traditional metrics because Object-oriented pro-
gramming identifies the object types in the applications and structured programming 
models the applications as a set of functions. Also, there are no metrics for the con-
cepts like encapsulation, inheritance etc. It is because of all these limitations a set of 
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new software metrics adapted to the characteristics of object technology were pur-
posed; CK and MOOD Metrics being one of them. 

2   Chidamber and Kemerer Metrics 

The best-known OO metrics are the suite of six proposed by MIT researchers. Vari-
ous fundamental flaws and inconsistencies have been observed in them as shown 
under. 

2.1   Validation Criteria for CK Metrics 

The Metrics have been validated against Weyuker’s axioms. Weyuker is used to 
evaluate software complexity measures. CK has evaluated its metrics according to 
Weyuker, which means that CK is considering its metrics to be complexity metrics 
and at the same time CK has not defined complexity and it seems that it has got dif-
ferent definition of complexity for each metrics, which is not even clear[12]. 

2.1.1   Weyuker’s Properties 
Of Weyuker's nine properties, three will be considered briefly here [9].  Weyuker's 
second property, "granularity", only requires that there be a finite number of cases 
having the same metric value.  Since the universe of discourse deals with at most a 
finite set of applications, each of which has a finite number of componentes, this 
property will be met by any metric measured at the component level.  

The "renaming property" which is Property eighth requires that when the name 
of the measured entity changes, the metric should remain unchanged.  

Weyuker's seventh property requires that permutation of elements within the 
item being measured can change the metric value.  The intent is to ensure that metric 
values change due to permutation of program statements. The remaining six proper-
ties are mentioned below: 

Property 1: Non-coarseness  
Given a component P and a metric μ  another component Q can always be found such 
that: μ(P)  μ(Q).  This implies that not every component can have the same value for 
a metric; otherwise it will lose its value as a measurement. 

Property 2: Non-uniqueness (notion of equivalence) 
There can exist distinct componentes P and Q such that μ (P) =μ (Q).  This implies 
that two componentes can have the same metric value, i.e., the two componentes are 
equally complex. 

Property 3: Design details are important 
Given two component designs, P and Q, which provide the same functionality, do not 
imply that μ (P) = μ (Q).  The specifics of the component must influence the metric 
value.  The intuition behind Property 3 is that even though two component designs 
perform the same function, the details of the design matter, in determining the metric 
for the component. 
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Property 4: Monotonicity  
For all componentes P and Q, the following must hold:             
 μ(P)  μ(P+Q) and μ(Q)  μ(P+Q) where P + Q implies combination of P and Q.  
This implies that the metric for the combination of two componentes can never be less 
than the metric for either of the component componentes. 

Property 5: Non-equivalence of interaction  

∃  P, ∃  Q, ∃  R, such that 
μ (P) = μ (Q) does not imply that μ (P+R) = μ (Q+R). 
This suggests that interaction between P and R can be different than interaction be-
tween Q and R resulting in different complexity values for P+R and Q+R. 

Property 6: Interaction increases complexity  

∃  P and ∃  Q such that: 
μ(P) + μ(Q) < μ(P+Q) 
The principle behind this property is that when two componentes are combined, the 
interaction between componentes can increase the complexity metric value. 

2.2   Inconsistencies in Chidamber and Kemerer Metrics  

The CK metrics were validated by using six of Weyuker's nine axioms, and were 
found to be generally compliant with most of the properties [4]. None of the metrics 
was found to comply with either of properties 6 and 7 of Weyuker and DIT and 
LCOM fail to satisfy property four about monotonicity. Failure to meet the sixth 
property suggests that it is probably not applicable to OO systems, where interaction 
might in fact decrease complexity by rendering componentes closer to the abstractions 
they are supposed to portray. According to CK, failure to meet the seventh property 
suggests that permutation might not be significant in OO systems. Besides its non-
compliance to Weyuker’s axioms an inadequacy has also been observed in CK Suite 
that it has got no metrics to measure encapsulation and polymorphism and hence its 
inability to measure the entire object oriented properties. 

2.2.1   Weighted Method per Component 
WMC breaks an elementary rule of measurement theory that a measure should be 
concerned with a single attribute [9]. If all method complexities equal one then WMC 
gives a count of the methods. Once weighting, in the form of a complexity value is 
added, this count is lost. A component with one method that has a complexity value of 
twenty would give the same WMC value as another component with twenty methods, 
each having a complexity value of one. The viewpoints for WMC are largely con-
cerned with method count, so the addition of a complexity value seems an unneces-
sary complication and will further make the word ‘weighted’ superfluous. 

2.2.2   Depth of Inheritance Tree 
Deeper inheritance trees are likely to increase the complexity, from the maintenance 
viewpoint, as the child componentes use the ancestral methods. At the same time, 
Chidamber and Kemerer gives contradicting statement and propose that it is better to 
have depth than breadth in the inheritance hierarchy [3]. CK's DIT metrics have other  
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ambiguities as well. The definition of DIT is ambiguous when multiple inheritance 
and multiple roots are present. Consider the component inheritance tree with multiple 
roots in Figure 1. 

 

Fig. 1. A Component inheritance tree with multiple roots 

The maximum length from component 5 becomes unclear. There are two roots in 
this design; the maximum length of component 5 from root 2 is (DIT(5)=1) and the 
maximum length of component 5 from root 1 is (DIT(5)=2) [3]. 

The other factors, which makes DIT ambiguous lies in the disagreeing goals stated 
in the definition and the theoretical basis for the DIT metric. The theoretical basis 
states that DIT is a measure of how many ancestor componentes can potentially affect 
this component. It is seen and understood to indicate that the DIT metric should 
measure the number of ancestor componentes of a component. However, the defini-
tion of DIT stated that it should measure the length of the path in the inheritance tree, 
which is the distance between two nodes in a graph; which conflicts with the meas-
urement attribute declared in the theoretical basis. This ambiguity is only visible when 
multiple inheritance is present, where the distance between a component and the root 
component in the inheritance tree no longer yield the same number as the number of 
ancestor componentes for the component. This conflict is visualized in Figure 2. In 
this figure, according to the definition, componentes 4 and 5 have the same maximum 
length from the root of the tree to the nodes respectively; thus DIT(4)=DIT(5)=2.[3]. 

 

Fig. 2. A component Inheritance tree with single root 

However, component 5 inherits from more componentes than 4 does so, these com-
ponentes should have different DIT values. 
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2.2.3   Number of Children 
Just as DIT fails to count all the ancestor componentes, NOC fails to count all the 
descendants of a component because as per the definition it counts only the immediate 
children. Only counting immediate subcomponentes may give a distorted view of the 
system, as the following example illustrates [10]: 

Example. A hierarchy is structured thus: Component A is the root component, com-
ponent B extends A, component C extends B and componentes D, E, F, G and H 
extend C. Both A and B have a NOC value of one, but a total of seven componentes 
inherit A’s properties and a total of six inherit B’s properties. As the hierarchy grows 
bigger so, does the discrepancy. 

2.2.4   Lack of Cohesion in Methods 
LCOM is calculated as number of disjoint sets formed by the intersection of n sets. 
The idea behind this metric is that a high value suggests that the methods in the com-
ponent are not really related to each other and vice versa. LCOM is given by 

 

Fig. 3. Example to show LCOM 

In the example shown above in Fig 3(a) the value of LCOM is 8 (|P|= 9, |Q|= 1). 
Whereas in (b) also LCOM is 8 (|P|= 18, |Q| =10). The component (a) is less cohesive 
and component (b) is more cohesive but the value of LCOM for both the compo-
nentes is 18. In this sense, one of the basic axioms of measurement theory, that a 
measure should be able to distinguish two dissimilar entities, is violated by the 
LCOM definition. Furthermore, it is of serious concern that, whilst a high value of 
LCOM implies low similarity and therefore low cohesion, a value of LCOM = 0 does 
not imply the reverse [1]. If |P| |Q|, LCOM = 0 and this can occur even for cases of 
obvious distinction. 

3   MOOD Metrics 

The MOOD metrics set was first proposed in 1994 by the MOOD project team, 
headed F. B. e Abreu. The metrics are designed to meet a particular set of criteria, 
also proposed by the team. 
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3.1   Validation Criteria for MOOD Metrics 

The criteria are listed here [11]: 

1.   Metrics determination should be formally defined. 
2.   Non-size metrics should be system size independent. 
3.   Metrics should be dimensionless or expressed in some  consistent unit system. 
4.   Metrics should be obtainable early in the life-cycle. 
5.   Metrics should be down-scaleable. 
6.   Metrics should be easily computable. 
7.   Metrics should be language independent. 

The MOOD metrics are all system-wide measurements. Each metric is a quotient 
where the numerator is the use of a particular mechanism in the system being meas-
ured and the denominator is the maximum possible use of the same mechanism. The 
value for each metric will therefore be in the range 0-1 with 0 indicating no usage and 
1 indicating maximum usage. The values for the metrics are expressed as percentages, 
0-100%. The definition for each metric is given as a mathematical expression. It has 
been observed that majority of the MOOD Metrics are fundamentally flawed because 
they either fail to meet the MOOD team's own criteria or are founded on an imprecise 
or inaccurate, view of the OO paradigm. 

3.2   Method Inheritance Factor 

Definitions for MIF and AIF are inconsistent with the 0-1 scale as in [11]. Consider 
the following system with the hierarchical structure: A  B C. 

component A{public void x();public void y();} 
component B extends A {//no methods defined} 
component C extends B {//no methods defined} 

B and C both inherit the two methods defined in component A and define no further 
methods. This is the maximum possible method inheritance in this system (i.e. all 
methods that can be inherited have been inherited, by all componentes that are able to 
inherit them). Intuitively, it seems that the MIF value for this system should be 100%, 
but in fact it is 66.6% 

Mi(A) =0, Mi(B)=2, Mi (C) = 2, Total = 4 
Ma(A) =2, Ma (B)=2, Ma (C)=2,Total =6 

This can be further illustrated. If component C in the above example had a new 
method added it should not change the MIF value for the system. This is consistent 
with our intuitive understanding of method inheritance. In fact we find that, with 
Ma(C) = 3 MIF becomes 4/7 = 0.57 (57%). 

3.3   Method Hiding Factor 

In it is recommended that MHF should not be lower than a particular (as yet unde-
fined) value but suggest that there is no upper limit, thus implying that it is 'good' for 
all methods in a component to be hidden (private). However, the number of private 
methods in a component does not tell us anything about the degree of information 
hiding in the component. It may tell us that a particular method (or methods) has been 
broken down into a number of smaller methods to avoid duplication or for clarity of 
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understanding. Such methods would only need to be visible to the containing compo-
nent. But whether or not a method is broken down this way the containing compo-
nent's implementation is still hidden. In the following example both componentes 
have equal 'information-hiding' levels: 

 component A { private int x; public int m0()   
{ do_1; do_2; do_3; return x; }  
 } 
   component B { private int x; 
       public int m0() { m1(); m2(); m3(); return x;} 
        private void m1() { do_1;} 
       private void m2() { do_2;} 
   private void m3() { do_3;}  

} 

In component A all of method m0's behavior is contained in the body of m0. In com-
ponent B the behavior has been separated into three smaller methods which are called 
by m0. Both componentes have identical interfaces and their respective implementa-
tions are equally well hidden from client componentes. A count of the number of 
private methods in a component is not a particularly useful metric, and certainly does 
not contribute anything to our knowledge of a component's encapsulation level. 

3.4   Polymorphism Factor 

 It is possible, indeed highly likely, that a sub-system will consist of a set of compo-
nentes that extend a framework. This may be a set of library componentes or a 
framework of low(er) level system componentes. When measuring the sub-system it 
should be only the componentes that belong to the sub-system that are measured; 
componentes outside of its boundaries should not be considered. In such cases the 
denominator for the POF measure may be less than the numerator, resulting in a value 
greater than 1. An example will make this clear. Sub-system "S" produces a value for 
POF which is outside the range 0-1 as shown in Figure 4. 

 

Fig. 4. Example for Showing POF 
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Mo(P) = 1, Mo(Q) = 2, Mo(R) = 2 
(Mn(P)=2 * DC(P)=2) = 4, 
(Mn(Q)=2 * DC(Q)=0) = 0, 
(Mn(R)=2 * DC(R)=0) = 0 

Therefore, POF for sub-system "S" = (1+2+2) / (4+0+0) = 5/4 (and 5/4 > 1). This is 
especially likely in languages that are shipped with large component libraries, such as 
Java or Smalltalk. In such cases the whole system could produce POF>1. 

3.5   Coupling Factor 

There are basically two types of relationships inheritance and client supplier relation-
ship i.e. one component uses the other component as an instance variable. 

The fact here is that the relationship between any two componentes in a system is 
not confined to any of the one. As an example consider the two componentes, Com-
ponent and Container, from the Java java.awt library package. Component is the 
super component of all graphical components and Container is one of its subcompo-
nentes. Thus the two componentes are in an inheritance relationship. However, each 
component also contains an attribute of the other component type. Container's use of 
a set of Components has nothing to do with the fact that Component is its supercompo-
nent, indeed if the hierarchy was redesigned the client supplier relationship would still 
hold. The question that the MOOD team does not adequately answer is whether a client-
supplier relationship under these conditions is counted. There is probably no 'correct' 
way of dealing with this situation in terms of the COF metric but a decision needs to be 
made one way or the other and it needs to be explicit in the metric's definition. 

4   Conclusion 

A detailed investigation into the validity of the MOOD metrics and CK Metrics has 
led to conclude that, as far as information hiding, inheritance, coupling, and cohesion 
are concerned the metrics can be shown to the valid within the context of theoretical 
framework but the main problem occurred when the metrics were put into use practi-
cally taking real world examples. Here the research shows that the validation criteria, 
which CK and MOOD Metrics were required to fulfill initially, was not fulfilled. 
Instead CK and MOOD Metrics showed many inconsistencies. Analyses have also 
shown that MOOD Metrics operate at system level whereas CK Metrics operates at 
component level. It is because of this reason CK Metrics are useful to the designers and 
developers giving them the evaluation of the system at the component level and MOOD 
Metrics are useful to the project managers for the overall assessment of the system. 
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Abstract. In this paper, we used software engineering principles for the 
development of models and proposed the K-Means clustering architecture 
implemented on the multi-stage data mining process. We developed a modified 
architecture and expanded it by showing refinements on every process of the 
clustering and knowledge discovery stages. We used the mentioned hierarchical 
clustering model to partition the data into smaller groups of attributes so that we 
would determine the data structure before applying the data mining tools. The 
experiment shows that the model using the clustering resulted to an isolated but 
imperative association rules based on clustered data, which in return could be 
practically explained for decision making purposes. Shorter processing time had 
been observed in computing for smaller clusters implying faster and ideal 
processing period than dealing with the entire dataset. 

1   Introduction 

The impact of software on our civilization and culture is overwhelming. As its role 
expands, programmers continually attempt to develop technologies that will make it 
easier, faster, and less expensive to build high quality programs [1]. It is apparent that 
this software community had developed or innovated numerous productivity software 
used for a variety of applications such as in engineering, scientific experiments, 
entertainment and business. 

The present trends in knowledge discovery process show that vendors of data 
management software are becoming aware of the need for integration of data mining 
capabilities into database engines, and some companies are already allowing for 
integration of database and the data mining software.  Some of these tools were 
developed or innovated to address major applications in the academic, business or 
industrial purposes. And other tools were used for concept description, association 
analysis, classification, prediction, and cluster analysis. 

Cluster analysis is utilized to group data into clusters so that the degree of 
association is strong between members of the same cluster and weak between 
members of different clusters, and thus, each cluster describes the class to which its 
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members belong. Ideally, cluster analysis can reveal similarities in data which may 
have been otherwise impossible to find.  

Some of the notable constraints that are observed in the data mining tasks are 
heterogeneity of database, computing speed, and reliability of the approach for 
computation. Dealing with dataset containing large tuples or attributes may lead to 
extra efforts in the processing for information. In addition, it is impractical to explain 
vast arrays of discovered knowledge, for instance, generating many rules or complex 
prediction models and having difficulty of explaining the results. Most of the time 
these are restraints that defeat typical and popular mining approach.  

To address some of the restraints mentioned earlier, we propose a clustering 
architectural model using K-means model which will be implemented on the multi-
stage data mining process. This study investigates the formulation of the cluster 
analysis as integrated component of the proposed model to partition the original data 
prior to the implementation of other data mining tools. 

2    Related Works 

2.1   Cluster Analysis 

Cluster analysis is a statistical method used for partitioning a sample into 
homogeneous classes to create an operational classification.  Such classification may 
help formulate hypotheses concerning the origin of the sample, describe a sample in 
terms of a typology, predict the future behavior of population types, optimize 
functional processes for business site locations or product design, assist in 
identification such as used in the medical sciences, and measure the different effects 
of treatments on classes within the population [4].  

The cluster analysis process performs categorization of attributes like those used 
for consumer products; partition it into clusters or groups so that the degree of 
correlation is strong between members of the same cluster and weak between 
members of different clusters.  Each group describes the class in terms of the data 
collected to which its members belong.  

Usually, cluster analysis is also used as a tool for knowledge discovery.  It may 
show structure and associations in data, although not previously evident, but are 
sensible and useful once discovered.  The results of cluster analysis may contribute to 
the definition of a formal classification scheme, such as in taxonomy for related 
animals, insects or plants; suggest statistical models with which to describe 
populations; indicate rules for assigning new cases to classes for identification and 
diagnostic purposes; provide measures of definition, size and change in what 
previously were only broad concepts; and find patterns to represent classes [5]. 

2.2   Data Mining 

There are many data mining algorithms that have been recently developed to facilitate 
the processing, discovery of knowledge, and interpretation of information generated 
from large databases. One example is the association rule algorithm, which discovers 
correlations between items. This data mining tool uses Apriori algorithm to find for 
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candidate patterns and those candidates that receive sufficient support from the 
database are considered for transformation into a rule. Some limitations of association 
rule algorithms, such as the Apriori is that only database entries that exactly match the 
candidate patterns may contribute to the support of that candidate pattern.  

Some research objectives are to develop association rule algorithms that accept 
partial support from data. In the past years, there were plenty of studies on faster, 
scalable, efficient and cost-effective way of mining a huge database in a 
heterogeneous environment. Most studies have shown modified approaches in data 
mining tasks which eventually made significant contributions in this field.  

3   The Architectural Model of the Proposed System 

Based on the literatures that had been reviewed, we developed the proposed 
architectural model as shown in Figure 1 and will be presented in refined view in the 
succeeding sections. The proposed architecture describes that integration of data is 
achieve by first performing data cleaning on the distributed database. The data cubes 
are generated as a result of the data aggregation by implementing extraction or 
transformation. The purpose of such cubes is to reduce the size of database by 
extracting dimensions that are relevant to the analysis. The final stage is utilization of 
the result for decision-making or strategic planning. 

 

Fig. 1. The Proposed 3-Stage Data Mining Process 

Figure 1 shows the proposed three phase implementation architecture for the data 
mining process. The first phase is the data cleaning process that performs data 
extraction, transformation, and loading. This will result to an aggregated data cubes as 
illustrated in the same figure. Figure 2 shows the implementation of the cluster 
analysis using the K-means partitioning algorithm while Figure 4 is the 
implementation of data mining techniques. 

Figure 3 shows the refined process of the K-means partitioning method. A further 
refinement of process A depicts detail in the form of transforms A1, A2, and A3. Small 
circle (bubble) A1 is a transform which means that initialization of means from μ1 
until μk of k clusters shall be started. Bubble A2 will perform randomization while A3 
performs random selection of objects. 
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Fig. 2. The Cluster Analysis Model using K-means Partitioning 

The next transform is shown by bubble B1 which will calculate for the minimum 
Euclidean distance that will be used to determine the membership for the respective 
clusters. Process B2 will determine the membership and assign each X to 
corresponding clusters. The initially partitioned objects are reflected in process B3. 

  

Fig. 3. Information flow refinement of K-means partitioning 

Finally, process C will perform iteration until the criterion function converges. The 
closer view of the processes in C shows that a particular process C1 re-computes μi 
until there is no change in the value of the mean. If there is no change then the 
clusters will be generated as reflected in C2, otherwise, process C3 will perform 
looping and return to the process B. 

Figure 4 shows the refined view of Phase 3. In this illustration, association rule 
algorithm is used as part of the data mining process. The successions of transforms for 
association rule algorithm which are represented by bubbles are shown in the shaded 
rectangle. 
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Fig. 4. Association rule discovery process 

Phase 3 is the final stage in which the association rule algorithm will be employed 
to generate the association rules. The refinements are illustrated by the same model 
and it means that the first process shall calculate for the frequent itemsets then 
compute for the association rules (as extended data mining process) using algorithms 
for support and confidence. Finally, the discovered rules will be generated based on 
the assumptions on support and confidence threshold set by the researchers. The 
output is given by the last rectangle showing the discovered rules.  

4   The Cluster Analysis Models 

There are varieties of algorithms that are used in cluster analysis, these include 
hierarchical or non-hierarchical algorithm (also known as partitioning method), 
density-based, grid-based and model-based methods.  

Some literature claimed that hierarchical clustering models are faster than non-
hierarchical models in terms of data processing. This study will put more emphasis on 
the use of non-hierarchical clustering such as the K-means model. 

4.1   Cluster Analysis and Its Models 

4.1.1   Hierarchical Clustering Algorithms 
The hierarchical method creates a hierarchical decomposition of the given set of data 
objects while the non-hierarchical method produces disjoint clusters and thus works 
well when a given set is composed of a number of distinct classes. Among the most 
common hierarchical clustering methods are Nearest-Neighbor, Farthest-Neighbor, 
and Minimal Spanning Tree. 

4.1.2   Non-hierarchical Clustering Algorithms  
The popular models of non- hierarchical methods include K-Means, Fuzzy K-Means, 
and Sequential K-Means. Non-hierarchical clustering algorithms produce disjoint 
clusters and thus work well when a given set is composed of a number of distinct 
classes or when the data description is flat [5].  

4.1.2.1   K-Means. Assuming that we have an n feature vectors, X1, X2, ... , Xn , 
which belong to the same class C and suppose that we know that they belong to k 
clusters such that k < n. If clusters are well separated, then we use a minimum 
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distance classifier to separate them. To do this, we first initialize the means μ1 ... μk of 
k clusters. One of the ways to do this is to assign random numbers to them. We then 
determine the membership of each X by taking the |X - μi|. The minimum Euclidean 
distance determines X's membership in a respective cluster [5]. Below shows the K-
Means algorithm: 

1. begin  
2.     initialize n; c; μ1 ... μc  
3.     do  
4.         classify n samples according to nearest μi  
5.         recompute μi  
6.     until no change in μi  
7.     return μ1 ... μc  
8. end  

Figure 5 shows an example of K-means clustering and explain how the algorithm 
works when k=2. This is done by randomly selecting the values for μ1 and μ2, and the 
algorithm converges when the means have no longer changes. Assume that μi = mi, 
then the graph below is obtained: 

 

Fig. 5. K-Means graph for k=2 

 

Fig. 6. K-Means graph for k=3 
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The results depend so much on the value of k, for instance the actual number of 
clusters. Another example is shown in Figure 6. The graph shown in this clustering 
has a k=3. 

The graphs can be extended or we can further note its characteristics if we assume 
values until k=n. However, this procedure will give us the method known as the 
Nearest Neighbor Classifier which is one of the hierarchical clustering methods. It 
performs better if the number of feature vectors is large, but will require more 
computations [5]. Note that the K-means is more sensitive to noise and other outlier 
data points because small number of such data can affect the mean value [2]. 

4.1.2.2   Fuzzy K-Means. We can extend the preceding clustering method by 
assuming that each feature vector belongs to exactly one cluster for every iteration of 
the classical k-means procedure. This particular clustering uses the method called the 
Fuzzy K-means. 

4.1.2.3   Sequential K-Means. If we assume that all the data points are not known, 
then we can use the sequential K-means by gradually obtaining such data points over 
a period of time. This procedure offers the flexibility of updating the means as new 
data points. The goal is to find such partitions of a set of n samples which maximize 
the criterion function like the distance. Due to overwhelming number of partitions of 
n elements into c subsets, it is difficult to assume every possibility. One approach is 
Iterative Optimization described by the basic iterative minimum-squared-error 
clustering which could be modified to a Sequential K-Means procedure. The main 
thought of this process is to come up with a reasonable initial partition and to move 
samples from one group to another if such move improves the value of the criterion 
function [5]. 

4.2   Implementation of the Desired Models 

The output of the clustering method shall then be processed by implementing the 
extended data mining tool for association discovery. Note that other mining 
techniques such as concept description, classification, and prediction can also be 
implemented after Phase 2 of the proposed model. This multi-stage implementation of 
data mining tools is done on clustered dataset and we will anticipate more practical 
processing and discovery of knowledge. Tables showing the comparison of results of 
the original dataset, proposed model, and the discovered rules are presented in the 
next section.  

5   Experimental Evaluations 

The experimental evaluation was done on the dataset containing 1,200 tuples with 30 
attributes and comprising of six (6) major dimensions of e-commerce and 
transactional types of data. These main dimensions are Electronics, Books, 
Entertainment, Gifts and Health, and these refer to main categories of items used as 
part of the transactional data. The evaluation platforms used in the study were IBM 
compatible PC with Window OS, C++, Python and application like SPSS.  
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The main goal of the clustering process is to partition the dataset into smaller 
clusters and then generate association rules from these smaller groups of attributes. 
We can then address some problems like determining how often consumers buy 
products and knowing the probability of the patterns of purchasing some items online. 
The results of our experiment will be presented in the subsequent sections. 

5.1   The Results of Cluster Analysis 

The result in Table 1 attempts to identify relatively homogeneous groups of cases 
based on selected characteristics. The same table shows the result using the K-Means 
cluster analysis algorithm and the membership of each case to a cluster with its 
corresponding distance. 

Table 1. Cluster Analysis Result Using K-Means Algorithm 

Cluster 

1 2 3 4 

Case No. Distance Case No. Distance Case No. Distance Case No. Distance 

6 0.765 1 1.111 19 0.513 5 0.192 
9 0.651 2 0.849 55 0.513 7 0.192 

15 0.765 3 1.439 84 0.513 14 0.192 
18 0.651 4 1.111 120 0.513 16 0.192 
24 0.765 8 1.111 156 0.513 23 0.192 
27 0.651 10 1.165 185 0.513 25 0.858 
33 0.765 11 0.849 221 0.513 32 0.192 
36 0.651 12 1.439 257 0.513 34 0.192 
42 0.765 13 2.669 286 0.513 41 0.192 
45 0.651 17 1.111 322 0.513 43 1.889 
… … … … … … … … 

A total of 4 clusters had been identified and the group membership of each case is 
partially indicated in the same table. The membership of each case is based on the 
minimum Euclidean distance that was calculated during the clustering process. The 
same table shows the minimum distance of each case and its corresponding 
membership to the cluster.  Cluster 1 has a total of 260 cases (21.7%), cluster 2 has 
660 cases (55.0%), cluster 3 has 41 (3.4%), and cluster 4 has 239 cases (19.9%). 

5.2   The Data Mining Results After Clustering Using K-Means Method 

Table 2 shows the membership of each attribute to the respective clusters. This 
explains that of a total of 30 attributes, 11 attributes belong to the first cluster, 14 for 
the second, 4 for the third and 1 attribute for the fourth cluster. In addition, it shows 
the discovered rules after the clustering process. For illustrative purposes, the two 
computations are shown on the same table showing their corresponding values, i.e. for 
complete dataset and clustered attributes. 
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Table 2. Attribute clustering membership, processing time and summary of the discovered 
rules with support >0.90 

 Original 
Data 

Clustered Attributes 
 

 
Clusters  

 
(1200)  

1 
(11) 

2 
(14) 

3 
(4) 

4 
(1) 

Member Attributes  All A1, A2, B1, B2, 
D2, D3, E1, E2, 
E3, E4, E5 

A3, A4, A5, A6, 
B3, B4, C1, C2, 
C3, C4, D1, D5, 
D6, E6 

B5, B6, C5, C6 D4 

Number of Rules 
Generated  

610 2 2 2 0 

Processing Time (sec.) 5.18 0.07 0.06 0.05 0.0 
     

 
 

 

Fig. 7. Pictorial view of the clustered attributes 

Figure 7 shows the graphical representation of clustered attributes. Each cluster is 
comprised of member attributes and each has a corresponding set of rules obtained.  

It is imperative to learn that there would be an improvement in the processing time 
since the computation of rules was based on clustered attributes. It is also interesting 
to note the difference of computing time characteristics revealed by the processing 
time as presented in Table 2, which shows the comparison of the original and 
clustered dataset. Shorter processing time had been observed when computing for 
smaller clusters implying faster and ideal processing period than dealing with the 
entire dataset.  

The result further implies that the blending of cluster analysis and association 
generation model specifically isolate groups of correlated cases using the K-means 
partitioning then using of the extended data mining process like the algorithm for 
association rule generation. This resulted to some clusters where we could 
conveniently analyze specific associations among clusters of attributes.  

Set of rules generated for respective cluster 

All  

Cluster 1 Cluster 2 Cluster 3 Cluster 4 

A1 

A2 

B1 

B2 D2 

D3 

E1 

E2 
E3 

E4 

E5 

A3 
A4 

A5 
A6 

B3 

B4 

C1 

C2 

C3 

C4 

D1 

D5 D6 

E6 B5 

B6 C5 

C6 

D4 

A1 

A2 

B1 

B2 D2 

D3 

E1 

E2 
E3 

E4 

E5 

A3 
A4 

A5 
A6 

B3 

B4 

C1 

C2 

C3 

C4 

D1 

D5 D6 

E6 

B5 

B6 C5 

C6 

D4 
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Table 3. Comparison of the discovered rules 
 

Models Discovered Rules 
 (showing first 5 rules generated) 

Supp. Conf. 

Original (610 rules) D1=Buy -> D5=Buy 
D1=Buy -> E4=Always E5=Always 
D1=Buy -> E4=Always 
D1=Buy -> E5=Always  
D1=Buy -> D5=Buy E4=Always 
 

0.971 
0.958 
0.958 
0.958 
0.937 

0.978 
0.966 
0.966 
0.966 
0.944 

Cluster Analysis  
              1 (2 rules) 

 
E5=Always -> E4=Always 
E4=Always -> E5=Always 
 

 
0.966 
0.966 

 
0.999 
0.999 

              2 (2 rules) D1=Buy -> D5=Buy 
D5=Buy -> D1=Buy 
 

0.971 
0.971 

0.978 
0.992 

              3 (2 rules) D1=Buy -> D5=Buy 
D5=Buy -> D1=Buy 
 

0.971 
0.971 

0.978 
0.992 

              4 (0 rules) No rules   

For the original dataset, we only show the first five rules generated as shown in 
Table 3. The support threshold that we set prior to the experiment was 0.90. On the 
same table, the rules with its corresponding support and confidence are presented. In 
the original dataset, those who buy D1 (Jewelry) will most likely buy D5 (Beauty Set) 
with support of 0.971 and confidence of 0.978 (97.8% probability of buying). The 
second rule means that those who buy D1 (Jewelry) will most likely buy E4 
(Cosmetics) and E5 (supplements) with support of 0.958 and confidence of 0.966 
(96.6%). The rest of the 608 rules can be explained in the same fashion. 

We noted earlier in cluster 1 that it has 11 member attributes and with it generated 
2 rules. The first rule for this cluster means that those who buy E5 (Supplements) will 
most likely buy E4 (Cosmetics) with support of 0.966 and confidence of 0.999 
(99.9%). The same explanation can be made for its second rule. While in second 
cluster (with 2 rules), those who buy D1 (Jewelry) will most likely buy D5 (Beauty 
Set) with support of 0.971 and confidence of 0.978 (97.8%). The second rule for 
cluster 2 and other rules for cluster 3 can be explained in the same fashion. 

6   Conclusions 

The results in our experiment were implemented using the heuristic approach. The 
findings were obtained using the blending of the data mining algorithms and the 
proposed clustering models implemented on the synthetic data. Shorter processing 
time had been observed in computing for smaller clusters of attributes implying faster 
and ideal processing period than dealing with the entire dataset. The result further 
implies that the combination of cluster analysis and association discovery model 
specifically isolate groups of correlated cases or attributes using the K-means 
partitioning. We have provided examples, showed the result of clustered attributes, 
and generated rules but more rigorous treatment maybe needed if dealing with more 
complex and real world databases.  
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For future investigations, the researchers recommend the implementation of other 
clustering methods like agglomerative and divisive hierarchical clustering and other 
non-hierarchical clustering methods to diligently compare other interesting results in 
accordance to the premise of the models that we proposed.  
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Abstract. The problem of privacy of the Identity Management System (IMS) is 
the most pressing concern of ordinary users. Uncertainty about privacy keeps 
many users away from utilizing IMS. Most privacy-enhancing technologies 
such P3P, E-P3P and EPAL use purposes or policies to ensure privacy that is 
set by users. Access control is arguably the most fundamental and pervasive se-
curity mechanism in use. This paper proposes a privacy protection model using 
access control for IMS. The proposed model protects privacy using access con-
trol techniques with privacy policies in a single circle of trust. We address char-
acteristics of components for the proposed model and describe access control 
procedures. After that, we show protection architecture and XML-based schema 
for privacy policies.  

1   Introduction 

Information society is a collection of huge amounts of information resources and 
serves the convenience of the users. Recently, Identity Management System (IMS) 
has been under the spotlight for its great convenience in information society. IMS 
describes the infrastructure in which identity management applications as components 
are coordinated and denotes an infrastructure within one or between several organiza-
tions that have agreed upon a mutual model of trust in managing and using identi-
ties[1]. Moreover, IMS can also denote an implementation of identity management 
encompassing a whole society.  

On the other hand, the problem of privacy on the identity management system is 
the most pressing concern of ordinary users[2]. Uncertainty about privacy keeps many 
users away from utilizing IMS. Ordinarily, IMS manages personal information with 
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access control and provides personal information only to authorized users. Although 
privacy has to be protected for users, IMS is more focused on securing information 
whether its users are authorized or not. Therefore the existing access control approach 
can easily violate users’ privacy. For example, IMS can not trade e-mail addresses to 
marketing companies without a user’s permission even if IMS can[8, 9]. To solve the 
privacy problem, privacy-enhanced technologies such as E-P3P and EPAL are pro-
posed by IBM[3, 4]. But they deal with an enterprise viewpoint rather than user con-
cerns and are focused on user information in the enterprise environment.  

Most privacy-enhancing technologies such as P3P, E-P3P and EPAL use purposes 
or policies to maintain privacy set by users. Basically, privacy policies are divided 
into two parts in IMS: personal information permission policies and personal infor-
mation request policies. The personal information permission policies are set by users 
who offer their personal information, and the personal information request policies 
are given by service providers which want to use the personal information in IMS 
environments. We proposed a privacy protection model of IMS in which access to 
personal information is controlled by both personal information permission and re-
quest policies.  

The paper is organized as follows. Section 2 illustrates related research projects 
such as RAPID[5] and PRIME[6]. Section 3 proposes a privacy protection model for 
identity management system and presents access control procedures and examples. 
Section 4 discusses the infrastructure of proposed models.  Section 5 gives conclu-
sions and research directions. 

2   Related Work 

2.1   ID Management System  

Identity management is a broad administrative area that deals with identifying indi-
viduals in a system and controlling their access to resources within that system by 
associating user rights and restrictions with the established identity. Typical systems 
for identity management are Microsoft Passport[10], Liberty Alliance[11] and Sour-
ceID of PingIdentity[7]. Figure 1 shows a simple identity management system in a 
Circle of Trust.  

 

Fig. 1. A Simple Identity Management System 

Even if typical identity management systems control stored personal information, 
they lack privacy concerns because they are just focused on functional aspects. They 
maintain personal information securely and provide Single Sign-On. 
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2.2   Project for Privacy and Identity Management 

RAPID (Roadmap for Advanced research in Privacy and Identity management) is an 
EU project aimed at identifying research topics in the area of Privacy and Identity 
Management (PIM) and at building and strengthening the EU research community in 
this area. In order to support the goals of RAPID, five specific PIM themes were stud-
ied: privacy enhancing technologies in infrastructures, PIM in enterprise system, 
multiple and dependable identity management, legal PIM issues and socio-economic 
PIM issues. Moreover, for infrastructure research, RAPID defines address privacy, 
location privacy, service-level privacy and authorization privacy[5]. 

PRIME (Privacy and Identity Management for Europe) is a project leading experts 
from application and service providers, data protection authorities, academic and 
industrial research to join its reference group. PRIME addresses an integrative ap-
proach of the legal, social, economic and technical areas of concern to build synergies 
about the research, development and evaluation of solutions on privacy-enhancing 
identity management that focus on end-users. The PRIME framework aims to provide 
the basis for the widespread deployment of privacy-enhancing mechanisms and iden-
tity management[6]. 

Although RAPID and PRIME provide a big map of privacy-enhancing identity 
management for terminology, concepts, application scenarios and legal, social and 
technical options, they do not propose a specific privacy protection model in practical 
ways because they focus on overall frameworks for privacy-enhancing identity  
management. 

3   Privacy Protection Model for ID Management System 

3.1   Identity Management Privacy Protection (IDMP) Model 

Privacy-enhancing technologies usually use purpose or policy to keep privacy that is 
set by users. For example, a P3P policy describes a website’s privacy practices. When 
users and webservers want to maintain privacy, they automatically exchange policies 
in P3P. In the same way, the main purpose of privacy policies is to maintain privacy 
of IMS. In IMS, privacy policies are merely divided into information permission 
policy and information request policy. Figure 2 shows that only users can access ob-
jects (personal information) when information permission policy and information 
request policy are agreed on properly. 

 

 

 

Fig. 2. A Basic Concept 

 

Fig. 3. IDMP Model 

. 
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U represents users for identity management systems, O illustrates privacy data and 
D indicates duty that is the same concept of obligation in EPAL[4]. In Figure 2, U can 
access O with duty or obligation when privacy policy is agreed on between permis-
sion policy and request policy. However, the formal definition and characteristics of 
duty are not included in this paper.  

Figure 3 shows a detailed privacy protection model based on basic concepts. The 
IDMP model in Figure 3 is also defined with set relations in details as follows: 

Definition 1. Identity Management Privacy Protection (IDMP) Model 

- User: U = U_IP  U_PM  U_SM  U_SU  U_SO 
U_IP:  A set of users who provide personal information to IDP or SP and define 

their own personal information permission policies. 
U_PM  A set of privacy policy managers for administrating the privacy of per-

sonal information stored in either IDP or SP and creating a personal in-
formation request policy. 

U_SM:  A set of operators responsible for service management of IDP and SP.  
U_SU:  A set of users who belong to a single COT. It can also include all SP us-

ers managed by IDP. 
U_SO:  A set of users of special purposes such as law enforcement officers. 

 
- Object: O = O_IP  O_SM  O_PP  

O_IP: A set of personal information data stored IDP or SP. 
O_SM: A set of data newly generated and maintained by U_SM. 
O_PP: A set of privacy policies generated by U_IP or U_PM. 

 
- Object Category: OC, A set of categories for personal information. Examples of 

OC are personal information, notice information, financial information and medi-
cal information. 

 
- Object Category Hierarchy: OCH  OC × OC, Hierarchical relationship among 

object categories. 
 

- Object Tree: OT  OC × 2Object, Relations between OC and objects. 

 

Fig. 4. An Example of OT and OCH 

:
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- Role: R = R_IP  R_PM  R_SM  R_SU  R_SO 
R_IP: A set of roles to which users in U_IP can be assigned. 
R_PM: A set of privacy manager roles in IMS. 
R_SM: A set of service provider roles. 
R_SU: A set of roles to which users in U_SU can be assigned. 
R_SO: A set special purpose roles. 

 
- Role Hierarchy: RH  R × R, Partial order relation. 

 

Fig. 5. An Example of Role Hierarchy 

- Purpose: P = P_IP  P_PM 
P_IP : The purposes for permission of personal information. 
P_PM: The purposes for request of personal information by U_PM. 

 
- Purpose Hierarchy: PH  P × P, Partial order relation.  

 

Fig. 6.  An Example of Purpose Hierarchy 

- Privacy Policy: PP = PP_IP  PP_PM  
PP_IP = P_IP × R × A × 2Object × OC, Personal information permission policy. 

This privacy policy set by U_IP. 
PP_PM = P_PM × R × A × 2Object × OC, PP_PM Personal information request 

policy. This policy is set by U_PM. 
 
- Access Mode: A = {Create, Delete, Update, Retrieve}, A set of access operations. 
- U_IPA  U_IP × PP_IP, A many-to-many mapping between U_IP and PP_IP. 

H -C. Choi et al. . 
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- UA  U × R, A many-to-many mapping between users and roles. 
- PA  R ×PP_PM, A many-to-many mapping between roles to PP_PM. 

3.2   Characteristics of Components 

IDMP model components are defined in due consideration of privacy in IMS. We 
describe characteristics of components for an understanding of the IDMP model. 

• O_PP is composed of PP_IP and PP_PM. PP_IP is generated by U_IP and 
PP_PM is generated by U_PM. PP_IP are created in processing when U_IP of-
fers O_IP. At this time, uesrs decide on their PP_IP such as P_IP, A and D pol-
icy of their personal information. Thus PP_IP can maintain a distinct policy with 
each user relevant to U_IP. PP_PM is a policy describing how to request O_IP 
when O_IP is needed or when U_SU uses service.  

• O_IP is classifed into OCs with categories for flexibility of management. OC 
with categories can help U_IP and U_PM set up PP such as PP_IP and PP_PM. 
In setting PP, only OC needs to be considered, not the magnitude of O_IP. That 
is, there is a reduction effect from R × A × 2o × O to R × A × 2o × OC in relation 
size. On the other hand, because PP’s subject is not O but OC for the protection 
of privacy, user’s influence on privacy that is concerned with O can be reduced.  

•  category set of Os is in OC and if OC has a hierarchy relation, it is expressed 
as OCH. OT is a special form of OCH. 

• Introducing R such as R_IP, can reduce user's influence on privacy. However, it 
can improve the efficiency of personal information stored by IDP or SP in man-
aging and processing. Thus U_PM and U_SM should decide the use of R_IP 
under the prior consultation with U_IP. When it is decided to use R_IP, U_PM 
and U_SM decides R_IP to the system management of IDP or SP. If, on the 
other hand, there is no R_IP, user's influence in privacy can be improved but the 
efficiency in managing personal information can be reduced. In this case, a 
unique PP_IP is generated and connected to a user's identity ID. Because R_IP 
and a user's identity ID are heterogeneous, they can be concurrently used by PP. 
So, user's identity ID can be used as the role of R_IP level. 

3.3   Access Control Procedure 

The proposed model uses access control procedure for access permission policy and 
access request policy to maintain privacy protection. Therefore, we define the access 
control procedure. Definition 2 shows the information structure used when U requests 
access.  

Definition 2. Information system of access request 
Access Request = (u, r, a, o, p) where u U, r R, a A, o O, p P 

In Definition 3, the get_ip_policy and get_pm_policy functions return information 
permission policy and information request policy corresponding to input values u, r, o. 

Definition 3. Functions for access control procedure of the proposed model 
Table 1 descirbes access control functions needed in executing access requests. 
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Table 1. Denitions of functions for the access control procedure 

Function Definition Type 
get_oc_set(o) =  oc OToc where o  oc O  2OC 
get_purpose_set(r, oc_set) =  oc  (oc)get_oc_purpose(r, oc) R × 2OC  2P 
get_oc_purpose(r, oc) =  

  p     (r, a, oc ,́ p)  PP, oc = oc  ́
                         oc  ́ get_oc_purpose(r, oc´) where (oc ,́ oc)  OCH 

R × OC  
 2P 

get_pm_policy(u, r, oc_set)= 
pp_pm  PP_PM pp_pm (ri, ai, oci, pi) where (ui=u, ri=r, oci=oc) 1  i  n 

U × R × 2OC  
 PP_PM 

get_ip_policy(u, r, oc_set) =  
pp_ip  PP_IP pp_ip (ri, ai, oci, pi) where (ui=u, ri=r, oci=oc) 1  i  n  

U × R × 2OC  
 PP_IP 

inclusive_purpose(p, p )́ =TRUE  p  p  ́
FALSE otherwise 

P × P  
 Boolean 

inclusive_role(r, r )́ = TRUE r  r  ́
FALSE otherwise 

R × R  
 Boolean 

Definition 4. Authorization Rule 

Authorization = inclusive_purpose(p of pp_pm, p of pp_ip) 
 ̂   inclusive_role(r of pp_pm, r of pp_ip) 

The authorization rule is a main part is a main function of access request and re-
turns a Boolean value. That is, the function receives information permission policy 
and information request policy, processes inclusive_role, inclusive_purpose and de-
termines whether it permits the requested information or not. 

Scenario. Let us assume that Alice is registered in an ID management system and 
there are two medical sites, SP1 and SP2 in a COT. In the two sites, privacy is man-
aged by PP_IP which is created by Alice's decision. PP_PM is created by U_PM and 
maintained in the ID management system. Personal information structures, roles and 
information request purposes in Figure 4, 5 and 6 are referred to in the scenario. Table 
2 shows privacy policy examples of PP_IP and PP_PM. Alice wants her medical 
information for the purpose of a receipt from the SP2 site. A user of nurse role in SP2 
requests access to Alice’s medical information through the ID management system. 
Access procedures for the medical information follow the next steps and Figure 7 
shows representation of the access control procedure. 

Table 2. An example of PP_IP and PP_PM 

Policy R A OC P 

SP1’s PP_PM nurse Retrieve 
Medical  r

ecord 
Medical info. 

Retrieval 

Alice’s PP_IP doctor Retrieve 
Medical  r

ecord 
Medical office

 Receipt 
 

H -C. Choi et al. . 
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Fig. 7. The graphical representation of access control procedure 

[Step 1] Access Request  
  (‘SP2’, ‘nurse’, ‘Retrieve’, ‘Alice’s medical information’, ‘receipt’)  

[Step 2] get_oc_set(‘Alice’s medical information’) 
 {medical information-Medical records} 

[Step 3] get_pm_policy(‘SP1’, ‘nurse’, {medical information_Medical records})  
 PP_PM(R: nurse, A: r, OC: Medical record, P_PM: Medical info Retrival) 

[Step 4] get_ip_policy(‘Alice’,  ‘doctor’, {medical information-Medical records})  
 PP_IP(R: doctor, A: r, OC: Medical record, P_IP: Medical office Receipt) 

[Step 5] Authorization 
               Step 3’s purpose & role  

p: get_purpose_set(‘nurse’, ‘medical information-Medical records’)   
= {‘Medical info. Retrieval’} 

r: nurse  
Step 4’s purpose & role 

p :́ get_purpose_set(‘doctor’ , ‘medical information-Medical records’)   
= {‘Mdical office Receipt’, ‘Mdical office info., ‘Medical info. Retrieval’} 

r :́ doctor  
 inclusive_purpose({‘Medical info. Retrieval’}, {‘Mdical office Receipt’, ‘Mdical 
office info., ‘Medical info. Retrieval’})= {‘Medical info. Retrieval’} {‘Mdical of-
fice Receipt’, ‘Mdical office info., ‘Medical info. Retrieval’}) 

 ̂ inclusive_role(‘nurse’, ‘doctor’)= nurse   doctor 
= TRUE  ̂   FALSE  FALSE 

4   IDMP Architecture 

4.1   The Overview of System Architecture  

Figure 8 depicts the system architecture of IMS with access control based privacy 
protection model. Those are information provider group, information user group and 
user group. These groups are allowed to use all services provided by applications. 
Before service usage, they should be authorized by the Privacy Policy Decision En-
gine (PPDE). The PPDE is a core part of IDMP system architecture. The PPDE is 
responsible for protecting privacy by comparing PP_IP policy with PP_PM policy. To 
make a right decision, PPDE operates access control procedures defined in section 3.3 
and authorizes an access request to personal information to O_IP, O_SM and O_PP. 
Authorized personal information can be used during service usage. After that, IDMP 
logs personal information usage and audit data.  
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Fig. 8. IDMP System Architecture 

4.2   Specifying Privacy Policy in ID Management System 

Figure 9 shows the privacy policy schema. We illustrate the schema with Design 
View of XML SPY[12] for our model. When the policy for permission and request of 
personal information are created, illustrated schema are used. We assumed that user 
‘Alice’ clicks the checkbox to permit the usage of an e-mail address for notice pur-
poses. Then PP_IP policy for an e-mail address of ‘Alice’ is created with the privacy 
policy schema. Figure 10 shows the detailed privacy policy for Alice.  

 

Fig. 9. A Privacy Policy Schema   

 

Fig. 10. An Example of PP_IP for Alice  

H -C. Choi et al. . 
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5   Conclusions 

In the paper, we propose a privacy protection model in ID management using access 
control. We also define the component of the model and describe the characteristics 
of the components. After that, we illustrate the system architecture of IDMP model 
and XML-based schema for privacy policies. In the future, the formal definition and 
role of the duty component in the access decision procedure need to be added to the 
model. Also, IDMP can be used in the framework of personal information protection 
which needs various techniques for privacy protection such as anonymity, password 
and policy-based personal information protection.  
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Abstract. Risk analysis for preventing network intrusions and attacks
and estimation of damages resulting from intrusions and attacks are rou-
tine exercises for large-scale network systems. However, previous method-
ologies for risk analysis and network administration techniques for con-
trolling system failures have been limited to the offering of safeguards
based on identification of assets and resources at risks, potential threats
and system vulnerabilities. They fail to provide exact estimations as to
the effect of eliminating threats and vulnerabilities, which may be done
through real-time analysis, or to assess the scope of damage, in the event
of an attack, incurred until the final recovery.

In this paper, we propose a time-variant risk analysis technique, which,
based on previous risk analysis models for large-size networking systems
and used in conjunction with the safeguards developed by these models,
is able to identify real-time risk levels. Furthermore, to assess the scope of
system damages resulting from a network intrusion, we propose a method
for estimating the total cost incurred from the point of the occurrence
of damage to that of recovery.

1 Introduction

Today’s network systems are becoming growingly complex and also large in
capacity. The rapidly-expanding information assets stored within networked en-
vironments are giving rise to new types of security accidents not encountered
before. The latest pattern in network security accidents consists in the exploita-
tion by hackers of system vulnerabilities in networks by breaking into a handful of
system units to spread worms or to launch distributed denial of service (DDOS)
attacks. This type of attack is able to paralyze the entire system of a large-scale
network. Network attacks, by their very nature, cannot be entirely foreseen or
prevented, as no system is totally infallible even with the seemingly most perfect
defense architecture. Thus, a preventive measure is not the most effective means
to guarantee security. Losses incurred in the event of a network security breach
can be enormous especially for large-size network systems. Figure 1 below illus-
trates how an attack on one system can affect linked systems in remote locations

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 92–101, 2005.
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to disable all functions related to the information assets within the network or to
cause disruption of network-based services. To effectively tackle these problems,
it is important that, in addition to resorting to preventive techniques based on
risk analysis, a monitoring system be implemented to detect intrusions, as well
as a system to shorten the steps in recovery procedures to more efficiently re-
spond to network outages, should there be an attack [1-2]. However, existing risk
analysis procedures are confined to identification of network assets, vulnerabil-
ities and threat factors, and assessment of degree of exposure to damages and
losses resulting from potential threats. Under these methods, it is far from easy
to estimate asset values and the scope of damages and losses incurred.

Fig. 1. Network Attack Damage Propagation Path

Accordingly, it is urgent to develop time-variant analysis techniques to move
beyond these existing methods, and to compute varying risk levels over time on
a real-time basis, and also techniques to estimate damages and losses sustained
from the point of an attack to the final recovery. In other words, system admin-
istrators must implement preventive measures to minimize security accidents,
and, once an accident occurs, must assess how much system damages have been
reduced through the response procedures in place. Without an exact analysis of
the effectiveness of measures in place, it is impossible to select adequate methods
for protecting information. Hence, in this study, we propose a technique to cal-
culate risk levels through a time-variant risk analysis and a method to estimate
damages sustained in the event of a security accident, for large-size network
systems.
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2 Previous Risk Analysis Methods and Damage
Estimation Models

2.1 Risk Analysis Methodologies

With the introduction of risk analysis and risk management techniques to the
information security field, risk analysis standards and models such as ISO13335
[3], BS7799 Information Security System [4], System Security Engineering Ca-
pability Maturity Model [5], OCTAVE [6] and CSE[7] have been developed and
are in use. Moreover, various automated risk analysis tools [8] are also developed
and are popularly used. These techniques identify network assets and analyze
vulnerabilities and threats specific to different assets to calculate risk levels. Risk
levels are computed either by calculating threat probabilities corresponding to
each loss over the total potential loss, or by multiplying the total asset value
by the risk level and then dividing the result by the number of countermeasures
in place. These methods, however, when applied to a large-size network system,
reveal the following limitations:

– A system failure or exploit(ei) affecting one asset(ai) can and does affect the
entire network(N).

– The linkage between assets(A), threats(T ), vulnerabilities(V ) and safeguards
(S) does not necessarily correspond to the network reality.

– The information protection solutions are not measures designed for indi-
vidual assets, threats or vulnerabilities, but are safeguards for the overall
system.

– New threats and vulnerabilities continue to emerge during the risk analy-
sis, and during the course of designing safeguards, these measures often are
already irrelevant or outdated.

– As safeguards are established most often after the development and imple-
mentation of a system, the introduction of information protection solutions
sometimes turns out to be impossible.

The extent to which one can anticipate new types of threats and vulnerabil-
ities is highly limited. This is more so for systems using commercial software.
As these applications are never entirely free of bugs, to radically eliminate the
possibility of attacks by hackers targeting system bugs, one’s only option is run-
ning a closed internal network. Even so, there are still possibilities for a system
breakdown, whether by an internal member harboring resentment against the
organization or through simple mistakes. A security program for real-time pro-
tection from system failure or intrusion therefore is a must in any case.

2.2 Damage Estimation Model

There have been numerous studies elaborating models for estimating costs of IT-
related accidents. ICAMP [9], to calculate IT accident costs, took into account
IT staff compensation cost, consultant compensation cost, user-side cost and
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equipment and software purchase cost. NPO Japan Network Security Associa-
tion [10], in its damage calculation, distinguishes damage amounts into surfaced
damage amount and potential damage amount. The amount of damage obtained
through such a simple calculation formula, however, cannot reflect the variability
of damage size depending on the circumstances. For example, an accident occur-
ring during a weekend day or a holiday needs to be clearly distinguished from
one taking place during peak business hours. Furthermore, the scope of dam-
ages can vary significantly depending on the type of security accident. Damages
caused by email-distributed worms and virus, leaving relatively ample amounts
of time to respond, are not comparable in scale to those resulting from network
attacks exploiting system vulnerabilities, capable of wreaking havoc in a short
time span by stealing, deleting or modifying critical information.

3 Time-Variant Risk Analysis for Large-Scale Networks

To begin with, circuit failures and equipment malfunctioning constitute a dis-
tinct area from system security, and two different staff members or specialists
therefore must be assigned to these two duty areas. Repeated risk analysis pro-
cedures are unnecessary and simply burdensome for the concerned consultant or
system administrator. Accordingly, for systems having already undergone a risk
analysis, repeat analyses must be skipped, and analysis must be conducted only
for necessary areas such as newly-generated assets, new threats and new vulner-
abilities. The risk analysis concerning potential network attacks, while based on
existing risk analyses [11-13], must include the process of identifying threats and
vulnerabilities on a real-time basis. The safeguard must be formulated according
to real-time assessment, and must be immediately implemented. This requires a
sensor allowing immediate detection of threats and vulnerabilities. Large-scale
network systems would need information protection solutions such as an early
alert system, an ESM or a security monitoring system. The time-variant risk
analysis presented in this paper assumes that these systems are already in place.
These early detection tools are of critical importance, as a network assault by
today’s sophisticated hackers can disable an entire system in a matter of hours.
For the purpose of calculating risk levels based on potential threats and vulner-
abilities, in this paper, we assume the following:

Assumptions

– New threats/vulnerabilities occur periodically.
– Newly-detected threats/vulnerabilities are distinct from previous ones.
– Newly-detected threats/vulnerabilities, if provided with adequate safeguard,

do not increase the level of risk deriving from the same type of threats/
vulnerabilities.

When new threats and vulnerabilities continue to mount on a periodical ba-
sis, risk levels for large-scale network systems naturally increase. These risks can
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be reduced or brought to a standstill by implementing corresponding counter-
measures. Figure 2 below illustrates the change in levels of threats/vulnerability
and risk over time, when necessary countermeasures are adopted:
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Fig. 2. Time-variant Risk Analysis

As can be noted in the figure above, when new threats/vulnerabilities oc-
cur over time, the risk level continues to rise (Curve 1). Here, we divided the
risk levels into 5 different grades. When the risk level reaches grade 3 or above,
the implementation of a countermeasure must be considered. Once the coun-
termeasure is put into place, the risk level declines, as illustrated by Curve 2.
As there is always a time lag between the detection of threats/vulnerabilities
and the adoption of corresponding countermeasures, the risk can continue to in-
crease in the meantime; timely response and implementation of countermeasures
are of paramount importance. The area between Curve 1 and Curve 2 indicates
the margin by which the risk level has been reduced. Figure 3 below is a block
diagram illustrating the time-variant risk analysis.

– N(C, I,A): Network system(Confidentiality, Integrity, Availability),
N(C,I,A) = {1, 2, 3, 4, 5}

– S(k) : Security solution(Prevention,Detection,Recovery),
S(P,D,R) = {1, 2, 3, 4, 5}

– r(k), y(k): Risk rate, r(k) = {1, 2, 3, 4, 5}
– e(k) : failure, exploit, e(k) = {1, 2, 3, 4, 5}
– t(k) : Threat, t(k) = {0, 1}
– v(k) : Vulnerability, v(k) = {0, 1}
– k : time

The security risk level equation for the above-defined system is as follows:

ek = yk

⊕
(vk

⊙
tk), N(C,I,A){ek} = C{ek}

⊗
I{ek}

⊗
A{ek}
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Fig. 3. Equation of State for a Large-scale Network System

C{ek} = C{e1, e2, . . . , ei}, I{ek} = I{e1, e2, . . . , ei}, A{ek} = A{e1, e2, . . . , ei}

S(P,R,D){ek} = P{ek}
⊗

R{ek}
⊗

D{ek}

P{ek} = P{e1, e2, . . . , ei}, R{ek} = R{e1, e2, . . . , ei}, D{ek} = D{e1, e2, . . . , ei}

rk = N(C,I,A)ek, rk+1 = yk = S(P,R,D){rk}

where,
⊗

is 3Dimension Table matrix.

4 Damage Estimation

Previously, the main concern for network systems was increasing usability. Is-
sues at hand were therefore limited to controlling and maintaining the system to
prevent network failures and downtimes and malfunctioning caused by software
bugs. This is no longer the case with today’s network environment, relentlessly
challenged by intrusion attempts and hacker attacks. Thus, the top concern for
system administrators is now safeguarding the network resources from external
assaults and being able to provide real-time services without disruption or out-
age. However, units and personnel in charge of system security have thus far
failed to adequately respond to attacks on a real-time basis. Unlike equipment
or application malfunctions, which can be dealt with simply by replacing the
problem-causing assets, responding to a network attack requires the elimination
of root causes of security breach and involves measures to stop further propa-
gation of damages sustained. When an intrusion occurs at the level of a single
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asset, the state of this asset is as follows: when an intrusion is made, the targeted
asset experiences extra network loads. The increased traffic loads cause service
disruptions and slowdown, leading eventually to a system halt. Figure 4 below
are graphs illustrating this state. The related damages may consist of different
types of functions.

t
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Fig. 4. A Damage Analysis on a Single Asset Unit

To simulate the characteristics of a single asset unit, including type of asset,
type of intrusion, and whether or not security patches, upgrades and service
packs have been applied, these variables can be expressed as follows:

class Result Asset (int I_Category, class A_Type)
R.delay = td - ti;
R.interrupt = t(i+d);
A.Security.Service = parameter;
A.Security.Update = level;
Case Virus : R.wave = Linear_Fn();
Case Worm:R.wave=exponential_Fn();
Case Hacking : R.wave = Pulse_Fn();
Case Mistake : R.wave = Log_Fn();
Case end;

Estimation of intrusion-related damage sustained by a large-scale network
system can be calculated by adding up the damage amounts corresponding to
each single asset unit. An attack targeting a single asset triggers a chain reac-
tion over the entire network. The speed of such propagation and its scope are
illustrated in Figure 5 below.

In this graph where f(t), the function of damage occurred, and g(t), the
function of recovery, the total damage amount is equal to the sum of the damage
created during the intrusion and the cost incurred during the recovery efforts.
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Fig. 5. Intrusion Damage and Recovery for a Large-scale Network
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R = A × {{(tR − tS) × (−100) −
∫ tC

tS

f(t)dt} − 100 × (tS − tR)

+{(t′
R − t

′
S)×(−100)−

∫ t′
R

t′
C

g(t)dt}}+B×{
∫ t′

R

t′
C

f(t)dt + 100×(tS − tR) +
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Here, damage amounts(A), in cases where system overloads occur, include
administrative and operating costs, and, in cases(B) where the intrusion leads to
a system outage, cost of service loss in addition to administrative and operating
costs. Further, the calculation estimates the basic overhead costs, corresponding
to monitoring and early alert system costs, which are classified into prevention,
detection and recovery costs. Prevention cost corresponds to expenditures related
to preventing network intrusions; and detection cost, to expenses incurred for
monitoring and detecting intrusions. Finally, recovery cost is the cost of system
recovery, when an attack has been sustained.

Next, in order to minimize the damage, system administrators must speedily
respond to an attack, before it propagates throughout the network. A response
must be made before the system comes to a halt, and the speed of response must
exceed the rate of acceleration of the attack’s damaging effects. Accordingly,
using the slope of the functions f(t) and g(t), one can determine the level of
response. If the inclination of g(t) is higher than that of f(t), this is an indication
toward the adequacy of response. The inverse suggests the opposite, and the
damage will continue to snowball.
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– Stable Case :
| d

dt
g(t) |>=| d

dt
f(t) |

– Unstable Case :
| d

dt
g(t) |<| d

dt
f(t) |

5 Implem ntation

We developed an automated risk analysis tool and estimated intrusion damages.
The automated tool is based on a server/client structure, and calculates, when
a risk analysis consultant enters a specific potential threat/ vulnerability into
the common item field and link the potential threat to a security measure, the
risk level before the implementation of the countermeasure and the residual risk
level after the implementation. Figure 7 below gives the results of a time-variant
risk analysis performed using this tool. The example shows the risk levels for
a large-size network system, when a threat against a specific router is entered,
for the respective cases where a safeguard measure was applied to the router in
question, and where no action was taken. The risk level, as can be observed in
the figure, is reduced, when a safeguard is adopted.

Fig. 7. Risk Analysis Tool and Damage Estimation result Developed by this Study

6 Conclusions

Large network systems run the inherent risk of seeing their entire system grind-
ing to a halt in the event of an attack on a single system unit. Hence, in addition

e
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to preventive measures against security accidents, they must be able to assess
the actual risk levels based on the scope of recovery following an accident. Pre-
vious works on network intrusion and related damage and recovery have been
mostly centered on information assets at risk. Accordingly, there has been a lack
of techniques for analyzing risks run by large-size network systems along a time
axis and estimating potential damages to be sustained. In this study, we pro-
posed a risk analysis model capable of estimating damages from network attacks
for large-scale network systems and analyzing risk levels on a real-time basis.
By introducing the time concept, this model notably enables a comprehensive
assessment of the effectiveness of countermeasures in place in fending off risks
and controlling damages, in addition to risk analysis.
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Abstract. This paper proposes an efficient inversion algorithm for Galois field 
GF(2n) by using a modified multi-bit shifting method. It is well known that the 
efficiency of arithmetic algorithms depends on the basis and many foregoing 
papers use either polynomial or optimal normal basis. An inversion algorithm, 
which modifies a multi-bit shifting based on the Montgomery algorithm, is 
studied. Trinomials and AOPs (all-one polynomials) are tested to calculate the 
inverse. It is shown that the suggested inversion algorithm reduces the 
computation time 1 ~ 26 % of the forgoing multi-bit shifting algorithm. The 
modified algorithm can be applied in various applications and is easy to 
implement. 

1   Introduction 

There has been an increasing attention in the design of fast arithmetic operations in 
the Galois field GF(2n) which have many industrial applications including 
cryptography. In these applications, efficient arithmetic algorithms and hardware 
structures are crucial factors for good performance. The efficiency of these basic 
operations is closely related in the way of presenting element bases. It is also related 
with the kind of irreducible polynomials for polynomial bases. 

The most popular inversion algorithms are either based on Fermat’s little theorem, 
on the Montgomery algorithm or related ones [1,2,3,4,5,6]. The Itoh and Tsujii 
inversion algorithm is developed for extension fields GF(qm) [2,3]. There are also 
many papers about Montgomery methods that are shown to be effective in modular 
arithmetic and multiplicative inversion problems that are prime importance in 
cryptographic applications [5,6]. And software impelmenting issue is covered in a 
book by Rosing [7]. In a series of papers, Koç et al published papers about 
Montgomery algorithm in which covers multi-bit shifting method [8,9]. They adapted 
multi-bit shifting method to eliminate the repetitive work, and the 3-bit was an 
optimal number for efficient implementation.  

In this paper we are forcusing the multi-bit method in Montgomery algorithm. Our 
first idea is that if we modify the algorithm to adapt multi-bit case not just for 3-bit case 
but also for general multi-bit, we could reduce the number of repetitive works and save 
the computation time. Since the performance might be different irreducible polynomial 
types, the second one is to find a proper irreducible type for multi-bit implementations.  
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2   The Montgomery Inversion Algorithm 

The Montgomery inversion algorithm is defined as in eq.(1), 

0),(mod21 >>= − appab n                  (1) 

where p is a prime number, and pn 2log=  [4,5,9].  

The algorithm consists of two phases. The phase I computes the almost 

Montgomery inversion of a , integer r  such that )(mod21 par k−= , where 

nkn 2≤≤ . 

)(mod2)(:),( 1 paaAlmMonInvkr k−==             (2) 

The phase II is the correction step and calculates a slightly different Montgomery 
inverse, eq.(3) [9]. 

)(mod2)2( 1 paaMonInvb nn −==                (3) 

This algorithm can be modified for the binary extension field GF(2n). Let )(xp  be 
an irreducible polynomials over GF(2) and )(xa  be an element of GF(2n), eq.(4). 
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    The arithmetic operations on the elements in GF(2n) can be done as the 
conventional polynomial arithmetic. The Montgomery inversion algorithm is as 
following [9]: 
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The variant of multi-bit shifting Montgomery algorithm uses 3-bit shifting. The 

Three bits for shifting is rather an optimal number especially when considered the 
implementation by hardware. To check more than one bit at a time, it is needed a 
more complicated hardware. Therefore we must consider whether it will be 
worthwhile. In this point of view, three-bits is the most proper number. The 3-bit 
shifting algorithm modifies the step 4 and 5 in Algorithm A, [9]. They check and 
select the three least significant bits of )()( xvorxu  instead of routine checking. 
The variant method can be described as following: 

 

Algorithm A-1 

)}1,();1,({10:1.4

}1);2,();2,({100:1.4

}2);3,();3,({000:5

)}1,();1,({10:1.4

}1);2,();2,({100:1.4

}2);3,();3,({000:4

012

012

012

012

012

012

rshiftLrvShiftRvthenXvvvif

kkrshiftLrvShiftRvthenvvvif

kkrshiftLrvShiftRvthenvvvif

sshiftLsuShiftRuthenXuuuif

kksshiftLsuShiftRuthenuuuif

kksshiftLsuShiftRuthenuuuif

===
+====
+====

===
+====
+====

 

3   A New Approach 

The Montgomery inversion algorithm, especially, performs repetitive work by the 
type of least significant digit. By considering hardware implementation property, the 
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3-bit shifting method was proposed in Algorithm A-1. The 3-bit was the optimal 
number since it increases the hardware complexity for large number of bits. Even in 
this case, we still reduce the computation time by employing multi-bit algorithm that 
can utilize many continuous zero terms during the arithmetic operations. Therefore, 
we might accelerate if we could handle more bits of zero. It is possible since the 
Montgomery inversion algorithm has repetitive work for bits of zero.  

We modify the step 4 and 5 in order to check and adapt the continuous zero bits 
from the least significant digit of )()( xvorxu . The variable cZ counts the number 
of continuous zero-bit and determines the size of shifting. The modified multi-bit 
shifting algorithm is as following Algorithm B. In step 4.1, the variable cZ is updated 
while )(xu has continuous zero bits. In the next step )(xu  and )(xs are shifted with 
updated cZ . It follows the similar steps for )(xv  and )(xr . 
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4   Examples 

It is common that the number of bits in elliptic curve cryptography is between 150 
and 250. In this range we choose several numbers such as {148, 156, 162, 178, 180, 
196, 210, 228, 256} by considering irreducible polynomials with both trinomial and 
AOP types. We choose the four different sets of data, which has 3, 5, 9, and 13 non-
zero terms. The points of non-zero terms are arbitrary selected on the entire region. 
The suggested multi-bit shifting Montgomery algorithm is tested on the 2.00G Hz 
Pentium machine. 
    The numerical results in Table 1 are for original Montgomery algorithm; Alg.A, 3-
bit shifting algorithm; Alg.A-1, and the modified algorithm case; Alg.B. The points of 
non-zero term are (128, 64, 0).  

Fig.1 shows the modified multi-bit shifting decreases the execution time to 10.77 ~ 
26.65% for the trinomial prime and 0.97 ~ 20.15% for the AOP prime. The Tables 2, 
3 and 4 give a little bit different  numerical results but  those also show  the new 
method is more efficient than previous Montgomery methods. Using the 5 non-zero 
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terms’ polynomial, the modified multi-bit shifting algorithm decreases the execution 
time to 9.5 ~ 27.7% on the trinomial prime and 1 ~ 11.2% on the AOP. 

Table 1. Inversion for the polynomial, which has 3 non-zero terms (m sec) 

Trinomial AOP 
 

Alg.A Alg.A-1 Alg.B Alg.A Alg.A-1 Alg.B 

148 3.64 3.13 2.98 3.97 3.84 3.83 
156 3.55 2.97 2.84 3.91 3.61 3.44 
162 4.17 3.56 3.41 4.42 4.16 4.14 
178 3.91 3.30 3.13 4.78 4.69 4.70 
180 4.06 3.67 3.55 4.81 4.80 4.77 
196 4.34 3.95 3.86 5.77 5.00 4.69 
210 4.64 4.23 4.14 6.19 5.41 5.08 
228 4.28 3.39 3.14 6.05 5.22 4.83 
256 5.95 5.45 5.31 6.02 5.27 4.91 

 

Fig. 1. The relative decrease of Alg.A-1 and Alg.B to Alg.A, for 3 non-zero terms 

With the 9 non-zero terms’ polynomial, the modified method decreases the 
execution time to 7.3 ~ 11.0% on the trinomial prime and 2.4 ~ 8.2% on the AOP. 
When we choose the non-zero points (160,140,120,100,80,60,40,20,0) in 178 bits, the 
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modified algorithm decreases the consuming time 67.88% and for the point 
(200,175,150,125,100,75,50,25,0), About 71.53%, while on the other, 47.99% and 
51.04% on 3-bit shifting operation.  

With the 13 non-zero terms’ polynomial, the modified method decreases the 
execution time to 7.7 ~ 12.2% on the trinomial prime and 6.2 ~ 11.1% on the AOP. 

As we show in the follow graphs Fig.2, the case of the trinomial represented speed 
up about 7.14 ~ 26.65% for computing the Montgomery Inversion. In Fig.3, the case 
of AOP was showed speed up from 0.95% to 20.15%. 

 

Table 2. Inversion for the polynomial, which has 5 non-zero terms(m sec) 

Trinomial AOP 
 

Alg.A Alg.A-1 Alg.B Alg.A Alg.A-1 Alg.B 

148 4.00 3.66 3.58 3.81 3.48 3.45 
156 3.91 3.45 3.42 3.98 3.77 3.78 
162 4.08 3.44 3.36 4.15 3.73 3.69 
178 4.45 3.80 3.67 4.55 4.44 4.44 
180 5.02 4.58 4.53 4.88 4.83 4.83 
196 5.11 4.69 4.63 4.95 4.66 4.63 
210 5.61 5.09 5.00 5.31 4.83 4.80 
228 5.55 4.94 4.84 5.75 5.55 5.52 
256 5.88 4.47 4.25 6.83 6.33 6.25 

 

Table 3. Inversion for the polynomial, which has 9 non-zero terms(m sec) 

Trinomial AOP 
 

Alg.A Alg.A-1 Alg.B Alg.A Alg.A-1 Alg.B 

148 3.94 3.66 3.63 3.88 3.64 3.67 
156 3.98 3.61 3.59 4.23 4.11 4.06 
162 4.45 4.08 4.02 4.47 4.36 4.36 
178 4.38 4.00 4.00 4.83 4.66 4.69 
180 4.73 4.39 4.39 4.94 4.60 4.59 
196 4.98 4.51 4.42 5.13 4.70 4.70 
210 5.50 5.09 5.09 5.66 5.31 5.34 
228 5.72 5.22 5.17 6.13 5.75 5.75 
256 6.53 5.83 5.81 6.69 6.19 6.17 
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Table 4. Inversion for the polynomial, which has 13 non-zero terms(m sec) 

Trinomial AOP 
 

Alg.A Alg.A-1 Alg.B Alg.A Alg.A-1 Alg.B 

148 3.94 3.61 3.61 3.77 3.53 3.53 
156 3.88 3.52 3.48 4.14 3.86 3.86 
162 4.36 4.02 3.98 4.34 4.02 4.02 
178 4.36 3.98 3.95 4.73 4.53 4.52 
180 4.86 4.47 4.48 4.97 4.66 4.58 
196 5.02 4.58 4.58 5.33 4.89 4.90 
210 5.52 4.91 4.86 5.67 5.31 5.32 
228 5.53 4.94 4.86 5.75 5.17 5.11 

256 6.58 5.97 5.89 6.81 6.23 6.22 

 

Fig. 2. The relative decrease of Alg.B to Alg.A, for trinomials 

 
5   Conclusions 

In this paper, we presented a modified multi-bit shifting Montgomery Inversion 
Algorithm allowing more than 3 zero-bits, and tested computation time for different 
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number of bits and the prime polynomial types. The relative decreases for trinomial 
cases were about 7.14 ~ 26.65%. There were no correlations for different number of 
bits, but the relative decreases were relatively small for large non-zero input cases.  

The AOP cases showed the same pattern as trinomials about from 0.95% to 
20.15%, but were inferior to the trinomial cases in all test range. It is demonstrated 
that the suggested multi-bit Montgomery Inversion algorithm is easy to implement 
and does not take longer time than the previous Montgomery Inversion methods, even 
for the worst case.  

Fig. 3. The relative decrease of Alg.B to Alg.A , for AOPs 
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Abstract. This paper proposes a new site authentication algorithm using a token-
update. One-time password and smart card schemes are widely studied to protect 
servers from various malicious activities. Most papers discuss schemes with nounce 
and token updates. Since the LAN card’ ID could be used to identify a PC, an 
authentication scheme with LAN card’s Mac address might strengthen the 
conventional token update method. The suggested modified token-upgrade method 
algorithm is shown to be very effective in site authentication. 

1   Introduction 

It is common that multi-user systems require id and password to identify and permit 
logging onto the system. The user’s id and password can be transferred either in 
plaintext or cipher-text. Since the transmitted data are always open to an attacker, the 
simple id and password scheme has weak points for authentication [1,2,3]. One time 
password system (OTP) is studied to prevent from repeated use of the logon data [3]. 
Using smart card systems that have memory and computing power can further 
strengthen OTP. In this system user selects a logon data and gets a smart card 
identifier (CID) through the key information center [KIC]. The CID is stored in a 
smart card and is used for mutual authentication [4,5]. The authentication scheme 
with smart card has some advantages such as it does not need a verification table and 
can authenticate each other. Users can choose their own passwords and it provides 
computation capability [5]. 

An authentication scheme without KIC is studied, which updates an authentication 
token with mutual random numbers [6,7]. The random numbers are generated by each 
identity and transferred to update the token. In this system, there is no need to have 
authentication table, but it transfers the data by plaintext type and likely to loose 
crucial data to an attacker by packet sniffing. 

In this paper, we propose a modified token update method that uses PC’s id 
numbers and encrypted data transmissions. Since the Mac address of LAN card could 
be used as an identifying number, it might replace the KIC. If we change and encrypt 
the login data, we can have secure authentication scheme. 
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2   Password Authentication Scheme 

In the OTP system, server (S) selects nounce N and successively computes hash value 
N times h(R)(N) and sends N-1 and R to clients. The clients (C) calculate and return 
hash value h(R)(N-1). The server computer calculates hash with the transmitted value 
and compare with the stored hash value h(R)(N). It two values are equal the 
authentication step is finished [2,3]. In this system if N is constant, it is possible for an 
attacker to fool by stealing N. This process is described as following. 
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Peyravian and Zunic proposed a password transmission scheme for remote user 
applications [6]. User submits his user identification (id) and password (pw) to the 
remote user (client; C). The client generates and sends a random number (rc) with id 
to the server. The server returns a random number (rs). The client generates a hash of 
id and pw. He also generates and sends a onetime token with his id to the server. The 
server verifies the onetime token. In this scheme the server keeps the hash of id and 
pw, not pw itself. 
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In this scheme the onetime token is changing by random numbers for each logon, 
so it gives no information to logon. But if an attacker obtains every transmitted 
variable such as id, pw, rc and rc, then it is possible to get information. So it is 
necessary to encrypt or hashed them. Yang and Shieh published a paper that use 
nounce-bases password authentication scheme, but it needs a CID through the key 
information center [5]. 
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3   A Modified Token-Upgrade Approach 

If we use any PC’s identifying number, there will be no need for adopting agency like 
KIC. So it is proposed to use Mac address of LAN card that is given as 
manufacturing. The Mac address is a physical address can be a site identifying 
number. The weak points by sending plaintext random numbers could be avoided by 
employing encrypting algorithms and hash functions. We restrict authentication 
problems to registered users (U) and adopt Mac address scheme with token update. 

3.1   Registration Phase 

Registration phase is described as following steps and Fig.1 is presented to illustrate 
the steps. 

)||||(1)1.( mapwidtokenconstructUR =  

A user starts by construct token1 with user identification (id), password (pw) and 
Mac address (ma). 

)}1(),1({:)2.( tokentokenhSUR ksε→  

He computes hash of token1 h(token1) and encrypts token1 with server’s public 
key ks . The user sends hash value of token1, and encrypted token1 to server. 

.
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Server reconstructs hash value of token1 from the encrypted token1. If two hashes 
are identical, server accepts login phase. The server selects a random number (rs) and 
returns encrypted hash of random number rs to the user. 

 
 
 
 
 
 
 

 

Fig. 1. The registration phase of the proposed scheme 
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Server constructs token2 with token1 and h(rs), and keeps hash value of token2. 
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3.2   Login and Authentication Phase 

In login and authentication phase, it is designed to update token2 by renewing the 
random number. The scheme is shown in Fig.2. 
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User decrypts the transferred encryption data, and constructs topken2 with token1 
and hash of random number h(rs). He sends to the server id and hash of token2 
h(token2). 
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Server checks the hash of token2 h(token2). If two hashes are identical, server 
accepts login and authentication phase. The server selects a new random number rs*, 
and returns the encrypted hash of rs* to the user. The updated hash of token2* is 
stored for another login phase. 

 
 
 
 
 
 
 
 
 

Fig. 2. The login and authentication phase 

3.3   Password Recovery Phase 

Password recovery phase is designed for recovering password, as in Fig.3. 
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User starts by computing token3 combining id, ma and updated h(rs). He sends to 
the server id, hash of token3, and encrypted token3. 
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Server reconstructs token3 and checks if the two hashes are identical. If they are 
identical, returns encryption of id, pw, and h(rs). 

 
 
 
 
 
 
 
 
 
 

Fig. 3. The password recovery phase 

4   Security Analysis 

4.1   Password-Guessing Attack 

Since every user would select easy password, it might be possible for an attacker to 
guess password in registration or login and authentication phase. But it could not be 
as there is no plaintext transmission in the suggested scheme. The crucial data such as 
id, pw, and ma are all transferred as hash or encrypted values. Even if there is a 
chance to get userid (id) and password (pw), an attacker still need Mac address (ma) 
to fool the server. The ma is not possible for a remote logger to obtain in Linux or 
Unix system. 

4.2   Replay Attack 

An attacker may try to login with id and old h(token2), but the token2 is updated 
every login, server will check the old, invalid hash. The token2 consists of registration 
data token1 and hash of one time random number (rs), so it is impossible to reuse the 
old hash of token2. And the random number rs is also hard since it is double hashed. 

4.3   Packet Sniffing 

An attacker may obtain login packet such as id, hash of token1 and encrypted hash, 
but it is impossible to obtain the token1 by decrypting the encrypted data. And it is 
also impossible to use the old packet of hashed token2, since it is updated every login 
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time. In the password recovery phase, it is also forbidden to use the packet, as the 
transmission is by hash and encrypted data.  

4.4   Forgery Attack 

An attacker may try to register by using possible leaked id, pw, and a forged ma. But 
it is not possible since there is a registered user. If an attacker gets token1, it is 
impossible to construct token2 since he has no decryption key. 

5   Conclusions 

In this paper, we suggested a modified token-update scheme with Mac address that is 
hard to obtain for a possible remote attacker. The modified scheme adopts one-time 
random number; it is safe in various circumstances such as password-guessing attack, 
replay attack, packet sniffing, and forgery attack. In this scheme a user is free to select 
id, pw, but does not need to generate a random number. Only the registered user can 
authenticate since the necessary token2 is updated every login time. The suggested 
scheme can provide an efficient password recovery method by the Mac number and a 
random number by the server. 
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Abstract. Recently, much research has been actively conducted for a new kind 
of network environment ubiquitous computing.  This paper will define the es-
sential technology called "ad hoc network" and the smart-tag technology re-
quired by a ubiquitous environment.  We will describe how to apply smart-tag-
related Radio Frequency Identification(RFID) research for Bluetooth, a local-
area wireless-communication technology.  In order to implement RFID tech-
nology for the ubiquitous-computing infrastructure, a number of important 
technology factors and structures should be considered.  These include the re-
alization of low-priced tags and the provision of technical service for the tag's 
security. For the passive RFID tags, the functions of each RFID tag and main-
tenance service should be considered to guarantee the price efficiency.  As for 
the active RF tags' support of local-area wireless communication, one of the 
main issues is enhancing the level of security.  This paper will present secured 
RF-tag service for the RF and Bluetooth modes for local-area wireless commu-
nication.  A method of applying the generated service to the EPC code devel-
oped by MIT will also be suggested. 

Keywords: RFID, Bluetooth, Service Discovery Protocol. 

1   Introduction 

The ubiquitous-network environment optimizes the user's connection to a network by 
intelligently capturing the user's circumstances or environment1.  In addition, it ar-
ranges a network to utilize contents freely and securely.  The technical requirements 
in assembling a ubiquitous network include a flexible broadband, teleportation, an 
agent, contents, an appliance, a platform, and a sensor network.  Among these re-
quirements, the ubiquitous-sensor network is most essential because it collects and 
                                                           
1  This research was supported by the Program for the Training of Graduate Students in              

Regional Innovation which was conducted by the Ministry of Commerce Industry and En-
ergy  of the Korean Government. 



118        D.-H. Seo, I.-Y. Lee, and H.-U. Park 

 

manages information autonomously by communicating with peripheral equipment 
around users. More importantly, as an essential ubiquitous technology, RFID enables 
information exchange by recognizing and sensing information remotely through wire-
less communication.  Since RFID is expected to replace the current offline bar-code 
system, more applications will be possible not only for individual consumers but also 
for entire industries.  Not surprisingly, there has been vigorous research and develop-
ment for RFID these days. The research on the RFID system mainly focuses on secu-
rity issues for the RF reader and RFID tags.  Due to its low price, RFID tags can be 
utilized not only by individual users but also by industrial users.  Using RFID tags for 
most aspects of industrial operation, however, brings with it a major security issue. 
Chapter 2 presents a brief description of the RFID system and Bluetooth Service 
Discovery Protocol (SDP).  Chapter 3 contains an analysis of the security weakness of 
the current RFID system.  This paper also presents the additional security requirement 
to construct an RFID system using Bluetooth SDP.  Chapter 4 suggests a secure and 
efficient RFID system satisfying the security requirements presented in Chapter 3.  
The suggested method is analyzed in Chapter 5, with conclusive results offered in 
Chapter 6. 

2   Technology Overview 

In This Chapter presents an introduction to the RFID system and Bluetooth SDP. 

2.1   RFID System Overview 

RFID is a wireless communication system composed of a RF reader having decoding 
capability and RF tags providing information. RFID is a wireless communication 
system consisting of an RF reader, which decodes signals, and RF tags, which provide 
information.  It is an identification system in which unique information is embedded 
into objects such as machines and humans to distinguish one from the other.  The 
embedded information can be decoded without contact, using wireless communica-
tion.  Therefore, diverse offline applications could be automated with an RFID system.  
Its major characteristics are as follows: 

– It is convenient to use since it is capable of simultaneous recognition of several 
tags. 

– It can recognize fast-moving objects, paving the way for a more efficient usage of 
time.  

– It is simple to install, depending on a system's characteristics or environment.  
– It can be relatively inexpensive to maintain, and is very durable (free from wear) 

because the tag is read without direct contact.  
– By programming tags with OTP, RFID provides a service secured against forgery 

or falsification.  
– It is easy to upgrade.  
– It can recognize signals in Mutual Authentication. 
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RFID is a system that functions as "The Internet of Things."  Suggested by MIT 
Auto-ID Labs (formerly the Auto-ID Center), "The Internet of Things" is designed to 
sense items with wireless tags through the Internet (or a similar network) remotely 
and in real time.  This system offers a new way to use the Internet.  The service, how-
ever, will need billions of RFID tags and a much more efficient wireless network.  It 
will also require new software and bar-code systems to handle numerous items and to 
support diverse applications. 

2.2   Bluetooth SDP Overview 

Nowadays the term Bluetooth is constantly used in electronics. The term dates back to 
the time of Viking Herald that brought Scandinavian countries under a single author-
ity. Bluetooth is the name of a project aiming for a low-electric power and low-cost 
wireless interface-system. Ericsson in Sweden created this interface-system for wire-
less communication at a close range. A few companies that were interested in Blue-
tooth organized a group for developing a project for radio communication at a short 
distance, in May 1998. The name of the group was SIG (Special Internet Group). 

Bluetooth can be in the bandwidth: in 2.4Ghz~ 2.5Ghz. SDP is a support protocol 
for Bluetooth devices, which can be divided into SDP clients and the SDP server.  All 
Bluetooth devices can include the SDP server, SDP client, or both, depending on the 
required function.  Since SDP has client and server structures, it is capable of request-
ing and responding, just like L2CAP.  Since servers are designed to respond to any 
request, the SDP server has an internal database table containing all the service in-
formation provided by the Bluetooth device.  If there is a request from a client, the 
server will reply to the request message based on the database. 

3   Analysis and Research on RFID and Requirement for Security 

In this chapter, the security issues of the RFID system will be analyzed based on the 
current research.  The security requirement for the RFID system using Bluetooth SDP 
will also be discussed. 

3.1   Analysis of the Current Research on the RFID System 

Research work done on the tag-based RFID has been on the spotlight along with 
ubiquitous computing.  A major method of the existing research is the formula sug-
gested by MIT Auto-ID Center, in which a protocol that provides security service 
using a Hash function is used. 

(A) Hash lock scheme, by MIT : This scheme is low cost, since all it requires is a 
hash function. Each tag verifies the reader as follows. The reader has key k for each 
tag, and each tag holds the result metaID, metaID = hash(k) of a hash function. A tag 
receives a request for ID access and sends metaID in response. The reader sends a key 
that is related to metaID received from the tag. The tag then calculates the hash func-
tion from the received key and checks whether the result of the hash function corre-
sponds to the metaID held in the tag. Only if both data sets agree does the tag send its 
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own ID to the reader. Although this scheme offers good reliability at low cost, since 
metaID is fixed, the adversary can track the tag via metaID. To avoid this, the metaID 
should be changed repeatedly, however, operating the system in a way that satisfies 
this requirement in practice is difficult. 

(B) Randomized hash lock scheme, by MIT : This is an extension of the hash lock 
type scheme. It requires the tag to have a hash function and a pseudo-random genera-
tor. Each tag calculates the hash function based on the input from pseudo-random 
generated, r and id, i.e., c = hash(id|r). The tag then sends c and r to the reader. The 
reader sends the data to the back-end database. The back-end database calculates the 
hash function using the input as the received r and id for each ID stored in the back-
end database. The back-end database then identifies the id that is related to the re-
ceived and sends the id to the reader. 

(C) Hash-chain Scheme by NTT : Suggested by Networks Takashi Miyamura (NTT), 
the method generates Hash chains using a secure Hash function.  The initial value to 
generate the Hash-chain value is irrelevant to the RF tags.  Based on this value, mutual 
authentication is performed by generating a secure Hash-chain value.  The NTT method 
suggests an extended Electronic Product Code (EPC) in place of the existing EPC code, 
which is a way to satisfy both Perfect Forward Secrecy (PFS) and indistinguishability. 
This method, however, does not consider the partitioning of information in the database 
server and security from the point of confidentiality, and will only provide PFS for the 
transmitted data after the initial data transmission.  Therefore, it can be said that the 
weakness of the NTT method lies in the lack of confidentiality in its transmission of the 
initial value to generate a hash chain and in the backward server's unsecure storing of 
the genuine ID and initial value of the corresponding secret information. 

3.2   Analysis of the Security Requirement of the RFID System Based  
on the Bluetooth SDP 

To build a Bluetooth SDP-based system with RFID, the following security require-
ments are suggested: 

– ACIN of the existing communication: Bluetooth communication requires addi-
tional security service for the RFID system, aside from the security service pro-
vided by Bluetooth itself. 

– Channel security: To generate and provide services though secure communication 
with tags and readers, there should be efficient for forward and backward security. 

– Protocol security: For the RFID protocol, security service should be provided for 
secure communication with tags permitted by illegal query modification or 
changes. 

– Security to generate and inquire on new services: To use Bluetooth SDP with 
RFID, a security service is required to maintain security in generating and inquir-
ing about new services. 

– Technology to acquire secure status: To assemble an RFID-based network, ensur-
ing secure service for all kinds of RF-tag status is required. 

– Extensibility: It should be possible to apply diverse kinds of applications based 
on the suggested RFID-based authorization. 
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4   Research on Secure SDP of RFID Using Bluetooth  
Communication 

This paper presents a secure SDP protocol for RFID Bluetooth communication.  
When an RF-tag-based network is established for Bluetooth communication, the sug-
gested method proposes a formula to generate and provide automatic services for the 
RF tags by performing a secure Service Discovery Protocol. 

4.1   System Parameters 

Each system factor of an entity is followed below. 
* : T : RF Tag, R : Reader, H : Host Server 
RFCode (State, Num_Cmd) : initial RF Code value 
SR : Service Record 
Cnt : Counter Number 
RID, HID, RFID : *’s ID(Reader, Host server, Tag) 
H(), h : Secure hash function, Secure hash value 
E() : Encryption algorithm 

4.2   Secure RF-Tag-Based SDP 

When a certain network is constructed with RFID tags for Bluetooth communication, 
it follows the secure SDP processes described below.  Our method suggests a network 
composed of a host server, a reader, and n RFID tags. 

A) Assumption 
The RFID tag stores SDP records for Bluetooth communication, whose structure is 
explained below. 

 As a passive tag, an RFID tag stores the SDP record for Bluetooth communi-
cation.  The characteristics of the tag and record are shown in the following: 

 

Fig .1. RFID Tag’s Bluetooth Record Attribution 

 It is composed of 32 bits uniquely categorized for the service records. 
 The characteristics of each service are composed independently. 
 To distribute the initial RFID tag, a secure registration process to a host is 

undertaken.  The host stores the code information of RFID tags into the data-
base. The RFID tag stores the HID of the host. 
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 The communication between a host and the RF reader is done by a wired 
channel, in which certain TP keys are shared beforehand. 

 An RFID tag can perform a secure Hash function and XOR calculation.  It 
has a counter generator similar to that of the host server. 

B) Initial Service Registration and Authorization Process 
In the initial service registration process, n RFID tags register each service to a certain 
host server. 

 The RFID tag requests for service to the RF reader by transmitting a Service 

Request, SR[i], and iCnt  

 The RF reader, which receives the Service Request, generates Rh  based on 

SR[i] transmitted from the RFID tags.  It then transmits RID, Rh and SR[i] to 

the host server. 

)||][( RIDiSRHhR =  

 The host server confirms the integrity by verifying Rh  after checking the 

transmitted RID from the RF reader.  If the verification of the transmitted in-
formation is correct, the Service Attribute will be defined corresponding to 

the SR[i] of RFID tags.  A random string 
iCntP corresponding to iCnt  will be 

transmitted to the reader by creating the string P  from a certain random 
string generator. 

 The RF reader will confirm HID to transmit SA[i], RID, and Rh  to the RFID 

tags. 

)||][(
iCntR PiSAHh =  

 The RFID tag will check the integrity of SA[i] and 
iCntP  at the transmitted 

Rh  .  In case it is correct, it will calculate RFID and  Th  to transmit the re-

sult to the RF reader. 

RFHhT (= )|| RFIDCode  

 The RF reader will transmit  Th  and RFID transmitted from the RFID tags to 

the host server.  The host server will store  
iCntP  and RFID in the corre-

sponding table. 

Based on the process stated above, the RF tags perform the initial process to authorize 
after registering the service to the host server. 

C) Inquiry for a New Service and Registration 
Unlike the initial service registration, the inquiry and registration process for new 
kinds of services for mobile RF tags involve requesting for service after participating 
in the network.  If the service is provided by a host, it will transfer SA[] to the RFID 
tags after the service inquiry.  If the service is not provided, the RFID tags will per-
form the process to register a new service to the host. 
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 The RF reader transfers the query message to the RFID tags to provide the 
service.  

 The tag participating in a certain network is an RFID tag requiring a new ser-
vice.  It transmits the current status message, service request message, and  

SMAC  to the RF reader. 

),( RequestCntiS ServicePCntHMAC
i
⊕=  

 After receiving the service, the RF reader transfers the current status of the 
RFID tags with SAN[i] and RID to the host server. 

 After receiving SAN[i] and RID, the host server performs two kinds of de-
tailed processes by following the SAN[i] from the RF reader. 

(a) In case a service is already registered. 

 In case the service is already registered as SAN[i] in the database, the back-

ward host will verify SAN[i] and SMAC .  After calculating 

),'(' RequestCntiS ServicePCntHMAC
i
⊕= , and if the result is 

SS MACMAC ≡' , the host will transmit SRN[i] and sponseServiceRe  to 

the RF reader. 

 The RF reader will confirm the service-permitting message sponseServiceRe  

at SRN[i] and sponseServiceRe  to deliver the service to the RFID tags. 

(b) In the case of a new service. 
In the case of a new service, the inquiry message is transferred to the RF reader 

with SRN[i] and HID after registering the generated SRN[i] to the database. 

 The RF reader will confirm HID at inquiry, SRN[i], and HID transmitted 
from the host.  It will transfer RID to the RFID tag that requested for a new 
service. 

 The RFID tag will store HID and RID temporarily to transmit the RF code 

(which is the initial code value of an RF tag) and  iCnt  to the RF reader. 

 The host stores the information about the new RFID tags to the database at 
step (1)- . After this process, the host server transmits the following infor-
mation to the RF reader by generating a random string at step (2). 

 After the process described above, the same process is undertaken following 
stage  to  of (2). 

With the above protocol, authentication for the new RFID tags, the initiation proc-
ess and registration process for a new service are then performed. 

D) Status Acquisition for all RFID Tags on the RF Network 
To acquire the current status of the RFID tags servicing on the RF network, the RF 
reader will store it in the host after the following process: 

 The RF reader will broadcast the ID list of currently registered RFID tags. 
 After receiving the broadcasted message, each RFID tag transmits the HID 

stored by the RFID tags, and the current status of RF Code, to the RF reader. 
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 After extracting the RF Code[i] from the transmission (HID, RF Code[i]), 
the RF reader will transmit HID together with a certain random number r to 
the host. 

 After receiving (HID, r) from the RF reader, it will store dataV  in the data-

base after generating the session key K to store the Code for the RFID tags 
secretly based on a random number r. 

E) Application of EPC Code to Auto-ID Center 
Auto-ID Center was established at MIT as a national research institution in 1999.  
Auto-ID Center defines the RFID tags as the next-generation bar code, promoting its 
usage through a number of researches.  EPC, on the other hand, is a scheme to con-
nect the RFID system of each company, based on the international standard, through 
the Internet as an RFID-based global food-recognition network. The EPC network is 
based on the RFID system developed by Auto-ID Center at MIT.  EPC Global, estab-
lished jointly by European Article Number (EAN) and Uniform Commercial Code 
(UCC), is working to promote the EPC network. To apply the expanded EPC of the 
suggested method, a secure Hash-code value will be set as 1 by combining the exist-
ing EPC Manager space and Object Class space.  The space allocated in this area will 
be 64 bits.  In addition, if a secure Hash-code value is set at 2 for communication, the 
space would be 128 bits.  In case the security service is required for confidentiality on 
the EPC applied system, the initial key storage space will be allocated as 56 bits, 
which can be used as an optional field. If the service does not require confidentiality 
service, it is possible to utilize it as the space for Time Stamp to transmit data, or to 
use it as a reserved field.  

Therefore, the application of the definite EPC codes of the suggested method will 
be composed as follows: 

 The reader transmits the expanded EPC Code to the ONS server. 
 The ONS server transmits the MAC of the backward server and its corre-

sponding reply message to the reader. 
 The reader transmits the expanded EPC Code to the backward server. 
 After hashing the factory code and the product code at the EPC code of 

Auto-ID, the backward server transmits the hashed result to the reader by 
storing the secure Hash-value field 1,. 

 The reader performs the suggested protocol. 

5   Analysis of the Suggested Method 

Through the analysis of the suggested security, this paper will explain the characteris-
tics of security and its differences compared to the existing method. 

 In this method, which is concerned with the application of the Bluetooth SDP 
protocol to the RFID tags, the security requirements mentioned in Chapter 3 
satisfy the following: 

- ACIN: In the suggested method, the Hash value is created by using a secure 
hash function H .  The integrity service is provided by verifying this process.  
It presents the authentication and non-repudiation service between the host 
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server and RFID tags by generating P with Pseudo-Random Number and a se-
cure hash value.  As for confidentiality service, storing the initial information 
of RFID tags involves the secretly saved service of the backward server, which 
creates the session key K using a random number r and the previously shared 
TP key. 

- Channel security: Forward channel security will be performed to maintain the 
security between a host and tags for a reader.  Based on the information Cnt   

generated by the tags and CntP by their host, security is provided by confirm-

ing the authentication of the  MAC value. 
- Protocol security: The suggested method is still vulnerable to eavesdropping 

and security attacks.  To circumvent this weakness, an additional password al-
gorithm is required. 

- New service generation and security for inquiries: The suggested method is 
performed on the Bluetooth SDP to create and inquire about a new service.  If 
the service is provided by the host, SA[]will be transmitted to the RFID tag af-
ter the service inquiry.  In case the service is not provided, the RFID tags will 
register a new service. 

- As for the backward server, in case of the registered service by the transmitted 
message, the initially registered service will be provided by verifying the proc-

ess of ),'(' RequestCntiS ServicePCntHMAC
i
⊕= .  If the service is not 

registered, the initial information of the RFID tags will be registered by 

transmitting RF Code and iCnt  .  Based on this, a new kind of service can be 

registered by receiving  iCntP  and SA[i] from the backward server. 

 Technology to acquire security status: To acquire the status of all of the tags, 
the security of the stored data can be maintained by acquiring a security status 
and keeping it secretly by creating the session key K = H(TP || r) based on the 
TP key shared beforehand. Compared with the existing method analyzed in 
Chapter 3, the suggested method has the following features, which make it ef-
ficient: 

- Number of passes: MIT method 1 involves a handshake of number 8, and MIT 
method 2, number 6.  The NTT method, on the other hand, proceeds as 4 
passes.  For the suggested method, the initial registration and authentication 
process will be performed by the number-6 handshake.  Comparing the num-
ber of passes, this way is more efficient than that of MIT method 1.  (It is still 
less efficient, however, than the NTT method.) 

- Calculation: As for the suggested method, based on the RFID tags, the num-
ber-2 hash calculation is performed on the process for initial registration and 
authentication.  Therefore, it can have the same level of efficiency as MIT 
method 1 and the NTT method.  Compared to MIT method 2, however, the 
calculation would be more efficient if inefficient random numbers were not 
used. 

- Usage algorithm: The usage algorithm produces one hash algorithm.  It also 
provides a higher level of efficiency compared to the previous method.  While 
the previous method was based on the low price tag in the range of the 900 
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MHz band, the suggested method considers the tags on the 2.4-GHz band 
range. The suggested method, however, can be constructed using one hash al-
gorithm used for the protocol designed on the 900-MHz range.  Therefore, it 
provides more advantages in terms of cost and efficiency. 

- How to implement: The suggested method uses a counter-information instead 
of a random number generator, which makes it feasible to implement. 

6   Conclusion 

To fully utilize the next generation of IT-based environment for ubiquitous computing, 
this paper studied the aspects of secure SDP technology based on wireless RFID 
communication technology.  Creating a user-friendly network environment, which is 
one of the key factors in ubiquitous computing, requires local-area wireless-
communication technology.  This study also delved into various security technology 
designed to protect the privacy of users. 

The suggested method, however, was found vulnerable to attacks, both physical 
and through the network.  Therefore, along with means to circumvent such a diverse 
security threat, more research on security-service protocols should be performed for 
the development of practical RFID tags. 
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Abstract. In recent years, there has been growing interest in Location
Based Service (LBS). However, the existing LBS has some limitations in
the management of dynamic location-dependent contents and interop-
erability between the different platforms and various domains. We have
focused on how LBS applications obtain integrated, dynamic, and sensi-
tive contents on the different domains. We approach the Semantic Web
technologies to resolve these issues. In this paper, we design the archi-
tecture to combine the Semantic Web technologies with the LBS and
implement the prototype to describe the Semantic LBS.

1 Introduction

The Location Based Services (LBS) provide context sensitive information based
on mobile user’s location. The LBS include services such as local maps, local
weather, traffic condition, tour guide, and shopping guide. For example, when
travelers visit a city first, they can search not only the location of hotels and
ATM machines near by user’s current location but also addition information.
Therefore, LBS provides different results as the users’ position even though users
request the same services [10].

However, existing LBS systems have some limitations of implementation.
First, it is difficult to manage data as a general data management method
because LBS needs to manage dynamic information. Second, it is difficult to
share their information because the location-based services are different in pro-
cessing methods, information transfer methods, and platforms. In recent, the
organizations that are involved in working the LBS standards - International
Standard Organization (ISO), Mobile/Automotive Geographic Information Core
Services Forum (MAGIC), Open Geospatial Consortium (OGC), etc - have

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 127–136, 2005.
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researched LBS standards and the information management technologies. Never-
theless, there are some difficulties in sharing and integrating each of information
between different domains to use different DBMS.

We focus on how LBS applications can obtain dynamic, context-sensitive,
and integrated contents on the different LBS domains. Even though the Web
provides such dynamic information, it is difficult to use contents extracted from
the Web in the LBS because the Web has amounts of data and is not structured.
Therefore, we combine the Semantic Web technologies to resolve these issues on
the LBS. There have proceed a number of researches about the Semantic Web
which is an extension of the current Web in which the dispersed information is
searched semantically and generated new knowledge through inference as well
as shared and integrated.

In this paper, we design the architecture to combine the Semantic Web to the
LBS and describe implementation with an example. The system can not only
solve the existing LBS problems but also provide better user-preferred search
results. This paper is organized as follows. In section 2, we discuss architecture
and limitations of the LBS and the applied fields of Semantic Web technologies.
We propose the Location Base Service Architecture using the Semantic Web
technologies in section 3. In section 4, we present the process of semantic ap-
proach in LBS with a simple example. The final section summarizes and presents
the future work.

2 Location Based Services and Semantic Web

In this section we describe the LBS standards architecture and the Semantic
Web technologies. We present necessity to use Semantic Web approach in LBS.

2.1 The Architecture and Limitations of Location Based Services

It is a problem that the existing Local Based Services cannot share their in-
formation and contents with other LBS because the systems developed on the
different platforms and protocols. In order to solve the issue, the studies about
LBS standards started. Recently, organizations, ISO (TC/211 191321, TC/211
191332, TC/211 191343.), OGC (OPenLS Initiative [9], OpenLS Core Service
[7]), and etc., are involved in working the standards to service effective contents.

Particularly, OpenLS Core Services specification [7] in OGC defines the ser-
vices specification, the information model, and the system architecture needed to
design Location Services. The OpenLS architecture is organized as some compo-

1 Location Based Services PossibleStandards,
http://www.isotc211.org/scope.htm#19132.

2 Location Based Services Tracking and Navigation,
http://www.isotc211.org/scope.htm#19133.

3 Multiple Location Based Services for Routing and Navigation,
http://www.isotc211.org/scope.htm#19134.

-
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nents which are Mobile Terminal, GMLC/MPC, Service Platform Portal, Geo-
Mobility Server (GMS), 3rd-party Content Provider. GMLC/MPC collects and
provides a user’s location collection by the information in the components of
CDMA or WCDMA network. It is not necessary to request the information of
the GMLC/MPC when the mobile terminal uses a GPS device. The Service Plat-
form Portal provides front-end functions needed for LBS such as session man-
agement, user authentication, request handling, billing, privacy management,
and roaming. This component can also be a simple relay, transferring requests
for services from the user to 3rd-party applications. GMS achieves to get infor-
mation from contents, which consist of three services - OpenLS Applications,
OpenLS Core Services, and Location Contents Database. OpenLS Applications
and Core Services can also access other location contents databases hosted by
3rd-parties.

We focus on the way how GMS and 3rd-party Contents Providers represent
contents for LBS. The GMS and 3rd-party Contents Providers provide contents,
which are stored at Database Management Systems (DBMS) to search contents
easily. However, it makes the LBS system to be a stovepipe system which is a
system where all the components are hardwired to only work together. Therefore,
it is very difficult to exchange and integrate information between the appropriate
platforms and data structures based on DBMS. In other words, the DBMS-based
system causes a poor content aggregation problem [2].

2.2 Using Contents from Semantic Web

In order to integrate contents between different databases and to provide dy-
namic information, we propose the Semantic Web approach in Location-Based
Services.

The Semantic Web [1] is a technology to add information on Web to well-
defined meaning, to enable computers as well as people to understand meaning
of the documents easily, and to automate the works such as information search,
interpretation, and integration. The automated agents and dedicate search en-
gines can be a high level of automation and intelligence because the Semantic
Web documents have a meaning that a computer can interpret, contrary to exist-
ing HTML-based Web documentations. The Semantic Web must be the special
hierarchical structure to enable Web documents to intellectualize. The Seman-
tic Web consists of Uniform Resource Identifier (URI), UNICODE, Resource
Description Framework (RDF), RDF Schema, and Ontology hierarchically. The
RDF is an XML-based language to describe resources like images, audio files, or
concepts available via the Web. The RDF model is called as a triple because it
has three parts, subject, predicate, and object. The subject and object means a
resource, and the predicate defines their relation. The ontology defines the com-
mon words and concepts used to describe and represent an area of knowledge.
The Semantic Web documents must be represented as the XML/RDF which
defines common data of special domains based on an ontology which represents
data relation. The contents on this structure can be searched, integrated, and
inferred semantically.
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The systems using the Semantic Web have been developed in practical fields,
and its effectiveness was also presented. Tanen et al. [11] have developed the
Courseware Watchdog which is a comprehensive approach for supporting the
learning need of individual in the environment of fast change. It integrated the
Semantic Web vision by using ontology and a peer-to-peer network of semanti-
cally annotated learning material. They showed how an ontology-based tool is
allowed to make the most of the resources available on the web.

Lee et al. [6] presented an architecture how a service flow can be automatically
composed by syntactic, semantic, and pragmatic knowledge. They demonstrated
how heterogeneous Web services can be made interoperable within their frame-
work. Their motivating examples are drawn from medical services, which should
be called ”Semantic Medical Services (SMS).”

Hunter et al. [3] presented a Webservices-based system which they have de-
veloped to enable organizations to semiautomatically preserve their digital col-
lections by making preservation software modules available on Web services and
describing them semantically as a machine-possible ontology (OWL-S).

We challenge to develop the Location-Based System using the Semantic Web
technologies to provide more semantic, integrated, and intelligent information
based on the location.

3 Architecture of Semantic Location Based Services

In this section, we design the architecture of Location-Based System using the
Semantic Web technologies. We also present an example of ontologies needed for
the Semantic Location Based Services (SemanticLBS).

The architecture of the SemanticLBS is shown in Fig. 1. Our system can
provide the information considering users’ preference from the users’ current lo-
cation with refined and integrated data from Web. The components of our sys-
tem consist of Mobile Terminal, SLBS Portal, Personal Privacy Server (PPS),
Semantic GeoMobility Server (SGMS), 3rd-party Content Providers. These com-
ponents are based on the OpenLS Core Services architecture [7], and we changed
SGMS internal structure and added PPS for supporting Semantic Web.

– Mobile Terminal obtains the location information through GPS(Global Po-
sition System) and GMLS/MPC like OpenLS architecture.

– SLBS Portal provides front-end common functions for Location-Based Ser-
vices such as session management, user authentication, request handling,
billing, privacy management, and roaming like OpenLS. This component
supports user’s interface to manage the personal information.

– Personal Private Server (PPS) provides RDF documents of the user’s per-
sonal information based on the personal ontology. The documents are used
in the SemanticLBS agent to provide user-preferred services.

– The Semantic GeoMobility Server (SGMS) have some subcomponents. The
Core Services is to support map services, and the Internal Contents Services
is to provide semantic contents. The SGMS needs Inference Component, In-
tegration Component, and Discovery Component to search semantic infor-
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Fig. 1. The architecture of the Semantic Location Based Services

mation from contents. We need the SemanticLBS Agent to integrate these
sub components and to provide better user-preferred information.

– The 3rd-party Providers have the contents of some special domains based on
the Semantic Web. SGMS also use the information extracted from 3rd-party
contents.

The general procedure of our system is in the following manner.

1. The Mobile user connects SLBS Portal through the wireless network.
2. The SLBS Portal gets the services requested by the user, and requests the

requested information to SemanticLBS agent.
3. The SemanticLBS agent assures user’s requirement and preference from PPS,

which provides the user’s information given through (a) as RDF type of
documentation.

4. The SemanticLBS Agent analyzes the information searched, integrated and
inferred semantically from Core Services and Internal Contents. Also, the
SemanticLBS agent can access 3rd-party provider like (b) to obtain the con-
tents.

5. The SemanticLBS agent sends the searched results to the SLBS Portal.
6. The Mobile user receives the user preferred results from SLBS Portal.

We need to define ontologies for the Location Based Service to support dy-
namic and intelligent services. The SemanticLBS ontologies can be defined by
industrial organizations for standards or the government, and the Personal On-
tology can be defined by LBS Providers. For example, the government establishes
the ontology of traffic and weather information, and the industrial organizations
for standards describe the ontology of hotels and restaurants information. The
3rd-party Contents Providers define classes of each domain from well-defined
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ontologies in the SemanticLBS, and create RDF documents for each of content.
The Semantic LBS system can search, integrate, and infer more information as
users’ request based on the semantic contents, and it provides the user-preferred
information through the well-defined Personal Ontology which stores users’ char-
acteristic information.

4 SemanticLBS Implementation

To describe the semantic Web technology on LBS, we introduce a simple Seman-
ticLBS example and show the semantic search process. Because SemanticLBS
project is an ongoing project, we implement some parts of the SemanticLBS
functions described in Section 3. In this paper, we implement semantic informa-
tion search in hotel domain and integration with GIS Services.

Example Scenario. Professor Kim visited a city Busan in Korea to attend a
conference. He did not have a time to register a hotel even though he visited
the place first. He arrived at the city at night, and he must go to the conference
place in the next morning. Professor Kim wants search not only a hotel near the
conference place but also the additional information such as prices and classifi-
cation of hotels, kinds of rooms, kinds of the morning meals. In other words, he
wants to choose a hotel considering his preference near his location.

4.1 The System Architecture

We design the simple system architecture to implement our simple example in-
stead of the complete architecture of the proposed Fig. 1. The system is shown
in Fig. 3, without a few components in the proposed SemanticLBS: SLBS Portal
for providing functions like user authentication and billing, PPS for providing
the semantic personal profile, and Inference and Integration Component in the
SGMS. The system consists of the three major modules: the SemanticLBS Client
to SemanticLBS Server, and LBS Contents Server. The main component of the
SemanticLBS Client is MGIS Agent and LBS Agent. MGIS Agent for provid-
ing map services is implemented using our Mobile GIS model [5] developed in
our previous work. The LBS Agent is responsible for the message process to ex-
change the query and the response with SemanticLBS Server through the Web
Services. The LBS Application obtains the present location through GPS, pro-
cesses user’s input keyword, and provides the Location-Based Services for Hotel
domains through the MGIS and LBS Agent. For further details, see Section 4.3.
SemanticLBS Sever is responsible to semantically search information from LBS
contents. The SemanticLBS Agent is a main process which controls the use of
the other components. In order to search the semantic information, we have used
Jena API and Joseki which are Semantic Web Toolkit. Query/Response Inter-
face module converts client input keyword into the query for Jena and searched
results into return values. For further details, see Section 4.2. SLBS Contents
Server provides LBS contents, and executes real searches from the RDF docu-
ments using Jena API and Joseki.

J. W. Kim et al.-
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4.2 Semantic Search with Ontologies and RDF Contents

We present a prototype of the proposed SemanticLBS system in figure 2. The
user of the example scenario in section 4 wants to know hotel information near
his location. For the semantic search, ontology of each domain is defined, and
the SLBS Contents Provider refers the defined ontologies to make their contents.
To create our ontology for hotel domains and RDF documents, we use Protege-
2000 which is an ontology modeling tool. A modeling example of the ontology
for Location Based Services is shown in Fig. 3(a). The classes are defined in the
side of left, and the slots (attributes) of the hotel class are shown. We created

Fig. 2. Architecture of a SemanticLBS example

a RDF instance based on the defined ontology with contents of each hotel and
motel and show it on the XML writer editor Fig. 3(b). For searching, we used
Jena API and Joseki tool in SemanticLBS Server and SLBS Contents Server.
Jena API is a Java application programming, and creates and manipulates RDF
documents, and Joseki4 is a Java client and a server that implements the Jena
network API over HTTP [4, 8]. We can semantically search the instances of RDF
documents through RDQL5 which is Jena’s query language [4]. We present a
RDF query (Fig. 4 (a)) and its results (Fig. 4 (b)) on the command screen to
search the lodge information. The query is for searching the specific information
considering room’s type and meal as well as price in hotels near user’s location.
The results are actually processed by SemanticLBS Agent, and then these are
sent to the SemanticLBS Client.

4.3 Integrating the Results of Semantic Search with Mobile GIS

We present input and output interface supported by Semantic LBS Client which
provide map services and location based services on PDA. We use our efficient
Mobile GIS model [5], which can present the map directly on PDA, not show

4 Joseki Documentation, http://www.joseki.org/documentation.html.
5 RDQL - A Qurey Language for RDF, http://www.w3.org/Submission/RDQL.
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Fig. 3. Example of SemanticLBS ontology and an Instance of hotel domain

Fig. 4. A RDQL query and its semantic search results

the map received from a server. The Semantic LBS Server and Client exchanges
the information through SOAP-based Web Services6.

A user obtains the information from SemanticLBS by 4 steps: (1) A user
requests a service with a location and the addition keyword on the input interface
as the Fig. 5(a), (2) The user’s request is sent to SemanticLBS Server through
LBS Agent to execute the search, (3) LBS agent provides the results received
from SemanticLBS Server on the PDA as the Fig. 5(b), and (4) user can get
more detail information and the digital map of a hotel as the Fig. 5(c). The

6 SOAP Version 1.2 Part 0: Primer, http://www.w3.org/TR/2003/REC-soap12-
20030624/.

J. W. Kim et al.-



The Semantic Web Approach in LBS 135

Fig. 5. Integrating the results of semantic search with Mobile GIS

information provided in SemanticLBS is the semantically searched information
from semantically represented LBS contents, and user will be able to get user-
preferred information through the inference.

5 Conclusion and Future Work

In this paper, we present the efficient Location Based Services with Semantic
Web technologies for servicing more accurate and user-tailored information. We
designed the architecture of Semantic Web LBS (SemanticLBS), which included
the core ontologies for the LBS domains and represented location-dependent
contents to the XML/RDF types of documents based on the ontologies.

It is need to provide more specific and exact information because LBS appli-
cations mostly work on mobile devices with wireless network. The advantages of
this Semantic Web approach in LBS include (1) retrieving more exact informa-
tion for LBS, (2) integrating the location-dependent contents of each domain,
(3) providing interoperability between the different platforms through standard
protocols, and (4) providing user-tailored information based on each personal
preference and interest.

It is still not common to provide contents with XML/RDF for semantic Web.
As Internet Services based on the semantic Web technologies are closer to gen-
eral users, it is also convenient to implement LBS for supporting the semantic
functions. However, the LBS to be incorporated with the semantic Web will
be necessary to define more exact ontologies on various LBS domains and to
implement the inference function based on LBS ontologies.
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Abstract.  There are various number of software development approaches that 
can be believed as component-based software. Setting up the rules for the pre-
diction of properties in components based system,  It is necessary to count the 
variety of approaches  that components appear in systems.  This paper describes 
automated software component testing environment to support the state based 
testing. This tool extracts information from two commercial CASE tools – 
Paradigm Plus and Select Enterprice. It supports test generation for C++ and 
Java programs to develop the specific components. 

Keywords: Component Based Developments, CASE, CBD  design, software 
testing, class testing, automated testing, CBD testing Environments. 

1   Introduction 

CBD applies the same manufacturing principle to software. Within the CBD frame-
work, software parts are designed according to pre-defined specifications, so they can 
be assembled together to create entire applications. CBD systems are built using com-
ponents that all conform to predefined specifications, changes and enhancements can 
happen more seamlessly[1]. The need to “retool” new components or the system to 
which they are being added is essentially eliminated. There may be a plethora of soft-
ware development experience that is claimed to be component-based. The variety of 
CBD approaches can be viewed as space of instantiations derived from a common 
(meta)model.  One portion of those approaches Somewhere in that space is  package objects  
as advocated by D’Souza and Wills[2]. Elsewhere in that space may be an e-business 
strategy: e-Business improvement planning is an incremental and continuous process 
to recognize the situations. It is important to the success of the business strategy that 
are focused on the use of CBD but these may occupy quite different spaces with the 
view of long term involvement of component vendors represented by  Morisio et al. 
[3,4,5]. If a software application is assembled from components, then it should be 
easy to reconfigure the components to support desired changes in the business proc-
ess. The reliability of the application as a whole is a separate issue, but is clearly en-
hanced when the application is constructed from reliable components. Component-
based development and software reuse places new demands on software testing and 
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quality assurance. The user or purchaser of a software component wants to know: 
what evidence is there that this component is likely to work properly in my applica-
tion?  has the component been tested in a way that is relevant to my intended use? 
how much serious usage has this component already had, in areas similar to my in-
tended use? what are the implications of using this component? performance/capacity, 
reliability/robustness and maintainabiliy / portability. A responsible developer of a 
software component wants to know: what evidence is there that this component is 
likely to work properly in real user applications? has the component been tested in a 
sufficient variety of situations? is the component designed for efficient performance 
in a reasonable range of contexts? A software component may be used for many dif-
ferent applications, in different business and technical environments, by different 
developers using different methods and tools for different users in different organiza-
tions. Development environments are available to support most activities in the soft-
ware development process. In this paper we will concentrate on CBD testing envi-
ronments. Developments environments to support analysis and design are widely used 
in industry. They can support a specific design and analysis method or constitute 
more general diagram editing systems augmented with knowledge of the most com-
mon methods. For some kinds of software systems the effort to test the software is 
half or even more of the total effort to develop software. Any activities decreasing the 
testing time give financial effects decreasing the cost and facilitate the software de-
velopment process. The automated software testing environment, that are able to work 
with the CBD CASE tool are rare. We describes automated software component test-
ing environment to support the state based testing. This tool extracts information from 
two commercial CASE tools and supports test generation for C++ and Java programs 
to develop the specific components. 

2   Related Works  

2.1   CBD Process 

Development of e-business systems involves collaborative work of several different 
types of specialist with different areas of expertise; for example, business process 
consultants, software architects, legacy specialists, graphic designers and server engi-
neers. We’ll need some coordinating framework for dealing with these diverse skill 
sets and introduce a track-based pattern to help. It’s also important to have a good 
idea of the kinds of deliverable that we can expect to produce. We describe a broad 
set of deliverables that work well on CBD projects. Techniques can then be applied in 
flexible fashion within our overall process framework of track-based pattern plus 
deliverables. e-Business process improvement provides the right business context for 
CBD, as shown in figure 1. While the business improvement plan ideally encom-
passes the entire enterprise, the overall vision may be developed incrementally, lead-
ing to a succession of more narrowly focused action plans. 
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Fig. 1. Component Based Development Process 

2.2   CBD Testing and Tools 

Component-based development and software reuse places new demands on software 
testing and quality assurance. This is especially true if components are to be traded 
between organizations.  In testing software components, two main approaches can be 
identified: 

- functional testing: 
 the unit under test is treated as “black box”, the unit’s functions are tested. 

- structural testing: 
 the internal structure of the unit under test is known, unit is seen as a “white box”,       
and the tests  are prepared to check some structure properties eg statement cover-
age. 

Structural testing is a necessary part in the testing process, but it should not be the 
primary basis for testing. Even if a code based test suite achieves high coverage it can 
not prove the absence of faults, validate requirements, or test missing functions. An 
implementation-based test can only show that the code does what it does, but it is not 
necessarily what it is supposed to do (this could be checked by functional testing). 
Code-based test generation can be automated. Some testing tools are briefly described 
below. These tools are dedicated to object programming language C++ or Java.        

The well known and used commercial testing tools are: 

WhiteBox is a product of Reliable Software Technologies  (www.rstcorp.com). 
This testing tool is integrated with MS Visual Studio and can support coverage testing 
of C++ and JAVA programs. Following types of code coverage can be tested: 

- Branch (BC) – for each branch point checks if all branches can be reached 
- Condition Decision (CD) - for each two branch points, like if and while, 

checks if all branches can be reached 
- Multiple Condition (MCC) – used to test logical expressions 
- Function (FC) – checking if all functions have been executed. 

In WhiteBox testing,  some metrics in the prediction of testing complexity  be calcu-
lated. For example: number of attributes (private, protected, public), number of meth-
ods, depth of inheritance, number of inheritance hierarchies. The tested program has 
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to be compiled with a special option, enabling the generation of a test report during 
the execution of program. The test report has to be viewed with WhiteBox viewer. 

ParaSoft Jtest can support the test of classes, applets or even application written 
in Java. Blackbox and whitebox test can be executed In Jtest. A part of Jtest is 
CodeWizard, which can be used to statically analyse the code. CodeWizard contains 
some rules checking properties of the source code (eg.  for statement with empty 
body). User can add his own rules to be checked. In Jtest some metrics can also be 
calculated (similar to metrics in WhiteBox). Jtest for C++ programs is also available. 

Panorama++ (www.softwareautomation.com) supports testing of C++ programs. 
Automatic tests are not generated but some analysis during the execution of a pro-
gram is made.  Frequency of instruction’s execution can be given, cyclomatic 
complexity and other metrics are calculated and function dependency graphs can be 
seen. Control flow of the program can be also observed. 

Rational Suite TestStudio contains several programs supporting different testing 
domains eg. software planning, managing and monitoring, performing functional, 
efficiency and coverage test. TestStudio enables simulation of many users (Virtual 
Users component) and measuring response time of the program under different load 
(in GUI Users component). Purify, Quantify and PureCoverage programs enable 
some quality checks of the system under test. Rational Purify is used to find run-time 
errors and memory leaks.  Program can be integrated with Visual C++ environment or 
can work independently. Rational Visual Quantify program can be used to find parts 
of the tested application that are executed slowly. PureCoverage program is devel-
oped to find different kinds of code coverage in the tested program. 

CBD can be viewed as a set of cooperating agents. Each agent is responsible for its 
state. System behavior is the result of interacted individual behaviors. To develop and 
deliver trustworthy CBD systems a high level of confidence is needed. That means: 
each component will behave correctly, collective behavior is correct and no incorrect 
collective behavior will be produced.  Although CBD design and programming sup-
port many kinds of fault prevention, testing is necessary. An effective approach for 
testing must enable effective tests of components and collections of components. 
CBD  testing is well suited to state based testing because: 

(1) In many CBD  analysis and design methods eg. UML [1,2,3], the behaviour of a 
class is modeled by finite state machines. Methods of a class must be used sequen-
tially. Some method’s sequences may be prohibited by specification or may cause the 
implementation to fail. 

(2) Model used for testing must help to find faults. State control is typically distrib-
uted over an entire system. Individual and collective behaviour faults are likely as a 
result of this complex implicit structure. 

State based testing provides a straightforward means to develop test suites that will 
reveal these faults. State machines may be used to model the behaviour at any scope: 
class, cluster, component, subsystem or system. Details must decrease when state 
machines are developed for larger scope. The packaging of instance variables and 
methods into a class is fundamental to CBD programming. Although the number of 
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message sequences and instance variable value combinations is infinite, a state ma-
chine can nevertheless provide a compact and predictable model of behaviour. 

3   Design and Implementation of SCTE 

 3.1   Architectures of SCTE 

The CBD approach becomes considerably more integrated with the incremental na-
ture of the process, where the progressive stages of testing are planned and executed 
during each increment. It has great advantages over structured approaches where a 
large proportion of the testing effort is applied towards the end of the project and the 
deadline pressures are required to finalize the project. The iterative nature of CBD 
also has an impact on testing, a greater emphasis being placed on regression testing to 
ensure functional and non-functional stability across increments. Planning – identify-
ing the requirements for test for each increment, types of test, and the overall test 
effort; Specification – specifying the test cases, created test scripts, ensures coverage is 
met; Execution – running and evaluating the tests,  managing defects.  We  concentrate  
 

Fig. 2. Design and implementation of SCTE 

here on the design and implementation of SCTE as Figure 2 and  describe how the 
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principles of CBD are leveraged to provide more rigorous testing techniques.  Identi-
fying requirements for test is key to the increment test planning activity; they provide 
a means of measuring the test coverage. The scope for a chosen increment is defined 
by a number of requirements and Use Cases, themselves identified by business prior-
ity, value, dependencies, etc; the duration of the increment is set by a time-box. Re-
quirements for test are identified from the project artifacts, the main source of which 
is the model, containing key products: business process, requirements (use cases, 
rules, non-functional), component specifications, and component design. The model 
imposes trace-ability between these products, established via the Use Case, with 
backward trace-ability to the Business Processes and forward trace-ability to the ar-
chitecture, design and code. 
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Apart from the first increment, CBD testing is essential to the success of the opera-
tional solution, ensuring stability as each increment is completed. Ideally each incre-
ment would re-run all the previous tests to verify the functional and non-functional 
integrity. However this may not be practical and a risk driven prioritized approach 
should be applied. Regression tests are conducted at Unit and System level, the en-
capsulation of the component means that it is relatively easy to run pre-built black 
box tests on a component. Regression testing at system level is a more common prac-
tice. Therefore, where a component’s implementation has been affected by the current 
increment, its’ Service Operations will undergo Unit regression tests. To identify 
System tests, it becomes a matter of identifying which Use Cases are fulfilled by the 
components Service. The traceability within the model can be used to instantly pro-
vide this information. 

3.2   State Based Testing Method 

The main goal of this method is to check, if the behaviour of the implemented class is 
in accordance with its state transition model. State transition models are present in all 
CBD design methods and are used to design the dynamic behaviour of objects. The 
state transition diagram consists of nodes representing states and edges showing the 
possible state transition caused by stimuli (eg. an operation call).  Depending on the 
result of an operation call following types of operation can be given: 

OP1. Changing component’s state to a new one – according to the transition on the 
diagram to a new state 

Op2. Remaining component’s state unchanged - according to the loop transition on the 
diagram (the same input and output state) 

OP3. Inappropriate for current state call – there is no transition from the current state 
mark with this operation 

Op4. Changing component’s state to an undefined one, erroneous – there are no nodes 
and edges on state transition diagram 

Op5. Changing component’s state to a defined one, but inappropriate - there is no such 
edge on state transition diagram 

Op6. Lleaving component’s state unchanged when it is supposed to change. 

The state-based testing method assigns each operation call to one of the above groups, 
so one of the following defects in operation calls could be found: 

(1) Inappropriate operation for current state  (2) Operation forcing a component to 
change its state to an undefined one and (3) An inappropriate one. 

The first defect is caused by inappropriate use of a component while the second and 
the third defect, could be the effect of errors in the operation implementation. 

The component’s state is determined by values of its data members:  attributes and 
the current point in time. Attributes are used to store data and control information 
(used to trigger events). If the number of control attributes in a component increased 
The interaction between operations is more complicated in the state vector method  
This affects the time required to design and generate state-based tests. Attribute val-
ues can be divided into tree groups: 

.
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AV1.  Specific values: described in the design as elements of special significance 
(example: integer attribute 5 is a specific value) 

AV2.  General values: a group of attribute values considered in the same manner, a 
set of values (example: integer attribute values greater than 5 constitute gen-
eral value) 

AV3.  Dynamic values: an attribute value will be established during program execution. 

The state of component is the combined value of all its attributes at the current 
point in time. Unit white box tests are derived from the design and implementation of 
the component. Achieving full white box coverage is impractical, so testing the main 
decision-to-decision paths through code is considered a more practical solution. The 
design of each operation on a component’s Service Interface is described by an Object 
Sequence Diagram (OSD), which depicts the paths through the code. Therefore the 
OSD is used to identify the decision points, whilst the test data is derived from the 
service operation (reused from the black box test cases) to ensure that each decision is 
evaluated. An emphasis on architecture will have helped minimize these dependencies, 
however the Unit tester will sometimes need to simulate the dependant components. 

The example of a linked list written in C++ is from [6]: 
class list 
{ 
 public: 
 // class interface 
 protected: 
 struct list_element { 
  list_element *pNext; 
  TYPE tItem; 
}; 
 // pTop - pointer to the first element of list 
 list_element *pTop; 
 // pCur - pointer to the current list element 
 list_element **pCur; 
}; 
 

Attribute pTop points to the first element in the linked list or is equals NULL 
if there is no list. Attribute pCur points to a pointer to the current element in the 
list. For the above shown class the attributes are of following types: 
A. pTop attribute 
pTop_1 - specific value equals NULL 
pTop_2 - is not equal to NULL (general value) 

B.  pCur attribute 
pCur_1 - specific value equals NULL  
pCur_2 - dynamic value *pCur == pTop 
pCur_3 - dynamic value *pCur != pTop 

These states are created on the basis of the class design not the class code (as there 
may be errors in the code). In SCTE  these states are created from state transition 
diagram. Exceptions are constructor and destructor. To enable state-based testing 
some modifications in the class code are necessary. The method code is enlarged 
with some instructions allowing state determination before and after the method 
execution. It is also necessary to determine if the change in state is correct and to 
report information about tested situation. 
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3.3   State-Based Testing Process 

We proposed the state - based testing process consists of following steps: 

Step1:  For each attribute define its values 
Step2:  For each state define vector of attributes values 
Step3:  For each method define initial and final states 
Step4:  Generate code causing the component to be in the initial state.  
Step5.  Generate sequences of methods calls 
Step6:  Generate code causing the component to be in the final state.  
Step7:  Generate code necessary to finish the test 
Step8:  Run the program 
Step9:  Analyze test results. 

State–based testing can be used in testing interactions between different classes. 
This involves creation of states, not only for the main component under test, but also 
for the components that will be passed as parameters. Integration testing of two 
components A and B comprises following steps: 

Step1: Create component A, move it to state in the interactions with B takes place 
Step2: Create component B, move it to state in the interactions with A takes place 
Step3: Call the method of interaction (the parameter of method is B component) 
Step4: Validate resultant state of component B 
Step5: Validate resultant state of component A. 

3.4   Assessment of the Method 

State-based testing is useful for more than simply detecting the change in state of a 
component, it can be used to detect the correct construction of a more complex dy-
namic data structure (for example a linked list). State vector testing has particular 
classes on which it is more effective than on others. If a class is designed simply as a 
repository of information or as non-dynamic data structure then this method will have 
limited effect. For dynamic data structures it is essential to determine hen and which 
particular changes can occur to the structure. For dynamic classes state-based testing 
enables the detection of errors which are difficult to detect using other testing meth-
ods. It should be considered as a complimentary technique for testing interactions 
with a component’s state. 

4   Example of State Based Testing 

As an example of state based testing in SCTE simple class Stack will be used. This 
class provides methods to push/ pop an integer value on/from the stack. During crea-
tion of a stack component, the initial size is given. In figure 3 the model of the class 
Stack is shown. 
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Fig. 3. Select model of Stack class 

The declaration of the class Stack in C++ is given below. 

#define STACK_SIZE_INCREASE 10 
class Stack  
{ 
protected: 
    int size;      
    int top;      
    int * pStack;      
public: 
    Stack(int initial_size);              
    ~Stack();              
    void Push(const int value);              
    int Pop();              
protected: 
    void Resize(const int new_size);              
}; 

Attribute pStack points to an array of integer elements, the size of this array is in 
size attribute. Attribute top contains the index of the first free element in table 
pStack. The method Resize is changing the size of table containing stack ele-
ments. In figure 4 hierarchical state transition diagram describing the behaviour of 
Stack class is shown. 

Table 1. Attribute value types 

 

According to the rules of state based testing types of attribute’s values and state 
vectors for each state must be determined. In table 1 types of values and in table 2 

state vectors for class Stack are given. For each state determined state vectors are 
shown in table 2. 

States initial and final are specific and for these states the state vectors are not de-

termined. Component is in initial state only at the moment constructor is called. State 
final is the ending state for destructor. After determination of state vectors the mapping 
between methods and source files is performed. Next the transitions on state transition 
diagram are linked with respective methods. At last the test cases are executed. 
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Fig. 4. State transition diagram for Stack class 

Table 2. State vectors 

 
 

5   Conclusions 

This paper describes automated software component testing environment to support the state 
based testing. This tool extracts information from two commercial CASE tools – Paradigm 
Plus and Select Enterprice and supports test generation for C++ and Java programs to de-
velop the specific components. SCTE supports C++ and JAVA components testing but 
could be modified to support components integration testing as well in the future.  
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Abstract. We develop a computer security management model, which could 
dynamically adapt security policies. The proposed model consists of an adap-
tive security level algorithm based on MAUT and Simple Heuristics, and an 
adaptive security management system based on SNMP and mobile agent. The 
security level algorithm could adapt several security services according to the 
changes of network environment. And the security management system utilizes 
SNMP protocol and mobile agent to deal with diverse network environments. 
Therefore, the proposed model is expected to provide more flexible security 
management in the heterogeneous network environments. 

Keywords: security management, adaptive security, MAUT (Multi-Attribute 
Utility Theory), Simple Heuristics, SNMP, mobile agent. 

1   Introduction 

The current computing environment is composed of the heterogeneous networks, 
where there are diverse characteristics of the network properties such as transmission 
media types, bandwidth, device types, and so on. And the properties of these hetero-
geneous networks are dynamically changing in accordance with the changes of the 
environment. The existing security models, however, could not provide an appropriate 
security management since they have only static security management policies.  

Thus, we develop an adaptive security management model, which could dynami 
cally adapt security policies according to the changes of dynamic network environ-
ments. We use MAUT (Multi-Attribute Utility Theory) and Simple Heuristics to 
introduce appropriate security policies, and use SNMP (Simple Network Management 
Protocol) to manage diverse network environment. Also we use mobile agent to 
achieve autonomous behaviors and to reduce excessive network traffic. 

The structure of the paper is as follows. Section 2 discusses related work. Section 3 
an adaptive security model for heterogeneous networks. Section 4 the evaluation of 
the proposed model. Section 5 concludes this paper with the future work. 
                                                           
†  This work was supported by "Research Center for Logistics Information Technology (LIT)" 

hosted by the Ministry of Education & Human Resources Development in Korea. 
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2   Related Work 

2.1   Multi-attribute Utility Theory and Simple Heuristics 

The MAUT (Multi-Attribute Utility Theory) [1, 2] is a systematic method that identi-
fies and analyzes multiple variables in order to provide a common basis for arriving at 
a decision. As a decision making tool to predict security levels depending on the secu-
rity context, MAUT suggests how a decision maker should think systematically about 
identifying and  structuring objectives, about vexing value tradeoffs, and about bal-
ancing various risks.  

The Center for Adaptive Behavior and Cognition is an interdisciplinary research 
group founded in 1995 to study the psychology of bounded rationality and how good 
decisions can be made in an uncertain world. This group studies Simple Heuristics 
[3]. One of them is Take The Best which tries cues in order, searching for a cue that 
discriminates between the two objects. It serves as the basis for an inference, and all 
other cues are ignored. 

2.2   SNMP (Simple Network Management Protocol) 

The SNMP (Simple Network Management Protocol)[4], issued in 1988, was designed 
to provide an easily implemented, low-overhead foundation for multivendor network 
management of routers, servers, workstations, and other network resources. SNMP 
operates in the way of client/server model where NMS (Network Management Sys-
tem) requests for SNMP MIB (Management Information Base) [5] of the SNMP 
Agents in the other nodes. But this client/server model may cause excessive traffic 
and overload to the NMS. We, therefore, try to propose a different approach based on 
SNMP and mobile agent. 

2.3   Network Security Management and Network Management 

Kim and Chung [6] suggested an integrated security management, which considers 
the sensitivity of information asset to distribute different policies to each security 
system. Gavalas et al. [7] suggested a hierarchical network management with a scal-
able and dynamic mobile agent-based approach which introduced the concept of adap-
tive hierarchical management and provided a rationale for the use of MA (Mobile 
Agent) technology. Lee et al. [8] made a comparison between SNMP and MA for net-
work management and introduced mixed mode. In the case of pure SNMP, the number 
of transactions between NMS and managed nodes is excessive, which means a serious 
drawback of SNMP approach. Additionally, MA also has limitation, that is, it carries 
accumulated data over network which may cause transmission delay. By the way, in the 
mixed mode, the agent doesn’t accumulate data collected from nodes, but stores them in 
the temporary storage of the managed node, and moves to the next node. And then the 
managed node could send the data to the manager independently from MA.  
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2.4   Existing Static Security Management Model 

The existing security management model usually considers static security policies. 
Thus, it will be quite difficult to deal with the changes of the environment promptly 
and appropriately. For instance, SSL/TLS (Secure Socket Layer/Transport Layer 
Security) [9, 10] selects the most secure Cipher Suite in the Cipher Suite List trans-
mitted from the client in the Client Hello step. Unfortunately, this static policy could 
result in an excessive overload and long latency to the users who have low-end com-
puting devices. However, if we adopted the adaptive security management policies, 
we could reduce the latency time to those users.   

3   Adaptive Security Management Model 

In this section, we suggest an adaptive security level algorithm using MAUT and 
Simple Heuristics. And we construct an adaptive security management model based 
on this algorithm, SNMP, and mobile agent. 

3.1   Adaptive Security Level Algorithm 

We present the security policy algorithm that dynamically adapts the security level 
according to the domain independent properties such as terminal types, and the do-
main dependent properties such as the sensitivity of information using MAUT and 
Simple Heuristics. The variables of the algorithms are as follows:  

1. Domain independent variables I = (i1, i2, ..., in) : data size, computing power, net-
work type, terminal type, and so on. 

2. Domain dependent variables X = (x1, x2, ..., xn) : user attributes, system attributes.  
3. Security level SL = (0, 1, 2, ..., 5) : The larger the number is, the stronger the 

strength is. If SL is 0, we can not utilize the security system.  
The equations of determining U and SL in our algorithm are as follows. 

 

ui(xi) is converted utility value for the variable xi, ki is a scaling constant of each vari-
able which is determined by security polices and security preference of user. U is the 
total utility value. SL is the final security level in the proposed model.  

The overall algorithms for determining adaptive security level are as follows. 

SecurityLevel(securityProblem) 
// securityProblem: Determining security level 
 
// Utilization of domain independent properties  
   calculate SL by I end 
   if SL = 0 then return SL // no use of security system 
 
// Utilization of domain dependent properties 
// Selection between MAUT and S. Heuristics 
   if MAUT then SL = MAUT(X) 
   if Simple Heuristics then SL = TakeTheBest(X); 
   return SL; end; 
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MAUT(X) 
// Determine total utility function by the interaction 
// with the user according to MAUT 
   u(x1,x2,…,xn)=k1u1(x1)+k2u2(x2)+… +knun(xn); // ki: set of positive scaling constants for all i // xi: domain dependent variable, where ui(x

o

i)=0,ui(x
*

i)=1  
   ask the user’s preference and decide ki      for i = 1 to n  
     do ui(xi) = GetUtilFunction(xi);    end 
   return u(x1,x2,…xn); end; 

GetUtilFunction(xi) // Determine utility function due to users’ preferences  
// xi is one of domain dependent variables    uRiskProne   : user is risk prone for xi - convex    uRiskNeutral : user is risk neutral for xi - linear    uRiskAverse  : user is risk averse for xi - concave     x : arbitrary chosen from xi    h : arbitrary chosen amount 
   <x+h, x-h>   : lottery from x+h to x-h  
 
// where the lottery (x*, p, xo) yields a p chance at x*   
// and a (1-p) chance at xo 
   ask user to prefer <x+h, x-h> or x; // interaction 
   if user prefer <x+h, x-h> then  
     return uRiskProne;            // e.g. u = b(2cx-1) 
   elseif user prefer x then  
     return uRiskAverse;           // e.g. u = blog2(x+1)    else return uRiskNeutral;  end; // e.g. u = bx  

3.2   Security Policy and Service Policy 

Security policy plays a role in determining security level, and service policy deter-
mines parameters for security services such as access control, authentication, confi-
dentiality, digital signature, and so on. Table 1 is a typical example of security policy, 
where xatt is the strength of the cipher, xauth is the authentication method, and xres is the 
level of protection of the resource to which the user is trying to access. 

Table 1. An example of security policy 

A Security Policy for Managed Resource A 
Security Service Reading 
Utility Function  u(xatt, xauth, xres) = katt u(xatt) + kauth u(xauth) + kres u(xres); 
Security Contexts  comp  200 MHz; nType 100 Kbps; tType = PC/PDA/Cell; 
User's Preference uRiskProne=22(x-1); uRiskNeutral=x; uRiskAverse=log2(x+1); 

Table 2 is an example of conversion table from the values of the security variables 
to the corresponding quantitative utility values. This table is used for utility analysis. 

Table 2. Conversion table of each variable 

utility
variable 

0.2 0.5 1.0 

xatt    
xauth One-Time Password [11] OTP + Certificate OTP + Biometrics 
xres Low Medium High 
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Table 3 is an example of service policy for access control where reading or writing 
access right is given to the user. SL is the lower bound of security level. Any user 
cannot adopt SL lower than 3 for writing operation. If the user is administrator and SL 
is higher than 3, then he or she can have writing permission. 

Table 3. An example of access control 

A Service Policy for Managed Resource A 
If ((SL  2) and ((Role = administrator) or ((Role = user) and (Date = Weekdays 
and  8:00 < Time < 18:00)))) Then resource A can be read 
If ((SL  3) and (Role = administrator)) Then resource A can be written 

3.3   ASMIB (Adaptive Security MIB) 

There are five kinds of information groups in ASMIB as follows: 

− SystemInfo group: information about system, such as host name, system type, the 
capability of CPU, memory space, CPU usage, memory usage, and etc.  

− NetworkInfo group: information about network, such as IP address, network type, 
network speed, the number of connection, network usage, and etc. 

− AdaptiveSecurity group: domain-dependent variables and adaptive security level 
which is determined by the security level algorithm.  

− SecurityProperty group: available security services and services’ parameters.  
− Policy group: security policies and service policies.  

3.4   Architecture of the Proposed Model 

To construct the security management model by client/server may cause excessive 
overload of NSMS (Network Security Management System). When traffic congestion 
occurs, centralization of management traffic would cause another problem. We, there-
fore, can construct our model in the distributed manner based on MA and SNMP. 

3.4.1   Overall Architecture of the Proposed Model 
Fig.1 shows the two important components of the proposed model. Context Engine 
consists of Security Module, Adaptive Security Level Algorithm, MA Generator and 
SNMP Manager. 

 

Fig. 1. Context Engine and Security Context Bucket 

Context Engine creates MAs(Mobile Agents) using MA Generator to gather 
ASMIB information, and then MAs travel over several nodes as planned, collect 



152 J. Chae, J. Kwon, and M. Chung 

 

ASMIB information, and store this information in the temporary storages(Fig. 1). 
Then, SNMP Manager sends ASMIB object to NSMS by asynchronous Trap PDU 
(Protocol Data Unit) using SNMP function independently from MA. Adaptive Secu-
rity Level Algorithm determines security level and parameters for security service 
according to the collected ASMIB. Security Module provides security services ac-
cording to the security level and these parameters. MA of Security Context Bucket 
collects management information via ASMIB and Context Bucket transfers the col-
lected ASMIB to the Context Engine via Trap PDU. We use mixed mode [8] with 
SNMP Trap to support interoperability of the legacy system which are not equipped 
with SNMP and/or MA. Fig. 2 shows the mixed mode with SNMP trap. We have 
eliminated SNMP polling-based collection to reduce excessive usage of network 
resources. 

 

Fig. 2. Mixed mode with SNMP Trap 

To achieve domain-dependent variables about user, e.g. user’s security preference, 
MA should be intelligent, therefore it has Adaptive Security Level Algorithm. Fig.3 
shows the overall architecture of the proposed model in this paper.  

The role of NSMS is as follows: 

− Create MAs, collect ASMIB through MAs, and get Trap PDU from managed 
nodes 

− Establish Security/Service Policies and enforce them to the managed nodes 

 

Fig. 3. Architecture of the proposed model 
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3.4.2   Hierarchical Decentralization of NSMS with Proxy 
Our model uses MA-based collection of ASMIB with Trap protocol instead of poll-
ing-based collection. Therefore, our model may reduce the number of transactions to 
transfer management information. But the processes of control information such as 
Security Policy and Service Policy are still centralized. Therefore, we consider hierar-
chical decentralization of NSMS with Proxy. 

The role of NSMS is extended as follows: 

− Distribute Security Policies and Service Policies to Proxy (shown in Fig. 4). 

The role of Proxy is as follows: 

− Collects ASMIB through MAs and get Trap PDU from managed nodes 
− Send the collected ASMIB to NSMS with asynchronous Trap 
− Enforce Security Policies and  Service Policies to the managed nodes 
− Manage nodes which do not use SNMP. 

 

Fig. 4. Hierarchical decentralization of NSMS with Proxy 

3.5   Dynamic Changes of Adaptive Security Level 

When the security level is changed due to environmental issues such as user’s prefer-
ence and network’s configuration, this type of change should be dynamically reflected 
to the current security services. Thus, we should have the mechanism to  change the 
security services dynamically according to the modified security level. 

3.5.1   Examples of Authentication Method and Symmetric Cipher 
Table 4 shows One-Time Password-based authentication [11] and composite authen-
tication methods, where multiple authentication methods are used at the same time.  
Using other authentication methods with OTP-based authentication could provide 
stronger authentication without changing the whole authentication scheme. 

If stronger authentication is needed due to environmental changes such as user’s 
preference and network’s configuration, we can solve this problem by adding digital 
signature or biometric methods to the existing authentication mechanism. Seed is a 
random number and Hn is a Hash function. 
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Table 4. Computation of Authentication Data 

OTP-Based 
S = seed||passphrase 
P(i) = Hn-i+1(…H2(H1(S))) 
P(i+1) = Hn-i(…H2(H1(S))) 

OTP+Certificate-Based 
P(i) = Sig(Hn-i+1(…H2(H1(S)))) 
P(i+1) = Sig(Hn-i(…H2(H1(S)))) 

OTP+Biometrics 
S = seed||(Biometrics data) 
P(i) = Hn-i+1(…H2(H1(S))) 
P(i+1) = Hn-i(…H2(H1(S))) 

When the stronger level of confidentiality is necessary due to environmental 
changes, we should adopt stronger symmetric cipher. This means that we should be 
able to change the symmetric cipher algorithms and the secret keys on the fly while 
we have confidential procedure. 

4   Evaluation of the Proposed Model 

4.1   Load Analysis for Changing Security Level 

Security services may be changed according to the update of security level. To ana-
lyze the amount of computation in changing the security services, we measured the 
average response times of symmetric cipher and authentication methods. The result is 
shown in Table 5. 

Table 5. Response time comparison of key generation and symmetric cipher 

 
Diffie-

Hellman 
Key genera-

tion 
DES 3DES AESLight AESFast 

Average re-
sponse time 

231 5 5 10 4 2 

We used 1024bit Diffie-Hellman algorithm, and SHA1 where iteration count is 
1000, and used 10 Kbytes for symmetric cipher encryption/decryption. Table 5 means 
that the increase of computation time is not so great in changing symmetric ciphers. 

Table 6. Response time comparison of authentication methods 

 authentication data size (byte) average response time (millisecond) 
OTP-Based 346 45 
OTP+Certifi
cate-based 

371 67 

note 
SHA1, RSA1024 

XML tag is included 
Certificate verification time is  

excluded 
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Table 6 shows that the response time versus data size is increased slightly after 
digital signature is added to OTP-based authentication. Meanwhile the level of the 
strength of the composite authentication method is stronger than the single OTP-based 
authentication method. 

4.2   Reduction of Management Traffic by Mobile Agent 

Adaptive security level algorithm is rather complex because it requires many interac-
tions between user and system. In the proposed algorithm SecurityLevel(), we assume 
the user selects MAUT, attribute X = {x1, x2, …, xi}  and the scaling constants K = 
{k1, k2, …, ki}. I denotes the required number of interactions to determine adaptive 
security level. Then, I  is expressed as the following equation (1): 

I = (|K| - 1) + |X|  2|X|, where attributes are additive and utility independent (1) 

To determine scaling constants according to the user's preference, at least (|K| - 1) 
interactions are required. Simply, in the case of three attributes, the algorithm asks the 
user’s preference k1 to k2 + k3 and asks the user’s preference k2 to k3. Thus the scaling 
constants are determined. After all, (|K| - 1) is the least number of interactions to fix 
scaling constants. To decide utility function according to the user's risk-proneness, we 
need at least |X| interactions. With the assumption that the variables are additive and 
utility independent, the number of scaling constants is equal to the number of vari-
ables.  

Unfortunately, these interactions are performed over the network in the way of re-
quest and response, therefore the number of network transmissions would be two 
times of the interactions in equation(1), that is 4|X|. To reduce the excessive number 
of interactions between user and system, MA may use adaptive security level algo-
rithm. MA performs interaction with user locally. Therefore, we need only one asyn-
chronous Trap after the end of MA’s interaction. Thus, the proposed model greatly 
reduce the number of interactions in comparison with SNMP-based model (it may 
require 4|X|). 

Kim and Chung [6] compare their security management model with existing ISM 
(Integrated Security Management) model. Their model can remove unnecessary re-
source consumption, since it considers the sensitivity of resources. However, there are 
many other variables to consider in security as well as the sensitivity of resources, 
such as physical location, security preference, and etc. The proposed model deals with 
multiple variables instead of single variable in the existing approach. Therefore, our 
model could provide more flexible security management. 

5   Conclusion 

The existing security models could not provide an appropriate security management 
since they have only static security management policies. In this paper, we proposed a 
security management model, which could dynamically adapt policies according to the 
changes of diverse and dynamic network environments. The characteristics of the 
proposed model are as follows. 
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Firstly, the proposed model needs only one asynchronous Trap after the end of 
MA’s interaction between user and system. Thus, the model reduces the number of 
interactions between user and system in comparison with the pure SNMP-based 
model. 

Secondly, the proposed model deals with multiple variables instead of single vari-
able in the existing approach. Therefore, our model could provide more flexible secu-
rity management in the heterogeneous network environments. 

Finally, traditional security management model usually works according to a static 
decision-making approach. On the other hand, the proposed model can reduce the 
waste of resources by adaptively applying appropriate cryptographic techniques and 
protocols according to the characteristics of the resources. Therefore, the proposed 
model increases efficiency and availability of the resources. 

However, numerous interactions between MA and user could be problematic. We 
need to research on reducing these interactions in the future work. 
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Abstract. In order to provide QoS-guaranteed realtime multimedia ser-
vices on IP-based transport network, tightly coupled interactions of ses-
sion & connection management and CAC (connection admission
control) is essential. Also, for efficient QoS-guaranteed DiffServ provision-
ing across multiple AS domain networks, a scalable transit networking
scheme must be provided so as to configure per-class-type
QoS-guaranteed packet processing and to provide scalable connection
admission control (CAC). In this paper, we propose a functional ar-
chitecture of session & connection management with SIP, RSVP-TE,
CAC and QoS-guaranteed virtual networking. We also propose a per-
class-type virtual networking scheme for scalable QoS-guaranteed Diff-
Serv provisioning across multiple autonomous system (AS) domain net-
works. The implementations of the proposed distributed session & con-
nection management functions are based on Web Service architecture
and XML/SOAP-based network management.

1 Introduction

In order to provide QoS-guaranteed realtime multimedia services on IP-based
transport network, two signaling functions must be prepared: (i) end-to-end
signaling to initialize a session, and (ii) UNI/NNI signaling to establish QoS
& bandwidth-guaranteed virtual circuit for media packet flow. And these sig-
nalings must be tightly coupled with CAC (connection admission control) that
controls the overall traffic flow over a traffic engineering transit tunnels at appro-
priate operational level for guaranteed QoS provisioning. For end-to-end session
initialization and description, SIP (session initiation protocol) / SDP (session
description protocol) can be used, while RSVP-TE can be implemented as the
UNI and NNI signaling to establish QoS-guaranteed virtual circuit. Since cur-
rent IP/MPLS implementations do not provide per-class-type packet processing
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and NNI signaling across multiple AS (autonomous system) domain networks,
an efficient alternative transit networking must be provided so as to configure
per-class-type QoS-guaranteed DiffServ packet processing, and enable scalable
connection admission control (CAC) and QoS-guaranteed transit networking
across multiple AS domain networks.

Session Initiation Protocol (SIP) is an application-layer control (signaling)
protocol for creating, modifying, and terminating sessions with one or more par-
ticipants[1,2], such as VoIP telephone calls, multimedia distribution & confer-
ences. SDP is used for describing multimedia sessions for the purposes of session
announcement, session invitation, and other forms of multimedia session initi-
ation [2]. In order to organize a multimedia communication session, SDP/SIP
messages must be exchanged among participants to check the availability of
participant, capability of terminal, and determination of media type, transport
protocol, format of media, and related network & port addresses.

After determination of parameters for a multimedia session, QoS-guaranteed
connections for the session must be established among participant terminals.
In IP/MPLS network, RSVP-TE (resource ReSerVation Protocol with exten-
sion of Traffic Engineering) can be used for UNI and intra-AS NNI signaling.
MPLS NNI signaling standard for inter-AS domain networks, however, is not yet
well standardized to establish per-class-type QoS-guaranteed connections across
multiple AS domain networks. As a consequence, an efficient alternative tran-
sit networking scheme must be provided so as to configure per-class-type QoS-
guaranteed DiffServ provisioning and to support scalable connection admission
control (CAC).

In this paper, we propose a functional architecture of session & connection
management with SIP, RSVP-TE, CAC and QoS-guaranteed virtual network-
ing. We also propose a per-class-type virtual networking scheme for scalable
QoS-guaranteed DiffServ provisioning across multiple autonomous system (AS)
domain networks. The implementations of the proposed distributed session &
connection management functions are based on Web Service architecture and
XML/SOAP-based network management. Based on the proposed architecture,
DiffServ-aware-MPLS traffic engineering can be efficiently implemented across
multiple AS domain networks of different network operators.

The rest of this paper is organized as follows. In section 2, related works
are briefly introduced. In section 3, QoS-guaranteed per-class-type virtual net-
working in intra-AS network and inter-AS networks, functional model of inter-
actions among session and connection management protocols, QoS-routing, and
CAC (connection admission control) functions are explained. In section 4, imple-
mentations of NMS (network management system), EMS (element management
system) and CNM (customer network management) system for per-class-type
virtual networking and end-to-end connection management are explained. Also,
configuration of DiffServ-aware-MPLS TE at provider edge (PE) router is ex-
plained. Finally, we conclude this paper in section 5.
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2 Related Work

2.1 Session Initiation Protocol (SIP) and Session Description
Protocol (SDP)

SIP is an application -layer control (signaling) protocol for creating, modifying,
and terminating sessions with one or more participants[1]. The session may be
VoIP telephone calls, multimedia distribution & conferences. SIP supports five
facets of establishing and terminating multimedia communications: user loca-
tion, user availability, user capabilities, session setup, and session management.
SIP makes use of proxy servers to help the routing request to the user’s current
location, to authenticate and authorize users for services, to implement provider
call-routing policies, and to provide features to users. SIP also provides a regis-
tration function that allows users to register their current locations for use by
proxy servers. SIP may run on top of several different transport protocols, such
as UDP and TCP.

SIP invitations used to create sessions carry session descriptions that allow
participants to agree on a set of compatible media types. SDP (session descrip-
tion protocol) [2] has been designed to convey session description information,
such as session name and purpose, the time(s) when the session is active, the
media comprising the session, information to receive those media (addresses,
ports, format, etc), the type of media (video, audio, etc), the transport protocol
(RTP/UDP/IP, H.320, etc), and the format of the media (H.261 video, MPEG
video, etc). For a multicast session, multicast address and transport port for
media are delivered; for a unicast session, remote address for media and trans-
port port for contact address are delivered. SDP is not intended to support
negotiation of session content or media encodings.

When a multimedia communication session is determined by SDP/SIP, the
network addresses of participants and the related traffic & QoS parameters are
determined. Based on these connection parameters, connection establishment
is requested using UNI signaling function. The traffic parameters will include
committed information rate (CIR), committed burst size (CBS), excess burst
size (EBS), and peak information rate (PIR). The QoS parameters will include
end-to-end transfer delay, delay variation tolerance, packet error rate / bit error
rate, service availability and protection mode.

2.2 UNI Signaling with Traffic Engineering Extensions (RSVP-TE)

After determination of QoS & traffic parameters for a multimedia session, QoS-
guaranteed per-class-type connections for the session must be established among
the participant terminals. In IP/MPLS network, connection establishment is
accomplished by UNI (user-network interface) and NNI (network node interface)
signaling. For UNI signaling between user terminal and ingress edge router,
RSVP-TE can be used to carry the connection request [3]. In order to support
per-class-type DiffServ provisioning, RSVP-TE must provide traffic engineering
extensions so as to deliver the traffic & QoS parameters.
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The user agent in multimedia terminal must provide RSVP-TE client func-
tion, while the ingress edge IP/MPLS router must support the RSVP-TE server
function. Since RSVP-TE establishes only unidirectional connection, two PATH-
RESV message exchanges should be implemented to establish bi-directional path
between user terminal and ingress router.

2.3 Differentiated Service Provisioning with Multiple Virtual
Networks

The realtime multimedia service will require guaranteed QoS provisioning and
traffic parameters according to its applications [4]. The highly interactive real-
time transaction service, such as user-to-user signaling and highly interactive
transaction service, will require less than 50 msec of end-to-end delay. Highly in-
teractive realtime CBR(constant bit rate) conversation service, such as VoIP, will
require end-to-end delay of 100 msec and jitter of 50 msec, and can be supported
by EF (expedited forwarding) class-type in DiffServ standard. Highly interac-
tive realtime VBR (variable bit rate) conversation service, such as multimedia
phone, will require same QoS parameters, but may be provided by AF (assured
forwarding) class-type that handles efficiently the variable bit rate (VBR) char-
acteristics.

Multimedia conference will require extended end-to-end delay of 400 msec,
and jitter of 50 msec. Interactive transaction data, such as telnet session, will
require end-to-end delay of 400 msec without jitter constraints, while Web search
or bulk data transfer will require much loose time constraints, such as more than
1 sec of end-to-end delay. Finally, the best effort service is a class type for legacy
Internet service that does not guarantee time constraints nor traffic parameters.

As explained above, each class-type requires different QoS requirements; some
service classes requires tight end-to-end delay of 100 or 400 msec and limited
jitter, while the other non-realtime service classes do not require tight end-to-
end delay. The different service class-type will require different fault restoration
capability; highly interactive realtime transaction or conversational services will
require fast restoration with 1+1, 1:1 or M:N backup path, while non-realtime
services will require less strict fault restoration with 1:N or sometimes may allow
no restoration.

Fig. 1. Differentiated service provisioning with multiple virtual networking
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In order to provide QoS-guaranteed service while maintaining the network in
optimal resource utilization level, we need to configure the MPLS transit net-
work to provide multiple per-class-type virtual networks with different operation
mode. Fig. 1 shows the concept of multiple virtual network on MPLS network,
where virtual networks for network control traffic (NCT), expedited forward-
ing (EF), and assured forwarding (AF) class-types are configured and managed
separately [4].

3 Session and Connection Management for
QoS-Guaranteed Multimedia Service Provisioning

3.1 QoS-Guaranteed per-Class-Type Virtual Networking in an
Intra-AS Domain Network

Configuration of scalable per-class-type virtual networks in an intra-AS domain
network is one of the key traffic engineering function in QoS-guaranteed DiffServ
provisioning. As shown in Fig. 2, the NMS (network management system) in
each AS domain network configures multiple virtual networks for each DiffServ
class-type considering the QoS parameters. In a per-class-type virtual network,
multiple QoS-guaranteed TE-LSPs are established among PE routers to config-
ure connectivity of full mesh topology. The DiffServ-aware-MPLS AS domain
network provides the network-view information of IP/MPLS routers, data links
among routers, and CSPF (constraint-based shortest path first) routing function.

The QoS-guaranteed per-class-type virtual network function can be provided
as the connectivity management API (application programming interface) of
Parlay/OSA (Open Service Architecture) standard [5].

Fig. 2. QoS-guaranteed per-class-type virtual networking in an AS domain network
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3.2 QoS-Guaranteed per-Class-Type Virtual Networking Among
Inter-AS Domain Networks

The configuration of per-class-type virtual networks across multiple AS do-
main network is very important to support QoS-guaranteed DiffServ efficiently
through multiple AS domain networks without scalability problem. In order to
configure virtual networks for DiffServ class-types, the NMS establishes edge-to-
edge TE-LSP in two-level hierarchy: (i) establishment of ASBR (autonomous sys-
tem boundary router)-to-ASBR trunk TE-LSP as inter-AS transit tunnels, and
(ii) establishment of edge-to-edge QoS-guaranteed TE-LSP through the transit
tunnels among ASBRs.

In order to establish QoS-guaranteed ASBR-to-ASBR transit TE-LSP, the
network resource availability and traffic engineering parameters of each AS do-
main network must be collected. Current BGP (border gateway protocol), unfor-
tunately, only provides reachability & route information, and does not provide
traffic & QoS information of the route. As an alternative solution, Web-service
architecture can be used to implement the interactions among NMSes for AS
domain networks [6].

As shown in Fig. 3, NMS of each AS domain network would register the
available connectivity services among ASBR in the AS domain network through
Web service registration. The ingress NMS queries the UDDI registry to get the
URL of WSDL for the NMS of destination network to which the destination
CPN (customer premises network) is attached. It then retrieves the informa-
tion of neighbor NMS, recursively, until one of the neighbor of the intermediate
NMS is itself. Based on the collected AS domain network connectivity informa-
tion and the available transit networking attributes (i.e., available bandwidth,
edge-to-edge transfer delay, etc.), the originating NMS can find the constraint-
based shortest path between the ASBRs of the originating AS domain and the
destination AS domain. Multiple ASBR-to-ASBR transit TE-LSPs may be con-
figured with different route for the virtual transit networks according to DiffServ
class-types.

The ingress NMS then configures intra-AS DiffServ-aware-LSP in the origi-
nating AS domain network with configuration of DiffServ-aware packet process-
ing at ingress provider edge (PE) router, requests the destination NMS to setup
the LSP at destination domain network, and finally completes the edge-to-edge
DiffServ-aware-LSP through the transit trunk TE-LSP of transit virtual network
for the requested DiffServ class-type.

3.3 Session and Connection Management

Fig. 4 shows the overall interactions among session management functions and
connection management functions. The user terminal will firstly discover re-
quired service from service directory that provides service profiles. If an appropri-
ate application service is selected and agreed via SLA (service level agreement),
session setup & control for the multimedia application will be initiated. SIP and
SDP will be used to find the location of destination, to determine the availabil-
ity and capability of the terminal. The SIP proxy server may utilize location
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Fig. 3. Configuration of transit virtual networks

Fig. 4. Interaction among session and connection management functions

server to provide some value-added service based on presence and availability
management functions.

Once session establishment is agreed by participants, QoS-guaranteed per-
class-type end-to-end connection ( or packet flow) establishment will be re-
quested through UNI signaling. RSVP-TE may be used in IP/MPLS network.
The edge IP/MPLS router of ingress provider network will contain connection
control and management functions for on-demand connection establishments.

When the customer premises network (CPN) or participant’s terminal does
not support RSVP-TE signaling function, an end-to-end connection will not be
established; instead, per-class-type packet flow must be registered and controlled
by the connection management function of ingress PE router with CAC (con-
nection admission control). The customer network management (CNM) system
may support the procedure of per-class-type packet flow registration.
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3.4 QoS-Routing and Connection Admission Control (CAC)

When a QoS-guaranteed connection setup (or per-class-type packet flow reg-
istration) request is arrived, the connection management module must check
the available network resource, find appropriate route for the requested QoS
& traffic parameters using CSPF (constraint-based shortest path first) QoS-
routing function, and finally make decision on the admission of the requested
connection establishment. The CSPF for the requested connection will consider
bandwidth (CIR/CBS, EBS), end-to-end delay, jitter, bit/packet error rate and
required protection mode. When a connection establishment request is accepted,
the DiffServ-aware-MPLS connection control function will establish an end-to-
end LSP for the requested connection.

The per-class-type virtual networking that has been explained in Section 2
will minimize the complexity of QoS-routing and scalability problem of CAC,
and provides flexibility in the management of QoS-guaranteed transit network
resources. Since near full-mesh topology can be configured among PE-PE pairs
for each class-type, the user connection setup request can be handled easily
based on the pre-estimated traffic between the ingress PE router and the egress
PE router. Also, the per-class-type QoS-guaranteed virtual networking makes
it easy to support the differentiated guaranteed bandwidth provisioning and
controlled link utilization that manages the queuing delay and packet loss by
buffer overflow. In the case of network link/node failure, it is much easier to
reroute the TE-LSP for each class-type that contains multiple user traffic flows,
instead of rerouting multiple LSPs for each user packet flow.

4 Implementations and Analysis

4.1 Implementation of NMS, EMS and CNM

In order to provide Web service based distributed connection management func-
tion, CNM (Customer Network Management) system and NMS (Network Man-
agement System) have been implemented based on JBuilder X with Apache
AXIS toolkit, JAX-RPC for XML/SOAP messaging and DII (dynamic invoca-
tion interface). JWSDP with JAXR is used to configure private UDDI which
provides the URL of neighbor NMS for neighbor AS domain network. Fig. 5
shows the architecture of NMS with Web service functions.

In order to support distributed connection management, each NMS registers
the information of its client network addresses and related URLs of WSDL(Web
Services Description Language) documents from which other NMSes can query
for the availability to establish a connection with the requested QoS & traffic pa-
rameters to the destination. Each NMS also registers URLs of WSDL documents
for the query of its neighbor AS domain networks with traffic & QoS parameters
of the transit link (i.e., capacity, physical distance, supported DiffServ classes
and their profiles).

In each AS domain network, an NMS may control multiple EMSes, where
each EMS controls a sub-domain MPLS network. EMS provides basic func-
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Fig. 5. Network Management System (NMS) with Web Service functions

tions of network configuration, traffic engineering tunnel (TE-LSP) establish-
ment, node/link protection mode setup, and configuration of fault notification
and fast restoration. The EMS is tightly related with the signaling module for
on-demand dynamic connection establishment. In the initial stage of MPLS net-
work installation when MPLS signaling function is not fully mature, the EMS
may be used to provide traffic engineering tunnel establishments.

The EMS may be implemented with various programming language and plat-
forms. Usually, the network element (NE, i.e. MPLS LSR) is developed together
with its related EMS function for local management and test purpose. The legacy
EMS modules (i.e., configuration management, connection management, perfor-
mance & fault management) which have been implemented by C++ on UNIX
platform must be provided with adaptation function for XML/SOAP access from
NMS. Fig. 6 depicts the legacy EMS modules with adaptation functions.

4.2 Interactions Among NMS, EMS and NE

In the Web service architecture for distributed connection management across
multiple AS networks, each AS domain network is assumed to be managed by
an NMS which takes care of the overall AS domain network, and several EM-
Ses (Element Management System) that take care of one or more areas within
the AS. The QoS-guaranteed connection across different AS domains is estab-
lished by interactions between the neighbor NMSes of the AS networks which
include inter-AS negotiation for differentiated packet processing and bandwidth
allocations.

Each intermediate NMS and the destination NMS must provide the informa-
tion of reachability, available bandwidth and related QoS parameters between AS
boundary edge points to the originating NMS that performs constraint-routed
shortest path first (CSPF) route for the requested end-to-end connection with
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Fig. 6. Element Management System (EMS) for subnetwork management

specific traffic & QoS parameters. To provide the connectivity among AS net-
works and the edge points, the dedicated NMS of each AS network registers to
the UDDI registry.

The interaction between NMS and EMS is implemented by XML/SOAP,
and the interaction between EMS and network element nodes (i.e., MPLS router,
host and switch) is implemented by XML/SOAP, SNMP or CLI (Command Line
Interface). Currently, the SNMP interface is not fully supported in commercial
MPLS routers. The CLI is usually proprietary standard which is specified by the
equipment vendor; for specific equipments from a vendor, adaptation functional
modules for CLI must be provided.

CNM (Customer Network Management) system is used to manage the cus-
tomer’s network, to configure differentiated services with appropriate SLA/SLS,
and to generate end-to-end connection setup request for QoS-guaranteed service.

4.3 Configuration of DiffServ-Aware-MPLS TE at Provider Edge
(PE) Router

Fig. 7 depicts the configuration of DiffServ-aware-MPLS TE at ingress provider
edge router. DiffServ-aware-MPLS traffic engineering is configured firstly at the
provider edge (PE) router where incoming packet flow is classified by pre-defined
classification options, metered and marked for each class-type. If the packet
exceeds the committed information rate (CIR) of the class-type, it may be
remapped to lower priority class-type or dropped.

The packet flow of determined class-type is then enqueued in the specified
output queue to be forwarded to the transit network where multiple virtual
networks are configured for DiffServ class-types to the destination PE router.

In a test-bed network with Cisco 7200 series IP/MPLS routers, the DiffServ-
aware-MPLS TE configuration has been implemented with Class Map, Route
Map, Access List and Policy Map [7]. Class-map command and its subcom-
mands are applied on per-interface basis to define packet classification, marking,
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Fig. 7. Configuration of DiffServ-aware-MPLS TE at provider edge (PE) router

aggregate, and flow policing as part of a globally named service policy. Access
lists perform packet filtering to control the flow of packets.

A policy map associates a traffic class with one or more QoS actions. The
router supports QoS policing functions such as class-based weighted fair queu-
ing (CBWFQ). Paths among AS domain networks are created by applying the
route-map to PE. Filtering of source IP address of packet and specification of
destination IP address can be possible, using the route-map.

5 Conclusion

Since current IP/MPLS implementations do not provide per-class-type packet
processing and NNI signaling among different AS (autonomous system) domain
networks, an efficient alternative transit networking must be provided so as to
support efficient per-class-type QoS-guaranteed DiffServ provisioning, scalable
connection admission control and QoS-guaranteed transit networking. In this
paper, we proposed per-class-type virtual networking scheme for efficient QoS-
guaranteed DiffServ provisioning across multiple AS domain networks. We also
proposed a functional model of interactions among SIP/SDP, RSVP-TE, CAC
and QoS-guaranteed virtual networking.

Currently, we are implementing NMS, EMS and CNM for virtual networking
and distributed connection management to provision end-to-end QoS guaranteed
realtime multimedia services across multiple AS domain networks. The interac-
tion of NMSes among inter-AS domain networks is implemented based on Web
Service architecture.
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Abstract. Mobile Ad-Hoc Network (MANET) is a network of mobile nodes that
do not have a fixed infrastructure. Recent research in this field addresses ways
of solving existing problems in a MANET by using the node location informa-
tion. However, maintaining the location information of the nodes is one of the
essential challenges in mobile Ad-Hoc networks because the location of a node
changes frequently. In this paper, we propose a Group Quorum System (GQS)
based adaptive mobility management scheme considering the gravity of locality
that is managing the location information for all nodes efficiently in a MANET.
In a proposed scheme, the mobility database storing the location information of a
mobile node can be selected adaptively from the GQS by considering the gravity
of locality. The performance of a proposed scheme is to be evaluated by an analyt-
ical model, and compared with that of existing Uniform Quorum System (UQS)
based mobility management scheme.

1 Introduction

The advancement in wireless communications and small-sized, lightweight, portable
computing devices enables the mobile computing environment. One research issue that
has attracted a lot of attention recently is the design of mobile Ad-Hoc network consisting
of a set of mobile hosts that may communicate with one another and roam around at
their will. Communication is accomplished through wireless links among mobile hosts,
but there is no base station to support communication in a MANET. Therefore, excess
the limitation of the transmission distance means that the mobile host may not be able
to communicate with each other directly. Hence, a multi-hop scenario occurs, where a
packet may need to be relayed by several hosts before reaching its final destination. This
requires each mobile host in a MANET serve as a router [1].

Applications of MANETs occur in situation like battlefields, festival grounds, as-
semblies, outdoor activities, rescue actions, or major disaster areas, where networks need
to be deployed immediately but base stations or fixed network infrastructures are not
available. A scenario of a MANET is illustrated in Figure 1. Recent research in this field
addresses ways of solving existing problems in MANETs by the use of node location
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Fig. 1. Typical Architecture of a MANET

information. For example, some routing algorithms, including LAR (Location-Aided
Routing) [2] and GRID [3] use information about the geographic location of nodes to
optimize the routing process. Node location information may be used to provide various
services such as location dependent query processing, navigation, geographic messaging
and neighbor and service discovery [4].

In this paper, we design a GQS-based adaptive mobility management scheme con-
sidering the gravity of locality of a mobile node in a MANET. In a proposed scheme, the
topology of the Ad-Hoc network is divided into several logical regions of 2-layered grid
structure, and single home region is selected from each 2- dimensional region by using
the mapping function. Then, the logically spread surface quorum system is composed
from these selected N home regions, and the GQS is constructed from this system. If
one mobile node updates its location, quorum is selected from the GQS by considering
the gravity of locality of that mobile node, then the location information of a mobile
node is stored to the nodes in a selected quorum.

The rest of the paper is organized as follows. Section 2 gives a brief description of
related works for mobility management in mobile Ad-Hoc networks. Section 3 illustrates
the proposed GQS-based adaptive mobility management scheme considering the gravity
of locality. Section 4 presents the performance of the proposed scheme that is evaluated
through an analytical model. Finally, Section 5 concludes the paper and describes our
future works.

2 Related Work

In routing protocol of an Ad-Hoc network, the location service uses the location infor-
mation of a node for packet routing. So, many researches for location management in
an Ad-Hoc network were performed recently. In [5], the Ad-Hoc mobility management
scheme was proposed and analyzed, which is using location databases forming virtual
backbone that is dynamically constructed and distributed among network nodes. Such
databases are serviced as a container for both location update and search. Routing is
performed under the single network structure including all nodes in a network. These
databases are composing the Uniform Quorum System (UQS). For location update or
call delivery, the location information of a mobile node is written to or read from all
databases in a quorum selected non-deterministic manner.
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In [6], based on the virtual backbone structure, randomized database group method
is proposed for Ad-Hoc mobility management. Similar to the UQS of Ad-Hoc mobility
management, this method is doubly distributed at the point of view that both database
allocation and database access are dynamic and non-deterministic. A location database
allocation to a mobile host is flexible, and its constraints are stability of a network node,
network traffic, and mobility pattern. During the location update of a mobile host or
when the call is delivered to a mobile host, the location of a mobile host is recorded to
or read from some group of K databases selected randomly.

In [4], two location management algorithms based on the probabilistic quorum system
are developed. On the other hand, quorums are overlapped with some probability in
probabilistic quorum system. In the first algorithm, a node selects size of k quorum
by including itself and all reachable nodes for all operations, then transfers the location
update or query messages to the selected quorum. In the second algorithm, a node selects
one neighbor node randomly, and transfers the location update or query messages to the
selected neighbor. Its neighbor node transfers that message to its neighbor node randomly
that does not receive that message so on. If this message already visited k nodes or if
there are no nodes that did not receive this message, then the message transfer is no
longer performed.

In [7], many different query methods for randomized database group scheme are
studied and their performances are compared. Especially, the optimal update-query size
and query-group size are determined. Furthermore, it shows the probability of the first
query being successful, and the average query latency searching for the location of
a mobile host, then evaluates the cost for implementing randomized database group
scheme with different number of database functions.

Quorum system can be used to implement shared object with single-writer and
multiple-reader in which the read and write operations are executable. Read opera-
tion is composed of reads from all nodes in some quorum, and write operation is also
composed of writes to all nodes in some quorum. Read operation can generate recent
information in a quorum system because of its intersection property [4].

3 GQS-Based Adaptive Mobility Management Scheme

3.1 System Model

Given a square region of area A, GQS-based adaptive mobility management scheme
divides the topography into G logical unit regions (referred to as Order-1 regions),
where each node is aware of the size of the topography as well as the size of an Order-1
region. It then combinesK2 Order-1 regions to form Order-2 regions. Each node selects a
home region in each Order-2 region via a function F that maps roughly the same number
of nodes to each Order-1 region in an Order-2 region. Hence, every node has O( A

K2 )
home regions in A [9]. The rest excepting home regions are considered far regions.
Any node within every home region is selected randomly as a location server. At any
given time, a relatively limited number of key locales in the network, where important
events or activities are taking place, is referred to as focus or hot locales. The mobile
nodes reside in this locales are called as focus or hot nodes. Otherwise, it is referred
to as cold nodes respectively [10]. Figure 2 shows a sample square topography divided
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Fig. 2. The topolography of Ad-Hoc Network is divided into Order-2 regions

into Order-1 and Order-2 grids, where an Order-2 grid consists of 16 Order-1 grids. The
shaded grid represents the home region in each Order-2 grid, and R1 and R2 represent
the focus locale respectively.

The mobile Ad-Hoc network can be modeled as a set of N mobile nodes roaming
freely in the predetermined 3-dimensional region. We assume that each node has a unique
ID ranged between 0 and N −1, and each node can identify its location through a service
like GPS. Furthermore, mobile node selected in each home region plays a role as a location
server maintaining the location information of other nodes in a system. Each location data
item is related to the timestamp representing the time obtained that data item.

3.2 GQS Construction

In a proposed adaptive mobility management scheme, the update or query operation for
the location information of a mobile node is performed based on the GQS [8]. GQS
can be constructed from the unfolded surface quorum system with home regions in an
Ad-Hoc network as shown in Figure 3.

If we spread three sides of the cubic on a plane, the 3-group quorum system, S3 =
(C1,C2,C3) can be constructed as shown in Figure 3. Each quorum in C1 corresponds
to the vertical line crossing the right row of the square. Moreover, each quorum in C2

corresponds to the horizontal line and vertical line of the lower two squares of the right
row respectively. Finally, each quorum in C3 corresponds to the horizontal line crossing
lower two squares. In general, each Ci in Sm needs m− 1 squares. By sharing more
than one square of another m−1 cartel with each of these, lines corresponding to these
two cartel intersect exactly one or more than one nodes on this square. On the whole,
there are m(m−1)

2 squares.
Let k be the width of each square. Then, since each square is composed of k2

nodes, the total number of nodes in m(m−1)
2 squares are k2 m(m−1)

2 . k2 m(m−1)
2 = h,

where, h represents the total number of home regions composing the system. Therefore,

k =
√

2h
m(m−1) , m> 1. The size of quorum is q = (m−1)k =

√
2h(m−1)

m .
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Fig. 3. Unfolded surface quorum system S3

3.3 Location Update and Query Operation

In order to update the location information of a mobile node, we can use the following
methods.

1. Call-origination update: When a mobile host initiates a call, it queries a quorum for
the location of a destination and, at the same time, writes its current location into
the queried quorum.

2. Location-change update: When a mobile host changes its location, it updates its new
location in a quorum.

3. Periodic update: In order to avoid call loss during long time of lack of activity and
immobility, a mobile host sends its location information to the quorum periodically.

In a proposed GQS-based adaptive mobility management scheme, location update
operation adopts periodic update method. Therefore, the location update operation is
initiated when the deadline of the location update period of a mobile node is due. We
consider the gravity of locality while executing the location operation. If the mobile
node performing the location update is a node in a focus local, the call connection for
this mobile node is occurred more frequently than other mobile nodes. Therefore, the
location information of the focus mobile node must be managed in much more home
regions than other mobile nodes. If the mobile node is a focus node when the location
update is occurred, two quorums are selected randomly from C1-quorum group and C3-
quorum group respectively. Otherwise, one quorum is selected randomly in turns from
C1-quorum group and C3-quorum group. After then, new location information is sent
to all mobile nodes in a selected quorum.

In case of one mobile node searches for the location of other mobile nodes, the loca-
tion information is returned if the location server of the home region that the querying
mobile node resides, has the effective location information for the target mobile node.
Otherwise, one quorum is selected from C2-quorum group, and sends the location query
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messages to all home regions in this quorum. After then, selects the recent location infor-
mation by examining the sequential number (timestamp) for the location information in
response messages coming from the quorum nodes of that mobile node. The source mo-
bile can always receive recent location information of a target mobile since the quorum
of one group in GQS has the intersection property with the quorum of other group.

4 Performance Evaluation

The mobility management cost is evaluated by a total location management cost that
adds the location update cost and the location query cost.

Ctotal = {Ph1Cu−hot +(1−Ph1)Cu−cold}+
λ

μ
{Ph2Cq−hot +(1−Ph2)Cq−cold}

Cu−hot = (2q−1) ·Cu−cost

Cu−cold = q ·Cu−cost

Cq−hot = Pfocus−home ·Chome−q−cost +(1−Phot−home) · q ·Cfar−q−cost

Phot−home =
2q−1

h
Cq−cold = Pcold−home ·Chome−q−cost +(1−Pcold−home) · q ·Cfar−q−cost

Pcold−home =
q

h

(1)

where, Ph1 is the probability that the mobile node updating its location is a focus node,
Ph2 is the probability that the target mobile is a focus node,Pfocus−home andPcold−home

is the probabilities that the location information of a target mobile will be founded from
the home region in case of the target mobile focus or not respectively,Cu−hot andCu−cold

are the location update costs in case of the location update mobile node is focus or not
respectively, Cq−hot and Cq−cold are the location query costs in case of the target mobile
node is focus or not respectively, λ

μ represents the call-mobility ratio, Cu−cost represent
the unit location update cost, and finally, Chome−q−cost and Cfar−q−cost represent the
unit location query costs according as home region or far region, respectively.

Figure 4 shows the total location management cost of the GQS-based adaptive mo-
bility management (GQS-AMM) scheme proposed under the environment as in Table
1, and existing UQS-based mobility management (UQS-MM) scheme [5].

Figure 4 shows the total location management cost over call-mobility ratio. As shown
in the figure, the total cost of the proposed scheme (GQS-AMM) is much lower than that
of the existing UQS-based mobility management scheme (UQS-MM) regardless of the
call-mobility ratio. Since the quorum size of the GQS is much smaller than that of the
UQS, and the location information of the mobile is stored in home regions adaptively
by considering the gravity of locality, we know that the performance of the GQS-AMM
scheme is much superior than that of the UQS-MM scheme in higher call mobility ratio
because of the locality in a location query operation. Furthermore, the number of control
messages and electric power used in the mobility management are also reduced by
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Table 1. Parameters used in the performance evaluation

Parameters Value

G 2,304
K 4
h 144
m 3
q 14
Ph1 0.25
Ph2 0.75
Cu−cost 2
Chome−q−cost 1
Cfar−q−cost 2
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Fig. 4. Total location management cost over call-mobility ratio

using the adaptive location update considering the gravity of locality in location update
operation and by performing the location query using small-sized quorum in location
query operation. Moreover, the load balancing for the location query on the home regions
in a system can be achieved because the number of quorums included in the arbitrary
i-th home region are the same.

5 Conclusion

One of the main motive of adopting location management schemes in mobile ad hoc
networks is to enable the geographic routing of packets because of scalability issues.
In this paper, we propose a GQS-based adaptive mobility management scheme (GQS-
AMM), and evaluate the performance of the proposed scheme by an analytical model.
According to the results of the performance evaluation, we know that the performance
of the proposed GQS-AMM scheme is much superior than that of the existing UQS-
based mobility management scheme (UQS-MM). Our future work is to evaluate the
performance of our GQS-AMM scheme by a simulation.
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Abstract. The micropayment system offers ways of payment in electronic 
commercial trades in accordance with the purchase of a commodity. The ways 
of payment include credit cards, on-line money transfer, electronic cash, and 
others. Electronic cash has been developed to complement the weaknesses of 
real currency for the sake of electronic commercial trades, and has many re-
quirements and security measures to be met so as to be used like real currency. 
The author has analyzed the anonymity of electronic cash, among the many re-
quirements and security measures, in order to come up with effective and safe 
ways to offer anonymity for the micropayment system. 

Keywords: Electronic cash, Micropayment, Anonymity, Divisibility. 

1   Introduction 

Electronic cash has been developed due to the increase in electronic commercial 
trades. In the initial stage of electronic commercial trades, a bankbook was used to 
pay the price of a commodity bought from an Internet shopping mall. Using real 
money for electronic commercial trades, a buyer could pay the price by remitting 
money through a bank account. But, such practices incurred inconveniences, which 
called for the development of digitalized currency. Electronic cash, which functions 
as real currency in an electronic manner, has many of its kinds. First of all, in terms of 
hardware, there are an IC card type and a network type; in terms of money transmit-
tance, an open type which can transmit the value and a closed type which cannot. 
Currently, in most cases, the electronic currency used is an IC card type, which can 
save the monetary value in an IC card. In the case of an IC card type, we need a place 
where an IC card can be recharged and a terminal wherewith to recharge the card. 
Such a kind is being used mainly for a transportation card which saves information 
both on the monetary value and the user. IC card is being utilized for the mobile pay-
ment system where payment can be made using a wireless terminal. As for relevant 
software, a user shall install an application program to conduct an e-commercial trade. 
The software comprises an electronic wallet or connects a user to a specific site to 
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access the money of the user saves in the database. In order to use electronic money, a 
user should charge the electronic money with real money by depositing money in a 
bank or putting the value on a credit car beforehand. Such an electronic currency 
service is now being commercialized and utilized in our daily life. This thesis is 
aimed to suggest ways for a user to draw the electronic cash the user has deposited 
with a bank and utilize it in a store. In the process of such an e-commercial transac-
tion, basic requirements for financial security should be met in an effective and 
anonymous way. In particular, a new way to the anonymity has been provided by 
employing the recipient-designated signature system, instead of the existing blind 
signature system.  

2   Outline of Electronic Cash  

Electronic cash is an expression of digital information and is being used to pay the 
price of a commodity in various sectors. Presently, electronic cash is being increas-
ingly utilized by installing software, subscribing to a site so as to have access to the 
relevant database, or using an IC card so as to prevent credit cards from being used in 
an illegal way. An IC card has a memory and an operation device to support the sav-
ing and encipherment of data. Fabricating an IC card is harder than forging the exist-
ing magnetic cards, so that many European countries enjoy using IC cards. By the 
way, the following requirements and security measures are demanded in order that 
electronic cash may have an equal value with real currency.  

2.1   Requirement of Electronic Cash  

What real currency provides may be compared to what electronic cash provides, in 
the following way:  

  • Anonymity  
Real currency provides a user with privacy.  
If the digital data of electronic cash has or is connected to the information 

     on a user, the cash cannot provide the user with privacy.  
  • Divisiveness  

Real currency can be divided or its changes can be offered because the 
     currency has a basic unit.  

As for electronic currency, the issued data shall be divided.  
  • Transference  

Real currency can be transferred to a third party through offering the ap-
     propriate amount of money.  

Electronic currency can also be transferred to a third party through trans
     mitting data; but, the security should be kept as at the time of issuing the 
     currency.  
  • Prevention of double use  

Real currency cannot be used for a second time unless it is faked.  
Electronic currency can be used for a second time if the saved information   

     can be copied.  
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Electronic cash must meet all the above-mentioned requirements, but the current 
electronic cash cannot. Especially, electronic cash cannot provide transfer and divi-
sion services due to an increase in its data and difficulty of maintaining the security. 

3   Analysis of Electronic Cash  

The weaknesses of electronic cash sue to its data increase, so that it cannot meet all 
the aforesaid requirements and security matters. Currently, electronic cash meets 
some of the requirements and provides some of the services users demand for the sake 
of safety and protection of money transactions. In this thesis, the author considers and 
analyzes electronic cash's anonymity, forgery, fabrication, double use, and certifica-
tion. The anonymity of electronic cash is necessary to protect the privacy of users. 
Electronic currency contains information on users. So, which user has used the cur-
rency may be revealed and his privacy infringed upon. To protect the privacy, elec-
tronic currency must have its anonymity. At the same time, it should be possible to 
verify that data have been transmitted from a qualified user. To do this, blind signa-
tures have been mainly used in addition to zero knowledge, virtual ID, and virtual 
certificates. The most frequently used is the blind signature system. However, in this 
system, a signatory does not know the content of the message when providing his/her 
signature. Stefan Brands suggested a way to provide the anonymity and prevent the 
double use with the help of discrete algebra on the Internet. But it also has its own 
weakness in that illegal money laundry can be committed because it provides uncon-
ditional anonymity.[1] After that, research has been actively conducted to come up 
with methods to manage the anonymity, centering on trust organizations. The meth-
ods include Yaug BO. The former is to issue a license to a group of users, and to 
verify the license when an illegal act is committed by one of the users. In the latter's 
case, a user has a bank provide an identifying value which will be signed by a trust 
organization. When an illegal act of the user is found, the anonymity can be restored 
through the trust organization.[2] In Korea, researches have suggested ways to man-
age blind signatures, including how to provide a blind signature to a value containing 
an identifier and, in the case of an user's illegal act or double use, to extract the identi-
fier from the electronic cash used.  

3.1   New Off-line Electronic Currency Using Hash Chain  

A new off-line electronic currency using hash chain where electronic cash is com-
posed of hash chain and utilizes zero knowledge and blind signature to provide the 
anonymity.[6] The flow chart of its withdrawal protocol is in Fig 1.  

The new off-line electronic currency using hash chain utilizes zero knowledge and 
blind signature to provide the anonymity in the process of withdrawal. The zero 
knowledge certificate demonstrates that a message has been generated from a user in 
a rightful way so as to receive a blind signature. Then, upon receiving the blind signa-
ture, the anonymity is provided to the user. In this method, it is necessary that the 
confidence of a bank in the user should be really high, because all the relevant infor-
mation is provided by the user and the bank provides only certifications.  
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Fig. 1. New off-line electronic currency using hash chain withdrawal protocol flowchart 

3.2   Safe Micropayment System Providing Effective Anonymity  

The thesis of Payeras-Capella Magdalena has presented a way to the anonymity of a 
micropayment system and to enhance the effectiveness of the system. Hash function 
shall be used to issue electronic cash so that the original value may not be revealed 
and the payment of money shall be verified by the used value applicable to the hash  
 

Fig. 2. Safe micropaymetn system providing effective anonymity during protocol flowchart 
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function[3]. However, the weaknesses of this method include that it cannot provide 
off-line transactions and that electronic cash can be utilized only at specific stores. In 
addition, a third party can commit an illegal act during a flow of the next protocol. 
While a user is dealing at the same time with the currency to be used at a bank and the 
currency to be used on the Internet, a third party also can use the electronic currency 
after manipulating as he/she pleases the information on the currency. It is because the 
third party can have access to the value of M3. Then, the third party can freely use the 
money of a rightful user to pay the price of a commodity. 

4   Methods Suggested in This Thesis  

This method comprises user certification, issue protocol, payment protocol, and trans-
fer protocol and is described in detail in the following.  

4.1   System Coefficients  

•  M : store  
•  R* : random number generated by the objects of * (* : objects of User, Bank, M)  
•  h(*) : hash value of *; The hash function is a one-direction one and will not be 

collided with others.  
•  sig* : signature of *  
•  X* : personal key of *  
•  Y* : Public-key of * (gX* mod n)  
•  N : commodity name  
•  NP : commodity price  
•  IDu : user's ID  
•  PW : user's password  
•  Wu : principal money the user has deposited in a bank  
•  P : amount of money to issue  
•  Q : remainder of the principal minus the issued money  
•  Ru : random number selected by the user. 

4.2   User Certification  

A user shall be certified using his/her ID and password (PW1) registered by him-
self/herself off-line in a safe way, after having access to the website of his/her bank.  

 1st Step : A user has access to the website of his/her bank.  
U -> B : Request 

 2nd Step : The bank generates a random number(RB1) and transmits it to the  
                                user.  

B -> U : RB1 
 3rd Step : The user hashes and transmits his/her ID and password and the  
                               random number forwarded by his/her bank.  

U -> B : IDu, h(h(PW1)|RB1) 



182 S.-I. Kang and I.-Y. Lee 

 

 4th Step : The bank certifies a user after verifying his/her ID and the value of  
                               the hashed password forwarded by the user.  

B : IDu  ID'u, h(h(PW1)|RB1)  h(h(PW1)|RB1). 

4.3   Protocol for Electronic Cash Issuance  

A user will receive electronic cash in the amount he/she requests after user certifica-
tion has been completed.  

Fig. 3. Protocol for electronic cash issuance flowchart 

 1st Step : A user receives his/her principal money from his/her bank.  
B -> U ; Eu[g

R, Wu , singB(Wu)] 
 2nd Step : The user calculates how much he/she will request of the principal  

transmitted by his/her bank, and then forwards the amount to be 
withdrawn from the bank (user's operation process). The bank re-
ceives data( )](,,[ QSigNKE UB

) to the user. 

 3rd Step : In accordance with the formula below, the bank verifies the trans- 
                               mitted data and issues its signature and electronic cash (bank's 

operation process).  
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 4th Step : The bank verifies the transaction according to the following  
                               formula.  

h(Q|h(Ru))  h(Q'|h(Ru)) 
B -> U : C, J 

4.4   Payment Protocol  

Payment protocol is composed of the following steps.  

 1st Step : A user requests a store to certify him.  
U -> M : Request 

 2nd Step : The store generates a random number and transmits it to the user.  
M -> U : RM1 

 3rd Step : The user hashes his ID, password, and the random number given  
                               from the store and sends them.  

U -> M : IDu, h(h(PW2)|RM1) 

 4th Step : The store verifies the ID and password sent by the user and certi- 
                               fies them.  

M : IDu  ID'u, h(h(PW2)|RM1)  h(h(PW2)|RM1)' 
 5th Step : Then, the store forwards the information (including the price) on  
                               the item the user selects.  

M -> U : N, NP 

 6th Step : In accordance with the formula below, the user pays C' and J' to 

U -> M : EM[C', J'] 

                               the store.  
 7th Step : The store sends a commodity or provides a service after verifying 

                               the payment using the Public-key of the bank. The verification is 
made according to the formula below.  

The store can verify the signed value and the value of C' and J' through calculating 
the commodity price using the Public-key of the bank. If user wants division, transmit 
as following. In accordance with the formula below, the user pays C', J', S1 and S2 to 
the store. The verificantion is made according to the formula below. 
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Fig. 4. Payment protocol flowchart 

4.5   Deposit Protocol  

The store transmits and deposits in the bank the money sent from the user.  

 1st Step : The store sends to the bank the following data.  
M -> B : EB[C', J', NP, NP-1] 

 2nd Step : The bank saves C' after verifying the bank's signature using the  
                               value sent by the store.  
 3rd Step : After saving C', the bank transmits the money into the store's  
                               account.  

5   Analysis of Suggested Methods  

The safety of the methods suggested in this thesis is analyzed in the following.  

5.1   Analysis of User Certification  

The qualification of a user is to be certified. A qualified user can generate 
h(h(PW1)|RB1) using the random number sent from the bank. If a third party it to gen-
erate this value, he has to know the hash value of the user's password. But, the third 
party cannot get the hash value of the user's password, by using only the data sent 
including the random number. Then, the third party may try again to send the data. 
However, the second try can be successful only in case the third party uses the same 
data or the value of the same data is used to make a request. In the method suggested 
by this thesis, a new random number, which is equivalent to a password, is issued by 
the bank whenever the user gains access to the bank. Therefore, it almost impossible 
that the second trial will results in a success. Sometimes, the third party tries to be 
certified with a random number generated by himself/herself. But, only one value can 
be generated using the random number and the hash value of password sent by the 
bank. So, it is also impossible that the third party is successful for this time .  
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5.2   Analysis of Issuance Protocol 

This protocol is needed to protect against illegal generation of electronic currency. 
The illegal generation is classified into two cases: illegal generation by a rightful user 
and one by a third party.  

The rightful signature of a user shall not be provided for the illegal generation by a 
third party. So, the third party cannot generate electronic currency in an illegal way.  

In case a user generates different cash in an illegal way, there is a change in the 
value of K generated by the operations of the bank and the user, because the value of 
K is generated by balancing the principal. In this case, it is impossible to verify 
through S the value signed by the bank. Moreover, if the value of a random number is 
substituted by another, the nature of hash function will lead to the original random 
number.  

5.3   Analysis of Payment Protocol  

First, a third party may try to pay to other store using C' and J' generated halfway. In 
this case, the store has to verify the payment by operating the Public-key of the bank 
using the value from the previous store. Subsequently, C' and J', once used, cannot be 
used for a second time. Second, a user may try to use electronic cash for a second 
time. It cannot be prevented at a time when the user uses it at the store, but it can be 
detected when the money is deposited with a bank. Third, a random electronic cur-
rency will be generated in order to provide the anonymity to a store.  

5.4   Analysis of Deposit Protocol  

It is a step for the bank verifies the used electronic currency and pays the value to the 
store. In this process, double use should be detected. In the case of double use, the 
same value as the saved C' will be generated. Then, no deposit will be allowed since 
all the transactions will be regarded as illegal. When the double use is reported to the 
store, the information of the illegal user will be revealed. The illegal use can be veri-
fied through the value of generated by the bank in the initial stage. The value of K 
will be generated from the principal of the user according to the formula:  
K‘   =h(h(Ru)|Q').  

6   Conclusion  

This thesis has described general characteristics and security requirements of elec-
tronic currency including how to provide the anonymity using a random number for 
the payment of small sum of money. In the past, the user used a blind signature for the 
purpose of securing the anonymity; in contrast, in this new system, the anonymity is 
provided by generating a random number. The electronic cash transacted between the 
user and the store is to be verified by the signature of the bank. It is also verifiable 
through the data sent by the issuer for the purpose of confirming the message. The 
issuer provides its signature for a fixed hash value, in order to prevent excessive use, 
or forgery or fabrication of the electronic currency. The anonymity of the user will be 
removed in the case of double use. In the future, electronic currency will be devel-
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oped to provide wireless services, services for micropayment to a great sum, along 
with changes in its security services. It calls for research into transference services as 
well as research into the anonymity and divisiveness applicable to micropayment, not 
to mention security services. 
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Abstract. In order to exchange secure information over the Internet, it is neces-
sary to provide a shared encryption key after dual authentication between the 
communication parties for data confidentiality. To find an effective authenti-
cated key exchange scheme, many researchers have studied improvement of the 
Diffie-Hellman key exchange scheme to overcome the weakness of computa-
tion complexity and man-in-the-middle attacks. This paper proposes an efficient 
authentication and key exchange scheme that does not use certificates and pub-
lic key cryptography, while protecting against man-in-the-middle attacks, re-
play attacks, DOS attacks and privacy intrusion. This scheme performs a dual 
authentication using one-time shared authentication key and generates an en-
cryption key which is used in a symmetric block cipher. Our mechanism also 
includes a secure method that generates an initial seed for creating a one-time 
shared secret key. In addition, it solves the problem of identity privacy as well 
as perfect forward secrecy for future data confidentiality. 

Index Terms: One-Time Shared key, Authentication, Key Exchange, Diffie-
Hellman. 

1   Introduction 

Secure communications over the Internet need encryption of communication chan-
nels. In general, symmetric block cipher methods like the DES are preferred for data 
confidentiality than asymmetric public key cryptography methods such as the RSA 
since the symmetric ones require a smaller amount of computing power and memory 
space than the asymmetric ones. However, symmetric methods should solve a prob-
lem of exchanging a shared encryption key after a dual authentication between any 
two communication parties. The Diffie-Hellman key exchange scheme [1] provides 
such a key exchange mechanism in symmetric cryptography. 
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The Diffie-Hellman key exchange scheme makes use of difficulty in computing 
discrete logarithms over a finite field. Since this scheme does not authenticate the 
participants while exchanging messages, it is vulnerable to man-in-the-middle attacks. 
For this reason, various authenticated key exchange schemes based on the Diffie-
Hellman have been studied by many researchers [10, 11, 12]. These schemes can be 
categorized into two kinds of classes. The first class employs ‘certificates’ in its key 
exchange protocol, which foil man-in-the-middle attacks. Certificate-based schemes 
require additional cost and complexity in key exchange that they are not widely ac-
cepted in the market. The other class proposes its authenticated key exchange protocol 
with an assumption that a pre-shared secret password or a secret key exists between 
two communication parties. Most of these authenticated key exchange schemes are 
not efficient because they use a public key cryptography mechanism which requires 
high computing power. Recently proposed ones like the IKE [2, 8] consider privacy 
of personal identity and DOS attacks, which require much more computing power. 

Recently, mobile computing environment requires low computing power and 
small memory space even for security service. That is, authenticated key exchange 
schemes that do not use certificates and public key cryptography are preferable to the 
mobile environment. This paper proposes an efficient authentication and key ex-
change scheme that does not use certificates and public key cryptography, while pro-
tecting against man-in-the-middle attacks, replay attacks, DOS attacks and privacy 
intrusion. Characteristics of our scheme are as follows. First, it uses a symmetric 
block cipher with using a one-way hash function, but without using certificates for 
dual authentication and key exchange. Since symmetric block cipher requires smaller 
computing amount and memory space, our scheme is more adaptable to modern dis-
tribution environment, such as in ubiquitous and mobile computing. Next, due to the 
authentication key’s one-time property used at each session, our scheme can detect 
various attacks, such as DOS attacks and man-in-the-middle attacks, without severe 
computing and memory overhead which overcomes the weakness of Diffie-Hellman. 
In addition, it solves the problem of identity privacy as well as perfect forward se-
crecy for future data confidentiality.  

The remainder of this paper is organized as follows. In section 2, we present two 
related schemes: P-SIGMA and Signal-based key exchange schemes. Section 4 pro-
poses our mechanism, which contains seed generation and dual authenticated key 
exchange phases. Section 5 compares our scheme to the P-SIGMA and Signal meth-
ods. Finally, Section 5 draws conclusions. 

2   Related Work 

In this section, we introduce two existing methods which provide schemes of authen-
tication and key exchange using pre-shared secret information. They are P-SIGMA [3, 
7] and a deviation of P-SIGMA [9]. 

2.1   P-SIGMA  

The P-SIGMA solves the problems of personal privacy exposure and DOS attacks by 
using One-Time-ID or simply OID. The OID is an identity that can be used only once 
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for identifying a user. In P-SIGMA, all OID values are unique by means of sequence 
numbers and one-way hash functions with collision resistance. Thus, an adversary 
who does not know a secret key cannot predict the OID that will be used in the future, 
while both users can calculate any OID values. 

However, an adversary can guess all OIDs that have been used previously and 
will be used in the future if he can obtain a secret key, say K, because a fixed secret 
key is used for calculating all OID values. It implies the impossibility of perfect for-
ward secrecy for OID. Moreover, an adversary who obtains K can impersonate a user 
in any future session. If a user shares the same OID with multiple communication 
partners, he cannot decide whom the connection is from, even when he checks the 
One-Time-ID.  

2.2   P-SIGMA Based Key Exchange Method Using Signal 

As a derivation of P-SIGMA, this method uses signals for authenticating users and 
exchanging keys that are used in symmetric cipher methods. The perfect forward 
secrecy of One-time-ID can be realized by using the shared secret information which 
is generated through the Diffie-Hellman key exchange mechanism instead of using a 
secret key used in P-SIGMA. That is, the seed of OID assures the perfect forward 
secrecy of One-Time-ID, solving the duplication problem of OID. It also provides a 
simple key exchange protocol that requires only two rounds, while P-SIGMA requires 
three rounds. It also extends the application of using the OID method to encrypted 
communication. 

However, this method still has some problems. Since it uses the Diffie-Hellman 
key exchange mechanism for generating the private information of the next session, it 
utilizes computing resources a lot. Responders are charged with some computing 
overhead in calculating OID. This method also cannot generate a dynamic seed for 
dual-authenticated key exchange that could be changed according to the given secu-
rity level and the client environment. That is, it uses a fixed initial seed. 

3   Proposed Key Exchange Mechanism 

The key exchange mechanism proposed in this paper has three phases. The first is a 
preliminary setup phase. In this phase, public information and a random number ma-
trix of an initiator are delivered to its responder. In the second phase, the initial seed is 
generated which is used to create a shared secret key for the following data communi-
cation session. The third phase performs dual authentication between communication 
parties and creates a data encryption key that are shared. This section describes our 
key exchange mechanism in detail.  

3.1   Key Exchange Model and Notation 

In our key exchange model, an entity who initiates a key exchange mechanism is 
called an initiator, and an entity who responds to the initiator’s request is called an 
responder. Both of initiators and responders are kinds of users. There is another type 
of entity who is not a user, but an attacker, called an adversary.  An adversary is a 
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Polynomial-Time Machine that attacks the secrecy of key exchange mechanism. Ta-
ble 1 summarizes the notations used in our proposed mechanism. 

Table 1. Notation 
 

)(kgI  A generator created by the initiator at the k-th time 

h ( ) A cryptographic hash function 

MX[m,n] 
A random number at the [m,n] cell of the random number matrix 
MX[ , ]  

)2(),1( II YY  Initiator’s first and second public information 

)2(),1( II XX  Initiator’s first and second secret information generated at random 

)(YEX  
Encryption Y using X 

)(kOIDI  One-Time-ID generated by Initiator at the k-th step 

IC  Challenge generated by initiator 

RC
IR  Response to the responder’s challenge, generated by initiator 

ICM  Encrypted challenge message generated by Initiator 

IC
IAK  

First authentication key generated by initiator for initiator’s chal-
lenge  

sWK   Data encryption key (working key) in the s -th session 

RC
IAK '

 
Second authentication key generated by initiator for responder’s 
challenge 

)(sEWKI  Encrypted working key generate by initiator in the s -th session 

3.2   One-Time-ID (OID) 

The OID is an identity that can be used only once for identifying a user. One-time-ID 
can be used to protect DOS attacks and man-in-the-middle attacks. To prevent DOS 
and man-in-the-middle attacks, OIDI(i) is attached at every i-th message transmission  

 
OIDI(i) = h([m,n], MX[m,n], j) 

 
OIDI(i) is a hash function of [m,n], MX[m,n], and j, where [m,n] is a random position 
among the random numbers assigned to the initiator within the random number ma-
trix, MX[M,N], and  j is just a random number in i-th message transaction. By using 
[m,n], we can detect DOS attacks and also decide who the initiator is. Man-in-the-
middle attacks are detected by checking whether the transferred hash value is correct 
or not. For message integrity, we attach the hash value of all of the parameters trans-
ferred together at each message transmission.  
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3.3   The Preliminary Setup Phase 

In the preliminary setup phase, preliminary numbers are generated and delivered 
to the opposite side for the next phase. For the Diffie-Hellman key exchange, 
the initiator side generates )1(),1(),1( III pgX and deliver its public values

)1(mod)1()1( )1(
I

X
II pgY I=  and )1(),1( II pg  to the responder. For the purpose of prote-

cting DOS attacks and Man-in-the-middle attacks using One-time-ID, the responder 
generates a MxN random number matrix, MX (M,N) and randomly selects a number 
of cells in the random number matrix and assigns them to the initiator. Be careful 
that the same cell should not be assigned to different initiators. For example, we can 
assign all the columns of the first row to an initiator. These selected random numbers 
are delivered to the initiator in a safe way. The responder should save the cell assign-
ment information. This information is used for protecting against DOS attacks. 
Figure 1 describes the steps of the preliminary phase in detail. 

 

 

Fig. 1. The Preliminary Setup Phase 

3.4   The Initial Seed Generation Phase 

This phase generates an initial seed that is used to create a shared secret key for the 
first session.  Figure 2 describes the steps of the phase.  
    In the first step, the initiator sends a challenge message to the responder in order to 
authenticate the responder according to the Hughes method. In contrast, in the second 
step the responder sends a challenge message to the initiator for authentication ac-
cording to the Diffie-Hellman method. In the third step, the initiator and the responder 
are authenticated according to the corresponding methods, respectively.  

3.5   The Authentication and Key Exchange Phase in s-th Session 

In the previous phase, each party has the same seed that can be used to create the 
shared secret key. In the first session, )()1( IC

II AKhAK = and ).()1( IC
RI AKhRAK =  

Figure 3 describes the steps of the authentication and key exchange phase in the s-th 
session. ))1(()( −= sAKhsAK II

and ))1(()( −= sAKhsAK RR
. At the first step, the 

initiator sends )1(IOID  that includes )(sAKI
as a member of hash input. Using this 

value of )1(IOID , the responder can know whether the sender has the correct shared 

secret key or not, authenticating the initiator. The working key 
SWK  is used as the 
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shared data encryption key during the s-th session. Also, the 
SWK  is used to created 

)1( +sAK I
and )1( +sAK R

for the (s+1)-th session. 

 

 

Fig. 2. The Initial Seed Generation Phase 

 

 

Fig. 3. The Authentication and Key Exchange Phase in the s-th Session 

4   Analysis of Comparison 

We compare our proposed scheme with previous key exchange methods. First of all, 
our proposed scheme provides dual-authenticated key exchange mechanism as well as 
data integrity and data confidentiality. Next, the existing methods like IKE and P-
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SIGMA are based on the fixed seed of shared key like One-Time-ID and an authenti-
cation key. Accordingly, if the adversary knows the fixed secret information, he can 
impersonate the initiator in the future session. In contrast, our proposed scheme can 
regenerate the initial seed dynamically depending on the current client environment or 
adapting to the change in the security level. Third, because our proposed system does 
not use public key cryptograph like Diffie-Hellman and RSA, which requires much 
computing power, it can be used for thin clients like mobile or ubiquitous computing 
devices. Moreover, our proposed system is so efficient as to finish within two mes-
sages round for authenticated key exchange. Besides, our scheme provides more con-
crete protection against DOS attacks, man-in-the-middle attacks, and replay attacks 
than previously proposed methods. Table 2 summarizes the analysis of comparison.  

Table 2. Analysis of Comparison  

 

5   Conclusions 

We proposed an efficient dual authentication and key exchange mechanisms that can 
finish within two rounds. Because our proposed system does not require the public 
key cryptograph like Diffie-Hellman and RSA and certificates, it can be used in a thin 
client environment like in the mobile and ubiquitous computing. Because the IDs of 
the initiator and responder are not revealed on the Internet, our scheme protects per-
sonal privacy of identity information. It also provides an effective method to protect 
against DOS attacks with the scope information of initiator’s random number table 
sent by the responder. 
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Abstract. A digital video is usually very long and would require large storage 
capacity. Users may want to watch pre-summarized video before they watch a 
large long video. Especially in the field of sports video, they want to watch a 
highlight video. Consequently, highlight video is used that the viewers decide 
whether it is valuable for them to watch the video or not. This paper proposes 
how to create soccer video highlight using the structural features of the caption 
such as temporal and spatial features. Caption frame intervals and caption key 
frames are extracted by using those structural features. And then, highlight 
video is created by using scene relocation, logical indexing and highlight crea-
tion rule. Finally, retrieval and browsing of highlight and video segment is per-
formed by selecting item on browser.  

1   Introduction 

In video database, video contents are described by the structure of shots and scenes 
[1]. Shot is a valid unit for constructing video information and is a set of one or more 
continuous frames, showing continuous motions in the fixed time and space. Cur-
rently, many researchers have interest in automatic and semiautomatic methods for 
video shot detection and characterization. 

Video indexing can be performed efficiently using extraction and recognition of 
caption text. For example, there has been tremendous success in the automatic con-
version of hard-copy documents via optical character recognition (OCR) technology 
[2,3] and the transcription of speech via voice recognition (VR) technology [4]. In 
both case, although typically less than perfect, the output is an ASCII text representa-
tion that can be indexed with traditional information retrieval techniques. At this 
point, we can find that some information-rich video sources such as newscasts, com-
mercials, movies and sports events that containing meaningful content in the form of 
voice, caption text and/or text in the image. 

Video summaries are useful to decide whether it is valuable for video viewers to 
watch this video or not. Video summary is classified in two types; these are video 
summary sequence and video highlight. Video summary sequence is suitable for 
documentaries because it provides the significant abstract of whole video. Video 
highlight is suitable for video trailers or sports highlights because it contains only the 
interesting segments of video [5]. 
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This paper proposes a creation method of soccer video highlight using structural 
features of caption. The structural features are temporal appearing features and spatial 
position, size and color features. Caption frame intervals and caption key frames are 
extracted from input frames using those structural features of caption. And then cap-
tion key frames are indexed physically and logically. Soccer video highlight is created 
by pre-defined highlight creation rule. And also, easy retrieval and browsing method 
is provided for selection and watching of video fast and efficiently. 

This paper is organized into five additional sections. Section 2 states the related works. 
Section 3 presents structural features of caption. Section 4 presents extraction of the 
caption frame interval and key frame. Section 5 presents creation of soccer video high-
light. Section 6 presents experimental result, and finally, Section 7 concludes the work. 

2   Related Work 

Video Summarization is a field of study that many researchers have work continu-
ously with a great interest. It was classified in two types as summary sequence and 
highlight. There are video skimming [6], scene transition graph [7], cluster validity 
analysis [8] and video Manga [9] in creation of summary sequence, and movie trailer 
[10, 11] and event-based sports summarization [12] in creation of highlight. 

Christal et. al. [6] proposed video skimming for summarizing documentaries or 
news videos. Video and transcription of video are aligned by the order of word, and 
the significant words are identified by linguistic analysis of transcription. Therefore, 
video clips are selected according to the priority of these words. Yeung et al. [7] pro-
posed scene transition graph that was shot-based structure using the flow of story. 
Hanjalic et al. [8] extract the key frame and set up the video shots. Then cluster valid-
ity analysis is used for creating of video summary sequence including those key 
frames. Uchihashi et al. [9] proposed a video summarization method of comic or 
cartoon-like, called Video Manga. They used the measure of importance degree based 
on the scarcity and persistence of video segments. 

Another type of video summarization is the extraction of highlight. Lienhart et al. 
[10] and Liang-Hua C. [11] proposed the automatic creation method of movie trailer 
using the tracking of low-level visual and audio features, motion information and 
color information. They are used the heuristic features of the basic physical parame-
ters for selecting of video clips with the important object, man, action, dialog, title 
text and title music. Babaguchi [12] proposed the summarization of sports video using 
the event-based video indexing. It is useful for video summarization but many impor-
tant features for describing semantics are lost in the process. 

3   Structural Features of Caption 

3.1   Analysis of Caption Region 

The caption appeared in soccer video is important element that gives the core contents 
of a soccer game. The caption region of soccer video is different from the region of 
drama and documentary, and it takes the following clear features: 
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he position of each caption region is fixed individually according to its type. 
 Each caption region has its own size. 
 Every caption region appeared immediately (after the event). It remains in some 
period of time and then disappeared. 

 The position of text that can be changed is fixed in the caption region. 
ach caption region has its own uniform colors. 

 The event caption region appeared right after event occurrence. 
 The appearing sequence of the caption can be different on each and every game. 

Based on the above features of caption, the caption key frame is extracted and the 
video segment is indexed. It plays an important role for the creation of the soccer 
video highlight. 

3.2   Classification of Caption Scene 

The caption of soccer video appeared as a limited number of types. In this paper, cap-
tion scenes are classified in 13 limited types according to the meaning of contents, as 
follows: 

 teams(Ctem), grounds(Cgnd), broadcasting(Cbct), referee(Cref), player list(Clst), 
game beginning(Cbgn), score board(Csco), bench(Cbch), player(Cplr), a change 
of players(Cchg), goal(Cgol), foul(Cfol),  game ending(Cend) 

Beside the above caption scene, the captions that were not very related to current 
game, such as the caption of sports, game class, league, team rank, weather, other 
grounds and record, appeared in the video. In this paper, those additional captions 
were removed from the classification and extraction of the caption. 

3.3   Temporal Features of Caption  

The captions are classified as starting caption, event caption and ending caption in 
accordance with its appearing sequence as shows in Table 1. The captions have the 
temporal structure generally as shown in Figure 1. 

Table 1. Temporal Classification of Caption 

Temporal class The component captions 
Starting Caption Ctem, Cgnd, Cbct, Cref, Clst, Cbgn 
Event Caption Csco, Cbch, Cplr, Cchg, Cgol, Cfol 
Ending caption Cend 

Before the beginning of the substantial game, the most captions appeared in order 
of Ctem, Cgnd, Cbct, Cref, Clst and Cbgn.  This appearing sequence of the captions 
can be varied from each and every game. When the substantial game is in the begin-
ning, the event caption appeared. And when it is in the ending, Cend caption ap-
peared. 

As shown in Figure 1, event caption shows the event such as Csco, Cbch, Cplr, 
Cchg, Cgol and Cfol. It can appear in irregular sequence and must appear right after the 
event. At the last time, the result of the game was shown by the appearance of the 
ending caption Cend. 
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Fig. 1. One Temporal Flow of Caption 

3.4   Spatial Features of Caption 

The spatial feature of the caption is the information of the region that is the appearing 
position of the caption in the soccer video. The caption appeared in 6 limited regions 
as shown in Figure 2. 

In Figure 2, the regions of Csco, Clst, Cbgn, Cend and Cref are overlapped, but 
have it‘s own size that was different with one another. The captions of Ctem, Cgnd, 
Cbct, Cbch, Cplr, Cgol, Cfol and Cchg are hardly different from its size, and appeared 
at the center bottom of the frame. 

Fig. 2. Spatial Structure of Caption 

The caption key frames are extracted from 13 caption scenes based on the features 
of the caption region. And then the key frames are indexed for the retrieval of the 
video segment according to the subject. Therefore, the caption region extraction and 
indexing play an important role in the construction of the soccer video database. 

4   Extraction of Caption Frame Interval and Key Frame 

4.1   Extraction of Caption Frame Interval 

Every caption of soccer video has its own features such as position, size and color. 
Caption frame intervals are extracted by similarity measure based on its features.

ending caption Cend. 
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To extract caption frame intervals, the predefined structural features such as position, 
size, and color of captions are compared with those of input frames. If those are similar, an 
input frame becomes a candidate of caption frame. This similarity measure is performed 
continuously through whole frames. The consecutive frames that similarity threshold is 
satisfied becomes caption frame intervals. Similarity measures are performed as follow:

(1)   Similarity Measure of Caption Position 

yTty
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yandxTtx
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x <−<−  (1) 

In Equation 1, xfi and yfi are positions of the input frame, xt and yt are the reference 
values obtained from the structural features. Tx and Ty are the positions threshold.

(2)   Similarity Measure of Caption Size 
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In Equation 2, Ami is the area of the overlapping caption region between input and 
reference frame. Afi and At each is the area of the caption region of input and reference 
frame. TA is the size threshold.

(3)   Similarity Measure of Caption Color 
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In Equation 3, each Cfi
RGB and Ct

RGB is the maximum number of RGB pixel that is 
of the caption region of input and reference frame. Tc is the color threshold.

4.2   Extraction of Caption Key Frame

The extracted caption frame intervals indicate significant events, but all that frames 
can not be key frames. Therefore, one representative frame of caption frame interval 
is a caption key frame.

In Figure 3, caption key frame is the first frame of caption frame interval. Caption 
key frames play a significant role for video retrieval, browsing and highlight creation. 

Fig. 3. Caption Key Frame Extraction 
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5   Creation of Highlight 

5.1   Scene Relocation 

5.1.1   The Need of Scene Relocation 
Event captions such as Cplr, Cchg, Cgol, and Cfol appeared right after event occur-
rence. Therefore, real events exist in the preceding segments of caption key frame. 
Scene relocation reassigns event scenes for that they have the real events.

In soccer video, except for caption of starting, ending and intermittent score board, 
event captions appeared right after event occurrence. Therefore, as shown in Table 2, 
scene relocation was performed to relocation-needed scene.

Table 2. Classification of Scene Relocation

Classification Scene Details

Relocation-no-need scene
Ctem, Cgnd, Cbct, Cref, Clst,

Cbgn, Csco, Cbch, Cend
Relocation-need scene Cplr, Cchg, Cgol, Cfol

In Table 2, relocation-no-needed scenes are not performed scene relocation and 
leave as it is. 

5.1.2   The Technique of Scene Relocation 
Relocation-need scenes must contain its caption frame intervals and preceding events. 
Figure 4 shows the technique of scene relocation of relocation-need scenes. Caption 
key frame interval contains all frames that including its own captions. Preceding 
events must be sufficient for presenting significant events.

Fig. 4. Scene Relocation 

In general, a sufficient presenting time of preceding event is from 10 to 20 sec-
onds. Therefore, in this paper, preceding event time has 20 second. It shows that 
preceding event has 600 frames in accordance to standard of 30 frames per second. 
Therefore, caption scene consists of preceding event (20sec, 600frame) and caption 
frame interval.
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5.2   Creation of Highlight

First of all, the reference number of highlight scenes must be determined for creating 
soccer video highlight. In soccer video, the most significant event is the goal. There-
fore, the reference number of highlight scenes is determined flexibly after due consid-
eration of the number of goals. Figure 5 shows the flow of highlight creation. 

Fig. 5. Shows the flow of highlight creation 

In 2004 pro soccer game, the number of goals was made from 0 to 6 goals for each 
game. Therefore, there can have no goals or maximum 6 goals in highlight. Other 
scenes are included in highlight according to highlight creation rule.

5.3   Retrieval and Browsing

Indexed video and highlight video must be easily browsed by user who wants to re-
trieve the video segment. Therefore, video browser has the function of retrieval and 
VCR together.

It is desirable that retrieval function is performed by the selection of user. Users 
can select date, play ground and event for retrieved video segment. This is done on 
video that they want watch, and the result is displayed in the window. While the VCR 
function can play, stop and move the selected video segments. 

6   Experimental Results 

In this paper, the experiment was implemented on Pentium IV 2.8GHz PC using Win-
dows XP OS and Visual C++ 6.0 programming language. Experimental video data 
was the first half of four games from K-League 2004 Pro Soccer. It was used as nor-
malized form of AVI file format and 320 X 240.
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Figure 6 shows the extraction of the caption key frames through the extraction of 
the caption regions and caption frame intervals. In Figure 6, the left part plays the 
selected video, and right part displays the extracted caption key frames. And the lower 
part is simple operator for select, play and stop video segments. 

Fig. 6. Window of Caption Key Frame Extraction 

The extracted caption key frames are significant elements for the creation of soccer 
video highlight. Table 3 shows the result of caption key frame extraction. 

Table 3. Result of Caption Key Frame Extraction 

Games The number of caption key frame 

Video A 62 
Video B 54 
Video C 67 
Video D 58 

Fig. 7. Window of Highlight Creation 
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Figure 7 shows the creation of the highlight according to the highlight creation rule 
in soccer video. The upper part shows video player, simple operator and frame indica-
tor. And the lower part shows caption key frames of the created highlight. 

In highlight creation, we set the reference number of highlight scenes as 20. There-
fore, a highlight video was composed of 20 caption scenes. The average playing time 
of input video was 58.3 minutes, and the average playing time of highlight video was 
6.7 minutes. Video viewers can watch and understand whole video contents in 6.7 
minute without viewing the whole video.

Figure 8 shows the video browser in which user can easily select and retrieve the 
video segment that the user wants to watch. 

 

Fig. 8. Browsing Window 

Users can select a date or the period that they want to see, and then the events that 
are satisfied it is listed below. At this time, users can select the events that they want, 
and can make narrow the scope of retrieval. Also key frames of the selected event are 
listed below, then, the users can select the key frames and watch the selected shot. 

7   Conclusion�

This paper proposed the efficient creation method of soccer video highlight using the 
structural features of caption such as temporal and spatial features. The structural 
features of captions are extracted by analysis of caption information, and caption 
frame intervals and caption key frames are extracted using those features. Also, an 
efficient highlight creation rule is used for highlight creation. Users can watch and 
understand, fast and easily, the videos that they want to watch. In the experiment, the 
average playing time of input video was 58.3 minutes, and the average playing time 
of highlight video was 6.7 minutes. Therefore, video viewers can watch and under-
stand whole video contents in 6.7 minute without viewing the whole video. And it 
gives a wide range of video selection and reduce the time and cost. Video browser 
was designed for efficient and easy retrieval too. This paper provides the foundation 
for the implementation of enhanced sports video management system.

In future, we recommend that a continuous study on automatic and active caption 
detection and semantic event extraction should be performed by other researchers.
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Abstract. Nowadays, Internet is generally useful for intelligent information 
search system that would satisfy user’s need. But most of the current agents are 
each independent and depend on a platform in the information retrieval system. 
In addition, it is possible to get unreliable information in a distributed 
environment because of inefficient communication and cooperation among 
agents.   To solve these problems, we propose the searching mechanism based 
on ontology using mobile agent which is platform independent and uses 
intelligent classifier among agents. This mechanism improves the efficiency of 
cooperation and information processing so that the user who requests for the 
location of information can find it accurately and rapidly. Our experiment 
showed that the proposed system provided higher rate of accuracy for searching 
information. 

1   Introduction 

The advancement of Internet technology leads people to exchange information through 
the Internet. There are efforts that have been made currently for the development of 
techniques for storing and searching various information on the Internet. Most of these 
searching techniques are used only for storing data in the web, and usually using 
simple keyword search methods.  The keyword searching method could identify 
keywords that had been previously identified and provides both exact and extra 
information from such search technique. These result to problems of obtaining 
meaningless or unrelated information. 

A typical distributed system uses fixed agents to gather information which use fixed 
communication, message passing and Remote Procedure Call (RPC). The typical 
mobile agents have the characteristics of finding nodes to work and executing its 
functions [2]. They have some features like autonomy, intelligence, mobility, social 
ability, reactivity, and veracity [5]. 

Ontology is a concept of knowledge using the XML language which the computer 
processes understands. Web ontology is the one which complies with semantic web and 
can be processed by computer and uses several intelligent agents for information 
gathering [6].  Other ontology is preconditioned of computer processing, but web 
ontology used several intelligent agents for important communication methods. Ontology 
can be described based on XML. As used in knowledge modeling, ontology automates 
the consistent processing of knowledge, can infer it and help us search easily. In addition, 
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ontology can be used for the analysis of unspecific data, accommodating many users 
query and investigation of easy search process. Ontology based database can provide the 
characteristics of reusability and can be used in various application programs [7]. 

We propose in this paper a mechanism for solving the above problems using 
ontology, neural network, and fuzzy clustering techniques which classifies the 
ontology document and gather the information in data mining through mobile agents. 

2    Intelligent Information Searching System 

We propose an Intelligent Information Searching (IIS) system which user can rapidly 
get the desired information from vast information resources in a distributed system. 
The architecture of the proposed system consists of 3-tier as shown in Figure 1. 

Fig.  1. Architecture of Intelligent Information Search System 

The user agent performs a query from user while the work agent manages the 
information resources. The management agents as shown in the middle-tier process 
user’s query through the cooperation among other agents. 

We use the Neural-Fuzzy clustering to cluster similar information in the network 
and search for ontology document using mobile agent in that clustered information. As 
a result, this technique can provide fast and exact searching on user’s queried 
information. The knowledge database based on ontology enable us to search 
knowledge for user’s query. 

2.1   User Agent 

The 3 User Agent has the responsibility of information exchange between the system and 
client. It receives the user’s query which includes the interest topics and related constraints. 
It transfers the user’s query to management agent after preprocessing dealt with section.1. 
It present user with the results in the form of natural language or graph or picture. 

2.2   Management Agent 

The Management Agent consist of Neural-Fuzzy Clustering (NFC) for grouping of 
ontology documents and management module for taking charge of joining and leaving 
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work agents and ontology documents. Information is stored in management table for 
fast access to specific data or information. 

Fig.  2. Architecture of Management Agent 

2.2.1   Management Module 
2.2.1.1   Comparator. The Comparator refers to management table on a new request 
from the user. If the query has the same or high similarity rates with table item is high, 
then Management module will dispatch the work agent which is mobile agent 
according to the weight through the management module. 

Otherwise, after reconstructing management table using NFC, management module 
dispatch mobile agent to the cluster including the corresponding ontology. 

2.2.1.2   Management Table. Initially, system clusters ontology by training the NFC 
and stores the results to the management table.  The Management Table trains the 
NFC initial clustering ontology and stores it in the training result. It caches the 
information, such as location of the information, frequency, and keywords. It is used 
to determine whether the ontology join the clustering or not. 

2.2.2   Neural-Fuzzy Cluster (NFC) 
The NFC clusters the ontology document combining 3-Layer Feed-Forward neural 
network and Fuzzy c-means in distributed systems for efficient information clustering. 

It approximates short distance data through competitive neural network for input data, 
transfers to the input node of the fuzzy clustering, and clusters the documents as output. 

Fig.  3. Architecture of the Neural-Fuzzy Clustering 

By adding the user’s preference to input node, documents are clustered according 
to it. 
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2.3   Work Agent 

The work agent acts as information provider that process stored information using ontology. 
The work agents use the ontology search engine to retrieve the related information. 

The work agent searches the ontology moving in the specified cluster by 
management agent. By finding the information needed by user, the work agents store 
the result and search the ontology. After gathering all the information that the user 
needs, work agents remove duplicate documents and transfer the results to the user. 

3   The NFC Algorithm 

3.1   Clustering Ontology Document 

The Work agent extracts Subject, Object, and Predicate from each ontology and removes 
meaningless words to reduce the element by using the stemming and stop list algorithms. 
After preprocessing like above, the next example illustrates the value of the Normalized 
Term Frequency (TF), Inverse Document Frequency (IDF) as a table on the ontology 
documents including the word of “multimedia computer.” Normalized TF represents term 
frequency which is the number of word (W) of the document (d) as the value of 0.5~1.0. 

The max TF means the maximum frequency of the word in the document and TF is the 
frequency in the corresponding document. The IDF is the number of documents which 
include the word (w) at least one. Equation (1) calculates for the Normalized TF and IDF. 

Normalized TF = 0.5 + 0.5(tf / Max Tf) 

 IDF = log( |D| / DF(w) ) 

(1) 

Normalized TF = 0.5+0.5(5/10) = 0.75 
IDF = log(20/5) = 0.60205 
Equation (2) considers the user’s preference. Ui is the user’s preference, Fi is the 

Normalized TF, Ti is the temporary value, and Xi is the NFC input value. 

Ti =Fi +Fi*Ui 

MaxTi

Ti
Xi =                                                       (2) 

Table 2 shows the normalized TF and IDF using equation (1) and (2) on the 
ontology documents including the word of “multimedia computer.” 

Table 2. Normalized TF, IDF value for “multimedia computer” after preprocessing 

 Term frequency Normalized TF IDF 
computer 10 1.0 0.30102 
VGA card 5 0.75 0.60205 
Sound card 4 0.7 0.69897 

speaker 
4 

0.7 0.69897 

O/S 3 0.65 0.82390 
: : : : 
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We train multi-layer perceptron on the ontology documents using the result of 
preprocessing. For example, for the term of  “VGA card” and “Sound card” next 
illustrates the course of training of multi-layer perceptron given the initial values of 
w31=0.4, w32=2, w41=0.1, w42=1, w51=0.6, w52=0.5, w61=0.45, w62=0.5 and =0. 
As the vector values of each item input into multi-layer perceptron, the node of 
hidden layers are calculated using Equation (3). 

+=
i jiijj OwI θ ;                                                     (3) 

Equation (4) calculates the output of the previous layer. 

jIj
e

O −+
=

1

1                                                             (4)  

3 = 31 1+ 32 2=(0.4)(0.75)+(2)(0.7)=1.7, O3= 0.85  
4 = 41 1+ 42 2=(0.1)(0.75)+(1)(0.7)=0.78, O4= 0.69  
5 = 51O3+ 52O4=(0.85)(0.6)+(0.5)(0.69)=0.855, O5= 0.7016  
6 = 61O3+ 62O4=(0.45)(0.85)+(0.5)(0.69)=0.7275, O6= 0.674  

Equation (5) calculates errors from output value of each node. 

Errj=Oj(1-Oj)(Tj-Oj)                                          (5) 

Err5=O5(1-O5)(T-O5) = 0.70(1-0.70)(1-0.70) = 0.063  
Err6=O6(1-O6)(T-O6) = 0.67(1-0.67)(1-0.67) = 0.073  
………... 

Equations (1) to (5) calculate the weight of node, and the equation (6) updates the 
weight of node. 

wij=(l)ErrjOi; 
    wij=wij+ wij                                                  (6)  

wij=(l)ErrjOi; = (1)Err5O3 = (1)(0.063)(0.85)  = 0.05355  
wij=(l)ErrjOi; = (1)Err6O3 = (1)(0.073)(0.85)  = 0.062  

Table 3 shows the result of multi-layer perceptron training using equation (1) to (6) 
referring to normalized TF and Ui on the selected words from table 2. 

Table 3. Result after MLP processing 

Doc 
Term 

multimedia 
computer 

Servers Software 
industrial 

computer 
VGA card 0.76 0.90 0.0 0.87 
Sound card 0.74 0.0 0.0 0.0 

speaker 0.72 0.0 0.0 0.0 
O/s 0.78 0.8 0.86 0.82 

scsi device 0.25 0.82 0.0 0.0 
printer 0.52 0.0 0.0 0.0 
scanner 0.21 0.0 0.0 0.0 

The data sizes are reduced by eliminating the items with less than 0.5 among the 
weight of keyword from multi-layer perceptron. 
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The result of the multi-layer perceptron is the input to Fuzzy cluster. Equations (7) 
to (11) calculate similarity among the set of cluster, and equation (7) illustrates 
similarity y for x in the domain. 

μA,B(x,y) = if  y (Min(μA(x),μB(x))) (7)

Similarity of multimedia computer for computer class is as follows: 

A,B(x,y) = MIN( 0.71, 1.0) = 0.71  

Equation (8) reflects the domain preference and equation (7) becomes equation (8) 
of integral type. 

       f(y)= Domain μA,B(x,y)dDomain  
f(y)=  Domain μA,B(x,y)fDomain(x)dx                                  (8) 

The similarity from Equation (8) is the results for the specific value that satisfies y. 
Equation (9) calculates the similarity in all satisfaction area. 

ValueA,B(x,y) = MVf(y)dMV =  0y=0   f(y)fMV(y)dy                                        (9)  

Equation (10) searches the nearest set (S) in input fuzzy sets and the set of N in 
sample space. And, Equation (11) calculates the error. 

S=Max(ValueA,i, ValueB,i, … , ValueZ,i) (10)

Equation (10) calculates the maximum values among the Fuzzy set. Below is an 
example for the computation of the maximum value using quation (10). 

Max(0.71, 0.21, 0.0 ............) = 0.71 

c

ic
ic A

AA
Value

∩⋅,
(11)  

Finally, Table 4 represents the result of clustering using the above equation. This 
table shows that the items of multimedia computer, servers, software, and industrial 
computer are included in computer class. 

Table 4. Result after Fuzzy Clustering 

                     class 
Doc 

computer business Health  

multimedia computer 0.71 0.21 0.0  
Servers 0.75 0.19 0.0  

Software 0.77 0.20 0.0  
industrial 
Computer 

0.75 0.22 0.0  

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

After clustering all ontology documents, the result are stored in management table. 
And user’s request for “information search,” dispatches a mobile agent in cluster for 
gathering information. 
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3.2   NFC Clustering Algorithms 

NFC algorithm using the equations presented in section 3.1 as follows: 

Step 1 : Input user preference and feature values to input nodes. 
Step 2 : Calculate the weight from hidden layer and determine the output nodes. 
Step 3 : Repeat Step 2 at next hidden layer. 
Step 4 : Update weight after calculating classified value from the final output. 
Step 5 : Repeat steps 1 to 4 until the convergence criterion is satisfied 
Step 6 : Input the result to Fuzzy function 
Step 7 : Find similarity among sets. 
Step 8 : Calculate the closest distance among sets and calculate an error ratio. 
Step 9 : Repeat step 6 to step 8 until the convergence criterion is satisfied. 

 Ti =Fi +Fi*Ui ;                         // calculate feature + user value 
 Xi = Ti / Max Ti;                     // normalize input value 
Initialize all weights and biases in network; 
while terminating condition is not satisfied { 

 for each training sample X in samples { //Propagate the inputs forward 
for each hidden or output layer unit j { 

Ij = iwijOi+ j; //compute the net input of unit j with respect to the  
              //previous layer, I 

Oj = 1  / ( 1+e -Ij ); } //compute the output of each unit j 
// for each unit j in the hidden layers, from the last to the first hidden layer 

 Errj=Oj(1-Oj)(Tj-Oj); //compute the error with respect to the next higher layer, 
k for each weight wij in network { 

wij=(l)ErrjOi; // weight increment 
wij=wij+ wij; } //weight update    

  } 
} 
While terminating condition is not satisfied { 

 similarity set of A and B(); 
calculate distance from near set(); 
calculate errors();   

} 
// compute the similarity using prefer to domain   
function similarity set of A and B(){   
if y  (MIN(UA(X),UB(X))) 

simi = UA,B(x,y) ; else .............  ; } 
function calculate distance from near set() { 

S=Max(ValueA,l,ValueB,l,……,ValueZ,l)

} 
function calculate errors(){ err = ValueC,l X (Ac  Al / Ac)  } 
function calculate distance from near set() {  

S=Max(Value
} 
function calculate errors(){  
err = ValueC,l X (Ac  Al / Ac) 
} 

Fig. 4. Algorithms for Neural-Fuzzy Clustering 
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4   Experimental Evaluations 

In our experiments for performance evaluation, we compare the performance between 
proposed NFC algorithm and existing clustering algorithm for clustering of 
information in distributed environment. For evaluation, the 7 class are selected and 
each class includes 20 ontology documents like in Table 5. 

Table 5. Date set 

class # of document
Computer 20 
Business 20 

Arts 20 
Games 20 
Health 20 
Science 20 
Sports 20 

Figure 5 shows the performance evaluation for document clustering among 
proposed NFC and Back Propagation (BP) and the Single layer perceptron. For the 
efficient comparison, we select 100 ontology documents and evaluate the correctness 
of classification according to feature words. This figure shows that if the feature word 
increases, then the proposed NFC accuracy is improving. 

 

Fig. 5. Result of classified by feature word 

Figure 6 shows the result of comparison on whether the user preference is included 
or not. This evaluation is focused on the user searching word of “computer.” 

The correctness of classification with considering the user’s preference is better 
than without considering it. 
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Fig. 6. Result of comparing the user’s preference 

6   Conclusions 

This paper proposed the intelligent information search mechanism using NFC and 
mobile agent based on ontology document in distributed environment. 

Since the proposed mechanism NFC clusters information resource using neural 
network and fuzzy, it reduces the data duplication and provides correct information to 
users. 

We evaluated the performance of the proposed mechanism through simulation. The 
simulation results show that if the feature word increases, then the proposed NFC 
accuracy is improving and the correctness of classification considering the user’s 
preference is better than without considering it. 

The result of this paper can be applied in intelligent information search system and 
data mining fields. Further researches are needed for implementing large database 
mining in a ubiquitous environment and speeding up the searching of information. 
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Abstract. Many of Information Security Systems (ISS) have been de-
veloped by using and embedding Open Source Software(OSS) such as
OpenSSL. The “OSS-embedded ISS” should be tested and evaluated
when it will be used as a security product or system for an organization.
In this paper,we present a test and evaluation procedure for an OSS-
embedded ISS, and ROSEM(real-time OpenSSL execution monitoring
system) that is a testing tool in according to presented methodology.
The main function of ROSEM such as an execution path generator for
OpenSSL is useful for test case generation in the CC evaluation scheme.

1 Introduction

Recently, it has been being increased to introduce an Open Source Software
(OSS) such as Apache, Linux, BSD, Mozilla, MySQL, OpenSSL, Crypto++
and so on, that contains security functions and cryptography modules, for the
purpose of shorten the development duration of Information Security System
(ISS)[1]. OpenSSL which is a well known OSS of cryptography component is
mostly used for IDS or VPN development[11]. OSS based components (e.g.,
cryptography component, communication functions) embodied in various forms,
and they are offered as a form of OSS. It is possible that most of ISS developers
use components, which are in the form of OSS, without a formal analysis to
shorten the period of development.Thus, they could be loaded and embedded
to source code of ISS without the assurance of security. Therefore, the safety
and security of OSS-embedded ISS is not guaranteed. Also, the most developers
and security evaluators in Common Criteria(CC, ISO/IEC 15408) evaluation
scheme should know the details about inner structure and source code as well as
development information of OSS, because they use and evaluate some cryptog-
raphy components in OSS. However, it is very hard, because most of OSS do not
have any documentation and development information. Thus, we should obtain
deliverables for evaluation by means of reverse-engineering from OSS.

From those backgrounds, we have researched and developed the following
topics for developers and evaluators in CC evaluation scheme:
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• Research of a new test method and paradigm for an OSS embedded ISS.
• Development of a ROSEM as a test case generation for cryptography com-

ponents in OpenSSL.
• As a case study, generation of test case for testing cryptography function

such as rc4 in OpenSSL by using ROSEM.

Next section presents a test method for OSS embedded ISS. Section 3 presents
development of ROSEM. Section 4 presents the result of test case generation for
OpenSSL by using ROSEM, as a case study. In Section 5, we summarize and
conclude.

2 Evaluation and Testing Method for an OSS Embedded
ISS

2.1 Procedure of Development and Evaluation

Fig. 1 presents the paradigm for development and evaluation of TOE that is
consisted of three process such as OSS development process, TOE development
process and TOE evaluation process.
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TOE developing process

TOE evaluation process
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Fig. 1. The paradigm of development and evaluation of TOE

• OSS development process: The most of OSS does not have the development
and evaluation process. Because it has been modified by developers without
uniform development process and evaluation process whenever new function
is required. Then, new version of OSS has been distributed through network.
Note that, the integrity of configuration of the OSS should be preserved and
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validated in case of insecure distribution environment such as internet. So,
some cryptography component in OSS such as OpenSSL and Crypto++ have
been evaluated under CMVP (Cryptography Module Validation Program)
scheme according to FIPS 140-2 of NIST[3]. Linux which is a famous OSS
has been evaluated and certified as EAL2+ by CC scheme[12].

• TOE development process: OSS have been greatly used to reduce the de-
velopment time and cost. A development process of OSS-embedded TOE is
consisted of two part, self development and development by using OSS.

• TOE evaluation process: An evaluator need not consider whether a TOE
is built by using some OSS or not, because he evaluate all part of TOE.
Therefore, if he has evaluated OSS-embedded TOE, the OSS part in TOE
would be not evaluated. Our paradigm will provides evaluation methodology
of OSS-embedded TOE to be consider evaluation of OSS part.

2.2 Test Process

A test process for evaluation of OSS-embedded ISS has below test process phase.
It is test planning, test specification, test execution, test result recording and
test result validation [4].

[Step 1] Test planning
Test planning phase has be consist of the establishment test plan and the building
test bed for evaluation / authentication.

• [Step 1.1] Establishment of test plan : In the establishment of test plan,
it should be described to test the OSS-embedded ISS such as the name of
vendor, test date and version information of OSS which has been used, and
so on.

• [Step 1.2] Build of test bed : It could be specified details information to test
such as environment construction, the kind of OS and forms of compile so
on. It should be built of the test bed according to specified environments.

[Step 2] Test specification
The tester should specify the test mechanism which is software test techniques
such as component test methodology [4], security test, and test validation tool
[5] in test specification phase. Black-box[2], white-box and KAT testing are well
known software test techniques. Then, it could be applied to test, also the tester
should derived the test item from the function classes in order to test OSS part
in a TOE as like Fig.2. The slicing of OSS-embedded ISS is very important
and hard but we have applied the slicing method to test each component. It is
possible to test independently.

• [Step 2.1] Derivation of test item: The phase of function specification has
the test items. It is regarded a test item as a class have been divided according
to function approximately.

• [Step 2.2] Family and component (function A1, A2..) specific : All of the
function could be divided sub-function in details. The several sub-functions
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Fig. 2. A Test of OSS and An Evaluation Procedure

could be makes a component to separate OSS-embedded ISS, also it could be
classified family unit to slice according to function requirements. It could be
details module in order to test modules after components had been gotten
[9]. It may be the structure design in reverse engineering.

• [Step 2.3] Detail module (security module) : Each component is divided
element units and these units present each API modules as like OpenSSL.
Note that, it may be called non-divided function unit. It may be the detail
design in reverse engineering.

• [Step 2.4] Derivation of interface : Each component has inputs and outputs
and it could be drawn a state transition because of interaction among them.
Interface among components would be operated independently because a
module is possible to extract from each component. It have been presented
mapping table or call graph.

• [Step 2.5] Test cases generation : Test cases are generated by each elements
has been independent function unit. A test case, non-divided function, could
be operated independently. The test case should be tested by real-time test-
ing tool(as like ROSEM), the result of testing could be used for evaluation
OSS-embedded ISS.

[Step 3] Test execution
In test execution, it could be applied according to black-box technique and
KAT[7][8][9] so on, which is based on test specification. It could be classified
the evaluation/authentication level by analyzing the test execution resulting.
We offer the real-time monitoring tool, ROSEM, which had been applied the
harness mechanism to test and show the table of execution resulting and the
monitor log screen. It will be generate a call graph in the elements testing and
it could be validated OSS-embedded ISS.

• [Step 3.1] Test execution : The generated test case should be execute ac-
cording to specified test mechanism at test specific step[10]. We apply a state
transition and show a table from a state transition. Each test case gener-
ates a table for the test specification. State transition table includes state
number, API number, Function name, Function family(module) and Func-
tion form(it states related calls which are divided into security modules, SSL
connections, and applications).
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• [Step 3.2] Test coverage calculation : Test coverage could be calculated by
the result of test execution of test cases. Test coverage could be applied
effectively by applying test measurement technique.
Test coverage = number of test cases completed / number of total test
cases x 100
This numerical formula is calculated in order to analyze test range, and the
aim of the test execution is to test all of the specified test cases.

[Step 4] Test result recording
The recording of the test result, whenever every single test is operated, should
be recorded about information such as component version of test, component
test specific, test date, number of test cases, number of test discordant, range
measurement, fault report, and so on. Using testing in order to compare between
actual test result and expected test result should check a test log file. And a fault
report should be presented about the differences.

[Step 5] Test result validation
In test result validation, the result of testing execution is used to evaluate and
classified evaluation level for OSS-embedded ISS and then should be report eval-
uation of TOE to ISP.

3 ROSEM – A Real Time OpenSSL Evaluation
Monitoring System

We have developed a real-time monitoring tool for the purpose of evaluating and
testing “OpenSSL embedded ISS” to which “harness code for the monitor” is
included, in order to monitor the calling sequence of set of functions(or modules)
during the operation of OpenSSL.

This is a technique of so called the “test harness”. The harness code plays
a role as a proxy and it has report all sorts of information to be collected to
the analyzer in ROSEM through window messaging mechanism. The analyzer
has enabled to analyze whatever the tester wants to test. We suggest “OpenSSL
+” by inserting harness code into OpenSSL in order to monitor as like Fig 4.
ROSEM has a function which receives and analyzes information from harness
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Fig. 6. Class design

code of OpenSSL+, and the result of analyzed information have been output
which certain orders are being operated. The ROSEM shows the monitoring
procedure of the operation for OpenSSL embedded ISS.

This method have been perfectly executed the every test case on real time.
ISS which used certain function of OpenSSL will be call a set of function library
in OpenSSL and the called function library sends its own operation information
to monitoring tools and returns the operating result to the next code. After it
chould be analyzed the received logging information through log analyzer, also
the monitoring tool shows that on the screen by using GUI engine.

ROSEM have been made up correcting module, analyzing module, preserva-
tion module and presentation module of OpenSSL-embedded ISS as like Fig. 5.
We have designed classes for implementation of ROSEM. In Fig 6. is a sample
of generated class design.
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Below clause shows a generated test case and an evaluation method by ap-
plying monitor tools had been developed.

4 Case Study – Test Case for rc4 in OpenSSL

By applying test method and ROSEM for evaluation OpenSSL-embedded ISS,
we show the example of testing for OpenSSL. RC2 function testing in the
OpenSSL is operated through test bed already had been built up. It could be pos-
sible to analyze testing module while RC2 application program is being run. RC2
cryptography program has been run on the Console window. In Fig 7, testfile.txt
had been cryptography RC2 by cbc and then it had been created testfile.rc2.

Fig. 7. The captured hex value by RC2 Function Cryptograph

The cryptography resulting of the testfile.txt had been done the gathering
of hex value. It is certain that the cryptography function of RC2 had been
achieved normally. The RC2 cryptography had been used EVP as well. The
testing of Module, which had been used in this cryptography function, it could
be analyzed on the monitor tool with the information of logging, too. It had been
occurred about 15,600 logs during running this RC2 cryptography function. We
present logs screen which is captured the testing result as like Fig. 8.

Fig. 8. The captured of RC2 function test result log screen (TS-37)

We can see that mainly five modules are operating apart from basic modules
to cryptography RC2. That is, BIO module for input/output and user interface
module to ask codes and take them, RAND module which is generating random
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RC2 component test specification

test purpose : RC2 component function test
test case : TS-37
component test specification : SP-37

16873    2365   RC2_set_key                            RC2                      CRYPT_API     CRYPT

16874     715    BIO_push                          Bio_BASIC                CRYPT_API     CRYPT

16875     711    BIO_ctrl                             Bio_BASIC                CRYPT_API     CRYPT

16879    1869   EVP_CipherUpdate        EVP_BASIC               CRYPT_API    CRYPT

16880    1876   EVP_EncryptUpdate      EVP_ENCRYPT            CRYPT_API    CRYPT

16881    2361     RC2_cbc_encrypt                 RC2                       CRYPT_API    CRYPT

16882    2362     RC2_encrypt                          RC2                       CRYPT_API    CRYPT

Element 

(API NUMBER Function)               Kind of function type            Function form

Function call 16873 -16882 : the test omitted. 

Fig. 9. RC2 fuction test case - test specification

numbers to encode, MD for message digest, and SHA module, and RC module
for cryptography.

An evaluation requestor has to generate the specification of test through test
bed as like Fig. 9 and should be evaluated it with other deliverables of TOE
when he applies to evaluation. It is similar to procedure of existing certification,
the OSS part in TOE should be compared the template of OSS testing with
test specification of TOE in deliverable which provided from the requestor of
evaluation. It has been assured to be correctly loaded the OSS part in TOE and
to be trusted OSS-embedded TOE.

5 Summary and Conclusion

In this paper, we present testing methodology for correctness using of Open
source and evaluation of OSS-embedded ISS. It could be achieved reliability
and trust in using OSS. Also, we had been developed real-time monitoring too,
ROSEM, it had been applied a example in order to test OpenSSL-embedded ISS
which is used to develop ISP which has short sort code like smart card or RFID.

Main findings of this study are as follows.

• Investigation open source related security: By investigating and ana-
lyzing security test tool of open source form and down location and character
of cryptography library, it makes easy to use them.

• Investigation and analysis of software component test method: We
have investigated and analyzed general software test methodology and ex-
plicated BS 7925 of English which is the standard of this field. From this
finding, the product developer and the evaluator can get general knowledge
for the test and have the ability of choosing the most suitable test method.

• Investigation of test of cryptography module and ISP and eval-
uation method: CMVP, the system inspecting cryptography module of
open source, has been investigated carefully and evaluation standard of open
source-embedded product which shown in CC/CEM has been investigated
as well. The result from these investigations can be used as a guide in the
CC evaluation system.
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• Analysis of OpenSSL version 0.9.7: We have analyzed module structure
and function of OpenSSL and presented each security module component and
interface. It has also presented instruction codes with option and presented
19 weaknesses well known. And it has presented security function classi-
fication result inside of OpenSSL and a countermeasure with CC security
function.

• Test of OpenSSL product and presentation evaluation methodol-
ogy: We have presented the body of test and evaluation methodology and
how to draw report from OpenSSL in each step.

As a conclusion, we provide a draft of “The Guide line for evaluation of OSS-
embedded ISS” to the evaluation executor and the vendor for evaluation. It is
expected to use as follows. On the developer’s side, this study is information
needed when the report is drawn for development and evaluation of ISP through
OpenSSL and all sorts of open source. The concept of open source, software
test technique, structure analysis of OpenSSL, and ROSEM will be very useful
information and a tool for developer. On the side of evaluator, it can be used as
a guide and a tool for the test and evaluation of ISP that is developed through
not only OpenSSL but all sorts of open source. However, the function of ROSEM
should be extended to apply to the other security function of open source. Various
counterattacking tools those are drawn more various information for evaluation
from counterattack against from open source like OpenSSL should be developed.
There are a few similar tools to these already. So, methods have to be studied
to use them. Just a few functions of OpenSSL have been studied about running
condition but more functions should be studied. Also, the environment which is
applied evaluation technology of CMVP should be expanded.
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Abstract. Due to a false alert or mass alerts by current intrusion detection sys-
tems, the system administrators have difficulties in real-time analysis of an in-
trusion. In order to solve this problem, it has been studied to analyze the intru-
sion situation or correlation. However, the existing situation analysis method is 
grouping with the similarity of measures, and it makes hard to respond appro-
priately to an elaborate attack. Also, the result of the method is so abstract that 
the raw information before reduction must be analyzed to realize the intrusion. 
In this paper, we reduce the number of alerts using the aggregation and correla-
tion and classify the alerts by IP addresses and attack types. Through this 
method, our tool can find a cunningly cloaked attack flow as well as general at-
tack situation, and more, they are visualized. So an administrator can easily un-
derstand the correct attack flow.  

1   Introduction 

Intrusion detection system (IDS) has been studied to protect a system and a network 
from cyber crimes. The IDS generally uses the predefined rules to detect intrusions 
and the result can be diversely shown according to the detection measures. The alerts 
of current IDS are naturally diversified by using different rules and measures. For 
holding intrusion information, the IDS generate too many alerts, and this is a heavy 
burden to administrators. So, the interest in reducing alerts and in easy analyzing 
intrusion situation has been increasing. 

The representative method for alert reduction and intrusion situation analysis can 
be looked for in Aggregation and Correlation Console (ACC) [1]. ACC reduces alerts 
through comparing and aggregating of three measures (attack type, source IP, destina-
tion IP) in intrusion alerts and it helps the administrator easily perceive attack flows 
that represent the reduced information as a case. This method outdoes in reduction 
rate and situation grouping owing to the abstract situation class of intrusion alerts, but 
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it does not express a coordinated attack well and is not sufficient for explanation of 
attack flows. In this respect, administrators have the burden that they should reanalyze 
the unreduced raw information.  

In this paper, we propose classifying method based on IP address, then we show in-
trusion situation can be effectively analyzed through this method. First, it is executed 
to aggregate the alerts with similar measures and to integrate the correlated alerts. 
This helps for easy analyzing situation, as the reduction is more accurate and the data 
applying is decreased. The attack path and method can be easily shown through clas-
sifying the alerts by property and IP address, too. After all, the administrator can un-
derstand the attack situation through attack flow, and he doesn’t have to analyze the 
data again. 

2   Related Studies 

2.1   Intrusion Detection Method and Alert Reduction 

For accurate detection of intrusion, the most current IDSs use the misuse detection 
method which is made of rules of experts’ empirical knowledge. The misuse detection 
method can produce good results against known and analyzed attacks, but it may not 
show any reactions or produce various alerts against varied attacks. To detect the 
abnormal attacks, the anomaly detection method by applying datamining or statistics 
theory is published, but it is shirked because of low accuracy [2]. 

Various IDSs produce various alerts and the compatibility among the alerts makes 
it hard for administrators to analyze the results of IDSs. Each IDS produces many 
alerts against arbitrary attacks, but it provide another stick for IDSs to produce the 
invalid alerts because the logical integration method of alerts is not presented. The 
attack which generates the mass packets, such as Distributed Deny of Service 
(DDoS), also causes IDSs to produce the mass alerts. A security manager by reason of 
them faces difficulties for analyzing the intrusion situation from the mass alerts [3]. 

As a result, the reduction of mass intrusion alerts and the integration of alerts of 
heterogeneous system or varied attack are the challenges facing IDSs. Typical studies 
on integrating the results of detection systems are ACC of Tivoli Enterprise Console 
(TEC) and EMERALD [4, 5]. 

2.2   The Analysis Method of Intrusion Situation 

For easy analyzing the intrusion situation in mass alerts, various reduction methods 
are proposed. ACC defines the 7 situations, reduces by their characteristics, and 
shows the intrusion situation. In other words, it presents mass alerts as a simple situa-
tion through integration based on alert class, destination IP, and source IP like fol-
lowed figure 1. This method helps to grasp the current alerts’ disposition by classify-
ing the mass alerts in real time. 

This simple aggregation method has an advantage that it shows an intrusion situa-
tion as a simple form, but it needs more effort for analyzing a coordinated attack or 
grasping the attack flow. The raw information prior to the reduction must be analyzed 
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after all. For example, as the figure 2, DDoS agent is installed on G system by R2L 
attackabusing samba vulnerability [6].  Then, DDoS  attack is  delivered to  G system,  
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Fig. 1. Aggregation level and situation class in ACC 
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Fig. 2. Stepping stone attack hidden in DDoS attack 

and R2L attack abusing OpenSSL vulnerability is given to H system at the same time. 
This is the situation that the administrator is blinded by DDoS attack, while H system 
is invaded in essence. The method like ACC shows only the aggregation information 
of the attacks abusing samba vulnerability and one of DDoS attacks in this example. 
Therefore, the attack flow of intrusion into H system is consequently included in other 
situation. Of course the attack information is naturally found in raw data prior to ag-
gregation, but administrator is not willing to analyze the information. An additional 
cost is also demanded. Therefore, it is needed to take out the attack flow exactly in 
even this sample. 

3   The Proposed Analysis Method for Attack Flow 

3.1   IP Address Based Method 

In general, the method of tracing the attacker’s IP address is used for detecting the 
attackers. The stepping stone attack is commonly that attacker progresses to occupy 
the several systems for intruding the final target like stepping stone [7]. To grasp the 
flow of this attack is achieved by analyzing the intrusion alerts among the systems in 



228 M. Kim et al. 

 

the stepping stones. Another merit of grasping the attack flow based on IP address is 
that the attack such as Probe or DDoS is also easy to classify by ACC’s aggregation. 

In this paper, we propose the situation analysis method based on destination IP ad-
dress advancing the past studies. In this method, for guaranteeing the important in-
formation of attack flow, the reduction of intrusion alerts is accomplished by adapting 
the  situation  classes corresponded with 3  measures among the alerts at least. If three 
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Fig. 3. The process of analyzing attack flow 

measures are the same in four measures - in attack type, source IP address, destination 
IP address, and service type of intrusion alerts -, the alerts is able to be aggregated. 
The reduction rate of this method is inferior to ACC, but to compensate for decreased 
reduction rate we use the correlation algorithm which is able to reduce the alerts with 
different attack type. 

3.2   The Analysis of Attack Correlation 

The association rule in datamining becomes known as the useful method for finding 
the correlated pattern from the known facts. Therefore, this has an effect on reducing 
intrusion alerts of different attack type to one alert, and it can generate high level 
intrusion information for analyzing the situation. The association rules for reduction is 
preliminary generated through learning from intrusion data in off-line and is applied 
to intrusion alerts occurred in real-time. This is the correlation analysis with datamin-
ing algorithm and it’s easy to analyze the varied attacks. 

We process the situation analysis by using the high level intrusion information 
generated by reduction and correlation analysis for easy grasping the intrusion situa-
tion like figure 3. On situation analysis step, the intrusion alerts are grouped by desti-
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nation address, and the grouped alerts are divided into 9 attack classes. The 9 classes 
are IP scan, port scan, vulnerability scan, DoS, DDoS, worm virus, Remote-To-Local 
(R2L), information leakage, and guessing attack. If the source address of classified 
alert is identical with the destination address of other alert, two alerts are linked and 
marked as an intrusion flow. 

3.3   The Analysis of Attack Flow 

The situation analysis gives preferentially notice what are attacker host and victim 
host. It is also important how the attack get realized. The cases requiring analysis are 
following; 

- when severity level was high in real-time alerts, 
- when an abnormal phenomenon presented in statistical analysis, 
- and when the alerts with high severity level were found in requested alerts list. 

The objects of the situation analysis above are decided by inputting a condition on 
Viewer. Viewer gets the result of Query and the content is listed according to the 
destination address. 

If the address of important alert is selected in Viewer, then  is marked on the se-
lected address and  is marked on the addresses correlated with the selected alert. 
The information of the address has a severity and the number of alerts, and it shows 
the property of the alerts in detail. The severity of selected alert is represented as the 
highest severity among the grouped alerts and this helps to grasp the damage state of 
destination host. This method catches what are attacker host and victim host, and how 
an intruder breaks in the host. 

4   The Development on Situation Analysis Module 

4.1   System Architecture 

Figure 4 shows the system architecture which is developed by the method proposed in 
this paper. The IDS used in this architecture is Snort [8]. The flows of attacks are 
caught in the situating module based on the reduced information through filtering, 
aggregating and correlating modules. The results are viewed in the GUI viewer. In the 
intrusion correlation server, the situation module searches the database and analyzes 
the attack situations at the requests from the GUI viewer. The intrusion correlation 
server gets the scope of analysis, such as period and IP class, from the GUI viewer 
and searches the intrusion alerts which correspond to the scope. The situation module 
sends the scoped alerts as well as all the correlated alerts. It can be known which 
modules the alerts are reduced in and which classes they are categorized into. 

Figure 5 shows the process of identifying an attack and searching the paths by GUI 
viewer, when the attack executes the probing attack to the R2L attack from any host. 
First, the lists of addresses can be obtained by inputting the time of attack execution. 
In the lists, it is necessary to analyze the lists which have high severity level. If the 
attacks in the lists are marked with 5 or higher level, it is imperative to analyze the 
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lists to identify the attack. Figure 5 indicates that 172.16.112.20 was attacked from 
168.131.48.215 with the R2L attack because the severity level of the attack is very 
high as 9. It can be noticed that 168.131.48.215 was attacked from 168.131.48.219 
with the R2L attack by investigating the 168.131.48.215 site again. As the result, it is 
identified that the attacker was searching hosts to install DDoS Trin00 daemon by 
analyzing the 168.131.48.219 site. The attack flows can trace back with these meth-
ods and be expressed with graphs in the GUI viewer. 
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Fig. 4. The system architecture proposed in this paper 

 

Fig. 5. An example of analyzing attack flows with GUI Viewer 
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4.2   The Product of IP Based Situation Analysis Method 

In this sub-section, we will test the attack scenario by reproducing the situation as 
illustrated in Figure 2, in order to describe the difference with the proposed method in 
this paper. Figure 6 describes that DDoS attack and R2L attack are occurred at the 
same time. An attacker installs the master and agent system for DDoS attack in 
168.131.48.210 and 168.131.48.220 respectively, then he is ready for attacking 
168.131.48.230. His co-attacker is ready for intruding the 168.131.48.208 system 
from 168.131.48.102. This is a scenario that the attackers try to intrude the system 
while executing DDoS attack. We will compare the differences between our method 
and the existing situation analysis method under this situation. 

Figure 7 illustrates analysis of the result of executing the attack following the sce-
nario of figure 6. The DDoS agent was installed in 168.131.48.220 through the R2L 
attack in figure 7(a). Similarly, figure 7(b) shows that the attacker installs the DDoS 
agent in 168.131.48.221. Figure 7(c) and 7(d) describe that there was another attack 
on 168.131. 48.222 and there is an intrusion from 168.131.48.222 to 168.131.48.208 
respectively. 
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Fig. 6. An attack scenario for testing the situation analysis 

The flow of attacks can be shown overall, due to that a graph such as figure 8 is 
automatically drawn while the procedures of figure 7 are being executed. The arrows 
have different colors in accordance with the level of danger. The R2L and DDoS 
attacks are drawn with a red line and a dotted blue line respectively. In the case of the 
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(a) 168.131.48.220 (b) 168.131.48.221

(c) 168.131.48.222 (d) 168.131.48.208  

Fig. 7. Result pictures of analyzing the test scenario 

DDos attack, there is a need to change the direction of the arrow when the flow of 
attacks is drawn, because the alert of the DDoS attack is commonly occurred as the 
messages to ICMP and the flow of the message is expressed in a reverse direction. 

 

Fig. 8. Graph of attack situation 

The result of testing the scenario explains that ACC expresses several attacks as 
one situation class like table 1. The destination address can not be identified in situa-
tion 3-3 and situation 2-2 from the attack information of the situation class. The desti-
nation addresses can be searched with the unreduced attack information, but it is over-
loaded. The proposed method exactly identifies source and destination addresses and 
shows the connections between the addresses. It shows each situation with an inde-
pendent path. Our method generates the reduced information and shows the attack 
flows in graphs in order to analyze the attack among hosts with ease. Therefore, it can 
help security administrators promptly respond to attack situations. 
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Table 1. A comparison the our method with ACC situation class 

 210 220 211 221 102 222 220 230 221 230 222 208 
ACC Situation 3-3 Situation 2-2 Situation 1 

Our method R2L R2L R2L DDoS R2L 
ACC Situation Class Situation 3-3 Situation 2-2 Situation 1 

Attack type 
ShellCode x86 

Noop 
ICMP Destination 

Unreachable 
ShellCode x86 Noop 

Source IP * * 168.131.48.222 
Intrusion 

information
Destination IP * 168.131.48.230 168.131.48.202 

5   Conclusion 

The problem of current IDS is that it generates too many alerts and sometimes the 
alerts are false messages. This makes it difficult for administrator to cope with an 
intrusion in real time and to analyze the attack flow. The existing situation analysis 
method is also difficult to grasp an elaborate attack, even if it gets a simple result by 
comparing the measures. This method has an effect on reduction of intrusion alerts, 
but it is not good for analyzing the attack flow. 

In this paper, we classified the intrusion alerts by destination IP address and the at-
tack class. When all the intrusion alerts are used to analyze the situation, it takes long 
and it has too many showing data. For this reason, it must go through the apt reduc-
tion procedures. So, we made the aggregation done according to similarity of alerts’ 
measures and the reduction done by correlating the alert types. As the result of this 
procedure, the effect of reduction was similar to ACC.  

We confirmed that the correlation of attacks can be searched based on classifica-
tion of IP address and attack type and the attack flow can be understood through the 
graph of attack flow. The ACC is a useful method for grasping an attack situation 
comprehensively. On the other hand, our method is more useful for reporting the 
result of intrusion and for inspecting the compromised system, because it can grasp 
even path of coordinated attacks. 
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Abstract. The most widely used digital mobile standards are GSM(Global 
System for Mobile Communications) and CDMA(Code Division Multiple 
Access). These systems use data encryption prior to data transference, but these 
stream ciphers used by data encryption are unsecured. In this paper, in order to 
protect more securely a data, we propose a new stream cipher based on the 
summation generator. The proposed algorithm uses four linear feedback shift 
registers as an input and takes the property of several keystream cycle 
sequences by usage more than two nonlinear functions, that is, an S-box and a 
nonlinear combining function. This property makes the proposed algorithm 
more secure against attack such as correlation attack. 

1   Introduction 

The demand for wireless communications systems has increased dramatically in the 
last few years and wireless communications has become more convenient. Since the 
openness of wireless communications, it is easy to eavesdrop on such systems without 
detection. So, how to protect the privacy between communicating parties is becoming 
a very important issue. In order to protect privacy and avoid fraud, cryptographic 
algorithms have been employed to provide a more secure mobile communications 
environment. GSM(Global System for Mobile Communications) used mainly in 
Europe and CDMA(Code Division Multiple Access) used in North America are the 
most popular mobile phone systems in the world. Both the GSM and the CDMA 
employ encryption algorithms to protect data. However, recently A5/1 and A5/2 used 
in GSM were reverse-engineered and published by Briceno, Goldberg and Wager at 
[1], [2]. Afterwards A5/2 was also cryptanalyzed by Wagner[2]. The structure of A5 
is also unsafe and its linear complexity is low. CDMA employ CAVE, ORYX, 
CMEA algorithm and so on. CAVE algorithm is for challenge-response authentic 
cation protocols and key generation, ORYX for wireless data services, and CMEA for 
encryption message data on the traffic channel. The attack methods on these security 
algorithms were published at [3], [4]. The E0 stream cipher of Bluetooth based on 
summation generator was analyzed[5]. 

As the current being used security algorithms cannot protect the data securely, we 
propose a new stream cipher whose basic structure is the summation generator. This 
paper is organized as follows. We describe the summation generator in Section 2 and 
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propose a new stream cipher with enhanced security level by using two nonlinear 
functions in Section 3. Section 4 shows experimental results and Section 5 concludes 
this paper. 

2   Summation Generator 

The summation generator proposed by Rueppel[6] is a nonlinear combiner with 
memory whose internal state variable, the carry, takes integer values from the set  
[0, n-1], where n is the number of inputs. 

The adder takes the n bits resulting of n different LFSRs and counts how many of 
these bits are one. The value of the sum is stored in a carry register, whose least 
significant bit is the output and the rest of bits of the register are feedbacked with 
those of LFSRs. 

Integer addition, when considered as a function of variables in the GF(2), is as 
highly nonlinear operation and simultaneously provides the property of maximum 
immunity correlation. 

Rueppel’ summation generator output tz  and tc  

1−⊕⊕= tttt cbaz  
 

(1) 

1)( −⊕⊕= tttttt cbabac  (2) 

Where ta  is the output sequence of LFSR1, tb  is the output sequence of LFSR2, 

tc  is the carry sequence, with carry initialization value 01 =−tc . 

Period. Rueppel proved the period ∏
=

=
n

i
ipP

1

 if each period ip  is relatively prime. 

Thus, the period of the summation generator is the same as the product of the period 
of the respective LFSRs if each period is prime relatively. 

Linear complexity. It is known that the linear complexity of the summation generator 

consisted of two m-LFSR is conjectured to be close to the period if 1L and 2L are 

coprime in case that lengths of LFSRs are 1L and 2L , respectively. Thus, linear 

complexity is  )12)(12( 21 −−≤ llLC . However, it was not analyzed in terms of 

cryptographical security[6]. 

Correlation property. The summation generator based on a combination of n LFSRs 
takes maximum order of correlation immunity by the fact that real adder has (n-1) 
order of correlation immunity. For example, the order of correlation immunity of the 
summation generator consisted of two LFSRs is 1 and it is maximum order of 
correlation immunity. However, it is neither secure against and nor immune to 
correlation attack between its output sequences and carry sequences when it outputs 
consecutive zeros and ones. 
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Because Rueppel’s summation generator in table 1 has a probability of a input-
output correlation probability of 1/2, balanced and a carry-output correlation of 1/4, 
highly correlated, it can be vulnerable to correlation attack[8][9] when it outputs 
consecutive zeros or ones. 

Table 1. Reuppel’s summation generator 

ta
 

tb  tc  1−tc
 

tz  Correlation Probability 

0 0 0 0 0 
0 0 1 0 1 
0 1 0 0 1 
0 1 1 1 0 
1 0 0 0 1 
1 0 1 1 0 
1 1 0 1 0 
1 1 1 1 1 

 

2/1][ == tt zaP  

2/1][ == tt zbP  

 2/1][ 1 ==− tt zcP  

4/1][ == tt zcP  

It is known that the Rueppel’s summation generator produces sequences whose 
period and correlation immunity are maximum, and whose linear complexity is 
conjectured to be close to the period[7]. However, it does not serve as a good building 
block for stream ciphers by carry-output correlation. 

3   A New Stream Cipher 

3.1   Basic Configuration 

The proposed stream cipher consists of four maximal length linear feedback shift 
registers(m-LFSRs), S-box, nonlinear combining function, and summation generator. 
For each bit of output, each LFSR is clocked once, and their output bits are inputted 
into the summation generator through an S-box and any nonlinear combining 
function. The final output value produced after passing the summation generator is 
generated through XOR operation with plaintext. 

The S-box and the nonlinear combining function used in this algorithm are 
changeable by the requests of the user and the network to achieve enhanced security 
level by increasing the number of keystream cycle sequences. Thus, these parameters 
have to be maintained as secret information. 

Besides the used S-box and the nonlinear combining function must be satisfied  S-
box design condition and nonlinear combining function design condition to maintain 
the good security level of stream cipher. 

The meanings of the respective variables used in a new algorithm are described as 
follows. 
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Table 2. The meaning of the variables 

ta , tb , tc , td : sequences of individual LFSRs at time t 

1−tk  : carry at time t-1, initial value 01 =−tk  

tk  : carry at time t, initial value 0=tk  

if  : nonlinear combining function at time t 

tx  : variable that saves the output of if  at time t 

ks : S-box at time t 

ty : variable that saves the output of ks  at time t 

tz : output bits of the summation generator at time t 

The operation of the proposed algorithm is as follows: 
 
[Step 1] Four LFSRs are stepped once. 
[Step 2] [Step 2-1] and [Step 2-2] are simultaneously operated.  

[Step 2-1] It calculates tx  value by nonlinear combining function if .  

[Step 2-2] It calculates ty  value by S-box ks . 

[Step 3] The output tz and carry tk  of summation generator are computed by 

inputs from ks  and if .  

[Step 4] XOR operation is performed on the value tz  and tp  plaintext. 

 
The notations of the related equations are denoted as follows. 

),,,( ttttit dcbafx =  (3) 

],,,[ ttttkt dcbasy =
 

(4) 

1−⊕⊕= tttt kyxz ,    t=0,1,2,  (5) 

1)( −⊕⊕= ttttt kyxyk  (6) 

Rueppel’s generator is neither secure against and nor immune to correlation attack 
between its output sequences and carry sequences in special cases. So, it is not proper 
stream cipher to protect a data. The proposed algorithm uses Dawson’s carry method 
as a basic model to achieve cryptographically good properties. The carry method in 
equation (6) is based on Dawson’s carry method in equation (7). The meaning of 
variables in equation (7) is same as in section 2. 
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1)( −⊕⊕= ttttt cbabc ,  t=0,1,2,… (7) 

In Dawson’s summation generator in table 2, input-output correlation probability is 
1/2, and a carry-output correlation probability is 1/2 too. Therefore, it is secure in 
terms of input-output correlation probability or carry-output correlation probability. 

Table 3. Dawson’s summation generator 

ta  tb  tc  1−tc
 

tz  Correlation Probability 

0 0 0 0 0 
0 0 1 0 1 
0 1 0 1 1 
0 1 1 0 0 
1 0 0 0 1 
1 0 1 1 0 
1 1 0 1 0 
1 1 1 1 1 

 

2/1][ == tt zaP  

2/1][ == tt zbP  

 2/1][ 1 ==− tt zcP  

2/1][ == tt zcP  

3.2   Transmission of Two Nonlinear Functions 

Two nonlinear functions, that is, an S-box ks and any nonlinear combining 
function if  used in the proposed model can be exchanged for new nonlinear functions 
according to a change request. An S-box and a nonlinear combining function are 
simultaneously used namely, [Step 2-1] and [Step 2-2] are simultaneously used at the 
certain time t. But multiple S-boxes themselves are not simultaneously used and only 
one S-box is used at time t. If the change request for the S-box is happened, then the 
current S-box is replaced by a new S-box. The multiple nonlinear combining 
functions are also not used at the same time and only one nonlinear combining 
function is used at time t. 

We supposed that the transmission of S-box and nonlinear combining function is 
encrypted. It is also assumed that mutual authentication is carried out between the 
user and the network before S-box and nonlinear combining function are transferred. 
Whenever the S-box and the nonlinear combining function that are currently being 
used are changed for new ones, they must be encrypted, because that the proposed 
algorithm can be attacked by using the S-box and the nonlinear combining function 
being transferred if they are transmitted without encryption. 

In addition, mutual authentication must be provided for a secure transmission of S-
box and nonlinear combining function because the secret parameters e.g. S-box and 
nonlinear combining function are exposed to the attacker who masquerades as a real 
user. The secure encryption transmission of S-box and nonlinear combining function 
summation generator and mutual authentication decrease the probability to be 
attacked by some attack methods that analyze the typical summation generator. 
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The encryption process and the mutual authentication process are based the each 
process of the used network. For example, if the proposed algorithm is used in the 
GSM system, the data encryption method used in the GSM system will be used to 
encrypt an S-box and a nonlinear combining function. The mutual authentication 
protocol will also be used mutual authentication method used in GSM system. And if 
the CDMA system is used, then the encryption and the mutual authentication methods 
of CDMA system will be used. However, it is assumed that all parameters as RAND 
and RES that are transmitted in clear types like the GSM system are transferred after 
encryption. 

   

Fig. 1. Procedure of the proposed transmission and the typical transmission 

4   Performance Analysis 

4.1   Period and Linear Complexity 

In order to achieve a maximum period, LFSRi of length il  has a primitive 

characteristic polynomial and they are relative prime. Hence, its period is defined as 
following equation (8).  

)12)(12)(12)(12( 4321 −−−−= llllP  (8)  

Linear complexity of the proposed algorithm becomes equation (9) according to 
the characteristic of summation generator because the proposed algorithm uses the 
summation generator as a basic structure. 

)12)(12)(12)(12( 4321 −−−−≤ llllLC  (9)  

If a pair of S-box and nonlinear combining function at time t uses a good pair that 
has no correlation, linear complexity is close to the period such as the characteristic of 
summation generator. Otherwise, linear complexity is less than period. 



 A New Stream Cipher Using Two Nonlinear Functions 241 

 

4.2   Security Analysis on Correlation Attack 

A correlation attack exploits the weakness in some combining function, which allows 
information about individual input sequences to be observed in the output sequence. 
In such a case, there is a correlation between the output sequence and one of the 
internal sequences. This particular internal sequence can then be analyzed 
individually before attention is turned to one of the other internal sequences. 

Dawson proved it is possible to analyze the ciphertext by performing XOR 
operation the previous ciphertext with the current ciphertext on the assumption  
that the cryptanalyst knows the previous and the current ciphertext on  
stream cryptosystem uses the same key. It was shown that equation (10) is  
satisfied from the assumption that K and K’ are same when it is the assumption  

that the previous plaintext ( )''
2

'
1

'
0 ,,,,' nppppp ⋅⋅⋅= , the previous keystream 

( )''
2

'
1

'
0 ,,,,' nkkkkk ⋅⋅⋅= , the previous ciphertext ( )''

2
'

1
'

0 ,,,,' nccccc ⋅⋅⋅= , the current 

plaintext ( )nppppp ,,,, 210 ⋅⋅⋅= , the current keystream ( )nkkkkk ,,,, 210 ⋅⋅⋅= , 

the current plaintext ( )nccccc ,,,, 210 ⋅⋅⋅= [11].   

( )nn kpkpkpkpC ⊕⋅⋅⋅⊕⊕⊕= ,,,, 221100   

( )nn kpkpkpkpC ⊕⋅⋅⋅⊕⊕⊕= '
2

'
21

'
10

'
0 ,,,,'  (10) 

( )nn ppppppppCC ⊕⋅⋅⋅⊕⊕⊕=⊕ '
2

'
21

'
10

'
0 ,,,,'    

 
The key value can be supposed by using redundancy of plaintext because the type 

of the result is existed in the type of two plaintexts if the previous ciphertext C and 

current ciphertext 'C perform XOR.operation. It is always initialized with new 
session key to avoid these attacks whenever synchronization is set up. 

We can represent the conventional summation generator and the proposed 
algorithm by equation (10) which is considered internal states on the assumption that 
both the conventional stream cipher(summation generator) and the proposed 
algorithm are initialized with new session key whenever synchronization is set up  
against Dawson correlation attack. 

The conventional summation generator can be represented by equation (11). 

][ ii ISk  denotes encryption is processed by key k  in the internal state( IS ) of each 

algorithm. 

( )][,],[],[],[ 222111000 nnn ISkpISkpISkpISkpC ⊕⋅⋅⋅⊕⊕⊕=  (11) 

( )][,],[],[],[ '
22

'
211

'
100

'
0

'
nnn ISkpISkpISkpISkpC ⊕⋅⋅⋅⊕⊕⊕=   
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All of the internal states IS  are same as 0IS  to be same internal states during the 

n times of encryption process because the conventional summation generator is not 
changed into internal state. So, if the current plaintext and the previous plaintext 
perform XOR operation, it is same as the 'CC ⊕  result of equation (10). Therefore, 
an attacker can guess the key stream by using redundancy of the current plaintext and 
the previous plaintext. 

The proposed algorithm can be represented by equation (12) because it can change 
the S-box or nonlinear function. 

( ][,],[],[],[ 222111000 nownnnnownownow ISkpISkpISkpISkpC ⊕⋅⋅⋅⊕⊕⊕=
 

(12) 

( ][,],[],[],[ 222111000 nownnnnownownow ISkpISkpISkpISkpC ⊕⋅⋅⋅⊕⊕⊕=
 

 

Internal states ][ ii ISk  used in the previous ciphertext and the current ciphertext 

are not same for the internal states which are changed according to the proposed 
mechanism. The internal state of the previous ciphertext and current one denote 

][ pastii ISk and ][ nowii ISk  respectively in equation (12). 

⋅⋅⋅⊕⊕⊕=⊕ ],[][ 0000
'

00
'

nowpast ISkISkppCC   

,],[][ 1111
'

11 ⋅⋅⋅⊕⊕⊕ nowpast ISkISkpp  (13) 

])[]['
nownnpastnnnn ISkISkpp ⊕⊕⊕   

The internal state of the previous ciphertext, ][ pastii ISk  and the internal state of 

the current ciphertext, ][ nowii ISk  is founded in the result expression if the previous 

ciphertext performs XOR operation with the current ciphertext because internal states 
are different. To suppose key value, it is need to analyze the previous plaintext, the 

current plaintext, and correlation of each internal states ][ nowii ISk  and ][ pastii ISk . 

Therefore, by equation (13) and (12) the proposed algorithm is much more secure as 
much as redundancy of the previous plaintext, the current plaintext, and correlation of 

each internal states ][ nowii ISk and ][ pastii ISk  in terms of correlation attack for 

deducing the key value. Therefore, the proposed algorithm is more secure than the 

typical algorithms because it is need analysis of ][ ii ISk  through the equation (10) 

and (13). 

4.3   Randomness Test 

The proposed algorithm was simulated by C language on a Sun Ultra SPAC-II 
400MHz(2) CPU, 2048M memory. It is tested randomness proposed by FIPS 140-
1[11]. The used bits are about 36000 bits. 
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As the result, the two kinds of sampled data display a good randomness, as shown 
in Table 4, in terms of the result of frequency test, serial test, generalized serial test, 
poker test, and autocorrelation test. 

Table 4. Test results 

Items p-value(sample 1) p-value(sample 2) 
Frequency 0.484646 0.015065 

Block-frequency  0.105618 0.141256 
Serial Test 0.078086 0.788728 

Run 0.392456 0.105628 
Discrete Fourier Transform 0.242986 0.186566 

Approximate  0.186566 0.035770 
Cumulative Entropy 0.105618 0.141256 
Linear Complexity 0.141256 0.392456 

Autocorrelation max ≤ 0.05 max ≤ 0.05 

5   Conclusion 

In this paper, we have proposed a new stream cipher based on summation generator. 
In order to protect privacy and prevent fraud, the proposed model was expanded the 
number of keystream cycle sequences by usage multiple S-boxes and nonlinear 
combining functions. This property makes the proposed model strong to correlation 
attack such as Dawson’s attack. Because the general stream ciphers use one nonlinear 
function, the number of keystream cycle sequences is only one. It is vulnerable to 
general correlation attack. 

By the results, the proposed model was proved good randomness by passing the 
test of FIPS randomness. As the result, the proposed model can protect more securely 
data than general stream cipher or conventional summation generator because it 
satisfies cryptographically good properties with maximum period and linear 
complexity, and so on. So, it could be applicable to the mobile and ubiquitous 
environments that needed for more secure random number generator.  
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Abstract. In this paper, we review briefly Akl and Taylor’s crypto-
graphic solution of multilevel security problem. We propose new key man-
agement systems for multilevel security using various one-way
functions.

1 Introduction

Secret data should be managed for access to authorized people only. In order to
do so, secret keys must be distributed solely to those with access to the pertaining
information. However, this is not a simple problem to solve.

First, let us recall notation and terminology from [1]. Assume that the users of
a computer system are divided into a number of disjoint sets S ={U1, U2, . . . ,Un}.
The term security class (or class, for short) will be used to designate each of the
Ui. The meaning of Ui ≤ Uj in the partially ordered set (S,≤) is that users in
Ui have a security clearance lower than or equal to those in Uj . Simply put, this
means that users in Uj can have access to information held by (or destined to)
users in Ui, while the opposite is prohibited.

Let xm be a piece of information, or object, that a central authority (CA)
desires to store (or broadcast over) the system. The meaning of the subscript
m is that object x is accessible to users in class Um. The partial order on S
implies that xm is also accessible to users in all classes Ui such that Um ≤ Ui.
It is required to design a system which, in addition to satisfying the above
conditions, ensures that access to the information is as decentralized as possible.
This means that authorized users should be able to retrieve xm independently
as soon as it is stored or broadcast by CA.

This access control problem arises in organizations where a hierarchical struc-
ture exists. Government, the diplomatic corps, and the military are examples of

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 245–253, 2005.
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such hierarchies. Applications also exist in business and in other areas of the
private sector, for example in the management of databases containing sensitive
information, or in the protection of industrial secrets. Finally, the model is em-
ployed in the design of computer operating systems to control information flow
from one program to another. General references for any undefined terminology
and notion are [5, 6, 10, 13, 14].

In sections 2 and 3, we review briefly Akl and Taylor’s cryptographic solution
of multilevel security problem from [1]. We propose new key management systems
for multilevel security using various one-way functions from section 4 to 7.

2 Cryptographic Solution

Let E (resp., D) be an encryption (resp., a decryption) algorithm of a cryptosys-
tem, such as DES (Data Encryption Standard) or AES (Advanced Encryption
Standard). Then the simplest cryptographic solution to access control problem
may be obtained as follows ([1]). The CA generates n keys {Ki} and distributes
to Ui its own key Ki and all keys Kj belonging to Uj below Ui in the hierarchy.
When an object xm is to be stored (or broadcast), it is first encrypted with Km

to obtain x′ = EKm(xm) and then stored (or broadcast) as the pair [x′,m]. This
guarantees that only users in possession of Km will be able to retrieve xm from
xm = DKm

(x′).
As pointed out in [1], this solution has the advantage that only one copy of

xm is stored or broadcast and the operations of encryption and decryption are
performed just once. Its disadvantage is the large number of keys that must be
held by each user. To avoid this problem, Akl and Taylor proposed in [1] a new
scheme to manage keys such a way that a system is used by which Ki can be
feasibly computed from Kj if and only if Ui ≤ Uj .

3 Overview of Known Schemes

In the case where the structure of classes is totally ordered, we can distribute
multilevel security keys using a function H(M) = M2 mod pq as shown in
Fig. 1. Instead of this function, we can also use H(M) = M3 mod pq. In 1982,
applying these functions, Akl and Taylor proposed a cryptographic solution of
key management for multilevel security for any poset. The following is a brief
review of their method.

For any given poset, we add a top class if there is no any. The CA assigns an
integer ti to each class Ui so that Ui ≤ Uj if and only if tj |ti. The CA chooses
a random K, computes Kti mod pq, and then distributes it to each class Ui. If
Ui ≤ Uj , then ti = d · tj for some integer d. Thus a user in Uj can get the key of
Ui by computing (Ktj )d = Ktjd = Kti mod pq. This key management system
(KMS for short) is not secure. For example, as shown in Fig. 2, U3 and U1 can
conspire together to find the (master) key K of the top class. For K9/(K4)2 = K.
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Fig. 1. Key management system for a totally ordered set
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Fig. 2. Key management system using RSA - Conspired version

�

��� ��

�������� ����

�

� 	

� �� ��

�

��� ��

�������� ����

�

� 	

� �� ��

Fig. 3. Key management system using RSA - Improved version

Thus Akl and Taylor proposed a new method to avoid such a problem. They
suggested a new algorithm for the assignment of ti’s. Each class Ui is assigned
a distinct prime pi and ti =

∏
Uj�Ui

pj . (See Fig. 3.)
In [2], Akl and Taylor proposed a time-versus-storage trade-off for addressing

their key management system. It was shown in [8, 9] that the key generation
algorithm of [2] became inefficient when the number of users was large. As a
result, an improved algorithm can be described and its optimality is shown.
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4 KMS Using a One-Way (Cryptographic) Hash
Function

Since Akl and Taylor’s KMS for multilevel security uses exponentiation, the
overload of computation of keys is high. However, we can compute keys faster
than Akl and Taylor’s method as shown below if we use a one-way hash function.

Once again, if there is no top class, we add a top class. Then the CA assigns
a name to each class as in Fig. 4. Note that, in a lower tree, there is a unique
class, denoted by c(Uk), which covers a class Uk of a lower tree with top class.
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�
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�

Fig. 4. A lower tree

Now the CA selects a key K belonging to the top class and a one-way hash
function H. The CA computes KUk

= H(Uk,Kc(Uk)) and distributes it together
with H to each class Uk. Then the users in an upper class can compute all keys
belonging to the classes lower than theirs using their keys, hash function H, and
names of lower classes. (See Table 1.) Because of the one-wayness of the hash
function, a user in Uk can not compute others’ keys belonging to upper classes.

Table 1. Distribution of multilevel security keys for a lower tree using a hash function

Class Keys

U1 KU1 = K

U2 KU2 = H(U2, KU1)

U3 KU3 = H(U3, KU1)

U4 KU4 = H(U4, KU2)

U5 KU5 = H(U5, KU2)

U6 KU6 = H(U6, KU3)

U7 KU7 = H(U7, KU3)

5 KMS Using RSA Algorithm

While we can manage multilevel security keys for a lower tree using one-way
hash functions and names of classes, there is no known algorithm of multilevel
security key management for an upper tree. Now we propose a multilevel security
key management for an upper tree using the RSA algorithm [12].
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Table 2. Distribution of multilevel security keys for an upper tree using the RSA

Class Keys

U1 KU1 = K

U2 KU2 = E(fU2(KU1))

U3 KU3 = E(fU3(KU1))

U4 KU4 = E(fU4(KU2))

U5 KU5 = E(fU5(KU2))

U6 KU6 = E(fU6(KU3))

U7 KU7 = E(fU7(KU3))

If there is no bottom class, we add a bottom class. Now, we assign a name
to each class. Since an upper tree is the dual poset of a lower tree, there is a
unique class, denoted by b(Uk), which is covered by a class Uk of an upper tree
with bottom class.

Then, we select two large primes p and q and an encryption parameter e
for the RSA algorithm and compute a decryption parameter d corresponding
to e. Let n = pq and we can define an encryption function E and a decryption
function D as follows:

E(M) = Me mod n D(C) = Cd mod n.

� �
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Fig. 5. An upper tree

Thereafter, the CA selects a key K belonging to the bottom class and a
function fUi

, the inverse of which is easy to compute. The CA distributes n, d
and all fUi ’s to each class and computes KUk

= E(fUk
(Kb(Uk))) and distributes

it to the class Uk. Here, the parameters p, q and e are secret to all users. Then
the users in an upper class can compute all keys belonging to the classes lower
than theirs using the decryption function D.

For example, assuming that the keys are distributed (See Table 2) for the
poset in Fig. 5, a user belonging to U7 can get fU7(KU3) from his/her key KU7

using the RSA decryption function D. Furthermore, he/she can easily com-
pute KU3 by finding the inverse of fU7 . Similarly he/she can get KU1 from
KU3 = E(fU3(KU1)). To conclude, any user in class U7 can compute the key
KU3 belonging to class U3 and the key KU1 belonging to class U1.
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6 KMS Using Poset Dimension

In this section, we propose a key management system using poset dimension.
First we recall the notions of dimension and realizer in a poset from [15]. For
any two posets (X,P ) and (X,Q), Q is called an extension of P if P ⊆ Q. In
particular, an extension Q of P is called a linear extension of P if Q is totally
ordered. Let E(P ) be the set of all linear extensions of P . Then it is easy to see
that P =

⋂
E(P ). Now, we define the dimension of any poset P as follows:

dim(X,P ) = min{|Θ| : Θ is a family of linear extension of P, P =
⋂

Θ}.

A family Θ of linear extensions of P is called a realizer if P =
⋂

Θ. It is easy to
see that dim(X,P ) = 1 if and only if (X,P ) is totally ordered.
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Fig. 6. Poset (X, P ) and its linear extensions
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Fig. 7. Key management system using poset dimension

Example 1. Let X = {a, b, c, d} be a set and let P = {(a, a), (b, b), (c, c), (d, d),
(c, a), (d, a), (d, b)} be a partial order on X. Then (X,P ) is a poset and the
number of extensions of P is 14. In particular, the number of linear extensions
of P is 5, as indicated in Fig. 6. Since L4 ∩ L5 = P , Θ = {L4, L5} is a realizer
of (X,P ), and dim(X,P ) = 2 since (X,P ) is not totally ordered.

Let (X,P ) be a poset such that dim(X,P ) = n. Then by the definition of
dimension, there exist realizers {L1, L2, . . . , Ln}. The CA selects two one-way
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hash functions H,G and generates n keys Ki(1 ≤ i ≤ n) to be assigned to the top
class of each Li(1 ≤ i ≤ n), and then in each Li(1 ≤ i ≤ n) keys for multilevel
security are distributed using the hash function H. Then n keys and two hash
functions G,H are assigned to each class of the poset (X,P ). The users in a class
can get the key for multilevel security as the output of the hash function G.

Unfortunately, this key management system is vulnerable to cooperative at-
tacks. However, if a user’s key is stored in a smart card or a PCMCIA card,
there will be no threat against conspiracy attacks, since it can not be read.

7 KMS Using a Clifford Semigroup

In this section, we propose a key management system using a Clifford semigroup.
First we recall the notion of a commutative Clifford semigroup from [16]. A
commutative semigroup S is said to be a Clifford semigroup if S is a semilattice
of groups. For ease of understanding, this condition means: S is a disjoint union
of groups Gλ, λ ∈ Λ, where Λ is a semilattice; if α, β ∈ Λ and β ≤ α, there
exists a homomorphism φα,β : Gα → Gβ ; if x, y ∈ S, the multiplication x.y
in S is defined as follows: If x ∈ Gα, y ∈ Gβ and α ∧ β = inf{α, β}, then
x.y = φα,α∧β(x)φβ,α∧β(y), where the second member is a product in the group
Gα∧β ; φα,β is called a bonding homomorphism.

If S is any commutative semigroup and e is an idempotent of S, the subgroup
Ge generated by e is Ge = {x ∈ S : xe = x and ∃ y ∈ S such that xy = e}.
Let us denote by E the set of idempotents of S; the union of disjoint groups
S0 =

⋃
{Ge : e ∈ E} is the maximal Clifford semigroup contained in S. In fact,

the set E is a semilattice with the partial order defined by: e ≤ f if and only if
ef = e; therefore the family {Ge : e ∈ E} inherits the semilattice structure of
E; we write Ge 	 Gf if Ge is less than or equal to Gf in this partial order; in
this case the bonding homomorphism φf,e : Gf → Ge is given by x 
→ xe.

To give a concrete example, we refer to [4, 7, 11] for some notions and termi-
nologies of ideal theory in number fields.

Example 2. Let R be a non-maximal order of an imaginary quadratic number
field K. We denote by D its integral closure and the index f of R in D as an
abelian group, i.e., f = |D/R|. Assume that f is sufficiently large. Let Cl(R) be
the class semigroup of R. Then by [16–Theorem 11] Cl(R) is a Clifford semigroup
and by [16–Proposition 13] the idempotents of Cl(R) are the equivalent classes
of ideals of the form E = (k, η), where k ∈ Z divides f . Note that any idempo-
tent E which is not equivalent to R is not invertible. If E and F are idempotents
where E ≤ F , then the bonding homomorphism φF,E : GF → GE is defined by
φF,E(K0) = EK0, where K0 is the key ideal. A representation for an ideal is
given in [7], while an efficient algorithm for multiplication of ideals is given in
[3–pp. 113]. Note that the computation of K0 from EK0 seems to be difficult
unless E is equivalent to R. Now, the CA assign an idempotent Ei to each class
Ui. For example, we consider the diagram in Fig. 4. The CA selects a random key
K0 and computes E2K0, E3K0 and distributes each of them to each class U2, U3.
The CA computes E2E4K0 and distributes it to U4. Similarly the CA computes
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keys of all classes and distributes each of them respectively. Then the users in
an upper class can compute all keys belonging to classes lower than itself.

8 Conclusion and Further Study

In this paper, we proposed new key management systems for multilevel secu-
rity using various one-way functions and mathematical notions. In particular,
we proposed a key management system for multilevel security for an upper tree
structure using RSA. In section 7, we also proposed a KMS for multilevel security
using poset dimension. However, this system can be vulnerable to cooperative
attacks. Thus, it will take further work to solve this problem. In the final section,
we proposed a KMS for multilevel security using a Clifford semigroup. Neverthe-
less, parameter sizes need to be considered for precise and efficient performance
of our systems, which aim to provide practical security.
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Abstract. The weak foundation of the computing environment caused
information leakage and hacking to be uncontrollable. Therefore, dy-
namic control of security threats and real-time reaction to identical or
similar types of accidents after intrusion are considered to be impor-
tant. As one of the solutions to solve the problem, studies on intru-
sion detection systems are actively being conducted. To improve the
anomaly intrusion detection system using system calls, this study fo-
cuses on techniques of neural networks and fuzzy membership function
using the Soundex algorithm which is designed to change feature selec-
tion and variable length data into a fixed length learning pattern. That
is, by changing variable length sequential system call data into a fixed
length behavior pattern using the Soundex algorithm, this study con-
ducted neural networks learning by using a back-propagation algorithm
and fuzzy membership function. The proposed method and N-gram tech-
nique are applied for anomaly intrusion detection of system calls using
Sendmail data of UNM to demonstrate its performance.†

1 Introduction

As recent information and communication infrastructure is based on an open
structure of the Internet, it is hard to assure service quality and management of
the network, and due to weak infrastructure, the network is exposed to such
threats as hacking and information leakage. Various methods such as intru-
sion blocking, and authorization and access control to control problems caus-
ing damage to computer systems through illegal or intentional access have been
suggested, but are not satisfying. Therefore, dynamic control of security threat
and real-time reaction to identical or similar types of accidents after intrusion

† This research was supported by the Ministry of Information and Communication,
Korea, under the Information Technology Research Center support program super-
vised by the Institute of Information Technology Assessment.
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are considered to be important. As one of the solutions to solve the problems,
studies on intrusion detection system are actively being conducted.

The host-based anomaly intrusion detection is categorized into enumerative
type, frequency-based type, data mining access type, and finite state machine
type. The enumerative type detects unknown patterns by tracing normal behav-
iors based on experiences. The frequency-based type detects intrusion based on
frequency distribution of various events. The data-mining type detects intrusion
by finding features from common elements that occur in normal behavior data
and describing them as a group of rules. And the finite state machine-type, one of
machine learning techniques, detects anomaly intrusion by a finite state machine
that recognizes through trace of programs[1]. Many detection systems based on
the supervisor learning separate learning from detection. Therefore, for intrusion
detection, a course of learning should necessarily be given and much expenses
are needed to achieve stable performance. The collection and classification of
a great amount of learning data are very difficult and the performance of the
detection system depends on the quality of learning data. It is very difficult for
many algorithms that have been currently used for re-intrusion detection to per-
form a great amount of data processing and gradual learning at the same time.
And it is also difficult for them to detect the intrusion and provide information
on intrusion types[2,3,4,5].

This study is to apply a Soundex algorithm to solve the problem in variable
length system call data that are used for learning in an intrusion detection sys-
tem based on supervisor learning neural networks. It is thought that the Soundex
algorithm makes simple learning algorithm possible and decrease complexity of
learning through transforming variable length data into a fixed length pattern.
To detect the host-based intrusion, sessions are identified by process ID, and
using a system call, the behavior pattern of host is transformed by the Soundex
algorithm as follows: transformation of variable length data into a fixed length
pattern. This study is to profile normal behaviors using a normal behavior pat-
tern, and detect abnormal behaviors by the back-propagation learning of neural
networks and the Neuro-Fuzzy.

2 Related Works

The soundex is a combination word of sound and index. When customer ser-
vice is processed by phone calls as in airline companies, some problems such
as inarticulate pronunciation or wrong search of customers’ names often occur.
Though such problems do not happen, in case that there are a great number
of customers’ names saved in database, a linear search that customers’ names
are checked one by one needs excessive time and efforts. To solve the problem,
Margaret K. Odell and Robert C. Russell developed the Soundex algorithm. It
has been used for personal record of U.S army and demographical research. And
it has been used for the engines of spell checkers and by Ancestor search website.
The Soundex algorithm is composed of the following four rules: Rule 1 saves the
first letter of the name and removes a, e, i, o, u, w, y out of the remaining letters
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except the first letter. Rule 2 gives the following numbers to the letters existing
in the name : b, f, p, v : 1, c, g, j, k, q, s, x, z : 2, d, t : 3, l : 4, m, n : 5, r : 6. Rule
3 removes sequentially neighboring letters in the name except the first letter.
Rule 4 omits the remaining ones when numbers are above three to arrange in a
sequence of letter, number, number and number, and when numbers are below
three, 0 is put to the last to complete the form[6].

The assumption of the program behavior-based intrusion detection system
is that most of the intrusions may occur due to program defects or bugs, and
the behavior is abnormal compared with normal use of the program. There-
fore if program’s behavior is properly expressed, it can be used as a behavior
feature for detection. A representative study for automatic collection and defini-
tion of normal behaviors of programs is N-gram technique developed by Forrest
research team in the University of New Mexico. This is an example adopting
the concept of immunology for detection[7, 8]. The N-gram technique constructs
a profile database using system call sequences with a certain length produced
by programs, that is, N-gram or a string N-gram. After construction of profile
database, if there is no a series of system calls with a specific length within the
system calls generated by the programs, it is considered as anomaly behavior to
be counted. If the proportion of the numbers of strings that are considered as
anomaly is very high, the session is judged as anomaly. The N-gram has a high
detection rate using a simple algorithm, but it has a disadvantage that the size
of profile data and overhead is very big.

3 Back-Propagation NN and Neuro-Fuzzy Using Fixed
Pattern Transformation

To detect anomaly intrusion in a system call base, this study applied techniques
of neural networks and fuzzy membership function using a Soundex algorithm.
To detect host-based intrusion using system calls, first, we classified sessions by
a process ID. The session is a unit of behaviors, and one session is transformed
into a fixed length behavior pattern. In use of a normal system call data with
variable length, a normal behavior pattern with a fixed length is generated,
followed by construction of a normal behavior profile. Through a normal behavior
pattern, techniques of the neural network and the fuzzy membership function
were performed to detect anomaly intrusion detection. This chapter consists
of fixed length pattern transformation section, and fuzzy membership function
generation and learning of back-propagation NN and Neuro-Fuzzy section.

3.1 Fixed Length Pattern Transformation

For host-based intrusion detection, the system call information of the host was
used. This study used system call information to profile a normal behavior and
detect intrusions through neural network techniques. For session division by
process ID using system call information, the size of the session is variable, not
stable. The kinds of system calls used in sessions ranged from a minimum of 2 to
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a maximum of 40. And the size of the sessions variably ranges from a minimum of
7 to a maximum of 31927. For the variable length session data, data processing is
difficult and application as a learning pattern for neural network learning is also
difficult as well. This study intended to construct a fixed pattern profiles while
maintaining session information through application of the Soundex algorithm
in a variable session made of system call data. To apply variable length data that
are components of a session to neural networks learning techniques, first, feature
selection to generate fixed length patterns is necessary. The fixed length pattern
vectors are generated by selection of three features such as size of session, kinds of
system calls, and system calls arrangement. Of the features selected, arrangement
field is composed of 40 items in conformity with the Soundex algorithm. As a
result of the examination of all the behavior patterns, it was found that system
calls are 182 kinds and system calls used in UNM sendmail data are 53 kinds.
The total number of system calls in a session used were 40 or less. Therefore,
size of the arrangement field is decided to be 40. To apply soundex algorithm
for fixed 40 length arrangement pattern transformation modificated alphabet
sounds into system calls number. The fixed length patterns to describe session
profiles of host, is presented in Figure 1.

The training pattern to be used in neural networks learning is normal and
classified as a trace pattern to be used for evaluation after learning. System calls
used in a normal pattern were 53 kinds and the ones for a test pattern were
43 kinds. The sessions of the normal pattern were 199 and the ones of the test
pattern were 10. For the training pattern, 199 normal behavior patterns were
used to perform a neural networks learning techniques.

Fig. 1. Fixed length pattern transformation of UNM sendmail data using Soundex

Algorithm

3.2 Fuzzy Membership Function Generation and Learning of
Back-Propagation NN and Neuro-Fuzzy

In this section, the fixed length patterns of Host based normal behavior apply
learning algorithms of Back-propagation NN and Neuro-Fuzzy. Neural network
is a field of artificial intelligence by which mechanism of brain activity is math-
ematically reproduced. The neural network imitates the brain of humans to
learn intelligent ability and constructs knowledge base of computers. Using the
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Fig. 2. Union and intersection of fuzzy member function

Fig. 3. Software models of BPN and Neuro-Fuzzy

constructed knowledge base, it infers through the given data, and predicts and
explains the results. The back-propagation algorithm is the most common su-
pervisor learning technique to be considered as non-linear expansion of the least
mean square algorithm. Figure 3 shows a learning model using 2 layers back-
propagation neural network software model and Neuro-Fuzzy software model.

In Neuro-Fuzzy software model, The session data of normal behavior make
a fuzzy membership function for host based normal behavior. A Fuzzy set is a
set without a crisp, clearly defined boundary. It can contain elements with only
a partial degree of membership. A Membership Function(MF) is a curve that
defines how each point in the input space is mapped to a membership value(or
degree of membership) between 0 and 1.

In NF Anomaly Intrusion Detection, the fuzzy MF was generated using nor-
mal behavior patterns. To generate fuzzy MF uses the kinds of system calls
and their frequency. The fuzzy MF was generated by the kinds of system calls,
which were used in sessions ranged from a minimum of 2 to a maximum of 40.
The union and intersection operation of system calls membership function was
presented in Figure 2. Almost operation of fuzzy sets was performed by Max
and Min operations. The MF of union and intersection was presented the max
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and min value of system calls frequency. If frequency of a session exists between
upper and lower boundary, pattern vector was converted scaled value by fuzzy
membership function, or else not.

In Table 1, Eq. (1) - (9) are presented in the order in which they would be used
during training for fixed length normal patterns. when the error is acceptably
small for each of the norml patterns, training can be discontinued.

The Neuro-Fuzzy model of 2 layers represent (b) in Figure 3. Eq. (1) in the
backpropagation learning algorithm corrected Eq. (10) in Table 1. the net input
was scaled by the fuzzy membership function in Figure 2. The fuzzy membership
function was applied to hidden layer of neural networks. That is, the fuzzy mem-
bership function supported the many information to neural networks learning.

Table 1. Learning algorithms of BPN and NF

Section Expression of Learning Algorithms
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4 Simulation and Analysis

To detect system call anomaly intrusion, this study applied techniques of neu-
ral networks and fuzzy membership function using a Soundex algorithm and
a N-gram technique. To construct a normal behavior profile, we constructed a
profile using N-gram technique and the one using a Soundex algorithm and tech-
niques of neural networks and fuzzy membership function and then compared
performances between the three models.

4.1 N-Gram Technique

A normal behavior pattern was generated by application of N-gram technique for
normal behavior data. With indicating the size of window of N-gram technique,
being changed, intrusion detection rates were compared by trace data. First,
through a construction of the profiles of normal behaviors, intrusion behaviors
and trace behaviors, the results were obtained as presented in Table 2. If window
size N was increased, the number of normal patterns decreased except part of
them, and if redundancy of the patterns was excluded, the number of patterns
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tended to increase. And through comparison of intrusions and trace data based
on normal behavior data, the redundancy of the patterns which do not exist in
normal behavior was removed.

As window size N increased, the number of the patterns detected in intrusion
and trace data increased, but the number of redundancy-removed patterns also
increased. In particular, in case that N=4, the number of redundancy-removed
patterns in intrusion and trace data suddenly increased, and the largest value
was obtained. With window size N being changed from 3 to 10, N with the
largest number of undetected anomaly patterns compared with normal data was
optimal. That the number of the patterns with redundancy removed is large
means that there are more anomaly detection information to be differentiated
from normal data. With window size N of normal data, being changed, anomaly
detection of the trace data composed of ten sessions was performed. As the size
of N in N-gram increased from 3 to 10, the number of the detected patterns
increased. When the size of window increased from 3 to 4, the detection rate
increased from 80% to 90%. Of ten sessions of trace data with N=3, the two
sessions were undetected, but with N=4, only one session was undetected. In-
tuitively, for the N-gram technique, when window size was more than four, the
highest detection rate, 90%, was obtained. Though N was increased more, the
detection rate did not increase any longer, and only the number of the detected
anomaly patterns increased.

Table 2. Number of the anomaly patterns according to window size of normal, intru-

sion and trace data

windows the number of redundancy removed patterns
size (N) normal patterns normal intrusion trace

3 809,997 440 21 18
4 227,584 570 176 177
5 227,385 693 55 38
6 227,186 811 66 46
7 226,987 910 72 55
8 226,788 996 78 64
9 226,640 1076 84 73
10 326,179 1153 90 80

4.2 Techniques of BPN and NF

For back-propagation and Neuro-Fuzzy learning, the number of neurons in a
hidden layer was changed from 10 to 40 to investigate learning rate and errors.
To overcome over-fitting and under-fitting, which are disadvantages of neural
network learning, the number of the neurons in the hidden layer should be de-
cided. The over-fitting means learning even noise including learning data, and
under-fitting means learning is not perfectly achieved. For back-propagation and
Neuro-Fuzzy learning, the number of the neurons in a hidden layer was decided
as 12 and learning of 199 normal behavior patterns was progressed. The normal
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behavior pattern generated system call data as 42 items of the learning pattern
by a Soundex algorithm, and learning was performed with 0.01 of error rate, 0.2
of learning rate and 5000 epoch times or fewer. The back-propagation learning is
achieved by 428 epoch. And the Nero-Fuzzy learning is achieved by 1776 epoch.
Figure 4 and 5 show the results of detection by inputting intrusions and trace
data to the learned back-propagation neural networks and Neuro-Fuzzy.

Fig. 4. Output Value of BPN in In-

trusion and Trace Data

Fig. 5. Output Value of Neuro-

Fuzzy in Intrusion and Trace Data

4.3 Comparison of Anomaly Detections Between Neural Networks
Techniques and N-Gram Technique

This study simulated an anomaly detection from system call data sets of Send-
mail Deamon by UNM by neural networks techniques using Soundex algorithm
and a N-gram technique. The system call data were transformed into 42 items
of learning patterns by Soundex algorithm and learning was performed. And for
N-gram technique, window size was changed from 3 to 10 to detect anomaly and
then the results were compared as in Table 3.

MDL(Minimum Description Length)[9] is composed of the loss of errors and
the loss of complexity. MDL is a more effective model as it has the less value. Ta-
ble 3 compares the N-gram, Back-propagation neural networks and Neuro-Fuzzy
technique by MDL. It was demonstrated that with N=4, the N-gram technique
was the most effective. However, when the Back-propagation neural networks
and Neuro-Fuzzy techniques were compared with N-gram technique with N=4,
their detection rates were identical, but in an aspect of model complexity, it was
demonstrated that the Back-propagation neural networks and Neuro-Fuzzy tech-
niques was more effective. When window size of N-gram was changed from 3 to 4
and 10, detection rates were 80%, 90% and 90%. And as window size of N-gram
increased, space to describe patterns and time to process patterns increased.
However, when a Soundex algorithm and neural networks were used, detection
rate was 90%. As detection of the suggested neural networks techniques was com-
pared with that of N-gram technique with 3 of window size, the suggested neural
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networks techniques was absolutely superior in detection rate and complexity as-
pect. With window size changed from 4 to 10, detection rates of the N-gram, the
back-propagation neural networks and Neuro-Fuzzy techniques were same, but
the suggested neural networks techniques was superior in time and space com-
plexity aspects. The back-propagation neural networks and Neuro-Fuzzy were
same detection rate of 90%, and Neuro-Fuzzy technique needs many learning
epoch than the back-propagation neural networks. But Neuro-Fuzzy technique
shows that generate scaled output values to discriminate anomaly patterns from
normal patterns.

Table 3. Comparative Analysis of the N-gram, BPN and Neuro-Fuzzy

Items
N-gram

BPN
Neuro

3 4 6 10 -Fuzzy

repetition
# of pattern 809,997 227,584 227,186 326,179 199
Data amount 9.6MB 3.47MB 4.97MB 12.08MB 22KB

repetition # of pattern 440 570 811 1,153 41
remove Data amount 5KB 7KB 14.4KB 34KB 5KB

Error 0.2 0.1 0.1 0.1 0.1
MDL Complexity 0.997 0.999 1.000 1.000 0.999

Total 1.197 1.099 1.100 1.100 1.099

Epoch # - - - - 428 1776

Detection Rate 8/10 9/10 9/10 9/10 9/10 9/10

5 Conclusion

This study applied the Soundex algorithm to solve the problems of variable
length data to be used for detection system using the neural network techniques
of supervisor learning, a machine learning. By transformation of variable length
system call data into a fixed length patterns using the Soundex algorithm, learn-
ing algorithm of neural networks techniques could be simple, and complexity in
space and time required for learning aiming at intrusion detection could be
overcome. To detect host-based anomaly intrusion, first, we classified sessions,
and generated hosts’ behavior patterns by transforming the variable length data
into a fixed length pattern. For normal behavior pattern, we detected anomaly
behaviors by learning normal behavior patterns using back-propagation neural
networks and Neuro-Fuzzy of supervisor learning. By solving difficulties of a vari-
able length data processing, a learning algorithm became simple and complexity
in space and time for learning was overcome, which contributed to improve-
ment of anomaly intrusion detection. This study used Sendmail data sets of
UNM for simulation. From the Sendmail deamon behaviors, three features such
as length of session, kinds of system call and arrangement of system calls used
were selected. Compared with the N-gram technique under the condition that
neural networks and window size were 3, the suggested back-propagation neu-
ral networks and Neuro-Fuzzy techniques showed a higher detection rate, but
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when window size was changed from 4 to 10, the detection rate of the suggested
method was the same as that of the N-gram technique, which was 90%. How-
ever, in the complexity of time and space for algorithm performance, intrusion
detection of back-propagation neural networks and Neuro-Fuzzy using a Soundex
algorithm was superior. And Neuro-Fuzzy technique needs many learning epoch
than the back-propagation neural networks. But Neuro-Fuzzy technique shows
that generate scaled output values to discriminate anomaly patterns from normal
patterns.
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Abstract. In a mobile agent based distributed system, agents must sur-
vive malicious failures of the hosts they visit, and they must be resilient
to the potentially hostile actions of other hosts. The replication and vot-
ing are necessary to survive malicious behavior by visited hosts. How-
ever, faulty hosts that are not visited by agents can confound a naive
replica management scheme by spoofing. This problem can be solved by
cryptographic protocols. This paper describes the role of cryptographic
methods in the protocols for the MARE architecture, which is a fault-
tolerant mobile agent replication system. In this system, secret sharing
takes on an important role in facilitating mobile processes by distributed
authentication.

1 Introduction

Without giving a formal definition, a software agent is a piece of program code
that can execute autonomously without the supervision of a central authority.
Intelligent agents are also capable of interacting and learning from their environ-
ment and can react to change in their environment. Mobility is also attractive
feature of software agents as it allows an agent to move a remote location and
continue its thread of execution on the remote host machine. Mobile agents are
particularly attractive for designing distributed and decentralized applications
as they can reduce the processing time and network bandwidth usage by moving
the code closer to the data located on a remote host. They are sent by end-users
and visit a series of hosts. The mobile agents are executed locally on these hosts
to perform their tasks, and will return to the end-users to report their results.

However, the autonomy of a mobile agent on the remote sites can be used
maliciously either by creator of the agent or by other entities to subvert and
sabotage the entire system. For example, rogue mobile agents can be used en-
capsulate apparently harmless code that is capable of installing viruses on the
sites that the mobile agent visits. Mobile agents have been proposed for a variety
of applications in the Internet and other large distributed systems [2], [6], [8], [10].
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A mobile agent differs from a traditional operating system process. Unlike a
process, a mobile agent knows where it is executing in a distributed system at
any point in time. A mobile agent is aware of the communication network and
makes an informed decision to move asynchronously and independently from one
node to another during execution.

In a process-migration system the system decides when and where to move
the running to balance workload, whereas the agents move when they choose
through a jump or go statement. It has been shown in [9] that agent migra-
tion is much faster than migration of traditional processes. Mobile agents are a
very attractive paradigm for distributed computing over the Internet, for sev-
eral reasons [8], including reducing vulnerability to network disconnection and
improvements in latency and bandwidth of client-server applications. Mobile
agents carry the application code with them from the client to the server, in-
stead of transferring data between a client and a server. Since the size of the code
is often less than the amount of data interchanged between the client and the
server, mobile agent system provide considerable improvement in performance
over client-server computing. Thus, the use of mobile agents is expanding rapidly
in many Internet applications [2], [6], [8].

The Internet is unreliable. Hosts connected via the Internet constantly fail
and recover. The communication links go down at any time. Due to high com-
munication load, link failures, or software bugs, transient communication and
node failures are common in the Internet. Information transferred over the In-
ternet is insecure and the security of an agent is not guaranteed. Fault tolerance
guarantees the uninterrupted operation of a distributed software system, despite
network node failure. Therefore, reliability is an important issue for Internet ap-
plications [2], [10], [13].

In this paper, we address the security and fault tolerance issues for mobile
agent systems running across the Internet. We present a cryptographic method
in the replication and voting protocols for the agent replication extension sys-
tem. The system makes mobile agents fault-tolerant and also detects attacks by
malicious hosts.

The rest of this paper is organized as follows. Section 2 present a fault-tolerant
mobile agent replication system and discusses the replication and voting proto-
cols. Section 3 discusses the role of cryptographic techniques in our protocols.
Section 4 describes experiments we ran to explore performance of replication and
voting in the presented system setting. Finally, our conclusions are presented in
Section 5.

2 Dependable Distributed Computing

2.1 Fault-Tolerant Mobile Agents

Fault tolerance for mobile agent systems is an unsolved topic in dependable
distributed computing, to which more importance should be attached. Our ap-
proach offers a user-transparent fault tolerance in agent environments. The user
can select a single application given to the environment and can decide for every
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application whether it has to be treated fault-tolerant or not. That is, the user
or the application itself can decide individually, if and when fault tolerance is
to be activated. The execution of fault-tolerant and non-fault-tolerant applica-
tions is possible. Thus, to enable fault-tolerant execution, it is not necessary
to change the application code. The separation between application and agent
kernel platform facilitates user transparency. Once mobile agents are injected
into the network, the users do not have much control over their execution. If
the action for fault tolerance was dictated by a monitor instance, the autonomy
was limited. All decisions that are made by an autonomous agent would need to
be coordinated with the monitor. To enable activation of fault tolerance during
runtime, the complete agent is replaced with one that carries those functionali-
ties with it. This would increase demands for memory and computing time. So
a modular exchangeable composition of mobile agents is required. The required
modularity and separation between the application and agent platform imply
that the functional modules should wok independently and in parallel. The ap-
plication can influence the agent behavior. It is possible to affect the behavior
of a mobile agent during runtime.

2.2 Replication and Voting

Replication of agents and data at multiple computers is a key to providing
fault tolerance in distributed systems. Replication is a technique used widely
for enhancing Internet services. The motivations for replication are to make the
distributed system fault-tolerant, to increase its availability, and to improve a
service’s performance.

One of the goals in this work is to provide fault tolerance to mobile multi-
agents through selective agent replication. Multi-agent applications reply on the
collaboration among agents. If one of the involved agents fails, the whole com-
putation can get damaged. The solution to this problem is replicating specific
agents. One must keep the solution as independent and portable as possible
from the underlying agent platform, so as to be still valid even in case of dras-
tic changes of the platform. This offers interoperability between agent systems.
The properties of agent systems are dynamic and flexible. This increases the
agent’s degree of proactivity and reactivity. Note that replication may often be
expensive in both computation and communication. A software element of the
application may loose at any point in progress. It is important to be able to go
back to the previous choices and replicate other elements.

In the passive model of replication, there is a single ’primary’ or ’master’
replica manager (RM) at any time and one or more secondary RMs - ’backups
(slaves)’. Front-end(FE)s communicate only with the primary RM to obtain
the service. The primary RM executes the operations and sends copies of the
updated data to the backups. If the primary fails, one of the backups is promoted
to act to the primary. The passive replication system implements linearizability
if the primary is correct, since the primary sequences all the operations upon
the shared objects. If the primary fails, then a backup becomes the new primary
and the new system configuration takes over: the primary is replaced a unique
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backup and the RMs that survive agree on which operations had been performed
when the replacement primary takes over. The passive model is used in the Sun
NIS (Network Information Service), where the replicated data is updated at a
master server and propagated from the master to slave servers using one-to-one
rather than group communication. In NIS, clients communicate with either a
master or slave server but they may not request updates. Updates are made to
the master’s files.

In the active model, the RMs are state machines that play equivalent roles
and are organized as a group. Front-ends multicast their requests to the group
of RMs and all the RMs process the request independently but identically and
reply. If any RM crashes, then this need have no impact upon the performance
of the service, because the remaining RMs continue to respond in the normal
way. Schneider [15] proposes active replication with majority voting to obtain a
consensus on the computation performed by a set of replicated nodes. This active
replication system achieves sequential consistency. All correct RMs process the
same sequence of requests. The reliability of multicast ensures that they process
them in the same order. Since they are state machine, they all end up with the
same state as one another after each request. Front end’s requests are served in
FIFO order, which is the same as program order. The active system does not
achieve linearizability. This is because the total order the RMs process requests
is not necessarily the same as the real-time order the clients made their requests.
We assume a solution to reliable and totally ordered multicast.

A simple agent computation might visit a succession of hosts, delivering its
result messages to an actuator. The difficulties here arise in making such a
computation fault-tolerant. The agent computation of interest can be viewed
as a pipeline, depicted in the shaded box of Fig. 1. Nodes represent hosts and

Fig. 1. Fault-tolerant agent computation using replication and voting

edges represent movement of an agent from one host to another. Each node
corresponds to a stage of the pipeline. S is the source of the pipeline; A is
the actuator. The computation is not fault-tolerant. The correctness of a stage
depends on the correctness of its predecessor, so a single malicious failure can
propagate to the actuator. Even if there are no faulty hosts, some other malicious
host could disrupt the computation by sending an agent to the actuator first.
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One step needed to make fault-tolerant is replication of each stage. We assume
that execution of each stage is deterministic, but the components of each stage
are not known a priori and they depend on results computed at previous stages.
A node m in stage k takes as its input the majority of the inputs it receives from
the nodes comprising stage k − 1. And then, m sends its output to all of the
nodes that it determines consisting of k+1. Fig. 1 illustrates such a fault-tolerant
execution. The replicated agent computation with voting tolerates more failures
than an architecture where the only voting occurred just before the actuator.
The voting at each stage makes it possible for the computation to recover by
limiting the impact of a faulty host in one stage on hosts in subsequent stages.

2.3 The MARE System Architecture

The MARE[17] architecture is a Mobile Agent Replication Extension system
with voting that makes mobile agents fault-tolerant and reliable. The system
(Fig. 2) is similar to several other agent systems including Agent Tcl [5], DaA-
gent [10], DarX [7], FANTOMAS [11], and FATOMAS [12]. The Replication
Group (RG) consists of multiple Agent Replication Tasks (ARTs). The system
provides group membership management to add or remove replicas. The number
of replicas and the internal details of a specific task are hidden from the other
tasks. Each RG has exactly one master communicating with the other ART
tasks. The master acts as a fixed sequencer, providing totally ordered multicast
within its RG.

Fig. 2. The fault-tolerant mobile agent replication extension system

Agents are allowed to inherit the functionalities of other ART objects, en-
abling the underlying system to handle the agent computation and communica-
tion. Therefore, it is possible for MARE to act as a middleware for agents. In
Fig. 2, each ART is wrapped in an Application Task Shell (ATS) that acts as a
Replication Group Manager (RGM), and is responsible for delivering messages
to all the members of the RG. RGM is associated each agent (ART). It keeps
track of all the replicas in the group, and of the current replication method in
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use. RGM can change the replication policy and tune its parameters, such as the
number of replicas or the periods between backups in case of passive replication.
ATS intercepts input messages and enables caching. All messages are processed
in the same order within a RG. When an agent is replicated, its RG is suspended
and the corresponding ART is copied to a new ATS on the requested host sys-
tem. A task can communicate with a Remote Task (RT) by using a local proxy
with the RT interface. Each RT references a distinct remote entity considered
as the master of its RG.

MARE system uses both passive and active replication schemes. It is possible
to switch to any user-defined replication method. MARE uses a fault tolerance
mechanism to detect attacks by malicious hosts. It is assumed for every stage,
i.e., an execution session on one host, a set of independent replicated hosts, i.e.,
hosts that offer the same set of resources, but do not share the same interest
in attacking a host, because they are operated by different organizations. Every
execution step is processed in parallel by all replicated hosts. After execution,
the hosts vote about the result of the step. At all hosts of the next step, the
votes (the resulting agent states) are collected. The execution with the most
votes wins, and the next step is executed.

3 Cryptographic Support for MARE

The computation of Fig. 1 should tolerate one malicious host per stage of the
pipeline. It does not. Any two faulty hosts could claim to be in the last stage and
foist a majority of bogus agents on the actuator. These problems are avoided
if the actuator can detect and ignore such bogus agents. This could be accom-
plished by having agents carry a privilege from the source to the actuator.

The privilege can be encoded as a secret initially known to the source and the
actuator. It is necessary to defend against two attacks. First, a malicious host
might misuse the secret and launch an arbitrary agent to the actuator. Second,
a malicious host could destroy the secret, making it impossible for the remaining
correct agents to deliver a result.

To simplify the discussion, we start with a scheme that prevents misuse of
the secret by a malicious host. This scheme ensures that if a majority of replicas
visit only correct hosts, no hosts except the source and the actuator will learn the
secret. Agent replicas cannot carry copies of the secret, since the secret could then
be stolen by any faulty host visited by a replica. It is tempting to circumvent this
problem by the use of an (n,k) threshold secret sharing scheme[14]to share the
secret embodying the privilege. In an (n,k)threshold scheme, a secret is divided
into n fragments, where possession of any k fragments will reveal the secret, but
possession of fewer fragments reveals nothing. In a system having 2k-1 replicas,
the source would create fragments using a (2k-1, k) threshold scheme, and send
a different fragment to each of the hosts in the first stage. Each of these hosts
would then forward its fragment to a different host in the next stage.

However, this protocol fails, due to the voting at intermediate stage of the
pipeline. The voting should ensure that the faulty hosts encountered before a
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vote cannot combine with faulty hosts encountered after the vote to corrupt the
computation. However, in the scheme, minorities before and after the vote can
steal different subsets of the secret fragments. If they together hold a majority of
the secret fragments, then the faulty hosts can collude to reconstruct the secret.

One way to stop collusion between hosts separated by a vote is to redivide
the secret fragments at each vote. For a system with (2k-1) replicas, the protocol
based on this insight outlines, as follows.

– The source divides the secret into 2k-1 fragments and sends each fragment
to one of the hosts of the first stage.

– A host in stage i takes the fragments it receives, concatenates them, and
divides that into 2k-1 fragments using a (2k-1, k) threshold scheme. Each
fragment is then sent to a different host in stage i+1.

– The actuator uses the threshold scheme backwards and recovers the original
secret.

This protocol is inefficient because secret sharing scheme require that each
fragment be the same size as the original secret. Thus, messages get longer at
every stage of the pipeline. In fact, the message size is multiplied by 2k-1 at
every stage.

Two protocols have been developed. They do not suffer from the exponential
blowup in message size. In one protocol, message size grows linearly with the
number of pipeline stages and the number of replicas. In the other one, message
size remains constant but an initialization phase is required. The first scheme uses
chains of authentication, instead of a secret privilege, to prevent masquerading.
The second scheme renews [16] the secret after each round, making it impossible
for fragments from before a vote to be used together with fragments constructed
after that vote. To address the second attack - destruction of the secret by a faulty
host - it is necessary to replace the secret sharing in the protocols described with
verifiable secret sharing. This scheme allows for correct reconstruction of a secret
even when hosts including the source are faulty.

4 Simulation Study

To explore voting performance issues, we performed experiments. The system
we tested consists of 4 Sun workstations. An agent moving from node to node
was simulated by sending a message between these node. In this experiment,
we looked at the behavior for 1, 4, and 8 replicas and were interested in how
synchronization delay can be amortized by voting less frequently. This experi-
ment examined the cost of voting in the case that host speeds are uniform. In
this experiment, agents visited a sequence of N hosts before voting, rather than
voting at the end of each stage.

Fig. 3 is the graph of the average time per host visit when N ranges from
1 to 32. The data depicted reports averages from runs of 320 rounds. The time
spent per host had a variance .1 percent. We found remarkable improvements
as N advanced from 1 to 8. For N greater than 8, the further improvements
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were not significant. It is interesting to note synchronization delay versus voting
tradeoff. When voting is infrequent, replica completion time drift apart, so the
synchronization delay increases. A voter need wait for a correct majority, so a
vote-delimited stage will complete as soon as the median correct replica votes.
Therefore, the completion time for a replicated computation that votes infre-
quently should approximate the completion time when there is a single replica.
The experimental result of Fig. 3 shows this behavior.

Fig. 3. Voting performance with various voting frequencies; the x-axis is the number

of hosts visited between votes and the y-axis is time per host visit, normalized to speed

of a single replica

Voting can lead to a replicated computation being faster than the corre-
sponding non-replicated one. Suppose there is a small probability that any given
host will be slow. Over a long non-replicated execution, an agent is bound to
encounter a slow host. Accordingly, the computation will be slowed. However,
with replication and periodic voting, it is likely that a majority of the agents
a voter will have encountered no slow hosts. Because the voter waits for this
majority, the MARE system’s execution time will be independent of the speed
of the slow hosts.

Fig. 4. Voting performance with uniform and nonuniform delays; The probability of

encountering a slow host to 1 percent was set. The addition of replicas further reduces

the slowdown

Fig. 4 shows the performance of an agent which voted every five moves.
The probability of encountering a slow host to 1 percent was set, and such a
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host was 195 times slower than a normal host. The un-replicated computation
experienced the full effect of the impaired hosts, resulting in a sixfold slowdown.
The slowdown was reduced in the presence of any replication, dropping to 23
percents for four replicas. The addition of eight replicas reduced the negligible
slowdown.

5 Conclusion

This paper describes cryptographic support for MARE, which is a replication
extension system with voting. The system makes mobile agents fault-tolerant
and also detects attacks by malicious hosts. Replication and voting do not
suffice for the security purpose. Cryptographic protocols are required. Crypto-
graphic techniques have been used in distributed protocols. In particular, secret
sharing has been employed for asynchronous Byzantine agreement[1] and secure
auctioning[3]. However, all of the work depends on computations being immobile.
In the MARE system, secret sharing takes on an important role in facilitating
mobile processes by providing a form of distributed authentication. As a part of
the experimental studies, the effects of the voting frequencies with uniform and
nonuniform delays were examined. We found that synchronization delays caused
by voting could be made insignificant by making voting less frequent. In some
cases, replicated computation with voting improved performance by ensuring
that slow hosts do not make progress difficult.
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Abstract. There are standard risk analysis methodologies like GMITS and 
ISO17799, but new threats and vulnerabilities appear day by day because the IT 
organizations, its infrastructure, and its environment are changing. Accordingly, 
the methodologies must evolve in step with the change. Risk analysis methods 
are generally composed of asset identification, vulnerability analysis, safeguard 
identification, risk mitigation, and safeguard implementation. As the first 
process, the asset identification is important because the target scope of risk 
analysis is defined. This paper proposes a new approach, security risk vector, 
for evaluating assets quantitatively.  A case study is presented. 

1   Introduction 

Risk management includes many processes such as asset identification, threat and 
vulnerability analysis, safeguard implementation, and risk mitigation. After the 
“protective law of information communication infrastructure” was enforced in Korea 
on July 2001, many organizations have recognized the importance and necessity of 
security risk analysis. They referred many security risk analysis guidelines and 
methodologies such as Fips 65 [7], SRAG, and BS7799 [2]. However, they describe 
what, but no how in details. Thus, it is difficult for many organizations to apply the 
risk management techniques. Especially, asset identification and assessment, the first 
step of risk management, is more important to make risk management successful.  

In this paper, a simple, yet effective asset risk assessment method of information 
systems, called Security Risk Vector, is proposed. The information systems composed 
by data, application, and server are quantitatively evaluated with criteria such as 
confidentiality, integrity, and availability. These three criteria are represented as 
vectors. This method assists to understand the criticality of assets. 

Section 2 presents the overview of risk analysis methodologies as the context of 
our research. Section 3 proposes our approach of asset assessment. Section 4 and 5 
shows a case study and related work respectively. Section 5 concludes this paper. 
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2   The Context: Risk Analysis Process  

Fig.1 presents a standard risk analysis process based on OCTAVE [1], which is 
developed by Carnegie Mellon University (CMU) in USA. It is used as a base of our 
risk analysis. It includes asset identification, threat analysis, vulnerability analysis, 
damage impact analysis, risk assessment, and safeguards for controlling risk.  

 

 

Fig. 1. Risk Analysis Process 

Step 1.  Major Asset Identification: In order to analyze a target information system, 
as the first step, core business processes and core assets are investigated. In 
this paper, we propose a new quantitative approach of asset assessment using 
Security Risk Vector. The detailed of our quantitative asset assessment is 
explained in Section 3.  

Step 2. Threat Analysis: Threat analysis of the identified assets is needed based on 
the predefined threat list. The threat analysis of data assets investigates not 
only data, but also the server and the database, which store and distribute the 
data. Therefore, threat analysis for the server and the database should be also 
performed simultaneously with one for the data assets. 

Step 3. Vulnerability Analysis: The diagnosis tools of network and host vulnera- 
bility can be used to perform vulnerability analysis. Vulnerability analysis is 
performed for the server and database assets, but not for data asset. 
Furthermore, vulnerabilities of applications used in server should be analyzed 
as well as the database program.  



276 Y.J. Chung et al. 

 

Step 4.  Damage Impact Analysis: Damage will be evaluated based on the results of 
threat and vulnerability analyses. Safeguards and their appropriateness are 
investigated and analyzed in this process. The validation of the new 
safeguard applied in the future need to be also checked.  

Step 5.  Risk Assessment per each asset: Risk of each asset is calculated and then 
the assets are prioritized in order.  

Step 6.  Safeguard Determining: Through threat analysis and vulnerability analysis, 
safeguards to control identified risk need to be set up, and then after 
determining the target risk level, the final decision of risk safeguard is made.  

Among these above general processes for risk analysis, we will discuss assess 
assessment process in the rest of this paper.  

3   Proposed Method to Evaluate Information System Asset  

The asset assessment process is briefly explained based on the international standard 
ISO 17799, improved by BS7799[2]. The proposed method to assess information 
system assets is presented in this paper including analyzing information security 
requirements, understanding criticality of asset, and checking sensitivity for data 
asset.  

3.1   Asset Identification to Be Protected  

The British BS7799 suggests the asset classification as follows: [2]  

• Information Asset: DB, data file, system document, user manual, study and 
training materials, regulations for management, plan document, provision for 
alternative system  

• Documents: contracts, guidelines, company documents, important business 
documents  

• Software Asset: applications S/W, system S/W, development tool and utility  
• Physical Asset: computer and communication equipment, magnetic tape, 

magnetic disk, power supply, air conditioner, furniture, facilities  
• Personnel Asset: individuals, customer, subscriber  
• Image and Reputation of a Company  
• Service: computer and communication service, warm, light, air conditioning  

This paper doesn't deal with all the listed assets in an organization but assets 
related only to major information system. Thus, we consider only the following asset 
domains:  

• Server: server, PC, network H/W, OS or essential services  
• Application: applications to support the objectives and business processes in an 

organization  
• Data: data to achieve the objectives and business process  
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3.2   Analysis for Information Security Requirements, Criticality, Sensitivity  

The following three factors are common in all the standards of risk analysis of 
information systems: confidentiality, integrity, and availability. This paper proposes a 
method for identifying and assessing major assets of the information systems, but not 
all the assets of an organization. Criticality of the information systems is calculated by 
the value of confidentiality, integrity, and availability as shown in Table 1. 

Table 1. Classification for information security factors in information system 

Information System Confidentiality Integrity Availability
Data    

Application ×   
Server × ×  

     
                      (a) Data Risk Vector                      (b) Application Risk Vector 

 
(c) Server  Risk Vector 

 
 Data 1: (C1, I1, A1), Data 2: (C2, I2, A2)  
 Application 1: (I1, A1), Application 2: (I2, A2)  
 Server 1: A1, Server 2: A2  

Fig. 2. Criticality analysis for Data, Application, and Server  

Data risk vector, VD, shown in Fig.2 (a) represents the degree of the data risk (the 
length of the vector) and types of the data risk (the direction of the vector). The data 
risk vector is determined by the following vectors: VC (Confidentiality), VI (Integrity), 
and VA (Availability). The degree of data risk vector is calculated by the following 
equation: 
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                222
AICD VVVV ++=  

We suggest a non-linear scale of the vector values for VC (Confidentiality), VI 
(Integrity), and VA (Availability), as shown in Table 2. This non-linear scheme is used 
for the risk management of the NASA space programs. The benefit is to have 
distinctive risk levels. If all the vectors have the same values (i.e., VC = VI = VA), the 

data risk vector, VD, is 23 CV  as shown in the following equation: 

2222 3 CAICD VVVVV =++=  

The high-level of VD has the range from 1106433 22 =×=CV  to 

43325633 22 =×=CV . Table 3 summarizes the range of each level. Note that VD 

has ranges, not distinctive numbers because each VC, VI, VA is able to have the 
different values due to the mixed levels (e.g., VC = 1, VI = 16,  VA = 128). 

Table 2. Confidentiality, Integrity, and Availability Level 

Level (Color) C, I, A Description 

High (Red) 64, 128, 
256 

If the information security requirements of a targeted system are 
not satisfied, life-threat or critical mission failure is predicted 

Medium 
(Yellow) 

8, 16, 32 If the information security requirements are not satisfied, business 
loss are expected. 

Low (Green) 1, 2, 4 
If the requirements are not satisfied, little damage is expected, but 

the critical mission is not affected by the damage or the damage is 
easily recoverable. 

Table 3. Criticality Level in Data Asset 

Level (Color) VD  value Description 

High (Red) 111 ~ 433 
The unsatisfied data requirements cause life-threat or critical 

mission failure. 

Medium 
(Yellow) 14 ~  55 The unsatisfied data requirements cause business loss. 

Low (Green) 2 ~ 7 
The unsatisfied data requirements do not affect on critical 

mission failure and the damage is easily recoverable. 

Application risk vector, VAP, shown in Fig.2 (b) represents the degree and types of 
the application risk. Like data risk vector, the application risk vector is calculated by 
the following equation using: VI (Integrity), and VA (Availability): 

22
AIAP VVV +=  

Like Table 3 for data risk vector, Table 4 presents the level of application assets. 



 Security Risk Vector for Quantitative Asset Assessment 279 

 

Table 4. Criticality Level in Application Asset 

Level (Color) VAP value Description 

High (Red) 91 ~ 362 The unsatisfied application requirements cause life-threat or 
critical mission failure. 

Medium 
(Yellow) 

11 ~  45 The unsatisfied application requirements cause business loss. 

Low (Green) 1 ~ 6 The unsatisfied application requirements do not affect on 
critical mission failure and the damage is easily recoverable. 

Server risk vector, Vsr, is expressed by a point in the line unlike data or application 
risk vector. Server risk vector consider only VA (Availability). That is, Vsr and VA have 
the same value. 

In order to understand the relationship between server, application, and data, the 
following mapping approach is proposed as shown in Fig 3.  

 

 
 

 

    
 

Mapping 1: VD1 = (SV1, AP1, DT1)  
Mapping 2: VD2 = (SV1, AP2, DT2)  
Mapping 3: VD3 = (SV2, AP3, DT3)  
Mapping 4: VAP1 = (SV3, AP4)  

Fig. 3. Relationship Analysis between Data, Application, and Server 

The 3-dimension diagram shown in Fig. 3 provides the visualized intuition of 
criticality of risk (i.e., scalar value of the vector) and types of risk (i.e., direction of 
the vector). For example, mapping 1 and mapping 3 have similar risk criticality value, 
but they have different sources (types) of the risk. Mapping 3 does not have much 
application risks.  
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In order to provide a summary of the analyzed risk, a color-coded table shown in 
Table 5 is suggested. By combining all the scalar value of each vector, the overall 
criticality of the mapping is calculated. For example, if the total score is in a range 
between 266 (=VD + VAP + VSR = 111 + 91 + 64) and 1151 (= 433 + 362 + 256), the 
overall risk is determined to High (Red). High (Red) risk assets are classified as major 
information system assets in a corresponding organization. Likewise, Medium 
(Yellow, 33 ~ 132) to Low (Green, 4 ~ 17) are determined. If the value is in the range 
between the High level and the Medium level (i.e., 133 ~ 266) or between the 
Medium level and the Low level (17 ~ 33), the human experts judge the level or the 
closed one is selected. Otherwise, the color map can be used as shown in Fig. 4. This 
summary table assists security risk manager to determine the priority to protect the 
assets.  

Table 5. Criticality Value of Data, Application, and Server 

 
Overall
Critical
ity 

Confidentia
lity 

Integrity Availability 

         
Mapping 1         

         
Mapping 2         

         
Mapping 3         

...         
Mapping n         

 

 

 

 

Fig. 4. Continuous Color Code Scheme 

4   A Case Study 

We first analyzed the organization mission, provided services, the architecture of the 
information system in Company X as shown in Fig. 5 and Table 6. The critical 
mission for this organization is public procurement service.  

The asset assessment process is as follows: we identified the information assets in 
terms of servers, applications, and data. The mapping (vector) relationships between 
the assets are also identified. Then, we analyzed them with the proposed security 
criteria such as confidentiality, integrity, and availability. 
 

High 

Medium 

Low 
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Fig. 5. An Example of the Information System in Company X 

Table 6. Analysis Results 

Group Sub system Categoty Content 
Con-

fidentiality 
Inte- 
girity 

Avail-
ability 

Vector 
value 

KMS 2 Server Server HP Ultra 6.0   64 64.0  
  Application Handy 3.0  16 128 129.0  
  Data Human Resources 128 128 128 221.7  
 Mapping 1      414.7  
 KMS Server Server CompaQ    64 64.0  
   Application e-payment system  32 128 131.9  
  Data Payment transaction 128 128 8 181.2  
 Mapping 2      377.1  
 … …         

DMZ Web Server Server Samsung v2   32 32.0  
 Application IIS 5.0  4 64 64.1  
 Data Company information 4 128 64 143.2  

Mapping 3      239.3  
 Server LG 3.2   64 64.0  
 Application Apache 3.2  128 128 181.0  
 Data Contract data 64 256 128 293.3  

Mapping 4      538.3  

 

……        
L4 L4 Switch Server 3Com   128 128.0  

  Application Routing Algoritm  64 64 90.5  
  Data Routing Table  4 128 64 143.2  
 Mapping 5      361.7  
 3rd Firewall Server HP Ultra 6.0   128 128.0  
  Application ERP 2.0  128 32 131.9  
  Data Rule 16 64 64 91.9  
 Mapping 6      351.9  
 ……       
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5   Related Work 

SP 800-30, Fips 65 [7] from the National Institute of Standards and Technology 
(NIST) [6,7], Guidelines for the management of IT security (GMITS) from ISO/IEC 
JTC1/SC7 [4, 5] and Executive Guide on Information Security Management from the 
Government Accounting Office(GAO) [3]. British government encourages industry 
using certification based on BS7799, which is the information security management 
standard. They regulate that risk analysis should be included in information security 
management system establishment. Risk analysis is achieved regularly using a risk 
analysis automation tool of CRAMM [8], RA and etc. 

The above risk management has focused on process/method of general risk 
analysis, but our focus is to assess criticality of assets using Security Risk Vectors. It 
assists many organizations to apply risk analysis in their information assets.  

6   Conclusion  

This paper proposes a new asset assessment method called Security Risk Vector. A 
case study is investigated for the validation of the usefulness of the Security Risk 
Vector. It contributes an effective process for assessing the major information system 
assets such as server, application, and data in terms of confidentiality, integrity, and 
availability. These three factors are expressed by vectors. This vector representation 
has the following benefits: 

• Intuitive understanding of the criticality of the assets: The 3-dimension 
vector representation provides intuition the degree (scalar value) and types 
(direction of the vector) of asset criticality.  

• Clearly distinctive importance of assets (sensitiveness): As we adapt non-
linear evaluation values such as 1, 2, 4, 8, 16, etc., the rank of asset criticality is 
clearly distinguished. In addition, even though two vector lengths are the same, 
distinctive sensitiveness of an asset is shown by the direction of the vector in 
axes of confidentiality, integrity, and availability. It helps recognize more 
important assets easily. 

In future, we plan to develop various visualization tools of these vector scalar 
values and its directions. We are considering that threat and vulnerability analysis can 
be applied by this vector method.  

Acknowledgement. Hoh Peter In is a corresponding author. 
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Abstract. We propose an efficient remote video study evaluation system which 
is suitable to the personalized characteristic of the individual student using an 
information filtering based on user profile. For the setting questions to use the 
video, we extract a key frame based on the location, size and color information 
and extract a setting questions interval using gray-level histogram and time 
windows. Also, for efficient evaluation, we set questions which compose a 
category based system and a keyword based system. Consequently, students can 
enhance their study achievements as supplement to the insufficient knowledge 
and maintain their interest towards the subject. 

1   Introduction 

Information filtering is the function to process and to filter the information so that it is 
suitable to the user requirement, and it is the filtering of dynamic information stream 
based on the long-term profile according to the user interest are produced and be 
maintained by the system. Most dedicated filtering systems automatically produce and 
maintain the user interested profile using a learning technique [1,2]. An information 
filtering is the important course of an individualism of the information; traditionally, 
it is classified in three kinds, these are content-based, social and economic filtering, 
and mixed each other and used [3]. 

A content-based filtering calls a cognitive filtering. The object is selected by the re-
lationship between the content of objects and priorities of user. Representative exam-
ple of a content-based filtering is a keyword-based filtering [2,4]. Social filtering, also 
called collaborative filtering, where objects are filtered for a user upon the preference 
of other people with similar tastes [5]. Social filtering systems need a critical mass of 
participants and objects to work efficiently which appear to be their major draw-back. 
Representative example is as follows. In Tapestry system [6], users give the comment 
directly and determine the judgment about an interested field. Then, composite filter 
of a program itself accomplish the filtering about the documents which is saved con-
tinuously. Stanford Information Filtering Tool (SIFT) [7] offers a filtering service on 
the Web; users are provided a filtering service through the profile over one which 
states the keyword to use a matching strategy. GroupLens [8] is the system for a dis-
tributed collaborative filtering of Usenet News; Users could give the weight by them-
selves about the news to read. Economic filtering is the method to filter the informa-
tion based on a cost element [8]. Cost elements which are used here are the relation-
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ship between cost to be used and profit, or the relationship between network band-
width and object size, and etc.  

The above three kinds of filtering methods mix each other and are used. Represen-
tative example is the method that NewsWeeder system [9] mixes content-based filter-
ing and social filtering for Usenet News. 

For some years recently, many researches which use the user profile have been per-
formed. XFilter [10] provides highly efficient matching of XML documents to large 
numbers of user profiles. The XFilter engine uses a sophisticated index structure and 
a modified Finite State Machine (FSM) approach to quickly locate and examine rele-
vant profiles. Franklin et al. [11] used the user profile for data recharging. They pre-
sented an automatic data recharging method based on user profile which is produced 
in meaningful profile language. Schwab et al. [12], through clear user observation, 
presented the method that potent an interested user profile study. 

A remote study evaluation field on Web can not accomplish the evaluation consid-
ering the characteristic and interest of student individual and accomplishes the evalua-
tion. That is, we can solve these problems efficiently if we use the personalized user 
profile. We will filter the question from the question bank database so that we are 
suitable to the characteristic and interest of the individual using the individual user 
profile of students. And, we will provide and solve the problem of “insufficient 
knowledge through” supplements and “superior area can be developed further” [13]. 

2   Scene Change Detection 

2.1   Key Frame Extraction 

If we set questions of the problem to use the video, then we use a JANGHAK quiz 
program to be broadcasted in EBS. A JANGHAK quiz program accomplishes the 
evaluation of a total 3 round, but we use only 1 round to divide the video in this pa-
per. A problem area to be divided classifies Language, Mathematics, Society, Science 
and Foreign Language, and uses at setting questions. We summarize the structural 
feature about 1 round evaluation of JANGHAK quiz program. 

− The question number and content appears always when it sets questions. 
− When each question number and content appears in the beginning, the effective-

ness of question number blinks. 
− The question number and content have each fixed size. 
− The question number area has fixed color. 
− The question number and content disappear if setting questions is completed. 

Based on the above features, key frames of a setting questions scene extract 
through a similarity measurement using the information of location, size, and color of 
question number area. A similarity measurement method is equal to Equation 1. 

Similarity=CIi(p, s, c)-TI(p, s, c), where i = 1…m                        (1) 

In Equation 1, TI(p, s, c) is the template to have a location (p), size (s) and gray 
color values(c) of question number area producing based on a prior knowledge. And 
CIi(p, s, c) has information of each about question number area of input frames. 
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2.2   Extraction of Setting Questions Interval 

The setting questions interval (SQI) is the interval of question number and content 
which question is from appear to disappear for setting questions. For the extraction of 
a setting questions interval, we accomplish first the computation of a gray level histo-
gram difference (Di) about the question number area as shown in Equation 2. 

=
−−=

Bins

j
iii jHjHD

1
1 )()(                                            (2) 

In Equation 2, Hi(j) means a j-th bin of a gray level histogram of a frame i. Di im-
plies histogram difference between currently frame Fi and former frame Fi-1. And we 
set each question, because of a blink phenomenon which appears in the beginning 
prevent the setting questions interval and extracted wrong, we give a time windows 
(WT) of key frame. Detailed setting questions interval extraction algorithm is equal to 
as follows: where DT is threshold, Wk is key frames view, Wi is input frame view, Wf is 
frame difference between Wk and Wi and GFI is the general frame interval. 

For (i=2;i < n;i++){
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 = gray level histogram difference;
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i
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3   A Study Evaluation Which Uses the User Profile 

In this paper, first, we construct a question bank DB and can accomplish the evalua-
tion on the web. Secondly, questions are filtered using the user profile. The last, we 
enhance the efficiency of the evaluation to the setting questions which considers the 
individual variation, characteristic and interest of student. Overall system structure is 
presented in Figure 1. 

Fig. 1. Overall system structure 
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3.1   A System Details Structure 

(1)   User Registration 
A user registration does the log in using a user ID and the password through Web 
page. We distinguish the user by the manager, teacher or student in the user profile 
and give the authority. 

(2)   Manager Module 
The manager has all authority about the management of system, user, subject, etc. The 
management of the user accomplishes an information retrieval, query, modification 
and deletion about the user. The management of the subject accomplishes the addition 
and deletion of the subject. We manage overall system of the management of whole 
database and an inadaptable profile threshold (Cp(V)) adjustment in the management 
of the system. 

(3)   Teacher Module 
The teacher has the authority of manufacturing and setting questions, grade retrieval, 
etc. It is saved at a question bank database if the question is made by the manager. We 
set questions together with the help when we make the question and can give the aid. 
The question to apply the multimedia as image and music can set questions. The 
teacher must select the keyword when it sets questions to support a keyword-based 
user profile system. We implemented this to select the keyword when making the 
question and input most important subject (or theme) of that question. 

(4)   Student Module 
Students use the user profile and solve the question to be optimized, and new profile 
is reflected again in a next examination according to the result. The student to do the 
log-in is provided an examination schedule such as examination turnaround, question 
number of area, examination time, etc. and undergo practical examination from the 
system. 

The problem to be set questions must be optimizing the individual characteristic 
and interest of the student according to the user profile. To produce the user profile of 
the best suited, we do not reflect the user profile in the examination in all area as well 
as inadaptable profile threshold (Cp(V)) which is set by the manager. At this time, we 
are given the question as well as the number of question (iPq(N)) which is an initial-
ized inadaptable profile and accumulate the user profile through the question explana-
tion. If Cp(V) is satisfied through such course, system gets an area weight(weight[i])
and a user interest word (Iu(W)), and produce and maintains the user profile. 

3.2   Question Filtering Using the User Profile 

(1)   Category-Based Method 
This evaluation system grasped an individual characteristic and the interest of stu-
dents through the area relative evaluation. That is, we convert an area marks not as 
total marks into relative rate and reflect this in the next evaluation. It is the method we 
put the weight of the plus and give the number of question about a fragility area. 

In this paper, we do the supplementation of the defect of a category-based system 
according to the composing and accomplishing a keyword-based system. 



288 S.-Y. Shin and O.-H. Kang 

(2)   Keyword-Based Method 
A keyword-based system find the subject, most important interest in individual ques-
tion in the detailed element, and does this to the keyword and inserts at the question. 
Then, we select most the keyword to come out frequently with the question in the 
result of the marking which the user is correct to make. And we produce new key-
word profile by inserting at the queue which existing keyword data have been saved. 
Afterwards, we set questions above all the questions to have user interest words 
which reflect a keyword profile again at the number of question of each area which is 
assigned to a category-based system in the next assessment. 

(3)   Question Filtering Process 

1) We determine the output format using YES or NO and reflect the user profile 
when we set the questions. 

In this paper, we set an inadaptable profile threshold (Cp(V)) for the accumulation 
of the user profile. As shown below, if the total evaluation factor (Tt(C)) of the user is 
smaller than (Cp(V)), then the profile is not evaluated but that user is evaluated in 
general and we accumulate the profile through this manner. 

IF (T
t
(C) < C

p
(V))

   THEN FOR(i = 1; i • T
a
(N); i++) 

          Q
a
(N)[i] = 

i
P
q
(N)

Cp(V): An inadaptable profile threshold, Tt(C): A total evaluation factor 
Ta(N): The number of total areas, Qa(N): The number of area questions 
iPq(N): The number of an inadaptable profile questions 

2) We calculate the number of area to give to the user. 
We bring the user profile which has been saved to a form of the number of ques-

tion in the database. The number of each area setting questions is decided in this rou-
tine. 

FOR(i = 1; i <= T
a
(N); i++) 

Q
a
(N)[i] = Query(Select Area[i] From User_Profile_DB where 

ID = userid 

3) We assign the question of Qa(N) at that area. This routine implements a key-
word-based system. Iu(W) are produced and modified by marking and profile reflec-
tion, we choose the question above all about a user interest word. 

FOR(i = 1; i <= Q
a
(N); i++)

Question_Array += Query(Select Question_No 
 From Question_DB 

                    where Question_Keyword Like %I
u
(W)%)

Iu(W): A user interest word 
If Iu(W) is Null then we added all problem record set which correspond to Iu(W),

we use Random() function and choose it randomly. For both cases, when we insert the 
selected record set to Question_Array to be provided to the user, and we all go via a 
duplicate inspection process and choose problems to be given to the user by applying 
a search algorithm. This paper used the selection search.  

4) The system shows the user the direction and the problem and receives the ex-
amination paper which the user inputs to an array form. 
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5) Marking a routine which compares right answer brings from the question bank 
and the examination paper which the user inputs, we calculate an area total of one's 
marks and whole total of one's marks.  

6) Calculate an area weight to apply at a category-based system. 
An area weight is important data which decides characteristic and interest of a stu-

dent. The weight is based on the marks which the student gets in an examination area, 
it uses minus value for superior subject areas and plus value for the insufficient sub-
ject areas.  

For(i=1; i <= T
a
(N); i++)
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Tt(N): The total of one's marks become a total full marks criteria. 
Tt(S): The total examination marks which gets Tt(N) to the full marks criteria. 
Qa(S): The total of one's marks to become the area full marks criteria. 
Ta(S): The area examination marks which gets Qa(S) to the full marks criteria. 

This weight comes to multiply with a question rate (decimal point conversion) and 
the number of question of a preceding examination. This result to multiply becomes 
the round up and produces the number of question of the next examination which 
come to plus or minus with the number of question of preceding examination. 

7) We get Iu(W) and apply at a keyword-based system. 

For(i = 1; i <= T
a
(N); i++)

   I
u
(W) = Query( Select Question_Keyword From Area[i] 

           Where Question_No = Area[i][right_j]) 
right_j : the number of question of right answer set of belonging area 

8) We update weight which gets in a category-based system and Iu(W) which gets 
in a keyword-based system in the user profile database. Through Plus weight at exist-
ing profile data and Iu(W) updates data to get newly through Push operation after 
inserting existing profile data at Queue.  

9) We present an area total and a whole total of one's marks through the marking to 
get to the user and store at a user history database. 

4   The Implementation of a Video Study Evaluation System 

4.1   The Implementation Environment 

In this paper, a video study evaluation system which uses the user profile was im-
plemented on Apache Web server through TCP/IP environment, and on a Pentium 
4-2.0 GHz PC. Scene change detection was implemented using Visual C++6.0 with 
EBS JANGHAK quiz video. Also, to construct a medium size database system in 
Windows 2000 Servers, we used MySQL and PHP3 for a database access. 
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4.2   Implementation of Scene Change Detection 

A setting questions interval extracted by using a gray-level histogram difference and 
time windows. Scene change detection is performed as shown in Figure 2. 

Table 1 expresses the criteria value and the threshold about the location, size, aver-
age gray color, time windows (frame) and gray-level histogram difference of a ques-
tion number area for scene change detection. 

Fig. 2. Scene change detection 

Table 1. The threshold for scene change detection 

Features Criteria value (CV) Threshold 
Location (x, y) 25, 171 CV±1 

Size (area) 1739 CV±83 
Average gray color 170 CV±10 

WT 60 CV±5 
Di 100 CV±10 

4.3   Implementation of User Module 

The user can connect to the system using an individual ID and Password to get the 
certification from the manager. 

4.4   Implementation of Manager Module 

The manager controls and manages general tasks related setting questions and areas. 
We set Cp(V) and iPq(N) to need for information management of student and teacher 
and profile accumulation. Figure 3 is showing the screen of a manager module. 

Fig. 3. Screen of manager module
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4.5   Implementation of Teacher Module 

The teacher can accomplish the management of the student information, setting ques-
tions and modification task except the management of operator, system and subject 
among the function of the manager. To implement a keyword-based method when we 
set questions, we can insert the question (direction) and the keyword of video form as 
Figure 4.  

Fig. 4. Question (direction) of teacher module 

4.6   Implementation of Student Module 

If the student connects to a video study evaluation system, the initial screen shows the 
number of question and rate of the area for a study evaluation by the user profile 
analysis as shown in Figure 5. After the students read an examination schedules as 
presented in Figure 4, they solve an examination question continuously as shown in 
Figure 6. 

Fig. 5. Examination schedules Fig. 6. Solve an examination question 

In a question explanation of examination, we present an area and question number 
about each question to the user, and input the answer which the user chooses. If we 
completed a problem explanation which is given, we move automatically to a result 
authentication page of the examination as shown in Figure 6 and confirm own exami-
nation result. 

 In this way, the result of the examination updates the user profile of a category-
based system by area relative marks. We look into a mathematics area in Figure 10, 
Tt(N) has 100 as the total 100 point full marks and Tt(S) has a total of one's marks of 
62.5 of the examination which gets Tt(N) to full marks criteria. Qa(S) has 100 as an 
area total of one's marks to a 100 point full marks and Ta(S) has a total of one's marks 
of 50 of the area which gets Qa(S) to a full marks criteria. And Ta(N) has 5 of a total 
area number. Figure 8 is the result that gives the weight by the area based on exami-
nation result as shown in Figure 7. 
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Fig. 7. Examination result Fig. 8. Weight by the area 

Table 2 compared and expressed the change of the number of question between the 
third and the forth examination which the user profile of student 3545 is applied. 

Table 2. Change of the number of question between 3rd and  4th examination  

3rd examination 4th examination Area 
The number of question area/total The number of question area/total 

Language 5 12.5% 5 12.5% 
Mathematics 10 25% 11 27.5% 

Society 7 17.5% 7 17.5% 

Science 8 20% 8 20% 
Foreign Language 10 25% 9 22.5% 

In Table 2, based on the personalized characteristic about an each area, we accom-
plished more efficient study evaluation to students by applying the user profile and 
modifying the number of question. 

Figure 9 is the screen to read examination information of student 3546 in a man-
ager module. Iu(W) is applied to the keyword-based system and is reflected at a next 
examination evaluation. 

Fig. 9. Examination information of student in a manager module 

4.7   Comparison and Estimation 

Characteristics between simple uniform traditional study evaluation system and this 
new study evaluation system which is presented in this paper are compared and esti-
mated as presented in Table 3. 
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Table 3. compare and estimate of  system 

Item Traditional system Proposed system. 
Forms of setting questions and 
evaluation 

Simple, overall and uniform Different form by the 
individual 

The number of question per area Total identity Different by the individual 
Criteria of setting questions and 
evaluation 

Examiner and appraiser Characteristic and interest 
of the individual 

Priority rank of setting questions 
and evaluation 

Identity without the priority rank Priority to lack area 

Media of setting questions Text Video 
Evaluation purpose Simple study achievement 

evaluation 
Study achievement en-
hance 

5   Conclusion 

In this paper, we presented efficient video study evaluation system which is well 
suitable with the characteristic and interest of a student individual using an informa-
tion filtering based on the user profile. To apply the user profile at the evaluation, we 
used the setting questions method which composes a category-based system and key-
word-based system. Also, for the setting questions of a video form in this paper, we 
extract the key frame of the setting questions scene using the structural features based 
on the location, size and color information. And the setting questions interval ex-
tracted by using a gray-level histogram difference and a time windows. Students can 
enhance a study achievement as supplement to insufficient subject areas and maintain 
an interest area using this system. We observed the efficiency of the study evaluation 
very much using the user profile and induced the interest of the study using user inter-
est word. In addition, this would facilitate teachers in helping many students in the 
education process. 

References  

1. Feynman, C.: Nearest neighbor and maximum likelihood methods for social information 
filtering, International Document, MIT Media Lab, Fall (1993).

2. Sheth, B. D.: A Learning Approach to Personalized Information Filtering, SM Thesis, De-
partment of EEVS, MID, Feb. (1994).

3. Malone, T. W., et al.: Intelligent Information Sharing System," Communications of the 
ACM, Vol. 30, No. 5, (1987) 390-402.

4. Salton, G. and McGill, M. J.: Introduction to Modern Information Retrieval, McGraw-Hill, 
(1993).

5. Thomas Kahabka, Mari Korkea-aho, Günther Specht: GRAS : An Adaptive Personaliza-
tion Scheme for Hypermedia Databases, Proc. of the 2nd Conf. on Hypertext-Information 
Retrieval-Multimedia(HIM '97), (1997) 279-292.

6. Goldberg D., Nicholas D., Oki B.,  Terry D.: Using Collaborative Filtering to Weave an 
Information Tapestry, CACM, Vol. 35, No. 12, Dec. (1992) 61-70.

7. Tak Y. Yan  and Hector Garcia-Molina: SIFT-A tool for wide-area information dissemina-
tion, In Proc. of the 1995 USENIX Technical Conf., (1995) 177-186.



294 S.-Y. Shin and O.-H. Kang 

8. Paul Resnick, Neophytos Iacovou, Mitesh Suchak, Peter Bergstrom and John Riedl: Grou-
pLens : An open architecture for collaborative filtering of netnews, In Proc. of ACM 1994 
Conf. on Computer Supported Cooperative Work, (1994) 175-186.

9. Lang K.: NewsWeeder : An Adaptive Multi-User Text Filter, Research Summary, Aug. 
(1994).

10. Altinel M., Franklin M. J.: Efficient Filtering of XML documents for Selective Dissemina-
tion of Information, Proc. VLDB Conf., Sep. (2000).

11. Cherniack M., Franklin M. J., Zdonik S.: Expressing User Profiles for Data Recharging, 
IEEE Personal Communications, (2001) 6-13.

12. Schwab I.., Kobsa A.: Adaptivity through Unobstrusive Learning, KI 3(2003), Special Is-
sue on Adaptivity and User Modeling, (2002) 5-9. 

13. Lee E. B, Kwak D. H, Ryu K. H.: Understanding of Computer, KNOU press center, 
(1999).



 

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 295–303, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Performance Enhancement of Wireless LAN Based on 
Infrared Communications Using  
Multiple-Subcarrier Modulation 

Hae Geun Kim 

School of Computer and Information Communication, 
Catholic University of Daegu, 

 330 Kumrak-ri, Hayang-up, Kyungsan-si, 712-702, Korea 
kimhg@cu.ac.kr 

Abstract. Infrared communications employing the 4-dimensional Multiple-
Subcarrier Modulation with fixed bias for wireless LAN is introduced. In the 
proposed system, computer simulated 4-dimensional vectors having the largest 
Euclidean distances are used. After the vectors are applied to the 4-dimensional 
modulation, the power and the bandwidth efficiencies of the infrared 
communication system are improved. From the performance evaluation results, 
the normalized power and the bandwidth requirements of the proposed system 
are improved up to 1.8 dB and 1.4 dB compared to those of the conventional 
schemes using QPSK, respectively. The proposed system needs less power and 
bandwidth for optical wireless connection to fulfill the requirements of the 
standard. 

1   Introduction 

Wireless communications are an emerging technology and become an essential 
feature of computer networks. The IEEE 802.11 study group proposed a standard for 
WLAN (Wireless Local Area Network) which transmits and receives data over the 
air, minimizing the need for wired connections. One of the main advantages of 
WLAN is scalability. That means we can scale it very small room or up to very large 
building. This standard provides two different technologies for the physical layer of 
WLAN. First one is based on infrared and the other one is based on Spread spectrum 
using radio frequency (RF) [1]. Infrared wireless local access links provide an 
attractive alternative because infrared radiation offers higher speed, wider band, and 
less interference between adjacent channels than RF. In infrared communication for 
indoor WLAN, we encounter two major issues considering the communication quality 
of the system that are the scattering of the light by the interior of a room and power 
efficiency. Besides, concerns of eye safety limit the average transmission power, 
further restricting the operating range and deteriorating the Quality of Service (QoS) 
of the whole network.  

To overcome those impairments, Multiple-Subcarrier Modulation (MSM) systems 
with Intensity Modulation / Direct Detection (IM/DD) in infrared communications are 
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popularly researched. IM/DD MSM systems are attractive not only for minimizing 
inter-symbol interference (ISI) on multi-path channels between narrowband 
subscribers, but also for providing immunity to ambient light inducing in an infrared 
receiver [2][3][4][5][6]. Yet, the efficiency of average optical power intensity is 
decreased as the larger number of subcarriers is used in an MSM system. Since the 
electrical MSM signal is a sum of sinusoids containing positive and negative values, a 
dc bias must be added to an electrical MSM signal to modulate the intensity of optical 
carrier. As the number of the subcarriers increases, the required dc bias of an MSM 
system increases. 

In this paper, the MSM system employing the computer-simulated 4-dimensional 
(4-D) vectors is introduced where the optimization technique of signal waveforms [7] 
are used to derive the vectors. The 4-D vectors have the largest Euclidean distances to 
generate the output amplitude of a block coder, so that the power and the bandwidth 
efficiency in the Multiple-Subcarrier Modulator are improved. The 4-D vectors in the 
proposed system maps the information bits to be generated to the symbol amplitudes 
modulated on to the subcarriers. The 4-D vectors for 16 symbols are symmetrically 
constructed on the surface of a 4-D sphere. Also the fixed bias is used for all symbols 
so that the power used for each symbol is constant and equals the average transmitted 
power. In the proposed system, one symbol is transmitted with 4 orthogonal 
subcarrier signals, while one symbol is transmitted with one subcarrier in On-OFF 
Keying (OOK) and with two subcarriers in Quadrature Phase Shift Keying (QPSK).  

2   4-D IM/DD MSM System in Optical Channel 

In the IM/DD channel with impulse response, h(t), for optical wireless 
communication, the received photocurrent, y(t), is defined as 

 ∞

∞−

+−= )()()()( tndthrxty τττ                       (1) 
 

where r is the responsivity of photodetector, n(t) is the channel noise, and x(t) is the 
instantaneous optical intensity. If the channel is modeled by a linear system, the noise 
can be models as a white Gaussian with two-sided spectrum. x(t) is nonnegative and 
an average optical power is the mean of x(t) while an average power electrical signal 
is the mean of x2 (t). 

Fig. 1 depicts the transmitter and receiver design used in the proposed MSM 
transmission scheme with 4-D orthogonal modulation. The transmitter in Fig. 1 (a) 
consists of N 4-D MSMs where 2 subcarriers are used in each 4-D MSM. During each 
symbol interval of duration T, it transmits Nk information bits. In the block coder of 
each 4-D MSM, k-input bit is transformed into one of M symbols Ai where M = 2k 

and, i = 1, …, M, then, each symbol Ai is mapped to a corresponding vector of 4-D 
symbol amplitudes, ai = ( )4321 ,,, iiii aaaa . 

When ai pass through the rectangular transfer pulse shape g(t) followed by the 4-D 
orthogonal modulator, the electrical MSM signal s(t) in Fig. 1 (a) can be 
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where g(t) is 1 for 0  t < T, and is 0 for t < 0 or t ≥ T.  If Ai is a set of equal energy 
symbols and each symbol Ai has a corresponding 4-D vector ai, we can have  
 

Fig. 1. MSM (Multiple–Subcarrier Modulation) system: (a) transmitter and (b) receiver with 4-
D orthogonal modulation scheme where n = 1, 2,…, N 
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where 4-D vectors ai are derived by the optimization technique of signal waveforms 
described in details in Chapter 3. In the proposed system, one symbol is transmitted 
with 2 subcarrier frequencies composed of 2 cosine pulses and 2 sine pulses compared 
with QPSK transmitting one symbol per one subcarrier frequency. 
    To modulate an optical signal, the electrical MSM signal should be nonnegative. 
Since the electrical MSM signal s(t) can be negative or positive, a baseband dc bias 
b(t) must be added. After optical modulation using a LED or a LD, the MSM optical 
output can be expressed as x(t) = A[s(t) + b(t)]  0 where A is a nonnegative scale 
factor. The average optical power is P = AE[s(t)] + AE[b(t)] where E[x] represents an 
expected value of x.  
    If the subcarrier frequency n = n(2 /T) and g(t) is used in the MSM, E[s(t)] is 
always 0 and the optical power P only depend on b(t). Hence the average optical 
power can be given by P = AE[b(t)]. When the bias signal is properly chosen, the 
average power requirement of the MSM system can be decreased.  
    There are two biasing schemes: fixed bias and time-varying bias. For fixed bias, the 
bias has the same magnitude with the smallest allowable value of electrical MSM 
signal s(t) given by        time-varying bias, the bias has the smallest 
allowable symbol-by-symbol value. In general, the average optical power with time-
varying bias is smaller than that with the fixed bias. On the other hand, the system 
using the fixed bias is simple and easy to implementation. In proposed system, the 
fixed bias is used and has the bias value of 0.5s(t) that ensures nonnegative MSM 
signal to modulate an optical signal. 
    The receiver shown in Fig. 1(b) uses 4 hard decision devices to obtain a 4-D vector 
of detected symbol amplitudes
    For MSM systems, several block codes employing QPSK such as normal block 
code, reserved-subcarrier block code, and minimum-power block code to improve the 
power efficiency of an MSM optical communication system have been introduced [1]. 
Under the normal block coder, all N subcarriers are used for transmission of 
information bit where the number of input bits k = 2N, and the number of symbol M = 
22N for QPSK. Each information bit can be mapped independently to the 
corresponding symbol amplitudes. At the receiver, the detected symbol amplitudes 
can be mapped independently to information bits.  

Under the reserved-subcarrier block code, L subcarriers are reserved for 
minimizing the average optical power P. Hence, the number of input bits k = 2(N-L), 
and the number of symbol M = 22(N-L) for QPSK. An information bit vector is encoded 
by freely choosing the symbol amplitudes on the reserved subcarriers.  
    Under the minimum-power block code, no fixed set of subcarrier is reserved, but  
L > 0 subcarriers are reserved for the minimum value of the average optical power P. 
Also, the number of input bits k = 2(N-L), and the number of symbol M = 22(N-L) for 
QPSK and the average optical power always lower bounds the average optical power 
requirement. 

 ai =             .  4321 ˆ,ˆ,ˆ,ˆ iiii aaaa

             .  For)(min0 tsb the
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3   Optimization of Signal Waveforms 

Let the signal points be considered as particles constrained to the surface of an n-D 
sphere in a conservative force field. The particles will be activated and then move in a 
manner that will cause the total system potential approach to a local minimum. 
Correspondingly, it is possible to have the error rate approach a local minimum by 
choosing the potential to be equal to the system error rate. By the time the system 
comes near stable state, the final position of particles will become the ai coefficients 
in (2) that yields a local minimum in the error rate. This technique is applied to equal 
energy signals whose source and channel statistics are equally likely [7]. 

The error probability is almost entirely contributed by the nearest pair of signal 
points in an M-ary PSK scheme. For the case of high signal-to-noise ratio, we can 
choose a law of force expression, which can be given by 
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where Fik is the force between particle i and k, k0 is the bandwidth of noise, and dik is 
the vector from particle i to particle k. 

We have made the program for the problem based on {3}. For example, if the 
force, Fik, between two particles, A and B, in a conservative force field is repulsive, 
the positions of two signal points become A’’’ and B’’’ after executing one iteration 
of the program as illustrated in Fig. 2. 

The program has run for 16 points on the surface of a 4-D sphere as shown in 
Table 1 where the symbols Ai in (2) are corresponding to 4-input bits (k = 4) and the 
symmetric 4-D vectors are listed in an ascending order of the squared distances. The 
derived minimum distance is 0 for A0 itself, 1.223 for A0 to A1, A0 to A2 and so forth, 
and the magnitude of each vector 12

4
2
3

2
2

2
1 =+++= iiiii aaaaA  so that this block code 

is symmetry and each 4-D symbol has the same energy as any other character symbol 
with the minimum Euclidean distance.  

In the proposed system, 4-D vector, aj ( )4321 ,,, iiii aaaa= , in Table 1 is used in 
transmitting 4 information bits for the block coder in Fig. 1(a). 

Fig. 2. Action of two signal points on the surface of a sphere in a conservative force field 
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Table 1. 16-point vectors with maximized minimum squared distance on the surface of 4-D 
sphere 

 
Ai Input Bits ai1 ai2 ai3 ai4 d

 2 to A0 

A0 0 0 0 0 -0.658161 -0.727785 0.184561 0.055596 0.000 
A1 0 0 0 1 -0.611962 0.142302 0.263295 0.732071 1.223 
A2 0 0 1 0 -0.926621 0.252992 -0.127305 -0.247309 1.223 
A3 0 0 1 1 -0.290729 -0.388937 -0.643680 0.591507 1.223 

A4 0 1 0 0 -0.305343 -0.454497 -0.600646 -0.582600 1.223 

A5 0 1 0 1 -0.322096 -0.182096 0.478185 -0.796514 1.223 

A6 0 1 1 0 0.209338 -0.508136 0.834258 0.044604 1.223 
A7 0 1 1 1 0.368454 -0.910504 -0.183474 0.039525 1.223 

A8 1 0 0 0 0.405778 -0.257479 0.160944 0.862059 2.004 

A9 1 0 0 1 -0.191508 0.519871 0.831972 -0.029688 2.201 
A10 1 0 1 0 0.624431 -0.188116 -0.092000 -0.752485 2.666 

A11 1 0 1 1 -0.157128 0.468879 -0.867366 -0.056034 2.802 

A12 1 1 0 0 0.029424 0.737302 -0.011063 -0.674831 3.191 

A13 1 1 0 1 0.780091 0.017110 -0.592842 0.199259 3.248 

A14 1 1 1 0 0.124137 0.869804 -0.030985 0.476519 3.388 

A15 1 1 1 1 0.827956 0.326276 0.454868 0.033600 3.393 

 

4   Numerical Analysis 

Generally, in N-independent communication system (N x system) as shown in Fig. 3, 
let pe1 , .., peN  and pc1 , .., pcN  be the probability of error and the probability of a 
correct decision for System 1, …, System N, respectively. If the input statistics for all 
systems are same, the combined probability of a correct decision pc and the combined 
probability of error pe at the summed output can be N

e
N
cc ppp )1( 11 −== and 

( ) 1111 e
N

ee Nppp ≅−−= . 

Fig. 3. N-independent communication system 
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    The power requirement of the 4-D MSM systems is compared with that of QPSK 
as a reference system where the fixed bias scheme is used for all the modulation 
schemes. For the M-ary PSK including the proposed system and QPSK, the signal is 
composed of a sum of modulated sinusoids so that the bit error probability can be  

( )0
22 2/ NTArQPb =    (4) 

where T represents the rectangular pulse duration, r is the responsivity of 
photodetector in (1) and Q(x) is the Gaussian error integral, and A is a nonnegative 
scale factor. In the proposed system, one symbol is transmitted with 4 orthogonal 
subcarrier signals, while one symbol is transmitted with two subcarriers in Quadrature 
Phase Shift Keying (QPSK). When we consider the number of input bits and 
subcarriers, N 4-D MSM system is equivalent to 2N x QPSK as described in Fig. 5. 
The error probability of each scheme is easily calculated with the minimum Euclidean 
distance. We set the required bit error probability to Pb=10-6 [4]. 
    The power requirement in terms of the number of subcarriers is compared, because 
it affects the required speed of the demodulation electronics and influences the 
multipath immunity of the signal [2]. Fig. 3 represents the numerical results of the 
normalized power requirement in optical dB versus the number of subcarriers with 
fixed bias for three block codes employing QPSK and the proposed scheme. Here, the 
normalized power requirement for three block codes employing QPSK is the result of 
[1] for fixed bias. The normalized power requirement of the proposed 4-D MSM is up 
to 1.8 dB smaller than those of above three QPSK schemes when the number of 
subcarriers is 2. For the number of subcarriers is 4, 6, and 8, the power requirement is 
reduced to 1.4 dB.  
    The power requirement in terms of the bandwidth requirement is compared to 
measure the electrical bandwidth efficiency of the optical signal. Fig. 4 represents the 
normalized power requirement in optical dB versus the normalized bandwidth 
requirement with fixed bias for above three block codes employing QPSK and the 
proposed scheme. In the range of 1.125 ~ 1.25 of the normalized bandwidth 
requirement, the proposed system reduces up to 1.4 dB in bandwidth requirement 
compare to normal QPSK, Res. Subcarrier, Min. Power schemes, respectively. 
    The proposed system has a larger minimum value than that of QPSK scheme and 
large Euclidean distances for 16 signal points, so that the required dc bias is 
minimized and the error rate performance is improved.  Hence, for wireless LAN 
using infrared communication, the 4-D MSM system can be more efficient than a 
conventional QPSK for transmission of high-speed data via the narrowband channel. 

5   Conclusions 

This paper has described the basic principles and characteristics of multiple subcarrier 
modulation techniques in infrared communication for wireless LAN. The 
optimization of signal waveform technique is used in deriving 4-D vectors for 16 
points on the surface of Euclidean sphere having minimum distances between signal 
points. The 4-D MSM with fixed bias for optical wireless system using 4-D block 
coder improves the power efficiency. Therefore, the proposed system can operate in 
wider range with broader band for an optical wireless connection. 
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Fig. 5. Normalized power requirement versus normalized bandwidth requirement for Normal 
QPSK, Res. Subcarrier, Min. Power, and the proposed 4-D MSM system. Each number denotes 
total number of subcarriers 
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Abstract. This study is designed to suggest a collaboration network model and 
apply it to establish a desirable framework for the textile supply chain manage-
ment. The challenge in textile supply chain management is the development of 
collaboration network which accommodates diverse concerns of various par-
ticipants while explicitly recognizing interdependencies and promoting effec-
tive relationship management. Major contents of the study are as follows. First, 
ideal collaboration network model which can draw a positive collaboration 
from the supply chain of the textile industry is suggested. Second, utilizing the 
collaboration model, e-Textile Supply Chain Management (e-TSCM) is de-
signed to improve customer services and delivery time, to promote information 
sharing, and shorten product life cycle time. e-TSCM is expected to promote 
corporate innovation and information sharing, generate infrastructure which re-
duces the gap of the competitiveness across the textile supply chain and en-
hance the collaboration, which in turn improve the competitiveness of the tex-
tile industry.  

Keywords: supply chain, competitiveness of textile industry, collaboration 
network. 

1   Introduction 

Recently, the local textile industry has experienced a rapid down of competitive edge 
in global market. The local textile companies, mainly small-medium sized. Compa-
nies, have focused on exporting fabric cloths based on mass production. The industry 
structure of heavy dependence on small-medium sized companies because an obstacle 
for restructuring and the mass production of simple fabrics oriented products pre-
vented the industry from differentiating products and introducing high value-added 
products. Furthermore, China and South-east Asian countries which benefited from 
low wages made inroads into existing overseas markets. In an effort to overcome this 
kind of problems, various attempts such as the development of new products and 
production techniques, shifting to industrial materials, restructuring of the industry, 
and enhancing the overseas marketing campaigns have been tried. However, the  
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significant outcome has not yet been realized except in some large-size companies. 
This was due to the fact that the small-medium sized companies had to deal with lack of 
money and enterprise capabilities. With the rapid expansion of internet, e-business has 
come up as a candidate to solve the down-sloping of competitive edge of the local tex-
tile industry, especially, the supply chain management of the textile industry which 
constitutes very complex supply-demand structure and value chain. The supply chain 
management has been accepted as an alternative to improve the competitive power. 
SCM became a general and strategic concept of dealing with efficient logistics and 
network collaboration within a same value chain. Attempts to apply Quick Response 
system to some Korean textile companies has not resulted in favorable outcome. Rather, 
misunderstanding of Quick Response as the introduction of new information technol-
ogy, short delivery time improvement, and small-lot production has emerged with un-
expected failures. The emphasis was given to increase productivity and improve effi-
ciency level of logistics without concentrating on the entire supply chain and the col-
laboration of business partners. Research findings confirm that SCM has contributed to 
reduction of inventory and purchasing cost, shortening the business process, lead-time 
and sales promotion planning time, and enhancing delivery time, increasing sales reve-
nue and decreasing defective rates.This study is designed to explore SCM as an innova-
tive alternative to improve competitive power of the local textile industry. In order to 
fulfill research objective, the desirable SCM model is suggested with ideal collaboration 
network so that the local textile companies can find a solution to handle their structural 
drawbacks and strategic problem in value chain management. 

2   Literature Review 

2.1   Supply Chain and SCM of Textile Industry 

In recent years, companies are in the race for improving their corporate competitive-
ness in order to compete in the 21st century global market. This market is electroni-
cally connected and dynamic in nature. Therefore, companies are trying to improve 
their strategic response level with the objective of being flexible and responsive to 
meet the changing market requirements. In an effort to achieve this, many companies 
have decentralized their value-adding activities by outsourcing and developing virtual 
enterprise (VE). All these highlight the importance of information technology (IT) in 
integrating suppliers/partnering firms in virtual enterprise and supply chain. Supply 
chain management (SCM) is an approach that has evolved out of the integration of 
these considerations. SCM is defined as the integration of key business processes 
from end user through original suppliers that provides products, services, and infor-
mation and hence add value for customers and other stakeholders (Lambert et al., 
1998). The concepts of supply chain design and management have become a popular 
business paradigm in these days. This has intensified with the development of infor-
mation and communication technologies that include electronic data interchange 
(EDI), the Internet and World Wide Web(WWW) to overcome the ever-increasing 
complexity of the systems driving buyer-supplier relationships. The complexity of 
SCM has also forced companies to improve online network communication systems. 
Supply chain management emphasizes the overall and long-term benefit of all parties 
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on the chain through co-operation and information sharing. This signifies the impor-
tance of communication and the application of IT in SCM. Information sharing be-
tween members of a supply chain using EDI technology should be increased to reduce 
uncertainty and enhance shipment performance of suppliers and greatly improve the 
performance of the supply chain system (Srinivasan et al., 1994). Companies need a 
large investment for redesigning internal organizational and technical processes, 
changing traditional and fundamental product distribution channels and customer 
service procedure and training staff to achieve IT-enabled supply chain (Motwani et 
al., 2000). The followings are some of the problems often cited in the literature both 
by the researchers and practitioners when developing an IT-integrated SCM: lack of 
integration between IT and business model, lack of proper strategic planning, poor IT 
infrastructure, insufficient application of IT in virtual enterprise, and inadequate im-
plementation knowledge of IT in SCM. There is no comprehensive framework avail-
able on the application of IT for achieving and effective SCM. Considering the impor-
tance of such a framework, an attempt has been made in this paper to develop such a 
framework to provide more effective management of whole supply chain. In a supply 
chain world, suppliers, finished goods producers, service providers, and retailers are 
required to create and deliver the best products and services possible. Collaboration 
enables a company to do exceptionally well a few things for which it has unique ad-
vantages. Other activities are shifted to channel members that possess superior capa-
bilities. However, there are several underlying themes. Outstanding supply chain 
companies stay customer-centric, focus on process management, invest in IT as a 
capability enabler, and are obsessed with performance measurement. Supply chain 
management is the collaborative design and management of seamless value-added 
processes to meet the real needs of the end customer. The development and integra-
tion of people and technological resources as well as the coordinated management of 
materials, information and financial flows are critical to successful supply chain inte-
gration. SCM’s goal is to establish unique value-added processes that satisfy custom-
ers better and more efficiently than the competition. Managing outstanding processes 
across functional and organizational boundaries require dramatic and often painful 
changes in both thinking and behavior. 
    The supply chain of the textile industry consists of the distribution structure which 
includes manufacturer, wholesaler, retailer, and consumer of raw silk,   , dyeing, 
and apparel. The textile industry has a very complex value chain structure and re-
quires a complex processes to supply products to consumers. Even though the struc-
ture of value chain is very complicated, the links of the value chain is independently 
separated and the communication among the companies are carried out as needed 
without any particular methods. 
    Looking into the level of information systems based on the streams, most compa-
nies are very weak in sharing information and information technology capabilities. In 
terms of the IT infrastructure, broadband internet, point of sale(POS) and 
EDI(electronic data interchange) are common while ERP, SCM, CRM, and KM are at 
its stage of beginning. It was found that the textile companies are not actively utilizing 
the information sharing and therefore management of the generation, storage and 
distribution of information, is not systematically done. Furthermore, due to the short 
life cycle of the textile products, it is very difficult to standardize the products except 
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some categories such as raw materials, yarn, gray fabrics, and the level of innovation 
is also extremely low. 

 

Up-stream Middle-stream Down-stream

 
Fig. 1. Supply chain of textile industry 

 

2.2   Network Collaboration 

A firm’s position in the network is dependent upon the nature of the direct and indi-
rect relationships it has with other actors in the network (Johanson & Mattsson, 1992). 
As firms are as much the product of  their relationships and network position as they 
are the result of the firm’s own strategic actions and intentions (hakansson & Ford, 
2002), attention is gradually shifting from the control of business networks to one of 
greater participation and adaptation in which the participating firms must be more 
flexible and adaptable (Wilkinson & Young, 2002). As a network is a set of con-
nected relationships between firms (hakansson & Johanson, 1993), effects will flow 
through the various relationships that the focal firm has established with other con-
nected actors. Connectedness is the extent to which exchange in one relation is con-
tingent upon exchange in another (Cook & Emerson, 1978). Moreover, two connected 
relationships can be directly or indirectly connected to many other relationships that 
may have some bearing on each firm as part of a larger business network (Anderson, 
Hakansson, & Johanson. 1994). Thus, collaboration within one relationship will affect 
relationships with other closely connected actors, making the collaboration process 
and its outcomes contingent upon the goals of the network rather than the dyad. 
Hakansson and Ford(2002) describe how firms embedded in business networks are 
interdependent on other firms in the network. This interdependence implies that firms 
have limited discretion to act or to build independent strategy (Gadde et al., 2003). As 
a result, the outcomes of the firm’s actions are strongly influenced by the attitudes and 
actions of those firms with whom the focal firm has relationships. But who are the 
relevant others and how can they be determined? Network structure and network 
position affect how network collaboration will occur and between which network 
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actors’ collaboration will take place. Developing an understanding of network struc-
ture will enable firms to consider with whom they may be directly or indirectly 
affected and affected by. However, a business network does not have a natural cen-
tre or clean borders making network structure a fluid concept that invariably 
changes over time (Hakansson & Snehota, 1995). Networks organizations can be 
described by the density, multiplexity, and reciprocity of ties, and a shared value 
system that defines membership roles and responsibilities(Achrol, 1997). If the 
overall collaborative efforts of the network are well directed, the network may be-
come more of a network organization than a network of linkages. Examples can be 
derived from technology networks where R+D organizations, products, and dis-
tributors closely coordinate their activities to provide new products to the market in 
a timely manner. Networks have both economic and social dimensions that are 
important for the optimal operation of the network. This implies that many aspects 
of business relationships cannot be formalized or based on legal criteria (contracts) 
(Gadde et al., 2003). Collaboration involves both aligning the economic goals and 
aims of the network and the development of the social dimensions - in particular, 
mutual trust and commitment. Trust is the critical determinant of a good relation-
ship (Dwyer, Schurr, & Oh, 1987). Anderson and Narus(1990) view trust as the 
belief that the partner will perform actions that will result in positive outcomes for 
the firm and not to take unexpected actions that may result in negative outcomes. 
Moorman, Deshpande, and Zaltman(1993) define trust as the willingness to rely 
upon an exchange partner in whom one has confidence. They describe trust as a 
belief, a sentiment, or an expectation abort an exchange partner that results from the 
partner’s expertise, reliability, and intentionality. Power is an essential characteris-
tic of social organization and an inevitable instrument for interorganizational coor-
dination. While the power to coordinate is the prerogative of the dominant firm, the 
use of reward power, coercive power, and legitimate authority is seldom conducive 
to the evolution of network organizations (Achrol, 1997). Furthermore, the more a 
single firm seeks to control the network, the less effective and innovative the net-
work will become (Hakansson & Ford, 2002). Where development processes are 
directed by just one firm, there is a greater risk that the network will become a hier-
archy with the reduced potential for innovation(Gadde et al., 2003). Communication 
has been described as the glue that holds together a channel of distribution (Mohr & 
Nevin, 1990). Communication enables information to be exchanged that may re-
duce certain types of risk perceived by either one of the parties to the transaction 
(McQuiston, 1989). Any uncertainty about a customer’s or supplier’s organizational 
structure, viability, methods of operation, technical expertise, or competence can be 
resolved by communication between the parties. Communication not only improves 
a firm’s credibility but may also provide a convenient and simple means of gaining 
knowledge about the market (Cunningham & Tumbull, 1982). Communication may 
also facilitate other elements of the interaction, such as adaptations by suppliers and 
customers to the design or application of a product, or the modification of produc-
tion, distribution, and administrative systems by either party. While effective com-
munication may enable the firm to differentiate its product from the competitor’s 
offerings (McQuiston, 1989), meaningful communication and cooperation between 
firms is a necessary antecedent of trust (Anderson & Narus, 1990). 
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3   e-Textile Supply Chain Management (e-TSCM) 

3.1   Concept of e-TSCM 

The e-TSCM is the communications and operations framework of a collaboration 
network that links textile suppliers, business partners and customers together as one 
cohesive, collaborating entity. A collaboration network is a series of value added-
processes/stages owned by one or more enterprises, starting with material/information 
suppliers and ending with consumers (Papazoglou et al., 2000; Gek Woo et al., 2000). 
Each intermediate stage is a supplier to its adjacent downstream stage and a customer 
to its upstream stage. That means that participants may assume many different roles in 
a supply chain network, but all relationships come down to a supplier and a customer 
role. e-TSCM efficiently utilizes information and knowledge, competes on agility and 
speed, and views collaboration as a competitive strategic weapon. A supply chain 
must coordinate with each other in order to optimize the process within a supply chain 
(Cooper et al., 1997). Collaboration between suppliers, manufacturers and retailers 
can improve the number of satisfied customers by reducing lead times, improving 
service levels and decreasing costs. In this paper a e-TSCM model is developed in 
order to integrate the technical and organizational infrastructure, to facilitate business 
communication between the participant members, to identify and synchronize the 
specific roles and responsibilities of the partners, to organize the relationship interface 
between the partners, and to enable intelligent decisions based on knowledge acquisi-
tion. The model provides a useful framework for the planning, implementation and 
evaluation of supply chain collaboration in practice. The primary objectives of the 
model are as follows: First, it is developed to coordinate the activities of each partner 
and the transition between partner exchanges. Second, it is designed to facilitate the 
efficient flow of products, services down the supply chain minimizing the cost and the 
time while maximizing the quality, service and credibility. Third, it seeks to match the 
supply with the market demand, based on partners’ relationship management and 
knowledge. 

3.2   e-TSCM Architecture 

e-TSCM enables members of the textile supply chain to be equipped with the collabo-
rative management and monitoring of disparate companies-members of the supply 
chain. It captures the required information and sets the procedures and accountability, 
performance measurement criteria, and capabilities to resolve exceptional cases. This 
provides companies with flexibility and control for effective business models, and 
generates a mechanism to analyze and understand the impact of collaborative business 
processes on its own operations (Mamoukaris, et al., 2000). Business partners in a 
collaboration networks make cooperative efforts in the forecasting, purchasing, pro-
duction and inventory management and synchronize delivery and distribution sched-
ules. e-TSCM standardizes best practices through out supply chain, using appropriate 
technology to reinforce relationships between business partners.  An integrated e-
supply chain e-TSCM captures and stores partners’ transactions and supply chain 
activities through various touch points, and data from transactional systems and ex-
ternal sources. A centralized partner data warehouse with a reliable, scalable and 
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highly available storage infrastructure solves the problem of data integration of di-
verse data assets. Figure 2 shows the basic components and architecture of an inte-
grated e-TSCM solution. The output of the intelligence module should be delivered as 
an extensible application that uses a set of partners’ profile and profitability models 
and reports. Partners’ analysis results should integrate with supply chain management 
decisions in order to transform partners’ information into building better relationships. 
A data mart, in the context of a PRM system, is a decision support system incorporat-
ing a subset of the partners’ data focused on specific supply chain applications or 
activities. Data marts allow for greater flexibility or increased performance. However, 
the data mart must be incorporated into the overall partners’ data warehouse and man-
aged and populated from this central data warehouse. 
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Fig. 2. e-TSCM architecture 

    Supply chain partners in a virtual network need a comprehensive view of their 
business, and greater insights into supply chain channels and process to improve deci-
sion making and business operations, as well as to adapt systematically and rapidly to 
market fluctuations. The e-supply chain intelligence module tracks collaborative 
channel events and processes, and extracts and presents decision oriented information. 
Partners’ data analysis processing allows e-supply chain network members to derive 
information and partners’ intelligence from data warehouse systems by providing 
tools for querying and analyzing data, leading to multidimensional view of the spe-
cific partners. Knowledge management capabilities such as analysis software, data 
mining software, optimization and automation software, web-enabled technology, and 
campaign management software can be used in order to transform the data from the 
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partners’ data warehouse and the supply chain applications int useful partners’ knowl-
edge. (Warkentin et al., 2001). The output of partners’ data analysis are useful to 
evaluate partners’ readiness to collaborate and to compare and analyze real-time busi-
ness performance and customer satisfaction. A service level agreement(SLA) is a 
contracting tool keyed to a client’s service performance expectations identifying the 
respomsibilities of both the service supplier and customer (Folinas et al., 2001). The 
e-supply chain value proposition for customers consists of the following service level 
criteria: service price, credit policy, quality, fulfillment time, creditability and legal 
issues. The establishment of the customer requirements, the determination of service 
supplier capacity to meet them are performed in the e-supply chain PRM module, 
whereas, the development of SLA system, the negotiation, the evaluation and mainte-
nance are accomplished in the intelligence module. 

4   Conclusions 

As the global competition becomes more fierce and the customer expectation gets 
higher, many companies have turned to supply chain management to leverage the 
resources and build more collaborative business relationships. It is evident that textile 
industry facing revere competition and losing competitive power needs to develop an 
effective strategy which delvers innovative, high quality, low-cost products on time 
with shorter product life cycle time and better customer services. e-supply chain has 
become recognized as a core competitive strategy. As organizations continuously seek 
to provide their products and services to customers faster, cheaper and better than the 
competition, managers have come to realize that they cannot do it alone; rather, they 
must work on a cooperative basis with the best organizations in their supply chains in 
order to succeed. Members of a supply chain network in a virtual environment use 
technology and management collaboratively to improve business operations in terms 
of speed, agility, real-time control, and customer response. Moving from traditional 
supply chains to virtual chain networks requires that partners focus on communica-
tions, relationships, and knowledge. Business is about an integrated set of relation-
ships. Technology, quality, cost availability and collaborative business practices are 
important to each business partner in the supply chain network. Once partners enter 
into a business relationship mutual success will depend on trust, information and 
knowledge sharing, communication, and co-owned product service design and per-
formance measures. The proposed model introduces an e-supply chain collaboration 
framework where the necessary modules are designed in order to guide partners of a 
virtual network to achieve strategic and tactical capabilities. Information technologies, 
integrated telecommunications networks, multimodel transportation systems, knowl-
edge centers, commercial and service support, technical and organizational infrastruc-
ture, are the main elements supporting TSCM networking. 
    The TSCM allows companies to build or dissolve relationships quickly and effi-
ciently as appropriate, and measure channel performances to boost and improve prof-
itability and deliver transactions and customer satisfaction. As companies in a supply 
chain shift their business models to work in virtual networks, the form of relationships 
becomes critical to success. A network’s success will strongly depend on its relation-
ships with its business partners and on its customer/partner knowledge assets. The 
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success of an e-supply chain will depend upon the choice of the specific partners in 
the supply chain and on the way in which they co-operate efficiently and effectively 
with each other. 
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Abstract. The Simple Power Analysis (SPA) attack against an elliptic
curve cryptosystem is to distinguish between point doubling and point
addition in a single execution of scalar multiplication. Although there
have been many SPA-resistant scalar multiplication algorithms, there
are no known countermeasures for simultaneous scalar multiplication. In
this paper, we propose an SPA-resistant simultaneous scalar multiplica-
tion algorithm using scalar recoding. The computational and memory
overheads of our scheme are almost negligible.

1 Introduction

Since Koblitz [1] and Miller [2] proposed to use elliptic curves in cryptography,
a lot of attention has been paid to efficient and secure implementation of elliptic
curve cryptosystems (ECCs). For an ECC, the most dominant operation is a
scalar multiplication kP , where k is an integer and P is a point on an elliptic
curve. Note that k should be kept secret in many cases.

Power analysis attacks, which are introduced by Kocher et al. [3], are tech-
niques that enable an adversary to learn secret information contained inside a
device by monitoring its power consumption. There are two kinds of power anal-
ysis attacks, i.e., Simple Power Analysis (SPA) and Differential Power Analysis
(DPA). An SPA is to analyze a single execution of a cryptographic algorithm,
while a DPA is to observe many executions and to analyze them using a statis-
tical method.

As for power analysis attacks on ECCs, Coron [4] first showed that the naive
implementations of scalar multiplication algorithms may leak information on
secret k if SPA or DPA is applied. Since that time, various countermeasures
using randomization and scalar recoding have been proposed [4, 5, 6, 7, 8], and
also various countermeasures using special forms of curves have been proposed
[9, 10, 11].

Although there have been many SPA- or DPA-resistant scalar multiplication
algorithms, there are no known countermeasures for simultaneous scalar mul-
tiplication kP + lQ + mR + · · ·. In this paper, we propose an SPA-resistant
simultaneous scalar multiplication algorithm with very small overheads.
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2 Preliminaries

2.1 Elliptic Curves and Scalar Multiplication

An elliptic curve is the set of points (x, y) that satisfy an equation of the form [12]:

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6.

It is well known that the set of points on an elliptic curve, together with a special
point O called the point at infinity, forms an Abelian group under point addition
operation. A point addition is to compute P + Q according to a geometric rule
called the chord-and-tangent rule when two points P and Q on the curve are
given. A special case of a point addition is a point doubling, which is to compute
2P when a point P is given. Using these operations, we can construct a basic
algorithm for scalar multiplication as follows.

Algorithm 1 Double-and-add scalar multiplication
Input: point P ; integer k in the binary representation (kl−1, kl−2, . . . , k0), where
kl−1 = 1 is the MSB.
Output: point R = kP .

1. R ← P .
2. for i from l − 2 to 0 do
3. R ← 2R.
4. if ki = 1 then R ← R + P .
5. od.

If we want to compute the sum of several scalar multiples k(1)P1 +
k(2)P2+· · ·+k(n)Pn when n integers k(1), k(2), . . . , k(n) and n points P1, P2, . . . , Pn

are given, then we can use simultaneous scalar multiplication ([13],p.618). For
simplicity, we give an algorithm for n = 2. See Algorithm 2.

Algorithm 2 Simultaneous scalar multiplication for n = 2
Input: points P and Q; integers k = (kl−1, kl−2, . . . , k0) and m = (ml−1, ml−2, . . . , m0)
Output: point R = kP + mQ.

1. Construct a pre-computation table T s.t.
T [0, 0] ← 0P + 0Q = O; T [0, 1] ← 0P + 1Q = Q;
T [1, 0] ← 1P + 0Q = P ; T [1, 1] ← 1P + 1Q = P + Q.

2. R ← T [kl−1, ml−1].
3. for i from l − 2 to 0 do
4. R ← 2R.
5. R ← R + T [ki, mi].
6. od.

2.2 Simple Power Analysis and Coron’s Countermeasure [4]

Power analysis attacks against scalar multiplication are based on the observation
that it is possible for an attacker to distinguish between point doubling and point
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addition through power consumption analysis, although he has no direct access to
the internal private information k. These attacks are particularly effective for cus-
tomized small devices such as smart cards, where most of the power is consumed
only for cryptographic operations. For example, assume that a smart card executes
a scalar multiplication using Algorithm 1, and that its power consumption trace is
as Fig.1(c).1 At the beginning, an attacker doesn’t know the exact behavior of an
addition or a doubling, i.e., (a) and (b) of Fig.1. However, if he obtains the complete
power trace (c) by monitoring the smart card, then he can recognize doublings,
since he knows the fact that generally doublings are much more frequently per-
formed than an addition. Hence, he can find out that the power trace (c) represents
DADADDAD . . ., where A and D mean an addition and a doubling, respectively.
Then he decomposes this operation sequence into blocks DA,DA,D,DA,D, . . .,
where each block corresponds to an iteration of the for loop in Algorithm 1. Finally,
he recovers the key k = 11010 . . ..

current

time

(a) addition

current

time

(b) doubling

. . .

current

time

(c) scalar multiplication

Fig. 1. Examples of power consumption traces

Coron [4] proposed to modify Algorithm 1 so that the sequence of doublings
and additions may not depend on the data being processed and power con-
sumption behavior is independent of individual bits of k. In Algorithm 3, every
iteration of for loop contains one doubling and one addition, and the operation
sequence is DADADADADA . . ., irrespective of the value of k.

Algorithm 3 Double-and-add scalar multiplication resistant against SPA
Input: points P and integer k = (kl−1, kl−2, . . . , k0).
Output: point kP .

1. R[0] ← P .
2. for i from l − 2 to 0 do
3. R[0] ← 2R[0].
4. R[1] ← R[0] + P .
5. R[0] ← R[ki]. // no branch instruction
6. od.
7. Output R[0].

Note that, however, since a dummy operation is inserted in line 4, Algorithm 3
becomes slower than Algorithm 1. If we assume that the half of the bits of k are

1 Note that this is not ameasurement froma real-world implementation, but it is a simple
example fabricated for explanation purpose.
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ones on the average, then Algorithm 1 requires (l − 1) doublings and (l − 1)/2
additions, while Algorithm 3 requires (l − 1) doublings and (l − 1) additions.
Hence the computational overhead of Algorithm 3 over Algorithm 1 is about
33.3%, if we set the computational costs of an addition and a doubling as the
same according to the literature.

3 SPA Countermeasure Using a Scalar Recoding Method

In this section, we consider SPA against Algorithm 2, and propose a counter-
measure to prevent it. We begin by seeing the possibility of SPA. At a glance,
it seems that lines 4 and 5 in Algorithm 2 correspond to a doubling and an
addition, respectively. Note that, however, line 5 becomes just an assignment if
ki = 0 and mi = 0, since R ← R+O is equivalent to R ← R. Hence, Algorithm 2
reveals the information on integers k and m, enabling an attacker to distinguish
the case (ki,mi) = (0, 0) from the other cases.

To prevent an SPA, we should convert R+T [0, 0] to R+Z with a certain point
Z �= O so that a ‘real addition’ occurs. In advance of a scalar multiplication,
we scan the two scalars k and m in parallel from the least significant bits,
and recode them so that an addition with O may never appear. That is, we
transform (ki,mi) = (0, 0) to another adequate digit pair with at least one non-
zero digit. For this, we should consider the adjacent pair (ki+1, mi+1) together.
Fixing (ki,mi) = (0, 0), there are four possible cases according to (ki+1, mi+1)
as follows.

1. If (ki+1,mi+1) = (0, 0), transform [(ki+1,mi+1), (ki, mi)] = [(0, 0), (0, 0)]
into [(0, 1), (0,−2)]. Note that this transformation does not affect the result
of scalar multiplication.

2. If (ki+1,mi+1) = (0, 1), transform [(ki+1,mi+1), (ki, mi)] = [(0, 1), (0, 0)]
into [(0, 2), (0,−2)].

3. If (ki+1,mi+1) = (1, 0), transform [(ki+1,mi+1), (ki, mi)] = [(1, 0), (0, 0)]
into [(1, 1), (0,−2)].

4. If (ki+1,mi+1) = (1, 1), transform [(ki+1,mi+1), (ki, mi)] = [(1, 1), (0, 0)]
into [(1, 0), (0, 2)].

Now we modify Algorithm 2 so that the sequence of doublings and additions
may not depend on the data being processed.

Note that the table can be implemented using a one-dimensional array by in-
troducing another alphabet set, e.g.{[0, 1], [1, 0],[1, 1],[0, 2],[0,−2]}→{1, 2, 3, 4, 5},
so that there may not be any conditional branch to fetch a table element in lines
13 and 16.

Now we consider the overhead of new algorithm. Note that Algorithm 2 requires
(l−1)doublings and1+3(l−1)/4additions, ifwe assume that about aquarterof the
bit pairs (ki,mi) are (0, 0) on the average. Also, it requires memory space for four
pre-computed points. On the other hand, Algorithm 4 requires 1+(l−1) doublings
and 1 + (l − 1) additions. The number of points to be pre-computed and stored is
five, i.e., a zero pair (0, 0) is replaced with two non-zero pairs (0, 2) and (0,−2).

Algorithm 4ee .S
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Algorithm 4 Simultaneous scalar multiplication resistant against SPA
Input: points P, Q; integers k, m.
Output: point kP + mQ.

// Recoding of scalars
1. i ← 0;
2. while (i < l − 1) do
3. if (ki, mi) = (0, 0) then do
4. if (ki+1, mi+1) = (0, 0) then set (ki+1, mi+1) ← (0, 1) and (ki, mi) ← (0, −2);
5. else if (ki+1, mi+1) = (0, 1)

then set (ki+1, mi+1) ← (0, 2) and (ki, mi) ← (0, −2);
6. else if (ki+1, mi+1) = (1, 0)

then set (ki+1, mi+1) ← (1, 1) and (ki, mi) ← (0, −2);
7. else set (ki+1, mi+1) ← (1, 0) and (ki, mi) ← (0, 2).
8. set i ← i + 2 and goto step 2.
9. od.
10. else set i ← i + 1.
11.od.
// Scalar multiplication
12.Construct a pre-computation table T s.t.

T [0, 1] ← 0P + 1Q = Q; T [1, 0] ← 1P + 0Q = P ; T [1, 1] ← 1P + 1Q = P + Q;
T [0, 2] ← 0P + 2Q = 2Q; T [0, −2] ← 0P − 2Q = −T [0, 2].

13.R ← T [kl−1, ml−1].
14.for i from l − 2 to 0 do
15. R ← 2R.
16. R ← R + T [ki, mi].
17.od.

According to the assumption used in the literature, set the computational costs for
a doubling and an addition are equivalent. Then the computational overhead of
Algorithm 4 over Algorithm 2 is only about

2l
l + 3(l − 1)/4

− 1 =
l + 3
7l − 3

and the memory overhead is just one additional point.

4 Generalization to n ≥ 3

In this section, we generalize our result to the simultaneous scalar multiplication
k(1)P1 + k(2)P2 + · · ·+ k(n)Pn with n ≥ 3. First, we see that Algorithm 2 can be
generalized to the simultaneous scalar multiplication with n ≥ 3 as follows.

– In line 1, 2n points T [0, . . . , 0] = 0P1 + · · ·+ 0Pn, . . . , T [1, . . . , 1] = 1P1 +
· · ·+ 1Pn are pre-computed.

– Lines 2 and 5 are changed into R ← T [k(1)
l−1, . . . , k

(n)
l−1] and R ← R +

T [k(1)
i , . . . , k

(n)
i ], respectively.
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Algorithm 5 Scalar recoding for resistance against SPA (n ≥ 2)
Input/Output: n scalars k(1), . . . , k(n−1), k(n).

1. i ← 0;
2. while (i < l − 1) do

3. if (k
(1)
i , . . . , k

(n−1)
i , k

(n)
i ) = (0, . . . , 0, 0) then do

4. if k
(n)
i+1 = 0, then set k

(n)
i+1 ← 1, k

(n)
i ← −2;

5. else if (k
(1)
i+1, . . . , k

(n−1)
i+1 , k

(n)
i+1) = (0, . . . , 0, 1) then set k

(n)
i+1 ← 2, k

(n)
i ← −2;

6. else set k
(n)
i+1 ← 0, k

(n)
i ← 2.

7. set i ← i + 2 and goto step 2.
8. od.
9. else set i ← i + 1.
10.od.

Note that this algorithm is vulnerable to an SPA since an attacker can distin-
guish an addition with T [0, . . . , 0] from an addition with any other table element.
Hence, we should recode the n-tuple (k(1)

i , . . . , k
(n)
i ) = (0, . . . , 0) to an n-tuple

with at least one non-zero element. Now we give a recoding algorithm which
produces the n-tuple set

{(0, . . . , 0, 1), (0, . . . , 1, 0), . . . , (1, . . . , 1, 1), (0, . . . , 0, 2), (0, . . . , 0,−2)}

with (2n + 1) elements. Algorithm 5 scans n scalars (k(1)
i , . . . , k

(n)
i ) in parallel

from the LSBs, and recodes tuples (k(1)
i , . . . , k

(n−1)
i , k

(n)
i ) = (0, . . . , 0, 0) to non-

zero tuples. As in the example of n = 2 in the previous section, we consider
(k(1)

i , . . . , k
(n−1)
i , k

(n)
i ) and its adjacent tuple (k(1)

i+1, . . . , k
(n−1)
i+1 , k

(n)
i+1) together.

Table 1. Number of point additions or doublings for a simultaneous scalar multipli-
cation

number of point operations computational
overheadoriginal algorithm∗ SPA-resistant algorithm∗∗

l = 160
n = 2 279 320 14.7%
n = 3 302 323 7.0%
n = 5 339 345 1.8%

l = 192
n = 2 335 384 14.6%
n = 3 362 387 6.9%
n = 5 402 409 1.7%

l = 256
n = 2 447 512 14.5%
n = 3 482 515 6.8%
n = 5 528 537 1.7%

∗ (2n − n − 1) + (l − 1) + (l − 1)(2n − 1)/2n

∗∗ (2n − n) + 2(l − 1)

Now we consider the computational and memory overheads of SPA-resistant
scalar multiplication algorithm which uses Algorithm 5. First, we consider a si-
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multaneous scalar multiplication without SPA-resistance. It requires (2n−n−1)
additions to construct T , and (l− 1) doublings and (l− 1)(2n − 1)/2n additions
on the average to compute the scalar multiple. On the other hand, a simul-
taneous scalar multiplication with recoded scalars requires only one additional
doubling to construct T , i.e., computation of T [0, 0, . . . , 2]. (The cost to compute
T [0, 0, . . . ,−2] and the cost for scalar recoding are negligible.) It also requires
(l − 1) doublings and (l − 1) additions to compute the scalar multiple. The fol-
lowing table shows the computational overheads for SPA-resistance in various
practical settings.

As shown in Table 1, the computational overhead of the new algorithm is
very small, and it becomes almost zero for relatively larger n. Also, note that
the memory overhead is only one point, regardless of n.

5 Discussion

In this paper, we have proposed an SPA-resistant scalar multiplication algorithm
with very small computational and memory overheads. Although our algorithm
is aimed at securing a simultaneous scalar multiplication, it is also applicable to
single scalar multiplications on curves with efficient endomorphism. For example,
in Kobayashi’s algorithm [14], a scalar k is decomposed into k(s)φs+k(s−1)φs−1+
· · ·+k(1)φ+k(0) using the Frobenius map φ, and a single scalar multiplication kP
is equivalent to a simultaneous scalar multiplication k(s)(φsP )+k(s−1)(φs−1P )+
· · ·+k(1)(φP )+k(0)P . Hence it is possible to use our SPA-countermeasure. GLV
method [15] and Park el al.’s method [16] are other examples where our algorithm
can be used for a single scalar multiplication.

Finally, we remark that in this work, we have not considered the problem that
the use of a fixed table may allow adversaries to find out which of the digits have
the same values [8]. Although projective randomization can solve this problem by
changing the table values every time the table is accessed, this solution requires
some overhead for randomization. Hence, it could be a further research direction
to develop an SPA-resistant simultaneous scalar multiplication algorithm which
does not use any fixed table.
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Abstract. SSL(Secure Socket Layer) is currently the most widely deployed 
security protocol, and consists of many security algorithms, but it has some 
problems on processing time and security. This paper proposes an HSEP(Highly 
Secure Electronic Payment) Protocol that provides better security and processing 
time than an existing SSL protocol. As HSEP consists of just F2mHECC, 
ThreeB(Block Byte Bit Cipher), SHA algorithm, and Multiple Signature, this 
protocol reduces handshaking process by concatenating two proposed F2mHECC 
public key and ThreeB symmetric key algorithm and improves processing time 
and security. In particular, Multiple signature and ThreeB algorithm provides 
better confidentiality than those used by SSL through three process of random 
block exchange, byte-exchange key and bit-xor key. 

1   Introduction 

This paper proposes an HSEP(Highly Secure Electronic Payment) protocol whose 
characteristic are the followings. 

First, The HSEP uses HECC instead of RSA to improve the strength of encryption 
and the speed of processing. The resulting value which is computed with the public 
key and the private key of HECC becomes a shared secret key, that is, the values is 
become a master key.  Second, The shared secret key is used as input the proposed 
ThreeB(Block Byte Bit Cipher) algorithm which generates session key for the data 
encryption. Finally, HSEP protocol uses multiple signatures instead of MAC(message 
authentication code) to improve the reliability of EC.  

Therefore, HSEP protocol reduces handshaking process by concatenating a shared 
private key of HECC. Also, Multiple signature and ThreeB algorithm provides better 
confidentiality than those by SSL through three process of random block exchange, 
byte-exchange key and bit-xor key.  

This paper is structured as follows. Section 2 provides some basic concepts of 
encryption and decryption, HECC, and SSL. Section 3 describes the structure of 
HSEP protocol and ThreeB algorithm. An performance comparison of HSEP protocol 
with SSL protocol are presented in Section 4. Finally, our conclusions are 
summarized in Section 5. 
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2   Basic Concepts 

2.1   Encryption and Decryption Algorithm 

As shown in Fig. 1, the user A computes a new key kA(kBP) by multiplying the user 
B's public key by the user A’s private key kA. The user A encodes the message by 
using this key and then transmits this cipher text to user B. After receiving this cipher 
text, The user B decodes with the key kB(kAP), which is obtained by multiplying the 
user A's public key, kAP by the user B’s private key, kB. Therefore, as kA(kBP) = 
kB(kAP), we may use these keys for the  encryption and the decryption. 

User A
Private key : KA

KAD

User B
KB : Private key 

KBD
Public key 

en/decryption key
KA (K

B
D)

en/decryption key
K B (K

A
D)

Select factor 
v2 + (u2+u)v = f(u) 
p(x): polynomial D: Initial divisor

Fig. 1. Concept of en/decryption of HECC 

2.2   SSL (Secure Socket Layer) Protocol  

SSL is a commonly-used protocol for managing the security of a message 
transmission on the internet. SSL uses a program layer located between the internet’s 
Hypertext Transfer Protocol and Transport Control Protocol layers. 

  The SSL protocol includes two sub-protocols : the SSL record protocol and the 
SSL handshake protocol. The SSL record protocol defines the format used to transmit 
data. The SSL handshake protocol involves using the SSL record protocol to 
exchange a series of messages between an SSL-enabled server and an SSL-enabled 
client when they first establish an SSL connection. This exchanges of messages is 
designed to facilitate the following actions: 

• Authenticate the server to the client. 
• Allow the client and server to select the cryptographic algorithms, or ciphers, that 

they both support. 
• Optionally authenticate the client to the server. 
• Use public-key encryption techniques to generate shared secrets. 
• Establish an encrypted SSL connection. 

3   Proposed HSEP (Highly Secure Electronic Payment) Protocol

3.1   HSEP Protocol 

The existing SSL uses RSA in key exchange and DES in message encryption. Our 
proposed HSEP protocol uses HECC instead of RSA, Because of this, the strength of 
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encryption and the speed of processing are improved. Besides, in message encryption, 
HSEP utilizes ThreeB algorithm to generate session keys and cipher text. The 
encryption and decryption processes are shown in Fig. 2 respectively.  
    First, Select a private key x and an initial point D of HECC, and then computes xD. 
Using the result of addition, generates a session key of ThreeB. 
    Second, the ThreeB algorithm encodes the message applying these keys. Since the 
receiver has his own private key, HSEP can reduce handshake procedure without pre-
master key exchange, which enhances the speed for processing a message, and 
strengthens the security for information. Therefore, HSEP simplifies a handshake and 
decreases a communicative traffic over a network as compared with the existing SSL. 

             (a) Encryption of HSEP                                 (b) Decryption of HSEP 

Fig. 2. The flow of HSEP 

3.1.1   The Basic Algorithm for HSEP Protocol 
HSEP protocol proposed in this paper uses the same hash function, SHA as SSL 
protocol,  HECC and ThreeB algorithms are no used in SSL. So this section shows 
that the process of the keys, sk1 and sk2 are generated by using the shared private key 
of HECC, and data is encrypted by using sk1 and sk2.  

1. Key generation 
The process of generation of sk1 and sk2 is shown in Fig. 3.   

Fig. 3. Key generation
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2. Data Encryption 
Fig. 4 explains the process of data encryption and is treated in section 3.3.2 in 

detail. 

Fig. 4. Data Encryption 

3.2   F2m HECC (Hyper Elliptic Curve Cryptosystem) 

Nowadays, in the area of cryptology, using hyperelliptic curves is eagerly studied, 
because it gives the same security level with a smaller key length as compared to 
cryptosystems using elliptic curves. From the fact it is expected to be possible to use 
hyperelliptic curves to factor integers, since elliptic curve method exploits the 
property of the Abelian groups in the same way as the cryptosystems. 

A hyperelliptic curve H of genus g(g ≥ 1) over a field F is a nonsingular curve that 
is given by an equation of the following form: 

)()(: 2 ufvuhvH =+  (in F[u, v]) 

where h(u) ∈ F[u] is a polynomial of degree ≤  g, and f(u) ∈ F[u] is a monic 
polynomial of degree 2g+1. 
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3.2.1   Divisors 
Divisors of a hyperelliptic curve are pairs denoted div(a(u), b(u)), where a(u) and b(u) 
are polynomials in )2( nGF [u] that satisfy the congruence 

)()()()( 2 ufubuhub ≡+ (mod a(u)). 

They can also be defined as the formal sum of a finite number of points on the 
hyperelliptic curve. Since these polynomials could have arbitrarily large degree and 
still satisfy the equation, the notion of a reduced divisor is needed. In a reduced 
divisor, the degree of a(u) is no greater than g, and the degree of b(u) is less than the 
degree of a(u).  

3.2.2 Reduced Divisors 
Let H be a hyperelliptic curve of genus g over a field F. A reduced divisor(defined 
over F) of H is defined as a form div(a, b), where a, b∈F[u] are polynomial such that 

(1) a is monic, and deg b < deg a ≤  g, 
(2) a divides )( 2 fbhb −− .

In particular div(1,0) is called zero divisor. 

Fig. 5. Reduction of a divisor to a reduced divisor 

3.2.3   Adding Divisors 
If ),( 111 badivD =  and ),( 222 badivD =  are two reduced divisors defined over F, then Fig. 

6 finds a semi-reduced divisor or reduced divisor ),(3 badivD = . To find the unique 

divisor, ),(3 badivD = , Fig. 5 should be used just after the addition of two divisors. 

Input : Two reduced divisors, ),( 111 badivD = and ),( 222 badivD =
Output : A reduced divisor or semi-reduction divisor, ),(3 badivD =

1. Compute 
11 , ed and 

2e  which satisfy ),( 211 aaGCDd =  and 
22111 aeaed +=

2. If 11 =d , then 
21: aaa = , abaebaeb mod)(: 122211 +=

         otherwise do the following: 
(1) Compute d, 

1c  and 
3s  which satisfy  

),( 211 hbbdGCDd ++=  and )( 21311 hbbsdcd +++= .
(2) Let 

111 : ecs =  and 
212 : ecs = , so that )( 2132211 hbbsasasd ++++= .

(3) Let 2
21 /: daaa = , adfbbsbasbasb mod/))((: 213122211 +++=

3. output ),(3 badivD =

Fig. 6. Addition defined over the group of divisors 

′′=′

−−=′ ′−−=′
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−
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3.3   ThreeB (Block Byte Bit Cipher) Algorithm 

In this paper, the proposed ThreeB algorithm consists of two parts, which are session 
key generation and data encryption. And the data encryption is divided into three 
phases, which are inputting plaintext into data blocks, byte-exchange between blocks, 
and bit-wise XOR operation between data and session key. 

3.3.1   Session Key Generation  
As we know that the value which is obtained by multiplying one's private key by the 
other's public key is the same as what is computed by multiplying one's public key to 
the other's private key. The feature of EC is known to be almost impossible to 
estimate a private and a public key. With this advantage and the homogeneity of the 
result of operations, the proposed ThreeB algorithm uses a 64-bit session key to 
perform the encryption and decryption. Given the sender’s private key X = X1 X2,…Xm

and the receiver’s public key, Y = Y1 Y2,…Yn, we concatenate X and Y to form a key 
N (i.e., N = X1 X2,…Xm Y1 Y2,…Yn), and then compute the session keys as follows: 

i) If the length (number of digits) of X or Y exceeds four, then the extra digits 
on the left are truncated. And if the length of X or Y is less than four, then 
they are padded with 0’s on the right.  This creates a number N  = X1  X2  X3

X4  Y1  Y2  Y3  Y4 . Then a new number N  is generated by taking the 
modulus of each digit in N  with 8. 

ii) The first session key sk1 is computed by taking bit-wise OR operation on N
with the reverse string of N .

iii) The second session key sk2 is generated by taking a circular right shift of 
sk1 by one bit. And repeat this operation to generate all the subsequent 
session keys needed until the encryption is completed  

3.3.2   Encryption 
The procedure of data encryption is divided into three parts, inputting plaintext into 
data block, byte-exchange between blocks, and bit-wise XOR operation between data 
and session key. 

1.  Input plaintext into data block 
The block size is defined as 64 bytes. A block consists of 56 bytes for input data, 4 

bytes for the data block number, and 4 bytes for the byte-exchange block number (1 
or 2, see Fig. 7). During the encryption, input data stream are blocked by 56 bytes. If 
the entire input data is less than 56 bytes, the remaining data area in the block is 
padded with each byte by a random character. Also, in the case where the total 
number of data blocks filled is odd, then additional block(s) will be added to make it 
even, and each of those will be filled with each byte by a random character as well. 
Also, a data block number in sequence) is assigned and followed by a byte-exchange 
block number, which is either 1 or 2.  

Data Area 

Data Block Number Byte-exchange block no 

Fig. 7. Structure of block 
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2.  Byte-exchange between blocks  
After inputting the data into the blocks, we begin the encryption by starting with 

the first data block and select a block, which has the same byte-exchange block 
number for the byte exchange.  In order to determine which byte in a block should be 
exchanged, we compute its row-column position as follows: 

  For the two blocks whose block exchange number, n = 1, we compute the 
following: 

 byte-exchange row = (Ni *n) mod 8  (i = 1,2 …,8) 
 byte-exchange col = Ni *n) + 3) mod 8 (i = 1,2 …,8),   
where Ni is a digit in N   These generate 8 byte-exchange positions. Then for n = 1, 
we only select the non-repeating byte position (row, col) for the byte-exchange 
between two blocks whose block exchange numbers are equal to 1.  Similarly, we 
repeat the procedure for n = 2.  

3.  Bit-wise XOR between data and session key
After the byte-exchange is done, the encryption proceeds with a bit-wise XOR 

operation on the first 13 byte data with the session sk1 and repeats the operation on 
every 8 bytes of the remaining data with the subsequent session keys until the data 
block is finished.  Note that the process of byte-exchange hides the meaning of 56 
byte data, and the exchange of the data block number hides the order of data block, 
which needs to be assembled later on.  In addition, the bit-wise XOR operation 
transforms a character into a meaningless one, which adds another level of confusion 
to the attackers. 

3.3.3   Decryption 
Decryption procedure is given as follows. First, a receiver generates a byte exchange 
block key sk1 and a bit-wise XOR key sk2 by using the sender's public key and the 
receiver's private key. Second, the receiver decrypts it in the reverse of encryption 
process with a block in the input data receiving sequence. The receiver does bit-wise 
XOR operation bit by bit, and then, a receiver decodes cipher text by using a byte-
exchange block key sk1 and moves the exchanged bytes back to their original positions. 
We reconstruct data blocks in sequence by using the decoded data block number. 

3.4   Multiple Signature 

In the proposed HSEP protocol, the multiple signature is used instead of MAC. 

(1) User A generates message digests of OI(order information) and PI(payment 
information) separately by using hash algorithm, concatenates these two message 
digests; produces MDBMDC; and hash it to generates MD(message digest). Then the 
user A encrypts this MD by using an encryption key, which is obtained by 
multiplying the private key of user A to the public key of the receiver. The PI to be 
transmitted to user C is encrypted by using ThreeB algorithm. The encrypted PI is 
named CPI. 
(2) User B generates message digest MDB  with the transmitted OI from user A. After 
having substituted MDB  for the MDB of MDBMDC, the message digest MD is 
generated by using hash algorithm. User B decrypts a transmitted DSB, and extracts 
MD from it. User B compares this with MD generated by user B, certificates user A 
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and confirms the integrity of message. Finally, user B transmits the rest of data, 
MDBMDC, CPI, DSC to user C. 

O I

P I

O r d e r  
In fo r m a t io n

P a y m e n t  
In fo r m a t io n

M D B

M D C

C o n c a te n a t io n

M D

D SB

D SC

C P I

O ID S B

M D B M D C

M D B M D C C P I D SC

A  -  C
3 B C  S e ss io n  k e y  A lg o r i th m  

BD a ta  T r a n s m it te d

h (x )

h (x )  

h (x )

k 1 k2 P )

k 1 k3 P )

H E C C  e n c r y p t

H E C C  e n c r y p t

M e s sa g e   
D ig e s t  

Fig. 8. Encryption of user A 

O ID S B M D B M D C C P I D SC

B
D a t a  r e c e iv e d

M DB ' M D C

M D

M D

M D ' M D C
V e r i fy  

C e r t i f i c a t ek 2 ( k 1 P )

M D B M DC C P I D SC

C
D a ta  t r a n s m it t e d  

h ( x )

h ( x )

H E C C  d e c r y p t

Fig. 9. Decryption of user B and data transmitted to C 

(3) User C decrypts the CPI transmitted from user B, extracts PI, and generates 
message digest (MDC) from this by using hash algorithm; substitutes this for MDB of 
MDBMDC transmitted from user B, and produces message digest (MD) by using Hash 
algorithm. Then the user C decrypts the DSC transmitted from user B and extracts 
message digest (MD). Again, the user C compares this with the MD extracted by user 
C, verifies the certificate from the user A, and confirms the integrity of the message. 
Finally, the user C returns an authentication to the user B. 

Data received

M D

M D Verify 
Certificate 

M DB M DCCPI DSC

h(x) 

h(x)

HECC decrypt

PI M DC

M D M DB M DC

A - C

ThreeB 
Session key 

Algorith

Fig. 10. Decryption of an user C
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4   Performance Evaluation 

4.1   HECC and RSA 

In this paper, the proposed HSEP protocol uses HECC instead of RSA. In comparison 
with RSA, the results of the encryption and decryption times are shown in Fig. 11 
respectively, which indicate that encryption and decryption time of HECC are much 
less than those of RSA. 

(a) A comparison for encryption time          (b) A comparison for decryption time 

Fig. 11. The comparison of HECC and RSA(unit : Φs)

4.2   ThreeB and DES 

Fig. 12 show the mean value of encryption time of ThreeB and DES by executing 
every number of block about message twenty times. According to Fig. 12, we can 
conclude that ThreeB is faster than the existing DES in encryption time. In addition, 
the security of ThreeB is enhanced by using Byte-exchange and Bit-wise XOR 
Therefore, the strength of the encryption is improved and more time is saved for 
encryption and decryption than DES. 

(a) A comparison for encryption time     (b) A comparison for decryption time 

Fig. 12. A comparison of ThreeB and DES(unit : Φs)
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5   Conclusion 

The proposed HSEP protocol employs HECC, Multiple Signature and ThreeB 
algorithm other than the existing SSL. HSEP protocol removes a pre-master key 
exchange, and replaces the master key exchange by the shared secret key. As a result, 
it speeds up the handshaking process by reducing communication traffic for 
transmission. The proposed ThreeB, which uses byte-exchange and the bit operation 
increases data encryption speed. Even though cipher text is intercepted during 
transmission over the network. Because during the encryption process, the ThreeB 
algorithm performs byte exchange between blocks, and then the plaintext is encoded 
through bit-wise XOR operation, it rarely has a possibility for cipher text to be 
decoded and has no problem to preserve a private key.  

Moreover, the proposed HSEP protocol has a simple structure, which can improve 
the performance with the length of session key, byte-exchange algorithm, bit 
operation algorithm, and so on. From the standpoint of the supply for key, the CA 
(Certificate authority) has only to certify any elliptic curve and any prime number for 
modulo operation, the anonymity and security for information can be guaranteed over 
communication network.(See Table 1.) 

Table 1. Decryption of HSEP protocol 

protocol Digital signature 
Encryption for 

message 
Digital envelope 

SET RSA DES Use 

ECSET ECC DES Use 

HSEP HECC ThreeB Unnecessary 
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Abstract. This paper presents a rapid and accurate algorithm for fault location 
estimation in a power transmission line. This algorithm uses the least square 
error (LSE) method for fault impedance estimation. After interrupting a fault, 
an adaptive data window technique using LSE estimates the fault impedance. 
Since it changes its data length according to the convergence degree of fault 
impedance, it can find an optimal data window length and estimate fault 
impedance rapidly. To prove the performance of the algorithm, the authors have 
tested relaying signals obtained from EMTP simulation. Test results show that 
the proposed algorithm estimates fault location by calculating fault impedance 
within a half cycle of the fault, regardless of fault type and various fault 
conditions. Compared to traditional techniques, it can protect parallel 
transmission lines more quickly and reliably. 

1   Introduction 

As the power system grows bigger in capacity and higher in voltage, and since faults 
in transmission lines may exert far-reaching effects on the whole power system, it is 
essential to supply power with fault elimination and security through quicker fault 
detection. 

Traditional transmission line protection methods can distinguish convergence 
availability by calculating line impedance between relay and fault locations using a 
Fourier Transform [1].  

Although the results of the Fourier Transform are relatively accurate, the data may 
burden the relay’s processor because high calculation time and quantity of the one 
cycle or half cycle data window of fixed size required calculating impedance. 
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To mitigate calculation burden of a relay, several methods have been suggested. Of 
those with flexible data windows, one estimates impedance by calculating the 
coefficients of each component after approximating the DC component, a 
fundamental wave, and sum of low order harmonic components from voltage and 
current signal using the least square error method (LSE); another is to estimate 
impedance directly by expressing the fault line with differential equations [2]. These 
methods can choose the size of the data window flexibly and have higher sampling 
rates per cycle than those using Fourier Transforms, but there is difficulty in deciding 
optimum data window depending on various fault conditions.  

In this paper, a method is suggested that can estimate fault impedance by making 
the size of the data window flexible depending on various conditions of fault voltage 
and current that are measured in a relay. That is, it estimates variables with using a 
small data window before the fault occurs, however, it will change the size of the data 
window gradually until variables converge after the fault is detected.  

To verify the method, a power system was modeled using EMTP (Electromagnetic 
Transient Program), and fault data with various fault distances, fault impedances, 
fault occurrence angles, source impedances, source phase angles, etc., were generated. 
The major purpose of the present study is to evaluate the general performance of the 
method, and to test the comparative validity, including working speed and accuracy, 
between this method and others, such as LSE with fixed size or Discrete Fourier 
Transform (DFT).  

2   Fault Distance Estimation Method with Adaptive Data Window 

2.1   Fault Distance Estimation Using LSE  

The least square error method (LSE) is a technique to estimate the best approximate 
value by minimizing the error between estimated value and actual value in the case of 
not obtaining the correct value when the number of given equations is more than that 
of unknown quantities. For applying LSE, a line with a single line to ground fault can 
be modeled in the form of resistance and reactance as shown in Figure 1.  

VA

x

L
I A

R

 
Fig. 1. Single line to ground fault 
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In the case of the single line to ground fault (in phase A) of Figure 1 above, the 
voltage equation that applies to the distance relay side becomes a first-order 
differential equation of the form of Equation (1) below.  

 

fl
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dt

dI
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dt

dI
LIKIRaV ++++= 0

101 )(                                     (1) 

 

where aV  and aI  are voltage and current values measured in the relay, and 0R , 1R , 

0L  and 1L  are zero and positive sequence line resistances and reactances, 

respectively. rK  and lK are given by 

 

110 /)( RRRKr −= , 110 /)( LLLKl −=  

 
In the case of the single line to ground fault, if it is known that the voltage at fault 

location fV  is '0', then the two unknown terms are 1R  and 1L .  

If Equation (1) is divided into a matrix of known and unknown terms at the kth time 
point, the result is given by Equation (2).  
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The differential terms of Equation (2) are calculated using the difference between 
two signals as given by Equation (3) below.  
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where, TΔ is the interval of sampling time. The unknown matrix )(kx  in (2) can be 

calculated using Equation (4), which uses a pseudo-inverse matrix.  
 

)()())()(()( 1 kykAkAkAkx TT ⋅⋅⋅= −                                          (4) 
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Calculating Equation (4) allows us to estimate values of resistance and reactance 
and to calculate the distance to the fault location. LSE enables us not only to calculate 
unknown values directly in the time domain without transformation to the frequency 
domain, but also, since the size of the data window for estimation is flexible, it gives 
faster fault location estimation. That is, impedance can be estimated by successive 
data points because there are only two unknown quantities. But, because of stability, 
it is necessary to calculate values with a data window greater than a certain size 
because transitory noise or oscillation of signals in the early transient state can cause 
serious errors when the calculation is done using a small data window. On the other 
hand, it is necessary to limit the data window size because improvement of 
convergence speed can not occur when the size of data window is too big due to the 
increase in calculation quantity [4, 5].  

2.2   Adaptive Data Window Using LSE  

Before a fault occurs on a line, impedance can be estimated exactly with a relatively 
small data window because the variations of voltage and current signals are so light. 
When a fault that causes great variations in voltage and current signals occurs, 
however, a bigger data window is required because it is difficult to estimate the exact 
fault location with a small data window. And since transient state characteristics, 
which depend on the fault situations, are so various, fault location estimation with a 
fixed data window would either lower the stability or delay the speed of solution 
convergence. Therefore, fault impedance calculations can converge more quickly and 
stably by increasing the size of the data window gradually according to the fault 
situations.  

In case the difference between the two impedance values calculated at the (k-1)th 
and kth time points by Equation (5) is higher than the set value, the fault location 
could be estimated by increasing the size of the data window and then the optimum 
size of the data window can be chosen at the time point that has a smaller value than 
that already set up.  

)1()()( −−= kkdiffset ZZkZZ                                                      (5) 

 
So, the size of the data window will finally be determined when the difference 

between successive impedance estimation values falls below the set value within a 
cycle window. In other words, it would be fixed to the cycle window size in case the 
difference doesn’t fall below the set value even if a cycle passes by. As a result, the 
relay doesn't need to process much data for impedance estimation. Figure 2 shows a 
flowchart for our distance relaying technique that uses an adaptive data window 
algorithm based on LSE.  

In the below flowchart, while impedance is estimated by a relatively small data 
window, 8 samples (1/8 cycle), before a fault occurs, it could be estimated until 
convergence by increasing the size of the data window if a fault is detected. This 
algorithm not only enables a relay to estimate fault location quickly and stably, but 
also gives fewer quantities to calculate with a flexible data window depending on the 
situation.  
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Fig. 2. Flowchart of the adaptive data window algorithm 

 
In the above flowchart, while impedance is estimated by a relatively small data 

window, 8 samples (1/8 cycle), before a fault occurs, it could be estimated until 
convergence by increasing the size of the data window if a fault is detected. This 
algorithm not only enables a relay to estimate fault location quickly and stably, but 
also gives fewer quantities to calculate with a flexible data window depending on the 
situation.  

3   Case Studies 

3.1   Power System Model 

Figure 3 shows a single line diagram and the line constants of a single 100 km 
transmission line with two 345kV sources. A single line to ground fault has been 
simulated for phase A of this model line.  

The sampling frequency is 3840 [�]; that is, 64 samples per cycle are adopted and 
various fault data have been generated for various fault distances, fault occurrence 
angles, fault impedances, source impedances, and phase angles between the two 
sources. It has been assumed that faults occur at the 176th and 192nd sample points, 
corresponding to °0 and °180  faults, respectively, considering the source G1 as a 
reference.  
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Fig. 3. Model System 

3.2   Result of Fault Distance Estimation 

It is assumed that the fault occurs at the middle point of the line, at an angle of °0 , 

with Ω 0  of fault impedance. In addition, the preset value of impedance )( setZ , 

which is used for deciding the size of the adaptive data window, has been set to 
0.2475 to have it converge to not more than ±0.5% of the whole line impedance.  

The result of simulation, on the assumption that the fault is detected at the 182nd 
sample (after the lapse of 7 samples), is that resistance and reactance values 
converged to within 1% of actual values after 30 samples and 25 samples, 
respectively. The convergence ratio mentioned above has been calculated based on 
Equation (6) below.  

 

100ratio econvergenc ×
−

=
total

estimatereal

Z

ZZ
     [%]                               (6) 

 

Where, totalZ , realZ , estimateZ  are the magnitudes of the whole line impedance, the 

actual value, and the estimation value using the least square error method, 
respectively.  

Figure 4 shows changes of the adaptive data window accompanied by changes of 
estimated impedance. This shows that the algorithm estimates impedance with a 
window size of 8 data samples (1/8 cycle) before a fault occurs, but it is on the 
increase gradually in its size of data window after a fault occurs until impedance is 
lower than 0.2475, which is 1% of whole line impedance.  

If the differences between the last and present values of impedance estimated 
become lower than the set value, impedance would be estimated using the last data 
window size. In this case, we see that the size of the data window has been optimized 
to a value of 21. 
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Fig. 4. Change of the adaptive window length according to impedance 

 
Figure 5 and 6 compare the convergence characteristics of resistance and reactance 

by the DFT method (with a one cycle data window), the least square error method  
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Fig. 5. Resistance Estimation 
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Fig. 6. Reactance Estimation 
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(with half and one cycle data windows) using the same fault situations used 
previously to evaluate performance of adaptive data window method. Table 1 shows 
the comparisons for each convergence speed by showing the number of samples 
required after fault occurrence. Hence, estimation values of resistance and reactance 
converge within 1% and 5% of the actual values. 

Table 1. Comparisons of convergence speed 

        Method [samples] 
 

Ratio [%] 

1 Cycle 
DFT 

1 Cycle 
LSE 

1/2 Cycle 
LSE 

Adaptive 
LSE 

R 76 54 32 25 
5 % 

L 34 50 32 18 
R 88 63 31 30 

1 % 
L 35 60 31 25 

 

As we can see from the convergence characteristics and comparisons of the speed 
above, it is not until a cycle later that the resistance value estimated by the one-cycle 
window DFT method converges within 1% to 5% of actual value. On the other hand, 
the reactance value converges within about half a cycle, but oscillations persist even 
after convergence. The one-cycle window LSE method couldn't convergence for 
impedance quickly enough (i.e., within the allowable error) until after one cycle 
passed, but the value was estimated within only about half a cycle by the LSE method 
(with a half cycle data window). On the other hand, although LSE with an adaptive 
data window may have large errors in convergence initially because the size of the 
data window is small, it can increase the convergence speed remarkably by increasing 
the size of the data window properly according to fault situations.  

Figure 7 shows the impedance loci described by LSE with an adaptive data window 
when a ground fault occurs. The ground fault established for this figure occurred at 
30% and 70% of the length of the whole line, and at the fault occurrence angles of 
0˚and 90˚.  

 

 

Fig. 7. Impedance loci for ground fault 
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4   Conclusion 

In this paper, a faster and more accurate fault location estimation method for 
transmission line protection has been suggested. By applying a flexible data window 
size (adaptive data window) to the least square error method, data window size can 
optimally adjusted according to fault situations for faster fault location estimation. In 
other words, an algorithm for transmission line protection is suggested that uses the 
least square error method (LSE), which can estimate the location of faults to ground, 
so that it always calculates an optimum data window size by applying an adaptive 
data window technique that can be varied according to transient phenomena. 
Simulation results for various fault situations show that the fault location can be 
estimated exactly within a half cycle after a fault occurs.  
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Abstract. The electric utility has the responsibility to provide a good quality of 
electricity to their customers. Therefore, they have introduced 
DDSS(Distribution Data Security System) to automate the power distribution 
data security. DDSS engineers need a set of state-of-the-art applications, eg.  
managing distribution system in active manner and gaining economic benefits 
from a flexible DDSS architectural design. The existing DDSS functionally 
could not handle these needs. It has to be managed by operators whenever feeder 
faults data are detected. Therefore, it may be possible for propagating the feeder 
overloading area, if operator makes a mistake. And it utilizes closed architecture, 
therefore it is hard to meet the system migration and future enhancement 
requirements. This paper represents web based, platform-independent, flexible 
DDSS architectural design and active database application. The recently 
advanced internet technologies are fully utilized in the new DDSS architecture. 
Therefore, it can meet the system migration and future enhancement 
requirements. And, by using active database, DDSS can minimize feeder 
overloadings area in distribution system without intervening of operator, 
therefore, minimizing feeder overloadings area can be free from the mistake of 
operator.  

1   Introduction  

The electrical utility has the responsibility to provide a good quality of electricity to 
their customers. Therefore, the DDSS (Distribution Data Security System) is 
introduced to control and operate complex power distribution system in an economical 
and reliable fashion. It includes important functions such as data security, feeder 
automation, load control and telemetering. In korea, the electrical utility company is 
now facing deregulation and privatization. Several privatized distribution companies 
will be appear in few years. And they will require new way of thinking and new 
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solutions for open-access competitive electricity market. But the existing DDSS could 
not meet these new requirements, because it has to be managed by passive manner and 
it utilizes closed system architecture.  
    In closed system architecture, DDSS has utilized proprietary software which is 
tightly coupled to a particular operating environment. Therefore, system integration 
and data migration in a heterogeneous environment give pressures to DDSS developers 
and operators. And, due to the passive DDSS management, DDSS is always exposed to 
unintentional mistake from operators. Therefore, whenever feeder overloadings and 
faults data are detected, inexperienced operator may get worse feeder overloadings 
situation.   

  Despite of the above defects, a closed architecture and a passive management have 
been successfully applied to DDSS until the present time. However, under open-access 
competitive market environment, data migration in a heterogeneous environment and 
reliable system management by active manor become critical issues to distribution 
utility companies. This environment gives DDSS engineers require a set of 
state-of-the-art applications, eg using internet application for convenient data exchange 
and system openness and adopting active database application for reliable system 
management by active manor. Based on these requirements, the authors present new 
DDSS architecture based on open system and an active rule application. An open 
DDSS system architecture utilizes recently matured internet technology and relational 
active database. 

2   An Active Database for DDSS 

An active database system is the result of combination of active techniques and DBMS, 
Production rules in active database system allow specification of data manipulation 
operations that are executed automatically whenever certain events occur or conditions 
are satisfied. Active database rules provide a general and powerful mechanism for 
maintaining many database features, including integrity constraint, data consistency, 
and so on, in addition, active database system provide a convenient platform for large 
and efficient knowledge bases and expert system [1] 

2.1   Active Database Rules  

The heart of active database systems is active database rule. In general form, active 
database rule consist of three parts.  

 Event : External_operation 
 Condition : Condition 
 Action : Action . 

Each part can be expressed as follows: 

 Event  
It specifies the rule to be triggered. Events are data modification operations 

( ”Update”“Insert”, “Delete”) data retrieval, and general application procedures. 
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 Condition: 
It is checked when the rule is triggered. If condition is true then the rule’s action is 

executed. Conditions are database predicates, restricted predicates and database 
queries.  

 Action:   
It is executed when the rule is triggered and its condition is true. Actions are data 

modification operations, data retrieval operations and general application procedures. 
 Once a set of rules is defined, the active database system monitors the relevant 

events. For each rules  
On signaling of an event, a condition is evaluated and if this evaluation is true, an 

action is executed. The relation between DDSS and active database system is that 
active database technology can ideally used to solve typical tasks within DDSS 
database system : Using appropriate rules, we can satisfy the radial distribution systems 
topology constraint and integrity constraints during data modification operations, and 
minimize line losses when distribution feeders are overloaded. The example of 
appropriate rule for minimizing line losses is as follows. 

Assumption. Feeder reconfiguration program for minimizing line losses is executed 
when feeder loadings exceed 80 [%] of line capacity.  

This assumption can define the following rule 

<Rule for line> 
 Event : Update to loadings 
 Condition : Updated (line (L)), 
 NEW L.loadings> L.capacity * 0.8 
 Action : Reconfiguration ()  

   In the above rule, if the attribute loadings value is updated, and updated value is 80 
[%] over than the attribute capacity value then feeder reconfiguration is executed to 
minimize line losses. If updated loadings value is lower than 80 [%] of feeder capacity 
then action can not be executed because condition is false.  

   Active database system architecture be usually specified as three ways : Layered 
architecture, built-in architecture, compiled architecture.  

   In this paper, layered architecture and built-in architecture are used. 

Fig. 1. Layered and built-in architecture 
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  In fig.1, integrity manager is in the between application program and DBMS, and it 
detects data modification signals from application program. If data modification signals 
violate integrity constraints then integrity manager sends signals to active rule 
manager. Active rule manager determines which rules to be fired, and it sends back 
another signals to integrity manager. Integrity manager checks if signals sending from 
active rule manager satisfy the integrity constraints or not. If data operation signals are 
satisfied then it goes to DBMS .  

2.2   Active Rule Manager 

In ECA rules, one event may triggers several defined rules, and some actions of 
triggered rules may trigger another rules. Therefore, forward-chaining rules can be 
fired by one event. 

  Active rule manager controls the firing of rules. It interfaces with integrity manager, 
which is used to check if integrity constraints are satisfied or not. It also responsible for 
aggregating composite primitive events that are signaled from integrity manager, and 
determine which rules are to be fired. When integrity manager sends signals, rules are 
fired.  

2.3   Data Requirements for DDSS Database 

Data requirements for DDSS database are substation, transformer, feeder, feeder 
section, switch, and information. And attributes of these requirements have to be easily 
applied to feeder reconfiguration program.  

After feeder reconfiguration is executed, resulted data are restored to information 
table.  

 
 SUBSTATION 

Substation number(psn), transformer number(tsn). 
 

 TRANSFORMER 
Transformer number(tsn), substation number (psn), transformer capacity(tac), 

feeder number1 (fsn1), Feeder number2(fsn2), feeder number3 (fsn3), transformer 
loadings(premva), open/close status(close : 1, open : 0). 

Transformer is connected to three feeders, and attribute transformer loadings value 
is sum of all feeder loadings of feeder number1, 2, 3 . 

 
 FEEDER 

Feeder number(fsn), connected transformer number (tsn), feeder loadings 
(fsnmva),Start feeder section number (fsnsec), close/open status (close:1, open:0). 

 
 FEEDER SECTION 

Feeder section number (fsnsec), switch number (ssn), feeder capacity 1(fnc), feeder 
capacity 2 (fanc), Resistance(rr), reactance(xx), feeder number(fsn), fault 
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flag( normal :0 ,fault :1), start point(fsnfbsn), end point(fsntbsn), section 
loadings(ssnmva), voltage(vv), minimum voltage(min_vv). 

Where, voltage (vv) = VL Vdrop 
VL : Voltage of appropriate switch 
VL : Voltage drop of feeder section 
Fnc is 80 [%] of feeder capacity and fanc is 100 [%] of feeder capacity.  
Feeder section loadings and close/open status are the same value of switch because, 

by using active rule, they are updated by the same quality of the appropriate switch 
which close(or open) feeder section. 

 
 SWITCH 

Switch number(ssn), feeder section number (fsnsec), loadings(ssnmva), current(aa), 
voltage (vv), close/open status (close:1, open:1). 

It is assumed that detected loadings, current, voltage values are updated by data 
acquisition system that is located in real distribution systems. 

 
 INFORMATION 

Identification (rsn), total losses (ploss), the amount of loss change (dploss). 

2.4   Conceptual Design for DDSS Databases 

In this paper, conceptual design is represented by entity-relationship diagram, and 
relationship between entities is as follows: 

 SUBSTATION :TRANSFORMER 
One substation can have several transformers, therefore, a relationship type is 

“have” and 1 : N relationship between the two entity types SUBSTATION and 
TRANSFORMER.  

 
 TRANSFORMER : FEEDER 

One transformer can distribute power among several feeders, therefore, a 
relationship type is  “distribute ” and 1 : N relationship between the two entity types 
TRANSFORMER : FEEDER. 

 
 FEEDER : FEEDER SECTION 

One feeder is consisted of feeder sections, therefore, a relationship type is  
“consists-of” and 1 : N relationship between the two entity types FEEDER : FEEDER 
SECTION. 

 
 FEEDER : INFORMATION 

Information contains resulted data obtained from feeder reconfiguration program. 
And feeder reconfiguration program can be executed several times, therefore, a 
relationship type is “execute” and 1 : N relationship between the two entity types 
FEEDER : INFORMATION. 
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 FEEDER SECTION : SWITCH 
one switch can close(or open) a appropriate feeder section,  therefore, a relationship 

type is “ close_open” and  1 : 1 relationship between the two entity types FEEDER 
SECTION : SWITCH. 

The above entity-relationship is displayed by means of the graphical notation known 
as ER diagram in fig.2.  

 

Fig. 2. ERD of DDSS Database 

2.5   Rules Definition for DDSS Database 

Data acquisition system which is located in distribution networks detects currents, 
section loadings, voltage and the status of close/open in real time, and the present 
attribute values of switch is updated by detected ones. DDSS active database monitors 
the present state of distribution networks by using updated values: If updated values 
trigger some events and condition are true, then they imply that distribution networks is 
in overloaded state. Therefore action for feeder reconfiguration is executed to relive 
feeder overloadings and minimize line losses. Switches to be open(or closed) are 
selected after feeder reconfiguration is executed. 

 Feeder reconfiguration can fire other rules which update attribute close/open status 
value of selected switchs and send close/open signal to appropriate intelligent switches 
installed in distribution networks.  

Due to maintaining radial distribution networks structure, updated value of switch 
can trigger other rules that update close/open status value of another switch(not a 
selected one from feeder reconfiguration). And updated attribute value of switch can 
trigger rules which updates the  close/open status value of appropriate feeder section 
that is connected to updated switch, because close/open status of feeder section is 
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dependent on attribute values of appropriate switch object. Distribution networks can 
be operated with minimum losses, and radial structure can be maintained without 
intervening of operator with the definition of active rules which have update 
propagation characteristics. 

The definition of active rules for DDSS are as follows: 

Rule 1) If initially attribute close/open status value of switch is changed from open 
to close then attribute close/open status value of appropriate feeder section which is 
connected to the switch is changed from open to close. 

 
Rule R1 for switch 
 Event : update to st  
 Condition : updated(switch(S)), NEW S.st=close 
Action: update feeder section.st=close where feeder section.ssn = switch.ssn 
 
Rule 2) If initially attribute close/open status value of switch object is changed from 

close to open then close/open status value of appropriate feeder section object, which is 
connected to the switch is changed from close to open. 

 
Rule R2 for switch  
Event : update to st  
Condition : updated(switch(S)), NEW S.st=open 
Action: update feeder section.st=open where feeder section.ssn = switch.ssn 
 
Rule 3) If attribute loadings value of switch object is updated then section loadings 

value of  feeder section is updated by the same value of  loadings of switch. 
 
Rule R3 for switch 
Event : update to ssnmva 
Condition : True 
Action : update feeder section.ssnmva =  switch. 
 ssnmva where feeder section.ssn = switch.ssn 
 
Rule 4) If updated section loadings value of feeder section is exceeded by 80[%] of 

feeder capacity then feeder reconfiguration program is executed to minimize line losses 
and relive overloadings. 

 
Rule R4 for feeder section 
Event : update to ssnmva 
Condition : updated(feeder section(FD)),  
NEW FD.ssnmva > FD.fnc 
Action : reconfiguration() 
 
Rule 5) If reconfiguration() is executed and switch to be closed(or opened) is 

selected, then attribute close/open  status of selected switch is updated by close(or 
open). 
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Rule R5 for reconfiguration() 
Event : reconfiguration() 
Conditon : TRUE 
Action : (update switch.st=open where switch.ssn 
= result of open reconfiguration()) 
 &&(update switch.st=close where switch.ssn= 
result of close reconfiguration()) 
where, result of open reconfiguration() : a selected switch to be opened resulting 

from feeder reconfiguration.  
result of close reconfiguration() : a selected switch to be closed resulting from feeder 

reconfiguration.  
 
Rule 6) If attribute voltage value of switch is updated then the attribute voltage value 

of appropriate feeder section is updated 
Rule R6 for switch 
Event : update vv 
Condition : updated(switch(S)), TRUE 
Action : update feeder section.vv =  
switch.vv Vdrop  
where, feeder section.ssn = switch.ssn 
Where, Vdrop  : Voltage drop of feeder section 
 
Rule 7) If updated voltage value of feeder section is lower than minimum voltage 

value of feeder section then feeder reconfiguration program is executed to minimize 
line losses and relive overloadings. 

Rule R7 for feeder section 
Event : update to vv 
Condition : updated(feeder section(FD)),  
NEW FD.vv > FD.min_vv 
Action : reconfiguration() 
 
Rule 8) If initially attribute close/open status value of switch is changed from open 

to close then Active database sends signal to intelligent switch to be closed 
Rule R8 for switch  
Event : update to st  
Condition : updated(switch(S)), NEW S.st=close 
Action: signal to intelligent switch to be closed 
 
Rule 9) If initially attribute close/open status value of switch is changed from close 

to open then active database sends signal to appropriate intelligent switch to be opened 
Rule R9 for switch  
Event : update to st  
Condition : updated(switch(S)), NEW S.st=open 
Action: signal to intelligent switch to be opened 
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Rule 10) If feeder reconfiguration executed then information is updated by the 
resulted data form feeder reconfiguration. 

Rule R10 for reconfiguration 
Event : reconfiguration() 
Condition : TRUE 
Action :( update information.rsn = history) && 
(update information.ploss= result loss of reconfiguraion())&&( update 

information.dploss = result of change_of_loss of reconfiguration()) 
Where, history = reconfiguration times 
 result loss of reconfiguraion(): total loss after feeder reconfiguration 
result of change_of_loss of reconfiguration() : the amount of loss change resulting 

from feeder reconfiguration. 

2.6  Active Rule Manager for DDSS Active Database 

The execution of a rule’s action may trigger another rule, whose action may trigger 
other rule’s event. Active rule manager coordinates active rule interaction and the 
execution of active rules during transaction execution by interfacing constraint 
manager. In this paper, rule interaction is represented by means of Triggering Graph[2]. 

DEFINITION : Let R be an arbitrary active rule set. The triggering Graph is a directed 
graph {V,E}, where each node vi ∈  V corresponds to a rule ri ∈  R, A directed arc 
<jrj , rk > ∈E means that the action of rule rj  generates events which trigger rule rk . 
Fig 3 represents rule interaction using Triggering Graph. 

 

Fig. 3. Triggering graph for Feeder automation 
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  In fig.3, when intelligent switch loadings of distribution networks is changed 
because of the increasing of customer’s consuming, data acquisition system detects the 
amount of loadings change and sends updating signals switches of DDSs database. Due 
to the updating signals, rule R3 is triggered to update section loadings of appropriate 
feeder section that is connected to the switch. If this updated value exceeds 80[%] of 
feeder capacity then R4 is triggered to minimize line losses and to relive feeder 
overloadings by using feeder reconfiguration program. R4’s action trigger R5 and R10 
simultaneously. Due to R10’s action, data resulted from feeder reconfiguration 
program is stored in information object. R5’s action updates attribute close/open status 
value of switch selected from feeder reconfiguration program and triggers R1, R2, R8 
and R9 simultaneously. Because of R1, R2, R8 and R9,  close/open status of feeder 
section is updated by the same status of appropriate switch and close/open status of 
Intelligent switch located in distribution networks is changed by the same status of 
appropriate switch. 

3   Web Based DDSS Active Database System Architecture 

A flexible open DDSS system architecture has to satisfy the two-fold requirements[3] It 
is built to vendor neutral standards(easy in the use of software package). 

  It will provide the ability to enhance an existing DDSS without relaying one 
vendor(easy in the continuing development and maintenance of the software package) 
These requirements can be met by using the internet as the operating environment.    

Using internet technology for DDSS architecture will gain following benefits 

First, it support cross-platform architecture: 
In a standardized internet browser environment with HTML and TCP/IP protocols, 

users will continue using the platforms with which they are most familiar without 
conscious of different hardware platform.  

Second, it follows open system standard : 
By following Structured Query Language(SQL), HTML, HTTP, FTP, TCP/IP, and 

PPP, data exchange and system expansion are easily done with minimum efforts[4].  
  The proposed new web based DDSS architecture make uses of the Java 2 Enterprise 

Edition architecture which is a Web-based multitier architecture, as presented in fig. 4. 
  The architecture can be expressed by subdividing two parts in fig.4The one is web 

based architecture which support open system and the other is active database 
architecture which support DDSS feeder automation 

For web based architecture, Its structure can be divided into three tiers[3]  

Client tier : It provides user interface. 
Middle tier: It is subdivided into the Web server and the application server. 
Data tier:  It handles the information storage  

  In the middle tier, application server is transferring request from the web into 
appropriate functions in the system and also provide for interfacing different kinds of 
database. Web server acts as the gateway for Web-based clients to access the database. 
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Fig. 4. Web based DDSS active database system architecture 

Power distribution engineers and operators sent HTTP requests to Web server through 
the industrial standard web browser. If requested web page containing database SQL 
command, the database interprets SQL commands and returns matched data in the 
database back to Web server. Matched data is formulated as a web page and displayed 
web page in the client window[4]. 

  For active database architecture shown in the right-side of fig.4. 

  Its structure can be expressed specifically by dividing into three parts 
- Event detector :  
 It checks telemetered data and sends signal to production rule manager if integrity 

constraints are violated. 
- Production rule manager 

  It accept signal from event detector and determines which rules to be fired. 
- Production rule  
It allows specification of data manipulation operations that are executed 

automatically whenever certain events occur or conditions are satisfied. 

Data acquisition system located in distribution network detects switch’s close/open 
status, current, voltage and loadings, and it sends a detected data to central DAS 
database system. 

  In DDSS database system, event detector accepts detected data sending from data 
acquisition system and sends data modification operation to database. If integrity 
constraints is violated because of data modification then event detector send signal to 
production rule manager. By using production rule manger, production rules are fired 
and resulted data is updated in database. After updating values in database, event 
detector checks if updating values satisfies integrity constraints or not. If integrity 
constraints are violated then event detector sends signals to production rule manager. 
And, when Rule R10 and Rule R5 are triggered, close/open signals are send to 
appropriate intelligent switch located in distribution networks. 
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4   Conclusion 

This paper presents a new Web-based active database architectural design to the 
Distribution data security system applications. This architecture includes web-based 
architecture and active database parts. For web based parts, the authors utilize the Java 
2 Enterprise Edition architecture for open system, which will easy in the continuing 
development and maintenance of the software package. Therefore, it is easy to meet 
open-access competitive market environment. For active database architecture, the 
author design production rule and production rule manager for DDSS feeder 
automation By utilizing proposed rules, distribution network can be operated reliably 
with minimum operators intervening. 
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Abstract. To enable widespread commercial stream services, authenti-
cation is an important and challenging problem. As for multicast authen-
tication, recently proposed schemes well-operate in adversarial network
environment where an enemy can inject a large amount of invalid packets
to choke the decoding process in the receivers, at the expense of a large
communication overhead. In this paper, we present two efficient DoS re-
sistant multicast authentication algorithms. To detect DoS attack, they
require loose time-syncronization or delay of sending the packets, re-
spectively. Compared with the previous schemes, they have much lower
communication overhead and smaller computation cost on the receivers.

Keywords: network security, authentication, multicast network.

1 Introduction

To enable widespread commercial stream services, it is crucial to ensure data
integrity and source authentication [3, 4, 10], e.g., a listener may feel the need
to be assured that news streams have not been altered and were made by the
original broadcast station.

There are three issues to consider for authenticating live streams. For a
sender, the scheme must have low computation cost to support fast packet rates.
For receivers, it must assure a high verification probability, which is defined as a
ratio of verifiable packets to received packets, in spite of a large packet loss [10].
Moreover, communication overhead should be small.

Related work [3, 4, 9, 10, 13, 14] deals with two aspects: designing faster sig-
nature schemes and amortizing each signing operation by making use of a single
signature to authenticate several packets [4]. This paper deals with the latter
approach. Most of previous works tried to minimize communication overhead or
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verification probability in the restricted environment where only the small num-
ber of the packets can be modified or forged. Since they are vulnerable to the
case where a large amount of the packets are forged or injected, recent schemes
deal with these problems.

In this paper, we propose two efficient DoS-resistant multicast authentication
schemes. They well-operates even in the adversarial envionments where a large
amount of the packets are forged or injected. To check DoS attack, the first
one uses MAC (Message Authentication Code) while the second relies on hash
chaining. They require loose time-syncronization or delay of sending the packets,
respectively. As for authenticating mechanism, both of them uses Pannetrat
and Molva’s authentication method to minimize the communication overhead.
Compared with the previous schemes, they have much lower communication
overhead and smaller computation cost on the receivers.

This paper is organized as follows. Section 2 covers related work. In Section 3,
we describe the proposed algorithms. In Section 4, we analyze the computation
overhead and verification delay of our schemes and we show the comparison
results between our schemes and the previous works. Finally, conclusions are
made in Section 6.

2 Related Work

In this section, we briefly review the previous works. Researches on stream au-
thentication can be classified into two types. First, researches for designing faster
signature schemes and second, researches for amortizing each signing operation
by making use of a single signature to authenticate several packets [4].

2.1 Researches Related to the Fast Signature Algorithms

In [14], Wong and Lam proposed methods to speed up FFS (Feige-Fiat-Shamir)
signature scheme [5] by using CRT (Chinese Remainder Theorem) [5], reducing
the size of verification key, and using precomputation with large memory. They
showed that the verification in the scheme was as fast as that of RSA with small
exponent and the signing operation was much faster than other schemes (RSA,
DSA, ElGamal, Rabin). Moreover, they extended FFS to allow “adjustable and
incremental” verification, in which a verifier could verify the signature at different
levels, so that he can verify it at a lower security level with a small computation
cost, and later increase the security level with larger computation time.

In [3], Gennero and Rohatgi proposed the on-line stream authentication
method by using one-time signatures. Compared with the ordinary signature
schemes, one-time (or k-time) signature scheme shows much faster sign/verifica-
tion rates. However, the size of one-time (or k-time) signature is proportional to
the size of the input message and is quite large, i.e., the size of Lamport one-time
signature [5] of the SHA-1 hashed message is about 1300 bytes. In [13], Rohatgi
used k-time signature based on TCR (Target Collision Resistant) function, which
reduced the size of the signature to less than 300 bytes.
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Recently, Perrig proposed an efficient one-time signature scheme, BiBa, where
the size of the signature was much smaller than those of the previous one-time sig-
nature schemes [9].However, in this scheme the computation cost for signature gen-
eration is higher and the public key size is larger than those of the previous one-time
signature schemes such as Merkle-Winternitz [6] or Bleichenbacher-Maurer [2].

2.2 Researches Related to Amortizing Each Signing Operation

To the best of our knowledge, the first stream authentication scheme was pro-
posed by Gennaro and Rohatgi [3]. In this scheme, the kth packet includes the
hash value of the (k + 1)th packet and only the first packet is signed in each
packet group so each signing operation is amortized over several packets. How-
ever, it has two weak points: the first is that it does not tolerate packet loss
because successive packets in the group cannot be verified when a packet loss
occurs. Moreover, the sender must compute authentication information from the
last packet in a group to the first packet. Therefore, it is unlikely this scheme
will be used to authenticate on-line streams.

In [14], Wong and Lam proposed a method for amortizing signing operation by
using Merkle’s authentication tree [7]. In this scheme, the sender constructs an au-
thentication tree for each group of stream chunks and signs the root’s value. Each
packet includes the signature of root’s value and the values of siblings of each node
in the packet’s path to the root. A received packet can be verified by reconstruct-
ing the values of nodes in the packet’s path to the root and comparing the recon-
structed root’s value with the value in the signature. This scheme has an advan-
tage in that all received packets are verifiable. But, it requires large communication
overhead because each packet involves a lot of hashes and a signature. Another dis-
advantage is that all the packets in a packet group cannot be computed and sent
until the root’s value is signed, which in turn incurs bursty traffic patterns. In [14],
the authors proposed another scheme that uses authentication stars. The authen-
tication star is a special authentication tree such that its n+1 nodes consist of one
root and n leaves. This scheme has the shortcomings described above, too.

Perrig, Canetti, Song, and Tygar proposed TESLA (Timed Efficient Stream
Loss-tolerant Authentication) and EMSS in [10]. TESLA uses MAC (Message
Authentication Code) to authenticate packets. A fixed time interval after sending
the packet that contains MAC, the key used for generating the MAC is revealed.
This method is very efficient in that it requires low computation overhead and
communication overhead. But, it has limitations in that the clocks of the sender
and receivers must be synchronized within the allowable margin. Moreover, it
does not provide non-repudiation. Recently, Perrig proposed the broadcast au-
thentication protocol using BiBa [9], which has similar constraints of TESLA,
such as time-synchronization or not providing non-repudiation.

In EMSS, the hash value of kth (index k) packet is stored in several pack-
ets whose indexes are more than k. After sending all the packets for a packet
group, the sender transmits the signature packet that has the hashes of last
packets in the group and their signature. The algorithm is very simple but is
non-deterministic in the sense that the indexes are chosen at random. Moreover,
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the verification of each packet can be delayed and the delay bound cannot be
determined. Particularly, although a packet cannot be verified by using all re-
ceived packets and signature packet in one group, it can be verified after receiving
packets and signature packets in the next groups. To increase the verification
probability, the authors take the size of group to be small. So, even though a
packet is unverifiable through the use of the packets of one group, it can be
verified by receiving the packets of the next groups until the delay deadline. Au-
thors also suggested extended EMSS, which is similar to EMSS but it uses IDA
(Information Dispersal Algorithm) [11] to increase the verification probability.

Golle and Modadugu pointed out the fact that packet loss occurs quite bursty
on the Internet and proposed GM scheme [4]. They proved that the scheme can
resist the longest single burst packet loss assuming that there is a bound on mem-
ory size of hash buffer and packet buffer for the sender. Because each packet has
only two hashes on the average, this scheme has low communication overhead.
Moreover, they showed that it is close to optimally resist burst packet loss under
the practical condition such as constraining the average capacity of the buffer on
the sender or estimating the endurance on the longest average burst loss. It has
deterministic algorithm and its computation cost on the sender is quite low.

Recently, Park, Chong and Siegel devised an efficient stream authentication
scheme, SAIDA (Signature Amortization using IDA) [8]. As in extended EMSS,
SAIDA is based on Rabin’s IDA algorithm. They mathematically analyzed the
verificaton probability of SAIDA. Moreover, the simulation result showed that
under the same communication overhead, the verification probability of SAIDA
is much higher than those of the previous schemes.

3 Proposed Schemes

In prior to the explanation of the proposed schems, we explain broadcast/multicast
authentication schemes that rely on the erasure codes. Then, we explain DoS (De-
nial of Service) attacks by injecting or forging the packets. Finally, we describe our
two schemes.

We will use the following notations. h(X) denotes a one-way hash function.
C||D is the concatenation of strings C and D. |E| denotes the bit size of E. The
sender and the receiver are denoted by S and R, respectively. SIGF (G) stands
for the digital signature of G signed by a signer F .

The erasure code contains the following two modules. Disperse(F, n, r) splits
the data F with some amount of redundancy resulting in n+r pieces Fi (1 ≤ i ≤
n+r), where |Fi| is |F |/n. Reconstruction of F is possible with any combination
of n pieces by calling Merge({Fij

|(1 ≤ j ≤ n), (1 ≤ ij ≤ n)}, n, r).

3.1 Erasure Code Based Multicast Authentication

To the best of our knowledge, erasure code based multicast authentication schemes
are the best algorithms in terms of the communication overhead and verification
probability. In this subsection, we briefly describe typical erasure code based mul-
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ticast authentication schemes. We assume that a live stream is divided into fixed-
size chunks M1, M2, . . .. For the first n chunks (we call this a group), S gener-
ates n packets which include authentication information (by using the digital sig-
nature, hash function, and erasure codes). After sending all these packets, S re-
peats this procedure for the next group of n chunks. When R receives at least
(1− p)n (0 < p ≤ 1) packets for a group, R can verify all the received packets.

3.2 DoS (Denial of Service) Attack

The above schemes work well in the environment where only the small number
of the packets can be modified or forged. However, they are vulnerable to the
case where a large amount of the packets are forged or injected. Let us consider a
simple example. Assume that an adversary A forges and injects a lot of different
i-th packet Pi. Then, to find a correct Pi, R should perform decodeing operation
of the erasure code and signature verification operation for every candidate of Pi.
Since their computation costs are very high, A can success the DoS attack. More-
over, if A forges the packets for Pi, Pj , Pk, . . ., R should perform the operations
for all the possible combinations, which require tremendous CPU load.

3.3 Proposed Scheme 1

Proposed scheme 1 uses MAC (Message Authentication Code) to detect DoS
attack. First, S generates a random number Kn+1 and then computes Ki =
h(Ki+1) (1 ≤ i ≤ n). Assume that K1 is successfully transmitted to R. For the
chunks Bn(i−1)+1,Bn(i−1)+2, . . . ,Bn(i−1)+n of group Gi, S computes Mn(i−1)+j=
MAC(Ki,Bn(i−1)+j). Then, by the algorithm described in Section 3.3, S com-
putes authentication information An(i−1)+j . S makes a packet Pn(i−1)+j =
(Bn(i−1)+j ,Mn(i−1)+j , An(i−1)+j) and transmits it to R.

Note that Ki is sent with the packets of Gi+d. If R receives at least one
packet of Gi+d, he can surely receive the Ki. Then, R checks the validity of Ki

by checking that Ki−1 = h(Ki). If succeeds, he verifies the equation Mn(i−1)+j =
MAC(Ki,Bn(i−1)+j) to check whether the packet was forged/modified by DoS
attack. If there are at least (1 − p)n packets that successfully passed the tests,
by An(i−1)+j and the algorithm of Section 3.3, R verifies Bn(i−1)+j .

Proposed scheme 1 has little delay for sending packets since S can send a
packet immediately after a chunk is generated. However, in spite of receiving
a packet of group Gi, R should wait to receive the packets of group Gi+d to
compute the MAC value.

As mentioned, checking the MAC value is for detecting DoS attack, which
would not occur frequently. Hence, if the scheme optimistically operates as fol-
lows, verification delay of R will be significantly reduced.

STEP 1. For a group Gi, R checks whether there are the packets having the same
sequence number. If exist, this means that there was a DoS attack and
go to STEP 3.

STEP 2. If there are at most (1−p)n−1 packets, then the verification algorithm
fails. Otherwise, R randomly selects (1−p)n packets among them and
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verifies them by the algorithm of Section 3.3. If verification fails, go to
STEP 3.

STEP 3. R waits to receive the packets of Gi+d to get Ki. Then, he computes
MAC to check the forged/modified packets by the DoS attack and re-
moves them. Finally, he verifies the remaining packets by the algorithm
of Section 3.3.

In Proposed scheme 1, if an attacker A eavesdrops a packet P of group Gi,
he can forges any packet of the group Gi−d by using Ki in P . To prevent this
attack, S and R should synchronize their clock within an allowable margin and
if R receives a packet whose transmission delay is larger than the pre-defined
value, he should drop it.

3.4 Proposed Scheme 2

Todetect theDoSattack, this schemeuseshash chaining. For thegroupsG2,. . . ,Gk,
S first computes the concatenation of the hash values of the each chunk, as fol-
lows:h(Bn+1)||h(Bn+2)|| · · · ||h(Bkn). Then,S getsF1, . . . , Fn by callingDisperse
( h(Bn+1)||h(Bn+2)|| · · · ||h(Bkn), (1− p)n, pn). He makes B′

j = Bj ||Fj and com-
putes Aj by the algorithm of Section 3.3. After S transmits a packet Pj = (B′

j , Aj)
to R, he performs the above work for the next group.

Assume that R receives the packets for the group Gi. If R has already verified
the packets for at least one group among Gi−1, . . . , Gi−k, he can reconstruct
h(Bn(i−1)+1), . . . , h(Bn(i−1)+n) by using Merge(). For each packet of Gi, if the
hash value of the chunk is equal to one of these values, then it has not been
forged/modified by the DoS attack. If the number of such packets are at least
(1− p)n, R can verify it by using the algorithm of Section 3.3.

3.5 Pannentrat and Molva’s Authentication Scheme

In this section, we describe the erasure code based authentication method that
our scheme uses. Recall that the erasure code consists of the following two mod-
ules. Disperse(F, n, r) splits the data F with some amount of redundancy re-
sulting in n + r pieces Fi (1 ≤ i ≤ n + r), where |Fi| is |F |/n. Reconstruction of
F is possible with any combination of n pieces by calling Merge({Fij

|(1 ≤ j ≤
n), (1 ≤ ij ≤ n)}, n, r). The code in which {F1, . . . , Fn} = F is denoted as the
systematic code.

To the best of our knowledge, among the erasure code based authentication
schemes [8, 15, 16], Pannetrat and Molva’s method has the smallest communi-
cation overhead and the highest verification probability. This algorithm con-
sists of the following two modules. The first modules generates authentication
information for a single group of chunks and the second module tries to ver-
ify the received packets only if the number of the received packets is at least
(1− p)n.
Authentication information generation: For the n chunksB1, . . . ,Bn,S com-
putes the hashed values h1, . . . , hn. Then, S generates G = SIGS(h1|| · · · ||hn).
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Then, he computes Disperse({h1, . . . , hn}, n, pn) = {F1, . . . , Fn+pn} and Dispe-
rse({Fn+1, . . . , Fn+pn, G}, (1− p)n, pn) = {A1, . . . , An}. Finally, the packets are
generated as follows: Pi = {Bi, Ai}.
Verification: Assume that at least (1−p)n packets are received: P1, . . . , P(1−p)n.
Then, R computes {Fn+1, . . . , Fn+pn, G} by calling Merge({A1, . . . , A(1−p)n},
(1 − p)n, pn). Then, R computes F1, . . . , Fn by hashing the received chunks.
He gets {h1, . . . , hn} by calling Merge({F1, . . . , F(1−p)n, Fn+1, . . . , Fn+pn}, npn).
R verifies the digital signature G. If successfully verified, all the packets are
correctly verified.

4 Analysis

In Section 4.1, we analyze the communication overhead of the proposed schemes.
In Section 4.2, we analyze the computation cost on the receiver. In Section 4.3
we analyze the verification delay. Finally, in Section 4.4, we show the comparison
result between the previous schemes and our schemes.

4.1 Communication Overhead

In this section, we analyze the communication overhead of the proposed schemes.
For each packet, Scheme 1 has one key and a single MAC() and one Ai. We
does not need a large size of the key or MAC() since we does use them not for
authenticaiton but for checking the DoS attack. According to [17], it suffice the
security requirement that the key size and the output size of MAC() are 40 bits.
As for the size Ai, by the Theorem 2 of [16], |Ai| = (|SIG()|+pn|h()|)

(1−p)n . Hence, the

communication overhead of Scheme 1 is 40 + (|SIG()|+pn|h()|)
(1−p)n bits.

Scheme 2 has a parameter k and each packet consists of a chunk, Ai, and the
output of Disperse() whose input is the concatenation of kn hash values. For
DoS detection, it suffices the security requirement that the size of each hash value
is 40 bits. Hence, the communication overhead is 40kn/(1−p)+ (|SIG()|+pn|h()|)

(1−p)n .

4.2 Computation Cost

In this section, we analyze the computation cost for generating a single group
in the sender or receiver. First, let us consider the Scheme 1. To generate n
packets for a group, S computes 2 Disperse(), n MAC(), and one signing op-
eration. Note that MAC() can be computed by applying hash operations twice.
Hence, the computation cost on the sender is 2nCH + 2CDisperse + CSign where
CH , CDisperse, and CSign are the computation costs of h(), Disperse(), and
the signing operation, respectively. Similarily, the computation cost on the re-
ceiver is 2nCH + 2CMerge + CV erify where CMerge and CV erify are the compu-
tation costs of Merge() and the verification operation, respectively. Note that
the hash operation is very efficient and CH is about 1000 times smaller than
CDisperse, CMerge, CSign, and CV erify.
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In Proposed scheme 2, the computation cost on the sender is 3CDisperse +
CSign and the computation cost on the receiver is 3CMerge + CV erify.

4.3 Verification Delay

In this section, we analyze the verification delay of the proposed schemes. In
Scheme 1, if there was no DoS attack, R can verify the received packets imme-
diately. However, if R detects the DoS attack, the verification of the packets are
delayed until another d groups are received. Hence, the verfication delay is nd.

Scheme 2 has a parameter k such that R can verify the received packet
immediately only if he has verified at least one packet for the previous k group.
Hence, the verification delay is 0.

5 Comparison

In this section, we analyze the communication cost of our proposed schemes and
show the comparison results of the previous schemes. The compared schemes are
SAIDA [8], Pannetrat and Molva’s scheme [16], PRAB [17], and Lysyanakaya,
Tamassia and Triandopolous’s scheme [15]. According to the parameters in [17,
8], let the group size n = 128, packet loss rate p = o.5, |h()| = 80bits, |SIG()| =
1024bits. Also, let the maximum flood rate β = 10 as in [15]. Let this condition
be called as the case A. Table 1 shows the communication cost of above schemes.

Table 1. Comparison results

Scheme Communication overheads (Bytes)
formula case A

Schemes hash chaining scheme 40|h| + |SIG|
n

~50|h| + |SIG|
n

40~50

vulnerable to SAIDA [8] |SIG|+n|h|
(1−p)n 22

DoS Pannetrat & Molva [16] |SIG|+pn|h|
(1−p)n 12

Schemes PRABS [17] 2|h|logn + |SIG|+n|h|
(1−p)n 92

resistant to Lysyanskaya et. al [15] (|h|+|SIG|/n)β(1+ε)
(1−p)2 440

DoS Proposed scheme 1 |K| + |MAC()| + |SIG|+pn|h|
(1−p)n 32

Proposed scheme 2 k|h|
(1−p) + |SIG|+pn|h|

(1−p)n 72 (k = 3)

As can be seen in Table 1, the schemes resistant to DoS have rather higher
communication overheads than those vulnerable to DoS. This is due to overheads
to detect DoS attacks: PRABS uses authentication information of authentication
trees, Lysyanskaya’s scheme uses error correction codes, proposed scheme 1 uses
MAC(), and proposed scheme 2 uses hash chain. But, we can see that proposed
scheme 1 and 2 have lower communication overheads than those of PRABS and
Lysyanskaya’s scheme.
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6 Conclusion

To enable widespread commercial stream services, authentication is an impor-
tant and challenging problem. As for multicast authentication, recently proposed
schemes well-operate in adversarial network environment where an enemy can
inject a large amount of invalid packets to choke the decoding process in the
receivers, at the expense of a large communication overhead. In this paper, we
present two efficient DoS resistant multicast authentication algorithms. To detect
DoS attack, they require loose time-syncronization or delay of sending the pack-
ets, respectively. Compared with the previous schemes, they have much lower
communication overhead and smaller computation cost on the receivers.
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Abstract. This research is intended to develop the system security process. The 
IT products like as firewall, IDS (Intrusion Detection System) and VPN (Vir-
tual Private Network) are made to perform special functions related to security, 
so the developers of these products or systems should consider many kinds of 
things related to security not only design itself but also development environ-
ment to protect integrity of products. When we are making these kinds of soft-
ware products, ISO/IEC TR 15504 may provide a framework for the assessment 
of software processes, and this framework can be used by organizations in-
volved in planning, monitoring, controlling, and improving the acquisition, 
supply, development, operation, evolution and support of software. But, in the 
ISO/IEC TR 15504, considerations for security are relatively poor to other se-
curity-related criteria such as ISO/IEC 21827 or ISO/IEC 15408 [10-12]. In this 
paper we propose some measures related to development process security by 
analyzing the ISO/IEC 21827, the Systems Security Engineering Capability 
Maturity Model (SSE-CMM) and ISO/IEC 15408, Common Criteria (CC). And 
we present a Process of Security for ISO/IEC TR 15504. This enable estimation 
of development system security process by case study. 

1   Introduction 

ISO/IEC TR 15504, the Software Process Improvement Capability Determination 
(SPICE), provides a framework for the assessment of software processes [1-9, 15]. 
This framework can be used by organizations involved in planning, monitoring, con-
trolling, and improving the acquisition, supply, development, operation, evolution and 
support of software. But, in the ISO/IEC TR 15504, considerations for security are 
relatively poor to others. For example, the considerations for security related to soft-
ware development and developer are lacked.  

In this paper, we propose a process related to security by comparing ISO/IEC TR 
15504 to ISO/IEC 21827 and ISO/IEC 15408. The proposed scheme may be contrib-
uted to the improvement of security for IT product or system. And in this paper, we 
propose some measures related to development process security by analyzing the 
ISO/IEC 21827, the Systems Security Engineering Capability Maturity Model (SSE-
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CMM) and ISO/IEC 15408, Common Criteria (CC). And we present a Process for 
Security for ISO/IEC TR 15504. 

2   ISO/IEC TR 15504 

2.1   Framework of ISO/IEC TR 15504  

The SPICE project has developed an assessment model (ISO/IEC 15504: Part 5) for 
software process capability determination. The assessment model consists of process 
and capability dimensions. Figure 1 shows the structure of the process and capability 
dimensions. In the process dimension, the processes associated with software are 
defined and classified into five categories known as the Customer-Supplier, Engineer-
ing, Support, Management, and Organization. The capability dimension is depicted as 
a series of process attributes, applicable to any process, which represent measurable 
characteristics necessary to manage a process and to improve its performance capabil-
ity. The capability dimension comprises of six capability levels ranging from 0 to 5. 
The higher the level, the higher the process capability is achieved. 

2.2   Process Dimensions 

The process dimension is composed of five process categories as follows (See Ap-
pendix for detailed processes in each category). 

The Customer-Supplier process category (CUS) - processes that have direct im-
pact on the customer, support development and transition of the software to the cus-
tomer, and provide the correct operation and use software of products and/or services. 

The Engineering process category (ENG) - processes that directly specify, im-
plement, or maintain the software product, its relation to the system and its customer 
documentation. 

The Support process category (SUP) - processes that may be employed by any of 
the other processes (including other supporting processes) at various points in the 
software life cycle. 

The Management process category (MAN) - processes which contain generic 
practices that may be used by those who manage any type of project or process within 
a software life cycle. 

The Organization process category (ORG) - processes that establish business 
goals of the organization and develop processes, products, and resource assets which, 
when used by the projects in the organization, will help the organization achieve its 
business goals. 

3   A New Process for Development System Security 

3.1   Work Products of ISO/IEC TR 15504 Related to Development System 
Security  

As mentioned earlier, ISO/IEC TR 15504 provides a framework for the assessment of 
software processes, and this framework can be used by organizations involved in 
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planning, managing, monitoring, controlling, and improving the acquisition, supply, 
development, operation, evolution and support of software. ISO/IEC TR 15504 does 
not define any Process related to security, but the security-related parts are expressed 
in some Work Products (WP) as like; 

Table 1. Security-related Work Products 

ID WP 
Class 

WP Type WP Characteristics 

10 1.3 Coding standard - Security considerations 
51 3.2 Contract - References to any special customer 

needs (i.e., confidentiality requirements, 
security, hardware, etc.) 

52 2.2 Requirement specification - Identify any security considera-
tions/constraints 

53 2.3 System design/architecture - Security/data protection characteristics 

54 2.3 High level software design - Any required security characteristics 
required 

74 1.4/2.1 Installation strategy plan - Identification of any safety and security 
requirements 

80 2.5 Handling and storage guide - Addressing appropriate critical safety 
and security issues 

101 2.3 Database design - Security considerations 
104 2.5 Development environment - Security considerations 

 

ISO/IEC TR 15504 may use these work products as input materials, and these may 
be the evidence that security-related considerations are being considered. But this 
implicit method is not good for the ‘security’ and more complete or concrete coun-
termeasures are needed. Therefore, we propose some new processes which deal with 
the security. 

3.2   A New Process for Development System Security 

The processes belonging to the Engineering process category are ENG.1 (Develop-
ment process), ENG.1.1 (System requirements analysis and design process), ENG.1.2 
(Software requirements analysis process), ENG.1.3 (Software design process), 
ENG.1.4 (Software construction process), ENG.1.5 (Software integration process), 
ENG.1.6 (Software testing process), ENG.1.7 (System integration and testing proc-
ess), and ENG.2 (Development process). 

These processes commonly contain the 52nd work product (Requirement specifica-
tion), and some of them have 51st, 53rd, 54th work products separately. Therefore, each 
process included in the ENG category may contain the condition, ‘Identify any secu-
rity considerations/constraints’. But the phrase ‘Identify any security considera-
tions/constraints’ may apply to the ‘software or hardware (may contain firmware) 
development process’ and not to the ‘development site’ itself.  

In this paper we will present a new process applicable to the software development 
site. In fact, the process we propose can be included in the MAN or ORG categories, 
but this is not the major fact in this paper, and that will be a future work. We can find 
the requirements for Development security in the ISO/IEC 15408 as like; 
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Development security covers the physical, procedural, personnel, and other security 
measures used in the development environment. It includes physical security of the 
development location(s) and controls on the selection and hiring of development staff. 

Development system security is concerned with physical, procedural, personnel, and 
other security measures that may be used in the development environment to protect 
the integrity of products. It is important that this requirement deals with measures to 
remove and reduce threats existing in the developing site (not in the operation site). 
These contents in the phrase above are not the perfect, but will suggest a guide for 
development system security at least.  

The individual processes of ISO/IEC TR 15504 are described in terms of six com-
ponents such as Process Identifier, Process Name, Process Type, Process Purpose, 
Process Outcomes and Process Notes. The style guide in annex C of ISO/IEC TR 
15504-2 provides guidelines which may be used when extending process definitions 
or defining new processes. 

Next is the Development System Security process we suggest. 

(1) Process Identifier: ENG.3 
(2) Process Name: Development System Security process 
(3) Process Type: New 
(4) Process purpose:  

    The purpose of the Development System Security process is to protect the confi-
dentiality and integrity of the system components (such as hardware, software, firm-
ware, manual, operations and network, etc) design and implementation in its devel-
opment environment. As a result of successful implementation of the process: 

(5) Process Outcomes: 

− access control strategy will be developed and released to manage records for en-
trance and exit to site, logon and logout of system component according to the re-
leased strategy 

− roles, responsibilities, and accountabilities related to security are defined and re-
leased 

− training and education programs related to security are defined and followed 
− security review strategy will be developed and documented to manage each change 

steps 

(6) Base Practices: 

ENG.3.BP.1 Develop project measures. Develop and release the project measures for 
protecting the access to the development site and product. 
ENG.3.BP.2 Develop platform measures. Develop and release the platform measures 
for protecting execution time, storage and platform volatility. 
ENG.3.BP.3 Development personnel measures. Develop and release the personnel 
measures for selecting and training of staffs. 
ENG.3.BP.4 Develop procedural measures. Develop the strategy for processing the 
change of requirements considering security. 
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ENG.3.BP.5 Development internal & external environment measures. Develop and 
release the environment security measures for processing threaten factor of virus and 
improper administration. 
ENG.3.BP.6 Development processing measures. Develop and strategy for processing 
threaten factor of weak encryption and server spoof. 
ENG.3.BP.7 Development application measures. Develop and release the environ-
ment security measures for processing threaten factor of poor programming & weak 
authentication. 

ENG.3.BP.8 Develop client measures. Develop and release client measures for 
processing threaten factor of virus. 

ENG.3 Development Security process may have more base practices (BP), but we 
think these BPs will be the base for future work. For the new process, some work 
products must be defined as soon as quickly. Next items are the base for the definition 
of work products. 

Table 2. Work products of Development Security process 

WP cate-
gory 
number 

WP category WP  
classification  
number 

WP  
classification 

WP type 

1.1  Policy Access control to site 
and so on 

1.2 Procedure Entrance and so on 
1.3 Standard Coding and so on 

1                ORGANIZATION 

1.4 Strategy Site open and so on 
2                PROJECT Future work Future work Future work 

3.1 Report Site log and so on 
3.2 Record Entrance record and 

so on 

3                RECORDS 

3.3 Measure Future work 

4   Security Requirements for Software 

4.1   General Software Development Process 

There are many methodologies for software development, and security engineering 
does not mandate any specific development methodology or life cycle model. Fig.1 
depicts underlying assumptions about the relationship between the customer’s re-
quirements and the implementation. The figure is used to provide a context for dis-
cussion and should not be construed as advocating a preference for one methodology 
(e.g. waterfall) over another (e.g. prototyping). 

It is essential that the requirements imposed on the software development be effec-
tive in contributing to the objectives of consumers. Unless suitable requirements are 
established at the start of the development process, the resulting end product, however 
well engineered, may not meet the objectives of its anticipated consumers. The proc-
ess is based on the refinement of the customer’s requirements into a soft-ware imple-
mentation. Each lower level of refinement represents design decomposition with addi-
tional design detail. The least abstract representation is the software implementation 
itself. 
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In general, customer does not mandate a specific set of design representations. The 
requirement is that there should be sufficient design representations presented at a 
sufficient level of granularity to demonstrate where required: 

a) that each refinement level is a complete instantiation of the higher levels (i.e. all 
functions, properties, and behaviors defined at the higher level of abstraction must be 
demonstrably present in the lower level); 
b) that each refinement level is an accurate instantiation of the higher levels (i.e. there 
should be no functions, proper-ties, and behaviors defined at the lower level of ab-
straction that are not required by the higher level). 

’

 
Fig. 1. The relationship between the customer’s requirements and the implementation 

4.2   Append Security Requirements 

For the development of software, the first objective is the perfect implementation of 
customer’s requirements. And this work may be done by very simple processes. How-
ever, if the software developed has some critical security holes, the whole network or 
systems that software installed and generated are very vulnerable.  
    Therefore, developers or analyzers must consider some security-related factors and 
append a few security-related requirements to the customer’s requirements. Fig.2 
depicts the idea about this concept.  
    The processes based on the refinement of the security-related requirements are 
considered with the processes of soft-ware implementation.  

4.3   Implementation of Security Requirements 

Developers can reference the ISO/IEC 15408, Common Criteria (CC), to implement 
security-related requirements appended. 
    The multipart standard ISO/IEC 15408 defines criteria, which for historical and 
continuity purposes are referred to herein as the CC, to be used as the basis for 
evaluation of security properties of IT products and systems. By establishing such a 
common criteria base, the results of an IT security evaluation will be meaningful to a 
wider audience.  
    The CC will permit comparability between the results of independent security 
evaluations. It does so by providing a common set of requirements for the security 
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functions of IT products and systems and for assurance measures applied to them 
during a security evaluation. The evaluation process establishes a level of confidence 
that the security functions of such products and systems and the assurance measures 
applied to them meet these requirements. The evaluation results may help consumers 
to determine whether the IT product or system is secure enough for their intended 
application and whether the security risks implicit in its use are tolerable. 

’

 
Fig. 2. Append security-related requirements 

5   Introduction to Effectiveness Analysis of Development System 
Security Process (Case Study) 

We analyzed aspect that defect removal is achieved efficiently to analyze effective-
ness of development system security process[14]. 

Also, we present effectiveness of introduction through if productivity improves 
because defect of whole project is reduced through development system security 
process. 

5.1   Defect Removal Efficiency Analysis 

Purpose of development system security process design improves quality of product 
and heighten productivity. 

Therefore, when we applied development system security process in actuality pro-
ject, we wish to apply defect exclusion efficiency (Defect Removal Efficiency). to 
measure ability of defect control activity.  

After apply development system security process, defect exclusion efficiency 
analysis investigated defect number found at relevant S/W development step and 
defect number found at next time step in terms of request analysis, design and coding 
stage. Production of defect exclusion efficiency is as following. DRE = E(E+D)  

E= Number of defect found at relevant S/W development step(e.g : Number of de-
fect found at request analysis step) 

D= Number of defect found at next S/W development step (e.g : Defect number 
that defect found at design step is responsible for defect of request analysis step) 

Ideal value of DRE is 1, and this displays that any defect does not happen to S/W. 
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Table 3. Table of defect removal efficiency 

 Number(%) of defect found at 
relevant S/W development step (E) 

Number(%) of defect found at 
next S/W development step (D) 

Requirement 10 3 
Design 15 3 
Coding 5 1 

<Table 3> is a table to inspect S/W development step defect number after devel-
opment system security process application. 

0.769 = 10(10+3) (Requirement phase) 
0.833 = 15(15+3) (Design phase) 
0.833 = 5(5+1) (Coding phase) 

If we save DRE at each S/W development step by <Table 3>, it is as following.  
Therefore, because DRE  is  approximated to 1, when we remove defect by devel-

opment system security process, defect exclusion efficiency was analyzed high. 

5.2   Size-Based Software Metrics 

After apply Defect Trigger, we investigate by <Table 4> to compare and analyze how 
productivity improved with last project[20]. 

Table 4. Size based software metrics 

 Last project The present project 

SL0C 40,000 120,620 
Project Cost 400,282,000 1,500,000,000 

Effort (Man-Month) 55.2 381.6 
Defect number 400 810 
Project People 11 50 

 

If depend to <Table 4>, last project decreased more remarkably than number of de-
fect found in the present project. 

And in case defect happens, it is decreased effort (Man-Month) and human 
strength to solve this. 

Being proportional in scale of project, Contents of each item are increasing. There-
fore, based on whole SLOC, project expense and Effort(Man-Month), we compared 
number of found defect. By the result, scale of project increased by 30% than previ-
ous project but number of found defect decreased by 20% than whole scale.  

5   Conclusions  

In this paper we proposed a new Process applicable to the software development site. 
In fact, the Process we proposed is not perfect not yet, and the researches for improv-
ing going on. Some researches for expression of Base Practice and development of 
Work Products should be continued. But the work in the paper may be the base of the 
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consideration for security in ISO/IEC TR 15504. And This paper proposes a method 
appending some security-related requirements to the customer’s requirements. For the 
development of software, the first objective is the perfect implementation of cus-
tomer’s requirements. However, if the software developed has some critical security 
holes, the whole network or systems that software installed and generated may be 
very vulnerable. Therefore, developers or analyzers must consider some security-
related factors and append a few security-related requirements to the customer’s re-
quirements.  

ISO/IEC TR 15504 provides a framework for the assessment of software proc-
esses, and this framework can be used by organizations involved in planning, moni-
toring, controlling, and improving the acquisition, supply, development, operation, 
evolution and support of software. Therefore, it is important to include considerations 
for security in the Process dimension.  

In this paper we did not contain or explain any component for Capability dimen-
sion, so the ENG.3 Process we suggest may conform to capability level 2. Therefore, 
more research efforts will be needed. Because the assessment cases using the ISO/IEC 
TR 15504 are increased, some processes concerns to security are needed and should 
be included in the ISO/IEC TR 15504.  

For the future work, the processes based on the refinement of the security-related 
requirements must be considered with the processes of software implementation. 
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Abstract. In this paper, we propose a Variable ZCD(Zero Correlation Duration) 
Factor Code Sets. Additionaly, Flexible ZCD-UWB(Ultra Wide Band) with 
High QoS or High Capacity using Variable ZCD Factor Code Sets are 
presented with their BER(Bit Error Rate) performance in this paper.  Flexible 
ZCD-UWB could be a very useful solution of the wireless home network 
applications (WHNA) having always High QoS or High Capacity. 

1   Introduction 

Recently, UWB technique has been paid much attention and been debated by IEEE 
802.15.3a[1] or IEEE 802.15.4a[2] for standardization. 

Currently, the transmission method of various form have been proposed in DS-
CDMA (Direct Sequence-Code Division Multiple Access) based UWB system[1] 
which is used in WPAN.  The performance of DS-CDMA based UWB is influenced 
by the orthogonal property of the spreading code. And it must consider the MAI 
(Multiple Access Interference) and the MPI (Multi Path Interference) problem in the 
multi-path and multiple access environments[3]. 

In order to solve these MPI and MAI problems without adopting complicated MUD 
scheme[4] or other interference cancellation schemes, we presented a flexible ZCD-
UWB defined as a DS-CDMA based UWB system using ternary ZCD code set, We 
can solve the interference to the characteristic of ZCD spreading code[5]-[12].  

Especially, TZCD (Ternary Zero Correlation Duration) spreading codes[5]-[8] 
presented in this paper have superior high ZCD property than that of Binary ZCD 
code (Binary Zero Correlation Duration)[9]-[11] or Walsh code[1][2]. Also, they have 
many Family sizes as well as wide ZCD and variable ZCD length.  Therefore, flexible 
ZCD-UWB using variable ZCD factor code sets characterized by high Capacity or 
high QoS is proposed in this paper. 

In the first chapter, of this paper we will shortly refer about proposed system.  
Then, we will introduce the variable ZCD spreading codes for flexible ZCD-UWB.  
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In the third chapter, we will set up a modeling of flex ZCD-UWB system having 
flexibility for the variable channel environments.  Moreover, we will comment the 
analysis through variable BER simulation results in the chapter four. 

2   Variable ZCD Spreading Code for Flexible ZCD-UWB 

2.1 ZCD Characteristics and Variable Ternary ZCD Spreading Codes 

For any two spreading codes of period N ; ),,( )(
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Here, N is one period of spreading code and ⊕  appear modulo N operation. This 

function becomes the autocorrelation function(ACF) when x=y and the cross-

correlation function(CCF) when x y. Since the maximum magnitude of periodic ACF 

sidelobes( asθ ) and the maximum magnitude of periodic CCF( cθ ) are bounded by 

theoretical limits[13], binary codes with both zero asθ  and zero cθ  at the local 

duration around τ =0. 
Therefore, we will present a ZCD-UWB system having ZCD property. Since ZCD 

means continuous local orthogonal time duration between spreading codes, ZCD-UWB 
system could overcome the conventional MAI and MPI problems[3] of DS-CDMA 
based UWB systems. On the other hand, in order to implement flexible ZCD-UWB, we 
applied TZCD codes[5]-[8]  proposed by author Cha.  We will abbreviate the 
explanation of construction method of TZCD codes because their detailed code 
generation methods and variable ZCD property can be easily found in the references[5]-
[8].  TZCD codes applied for ZCD-CDMA schemes could easily control ZCD length by 
changing the spreading factor or family sizes. Variable Ternary ZCD code sets and their 
properties are explained in the following subsections.  

2.2   Variable Ternary ZCD Code Sets and Their Properties 

Ternary ZCD code sets have a family size of M must satisfy ZCD  (0.75N+1). This 
Ternary ZCD code sets can be constructed by the chip-shift operation using ternary 

ZCD preferred pair, { })()( , b
N

a
N CC . 
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Let lT  be the chip-shift operator, which shifts a sequence cyclically to the left by 

l chips, a set of M ternary ZCD sequences of period N  can be generated from 

},{ )()( b
N

a
N CC  as 

 

]}[],[],[],[,

],[],[],[],[,,{
)()()()1()()1(

)(2)(2)()()()(

b
N

ka
N

kb
N

ka
N

k

b
N

a
N

b
N

a
N

b
N

a
N

CTCTCTCT

CTCTCTCTCC
ΔΔΔ−Δ−

ΔΔΔΔ

 (3) 

 

where Δ  is a chip-shift increment and k  the maximum number of chip-shifts for a 

sequence. 

    On the other hand, Δ  and k  of TZCD codes and BZCD codes[8] satisfy the 

following equation (4) and equation (5), respectively, where Δ  is a positive and k  a 

nonnegative integer.  Moreover, M and ZCD of binary and ternary ZCD codes 

become equation (6). 
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    Using equation (4),(5),(6), we extract a relation equation between TZCD codes and 
BZCD codes as following. 
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Where, MT, ZCDT and NT is a family size, ZCD length and period of TZCD codes, 

respectively. And Mb, ZCDb and Nb a family size, ZCD length and period of BZCD 
codes, respectively. Assuming that the period of TZCD codes and BZCD codes and 
length of ZCD are same, maximum capacity (Family size) of TZCD code is 1.5 times 
larger than that of BZCD code as sown in the equation (7), figure 1. As mentioned in 
equation (4) to (7), longer period of variable TZCD code offer higher QoS based on 
the enlarged ZCD length. And shorter period of variable TZCD offer large capacity 
due to their large family sizes. 
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Fig. 1. ZCD vs Family size Comparison of BZCD codes[8]-[10] and proposed Ternary ZCD 
codes for N=128 

3   The System Concept and Analysis of Flexible ZCD-UWB 

In this section, we consider ZCD-UWB system by assuming antipodal modulation for 
transmitted binary symbols. Then UWB transmitted waveform of ZCD-UWB is 
defined as  
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    Where, Nr is the period of spreading code, }1{±∈k
ib  are the modulated data 

symbols for the kth user, }1{±∈k
na  are the spreading code for the kth user, )(tz  is the 

sinusoidal waveform or transmitted pulse waveform, bT  is the bit period and, cT is 

the chip period.  If we assume a UWB system using sinusoidal carrier system, z(t) 

becomes a sinusoidal signal. Then if we assume the UWB system be a no-carrier 

system, z(t) be a short pulse. 
    In this paper, for simplicity, we assume that the multi-path components arrives at 
the some integer multiple of a minimum path resolution time.  By assuming the 
minimum path resolution time Tm (Tm ~ 1/Bs), we can write the received waveform as 
follows: 
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Where L is the number of multi-paths, 

k
lc  is the amplitude of the l th path, mT  is 

the pulse period, and )(tn ~ N(0,1) is the AWGN(additive white gaussian noise).  
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The multi-path delay is described as mk
k Tq=τ , qk being an integer uniformly 

distributed in the interval [0, NrNc-1] and Nr is the processing gain of spreading code 
and Nc = Tc/Tm which results in 

r
k T<≤ τ0 . Here note that Tr is the maximum time 

delay to be considered.  For the detection of received signal, this paper used the pulse 
matched filter instead of code matched filter[3].  

After all, various interference channels that influence to existing DS-UWB system 
appear according to coefficients of l and k of equation (9) and if ZCD property is kept 
in such various interference channel, correlation of spread signal amount to 0 in ZCD. 

There is a trade-off between interference immunity(QoS) and system capacity. 
Thus Flexible ZCD-UWB proposed in this paper is adaptively select ZCD length 
according to the channel condition. For example, flexible ZCD systems select a 
longer TZCD code to maintain higher QoS In the severe MAI and MPI environment. 
On the other hand, flexible ZCD systems select a shorter TZCD code to maintain 
higher code capacity in the static channel environments. Regardless of High QoS or 
High capacity, ZCD length designed to cover the delay time of various MAI or MPI 
components.  By using reference of [4], BER of the flexible ZCD-UWB with kth user 
and matched filter in AWGN channel can be written as 
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    Where Q(x) is the complementary cumulative distribution function of the unit 
normal variable.  When Rayleigh fading channel is considered for the flexible ZCD-
UWB system using IF carrier signal, the BER can be written as 
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    Since the cross-correlations of flexible ZCD-scheme are zeros, the performance of 
flexible ZCD-system is as good as no delay environment, thus the BER probabilities 
both in AWGN and Rayleigh fading can be written as follows: 
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    Since the Q(x) function is monotonically decreasing function with respect to x, the 
probabilities of the flexible ZCD-UWB system are always smaller than the 
conventional system using Walsh spreading codes which have some cross-correlation 
in the MAI and MPI environments. 
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4   Case Study for BER Simulation and the Result 

In this section, we simulated the BER performance of the flexible ZCD-UWB system 
via computer simulation to the following case: 

 

Table 1. Parameters of simulation 

 Case1. Case2. 

Condition 
High QoS with longer ZCD 

and small family size. 
High Capacity with shorter 

ZCD and large family size 

Spreading 
 codes 

Walsh code, 
TZCD code 

Walsh code with no ZCD,  
BZCD code with ZCD of 9 

chip, TZCD code with ZCD of 
11 chip 

Spreading 
factor 

64  64 

Required 
ZCD length 

for QoS 
17 chip 11 chip 

User 
number 

6 
Variable user number (1 to 

6) 

Muti-path 
number 

10 3 

Channel 
environment 

AWGN channel AWGN channel 

Etc.  Eb/No: 10 dB 

 
The simulation results of case 1 and 2 can be shown in figure 2 and 3, respectively. In 
figure 2, we present the BER performance under case 1 condition by using matched 
filter scheme.  Here, we can observe that the proposed flexible ZCD-UWB system 
exhibits better performance than that of Walsh-UWB system. Moreover, we can 
observe that the flexible ZCD-UWB system able to reject MAI and MPI perfectly if it 
has a sufficient ZCD length such as 17 chip example. From the results in figure 2, we 
certified that flexible ZCD-UWB system able to reject MAI and MPI in the condition 
of high QoS with longer ZCD and small family size.  Figure 3 is a simulation result of 
Flexible TZCD-UWB system for High Capacity with shorter ZCD and large family 
size under MAI and MPI environments with a 10 dB hold value of 10-3 of BER. Even 
if user's number increase in system, However, UWB system of Walsh code base could 
not correct value, regardless of User number variation since Walsh codes have no any  
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Fig. 2. Simulation of Flexible ZCD-UWB system with High QoS  

 

Fig. 3. Simulation of Flexible ZCD-UWB system for High Capacity 

ZCD property.  On the other hand, the other systems using ZCD codes have superior 
BER performance according to the user number variation since they have ZCD 
property. Furthermore, we certified TZCD-UWB have the better BER performance 
than that of BZCD-UWB since TZCD codes have sufficient ZCD length in the high 
capacity environments while BZCD codes have insufficient ZCD in the same high 
capacity. From the simulation results, we can note that proposed flexible ZCD-UWB 
always could maintain optimal BER performance by changing ZCD length and family 
size according to the channel environments. 

5   Conclusion 

In this paper we proposed flexible ZCD-UWB system using ternary ZCD spreading 
codes. From a few case study and simulation results, we certified that the proposed 
flexible ZCD-UWB could maintain an optimal BER performance just changing ZCD 
length and family size according to the channel environments. 
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Flexible ZCD-UWB system proposed in this paper, not only has novel interference 
immunity, but also has high system capacity or high QoS. We expect the proposed 
Flexible ZCD-UWB system could be an efficient solution for interference free 
wireless home network applications. 
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Abstract. Recently, Libert and Quisquater showed that the fast re-
vocation method using a SEcurity Mediator(SEM) in a mRSA can be
applied to the Boneh-Franklin identity based encryption and GDH sig-
nature scheme. In this paper we propose a mediated identity based sig-
nature(mIBS) scheme which applies the SEM architecture to an iden-
tity based signature. The use of a SEM offers a number of practical
advantages over current revocation techniques. The benefits include sim-
plified validation of digital signatures, efficient and fast revocation of
signature capabilities. We further propose a forward mediated signature
scheme with an efficient batch verification and analyze their security and
efficiency.

1 Introduction

Boneh et al. [4] introduced an efficient method for obtaining instantaneous re-
vocation of a user’s public key called the mediated RSA(mRSA). Their method
was to use a SEcurity Mediator(SEM) which has a piece of each user’s private
key. In such a setting, a signer can’t decrypt/sign a message without a token
information generated by the SEM. Instantaneous revocation is obtained by in-
structing the mediator to stop helping the user decrypt/sign messages. This ap-
proach has several advantages over previous certification revocation techniques
such as Certificate Revocation Lists(CRLs) and the Online Certificate Status
Protocol(OCSP) : fast revocation and fine-grained control over users’ security
capabilities [3].

We note that mRSA still relies on conventional public key certificates to store
and communicate public keys. To solve this problem, Boneh el al. described how
to transform mRSA into an identity based mediated RSA scheme(IB-mRSA) [2].
Their method combine the features of identity based and mediated RSA. Identity-
based cryptography greatly reduces the need for and reliance on public key certifi-
cates and certification authorities.RecentlyLibert andQuisquater showed that the
SEM architecture in a mRSA can be applied to the Boneh-Franklin identity based

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 381–390, 2005.
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encryption andGDH signature schemes [11]. Despite these recent results, thisSEM
architecture has not been applied to ID-Based Signature schemes and no forward
secure mediated pairing based signature scheme has been proposed.

Our Contribution. Several ID-Based Signature (IBS) schemes [7, 8] do not ex-
plicitly provide revocation of users’ security capabilities. This is natural since it
aims to avoid the use of certificates in the course of digital signatures. On the
other hand, revocation is often necessary and even imperative. The only way to
obtain revocation in IBS is to require time dependent public keys, e.g., public
keys derived from identities combined with time or date stamps. This has an
unfortunate consequence of having to periodically reissue all private keys in the
system. Moreover, these keys must be periodically and securely distributed to
individual users. In contrast, our mediated ID-Based Signature (mIBS) scheme
inherits its fine-grained revocation as in mRSA. It dose not demand the Private
Key Generator (PKG) to periodically reissue new private keys. Additionally a
dishonest user who corrupts the SEM can not sign a message instead of other
users. This is not the case for the IB-mRSA signature scheme that can be de-
signed similarly with IB-mRSA encryption scheme [9]. It is pointed out in [11]
that IB-mRSA scheme is completely broken if a user can corrupt a SEM.

In a security system, the key exposure problem is one of important prob-
lems to be solved. This problem is rapidly emerging as cryptographic primitives
are used in lightweight, easy-to-lose, portable and mobile devices. To reduce the
damage caused by exposure of secret keys stored on such devices, the concept
of key updating was introduced by Anderson [1] as a forward security. Since
then, a number of schemes were proposed. The basic idea is that the signature
scheme guarantees the security of previous time periods even if the adversary
compromises the current private key. We concentrate on weak forward security
in a pairing based mediated signature scheme. Informally, weak forward security
means that an adversary is unable to forge past signatures if she compromises
only one (of the two) share-holders of the private key [12]. Since the security of
the pairing based mediated signature scheme is based on the non-compromise of
both key shares, weak forward security is sufficient for our scheme like mRSA.
Our scheme inherits a aggregation for k signatures and its efficient batch verifi-
cation since it is based on IBS proposed by Cheon et. al. [8]. Owing to pairing
computation our scheme is inefficient than a forward secure mRSA signature
scheme (FS+mRSA). However, we expect that the batch verification property
of our scheme has an efficient performance in case of verifying many signatures.

This paper is organized as follows. The next section introduces our mediated
ID-Based Signature scheme and its security analysis is given. A forward secure me-
diated GDH signature scheme and its security analysis is given in section 3. Section
4 describes the efficiency of our schemes. Finally, we conclude in Section 5.

2 The Mediated Identity Based Signature Scheme

Moni Naor has observed that an ID Based Encryption(IBE) scheme can be imme-
diately converted into a signature scheme [10]. This observation can be extended
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to a mediated infrastructure: an IBE scheme can be immediately converted to a
mediated IBE scheme. The decryption key d in the IBE scheme is divided into
the user’s partial decryption key duser = suserH(ID) and the SEM’s partial de-
cryption key dsem = ssemH(ID). The encryption is the same as in the original
IBE scheme. To decrypt a ciphertext C, the signer has to obtain a decryption
token on the ciphertext C from the SEM. This IBE scheme can be also converted
to a mediated public key signature scheme. The master key s is divided into the
signer’s partial private key suser and the SEM’s partial private key ssem. The
signature on a message M is the combination of the user’s partial decryption
key duser = suserH(M) and SEM’s partial decryption key dsem = ssemH(M)
for H(ID) = H(M). Verification is the same as in the above signature scheme.
The exact schemes are recently suggested by Libert and Quisquater [11]. In this
section, we introduce a new mediated version of the IBS scheme which extends
the mediated signature scheme.

2.1 The Scheme

Our mediated ID-Based Signature(mIBS) scheme uses two private keys. One key
issued by PKG is used to prove user’s identity by inheriting one to one mapping
between public ID and private key. We use the second private key in order to
sign a message while maintaining one to one mapping. Two secret keys are split
into shares via a one out of two secret sharing scheme, with one share held by
the user and the other by the SEM. That is, dID = dID,user + dID,sem and
sl ≡ sl,user + sl,sem, where user’s secret key is (dID,user, sl,user), and the sem’s
secret key is (dID,sem, sl,sem). The signing is then performed as a function of
ID, Kpub as the IBS scheme.

Our construction is based on a hierarchical identity based signature scheme
(HIDS) [10] and a mediated GDH signature scheme [11]. We emphasize that
there is no security proof for HIDS scheme and the proof in [11] does not fit our
scheme directly, because our scheme is an identity-based signature rather than
an encryption scheme. The details of our scheme are :

1. Setup. Given a security parameter k, the PKG :
– Generates groups G1, G2 of prime order q and an admissible bilinear

map ê : G1 ×G1 → G2.
– Chooses a generator P ∈ G1

– Picks secret keys s, sl ∈R Z∗
q and sets Ppub = sP , Ql = slP .

– Chooses cryptographic hash functions H1 : {0, 1}∗ → G∗
1 and H2 :

{0, 1}∗ → G∗
1.

The system public parameters are Kpub = (q, G1, G2, ê, P, Ppub, Ql, H1, H2)
while the secret key s and sl are kept secret by the PKG.

2. Keygen. Given a user of identity ID, the PKG computes QID = H1(ID)
and dID = sQID. Then it chooses random numbers dID,user ∈R G1, sl,user ∈
Zq and computes dID,sem = dID − dID,user and sl,sem = sl − sl,user. The
PKG gives the partial private keys dID,user, sl,user to the user and dID,sem,
sl,sem are given to the SEM.
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3. Sign. To sign a message M , user U sends to the SEM a hash PM = H2

(ID, M) ∈ G1 of a message and a identity. They perform the following
protocol in parallel.

– SEM: 1. Check if the user’s identity ID is revoked. If it is, return ”Error”.
2. Compute SM,sem = dID,sem + sl,semPM and send it to the user U .

– USER: 1. U computes SM,user = dID,user + sl,userPM .
2. When receiving SM,sem from the SEM, U computes SM = SM,user +
SM,sem.
3. U verifies that SM is a valid signature on M . If it holds, U returns
the pair message-signature (M,SM ).

4. Verify. On inputting a message M and a signature SM , the verifier confirms
that: ê(P, SM ) = ê(Ppub,H1(ID)) · ê(Ql,H2(ID, M)).

This completes the description of our mIBS scheme. Consistency is easily proved
as follows: If SM is a valid signature of a message M for an identity ID, then
SM = dID + slPM and Ql = slP for PM = H2(ID, M). Thus

ê(P, SM ) = ê(P, dID + slPM ) = ê(P, dID) · ê(P, slPM )
= ê(Ppub,H1(ID)) · ê(Ql,H2(ID, M))

As in mIBE [11], the SEM never sees the user’s partial key dID,user, sl,user and
can not sign messages instead of him. User never see the SEM’s partial key
dID,sem, sl,sem and can not compute it from the token SM,sem he receives. The
token SM,sem is useless to any user other than the corresponding one and it does
not provide any useful information to any other users about a specific user’s full
private key since it is a random element of G1.

We may consider a case that the user can use the same token SM,sem twice
at the another message M ′. However, this is not possible because the inputs
of H2 are a message M and a user’s identity information ID. If we use only
sH2(ID, M) instead of sH1(ID) + slH2(ID, M), it can cause a problem that
PKG must know a message M on which the user sign.

2.2 The Security Analysis

To analyze the security of mIBS, we first define a new identity based signature
scheme. This scheme is exactly the same as the HIDS with t = 1 where t is the
level of the recipient, but we present it again here because our notation is slightly
different. First, we will use a Cha and Cheon’s lemma [7]-proving that breaking
IBS for an adaptive chosen message and ID attack (we denote by EF-ID-CMA this
security notion) is as hard as breaking IBS for an adaptive chosen message and
given ID attack. We then prove that breaking IBS for an adaptive chosen message
and given ID attack is as hard as solving an instance of the CDH problem- to show
that the security of IBS is based on the difficulty of the CDH problem.
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Our IBS scheme is specified by four algorithms : Setup, Keygen, Sign, Verify.

1. Setup. As in the mIBS scheme.
2. Keygen. Given a user of identity ID, the PKG computes QID = H1(ID),

dID = sQID and secretly sends dID, sl to the user. We remark that
QID = H1(ID) and Ql play the role of the associated public key.

3. Sign. Given a secret key dID and a message M , user U output a signature
SM where SM = dID + slH2(ID, M).

4. Verify. To verify a signature SM of a message M for an identity ID, the
verifier confirms that :

ê(P, SM ) = ê(Ppub,H1(ID)) · ê(Ql, H2(ID, M)).

At first, we can reduce the adaptively chosen ID attack to the given ID attack
as in [7].

Lemma 1 ([7]). If there exists a forger F0 for an existential forgery against
an adaptively chosen message and ID attack to our IBS scheme with running
time t0 and advantage ε0, then there exists a forger F1 for an existential forgery
against an adaptively chosen message and given ID attack with running time
t1 ≤ t0 and advantage ε1 ≤ ε0(1− 1/q)/qH1 . Additionally, the number of queries
to Hash functions, Extract, Signing asked by F1 are the same as those of F0.

The security of our IBS is based on the difficulty of the CDH problem, as stated
in the following theorem.

Theorem 1. If there exists a forger F0 for an existential forgery against an
adaptively chosen message and ID attack to our IBS scheme with running time
t0 and advantage ε0, then CDHP can be solved with at least the same advantage
ε1 in a running time t′ = t1 + tA(qE + qH1 + qH2 + qS) + tBqS where tA denotes
the time to multiply two elements on Z∗

q and tB is the time to add two elements
of G1.

Proof. (Sketch) Using the Lemma 1, we can reduce the forger F0 to F1 an
adaptively chosen message and given ID attack with running time t1 ≤ t0 and
advantage ε1 ≤ ε0(1− 1/q)/qH1 . We construct an algorithm A using F1 to solve
the CDHP. To break CDH in the additive group G1 with the order q, A is given
P , aP and bP , where a, b ∈ Zq are randomly chosen and remains unknown to A.
The target of A is to derive S′ = abP with the help of the forger F1. To derive
S′, A runs F1 as the subroutine. A provides F1 the public key and answers its
hash queries, signing queries and extract queries. A embeds the CDH problem
into the public key and then answers the foregoing queries. After F1 forges a
signature successfully, A is able to derive the answer to the CDH problem using
the forged signature. ��

We will now show that the mediated IBS scheme is weakly secure. That means
it is secure against inside attackers that do not have the user part of the private
key corresponding to the attacked public key. This provides the same level of secu-
rity as the one achievable by IB-mRSA signature scheme. For the mIBS scheme,
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we will slightly modify the notion of security for an existential forgery against an
adaptively chosen message and ID attacks (EF-ID-CMA) given in [7, 11].

Definition 1. We say that a mediated identity based signature scheme is weakly
secure for an existential forgery against an adaptively chosen message and ID
attack (we denote by EF-mID-wCMA this security notion) if no polynomial time
algorithm A has a non-negligible advantage against a challenger C in the follow-
ing game (EF-mID-wCMA game) :

1. C runs the Setup algorithm of the scheme. The resulting system parameters
are given to A.

2. A issues the following queries as he wants :
– User Key Extraction Query : Given an identity IDi, C returns the user

part of the extracted private key corresponding to IDi.
– SEM Key Extraction Query : Given a target identity ID, C returns the

sem part of the private key dID corresponding ID.
– SEM Query : Given an identity IDi, C returns the token allowing the

user of identity IDi to sign.
– Hash Function Query : Given an identity IDi or (IDi, M), C computes

the value of the hash function for the requested inputs and sends the
values to A.

– Sign Query : Given an identity IDi and a message M , C generates both
pieces of the private key corresponding to IDi and sends the result sig-
nature to A.

A can present its requests adaptively : every request may depend on the
answer to the previous ones.

3. A outputs (ID,M,σ), where ID is a target identity, M is a message, and σ
is a signature such that ID and (ID, M) are not equal to the inputs of any
query to User Key Extract and Sign, respectively.

This is a weak notion of security against inside attackers that have access the user
part of the private key corresponding to any identity but the one on which they
are challenged. The weak security notion implies that no coalition of dishonest
users which the SEM can allow them to sign a message instead of a honest user.
We just prove the weak security against inside attackers as it is shown in [11] that
the mediated IBE scheme is weakly semantically secure against inside attackers.

Theorem 2. Let H1, H2 be random oracles from {0, 1}∗ to G∗
1. Let A be an at-

tacker against the mediated IBS scheme. We assume this attacker is able to win
the EF-mID-wCMA game with a non-negligible advantage ε when running in a
time t and asking at most qE user key extract queries and qS SEM queries. Then
there exits an adversary B performing EF-ID-CMA against the underlying our
IBS scheme with at least the same advantage. Furthermore, the running time of
B is t′ = t + qEtA + qStA where tA denotes the time to add two elements of G1.

Proof (Sketch) We will use the attacker A to build an algorithm B that is
able to perform EF-ID-CMA of our IBS scheme. At the beginning of the game,

.
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B receives the system parameters from its challenger. It is allowed to ask a
polynomial number of key extraction, sign and hash queries to its challenger
but it first initializes the EF-mID-wCMA game it plays with A by giving him
the same system parameters it received from its challenger. B will act as A’s
challenger in the EF-mID-wCMA game and control the SEM. It maintains a
list Lsem to store information about the answers to key generation queries. A
performs a first series of queries and B answers to these queries. After the query
stage, A produces (ID,M,σ). When A outputs (ID, M,σ) as a signature, B
outputs (ID,M,σ). Since B simulates A’s environment in its attack against
IBS, B wins as long as A does. ��

3 The Forward Secure Mediated Gap Diffie Hellman
Signature Schemes

3.1 Forward Secure+mGDH Signature Scheme

We now devise a new forward secure mediated GDH signature scheme with
efficient batch verification. The main idea in forward secure mGDH signature
scheme is for both SEM and user to evolve their private key shares in parallel.
The evolution is very simple: each party uses the current period index i in
the hashing of the input message. Like most forward secure signature methods,
FS+mGDH signature scheme is composed of the following algorithms: Setup,
Keygen, UpdSEM, UpdUSER, Sign, Verify.

1. Setup. Given a security parameter k, the T A :
– Generates groups G1, G2 of prime order q and an admissible bilinear

map ê : G1 ×G1 → G2.
– Chooses a generator P ∈ G1.
– Picks a secret key x ∈R Z∗

q and sets Ppub = xP .
– Chooses hash functions H1 : {0, 1}∗ ×G1 → Zq, H2 : {0, 1}∗ → G1.

The system’s public parameters are Kpub = (q, G1, G2, ê, P, Ppub, H1, H2).
2. Keygen. Let (t, T ) be the length of the update interval and the maximum

number of update intervals, respectively. To generate user U ’s key pair, the
T A chooses random numbers xuser ∈R Z∗

q and computes xsem = x− xuser.
The T A gives the partial private key xuser to the user and xsem to the SEM.

3. UpdSEM. Let i(0 ≤ i ≤ T ) is the current interval index and M is the
current input message. At the start of stage i, the SEM uses xsem to compute
xi,sem = xsemH2(i,M) ∈ G1.

4. UpdUSER. At the start of stage i, the USER uses xuser to compute
xi,user = xuserH2(i,M) ∈ G1.

5. Sign. To sign a message M , a user U generates a random number r and
computes R = rP . Then U sends to the SEM a hash h = H1(M,R) ∈ Zq of
a message and a interval i. They perform the following protocol in parallel.
– SEM: 1. Check if the user’s identity ID is revoked. If it is, return ”Error”.

2. Compute Si,M,sem = h · xi,sem and sends it to the user U .
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– USER: 1. U computes Si,M,user ← h · xi,user.
2.When receivingSi,M,sem fromtheSEM,U computesSi,M ←rH2(i,M)+
Si,M,sem + Si,M,user.
3. He verifies that σ = (R,< Si,M , i >) is a valid signature on M at time
i. If it holds, he returns the pair message-signature (M,σ).

6. Verify. The verifier return ”Error” if (i < 0) or (i > T ). If it is verified, then
he checks whether (P, Ppub, R + hPpub, Si,M ) is a valid Diffie Hellman tuple
by checking if ê(P, Si,M ) = ê(R + hPpub,H2(i,M)).

3.2 The Security Analysis

All security aspects other than forward security of the proposed scheme is based
on the ID-based signature scheme of [8]. The forward security of FS+mGDH
signature scheme is based on the difficulty of computing discrete logarithm in a
elliptic curve group which is also the foundation of the ECC cryptosystem. Now
we provide the following intuitive security validation of our scheme. We consider
informal argument as follows:

Assume that the adversary compromises the user at an interval j and, as
a result, learns xj,user. In order to violate forward security, it suffices for the
adversary to generate a new signature for some new message M ′:

Si,M ′ = r ·H2(i,M ′)+Si,M ′,sem +Si,M ′,user = r ·H2(i,M ′)+h ·xi,sem +h ·xi,user

where h = H1(M ′, R) and i < j. Computing h · xi,user is trivial. But computing
h ·xi,sem requires solving ECDLP (Elliptic Curve Discrete Logarithm Problem).

Forward security offered by our scheme is weak, it means that the adversary
is allowed to compromise only one of the parties’ secrets, i.e., only xuser or xsem

but not both. Since the security of mGDH signature scheme is based on the
non-compromise of both key shares, weak forward security is sufficient for the
mGDH signature scheme like mRSA.

There are two types of attacks considered in FS+mRSA [12] : a future dat-
ing attack, a oracle attack. In a future dating attack, an adversary obtains a
valid signature from the user (M,σ = (R,Si,M , i)) under the current public key
(P, Ppub, i). He then takes advantage of the private key structure to construct
a valid signature σ′ = (R,Sj,M , j) in some future interval j(i < j ≤ T ). This
attack is not possible because our signature involves hashing the index of the
current time interval together with the message :

Si,M = r ·H2(i,M) + H1(M, rP )(xsem + xuser)H2(i,M)

In a oracle attack, an adversary impersonating as the user sends signature
requests to the SEM during the time interval i. The adversary collects a number
of ”half-signatures” of the form (M,Si,M,sem = h · xi,sem). At a later interval
j(i < j ≤ T ), the adversary compromises the user’s secret key xj,user. He can use
the perviously acquired half signatures to forge signatures from period i. But this
attack is not possible in our scheme because our scheme have the homomorphic
property :

xi,user + xi,sem = (xuser + xsem) ·H2(i,M) = s ·H2(i,M).
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4 Efficiency

From the implementation results in [6], we find that a GDH signature generation
is much faster than a RSA signature generation. Therefore, we can be assured
that our schemes are able to achieve more efficient signing when compared with
RSA based approaches. Signature verification in our scheme is still limited by
the efficient computation involved in pairing operations. However, the results
shown in [6] have demonstrated that the computation time for a Tate pairing
with the prime field size of 512 bits is now comparable to one RSA signing
operation with a 1024 bits modular and a 1007 bits exponent. Additionally,
our forward secure scheme inherit an aggregation and batch verification for k
signatures. With this inherent features, our schemes are applicable in a number
of areas. For example, for mobile device authentication, the signature verification
is done at the server side, which has more computation power to do the pairing
operations. Signing generation can be done efficiently on the mobile device. The
comparison the performance of our schemes with the previous mRSA schemes
is shown in Tab.1.

Table 1. The previous schemes vs our schemes, SM : Scalar Multiplication, PC: Paring

Computation

mRSA [4] FS+mRSA [12] mIBS FS+mGDHS

Sign(SEM) dsem dsem × ei 1 SM 2 SM

Sign(User) du + e (du × ei) + (e × eT −i) 1 SM 3 SM

Verify e e × eT −i 3 PC 2PC + 1SM

Security - weak forward security - weak forward security

5 Conclusion

We have shown that the method of mRSA to allow fast revocation of RSA keys
can be used by IBS scheme. Rather than revoking the user’s private key by con-
catenating valid interval to identities in IBS, our approach revokes the user’s
ability to perform signature operations as in mRSA. This approach provides
instantaneous revocation since the private key privileges of the user are instan-
taneously removed. It does not demand the PKG to periodically re-issue new
private keys.

In this paper, we also described a mediated Gap Diffie Hellman signature
scheme with a forward security. The degree of forward security is weak since
we assume that only the user or the SEM (but not both) is compromised by
the adversary. However, this assumption is appropriate for the mGDH signature
scheme whose security is based on the inability to compromise both parties as in
mRSA. Our FS+mGDH signature scheme also inherits the efficient batch veri-
fication property. The batch verification property of our scheme has an efficient
performance in case of verifying many signatures. We leave for future research to
find an efficient method with more security such as (not weak) forward security.
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Abstract. In undeniable multi-signature scheme, a multi-signature can
not be verified and disavowed without cooperation of all signers. The
proposed voting scheme consists of four stages which are preparation,
registration, voting and counting stages. Existing voting schemes assume
that the voting center is trustful and untraceable channels are exist be-
tween voters and the voting center. To minimize the role of the voting
center, the proposed scheme let multiple administrators to manage voting
protocol. It also provides fair voting and counting stages. In voting and
counting stages, a ballot can not be opened without help of all admin-
istrators. Before counting the ballot, they must confirm the undeniable
multi-signature on it. Due to the undeniable property of the proposed
scheme, voters can change their mind to whom they vote in registra-
tion stage. They can restart voting process by simply rejecting signature
confirmation protocol launched by the voting manager.

1 Introduction

Election is one of the most important social activities in a democratic society.
If a voting scheme in real life is replaced with a computerized scheme, voting
expenses can be reduced fairly. Many researchers have proposed secure electronic
voting schemes suitable for a large scale election[3,4,5,6,7].

Typically, existing voting schemes generally consist of four stages which are
preparation, registration, voting and counting stages. To provide privacy of
voters, blind signature scheme and pseudonym technique is used during the
preparation and registration stages[4,5]. And untraceable channels proposed by
D.Chaum[8] are used during the voting and counting stages so that voters can
anonymously votes to the voting center without IP traces[3,4,5,7]. During the
voting and counting stages, a challenge-response protocol between voters and
the voting center is used to ensure the fairness requirement[5,7]. However, dis-
advantage of existing schemes is that voters and each party must trust voting
and counting process managed by the voting center.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 391–400, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In large scale election such as a national referendum where candidates are
nominated by several parties, it is in danger of strife between several parties if
the election is managed by only one administrator, the voting center. Therefore,
to minimize the risk of strife in large scale election, it is preferable to manage
the election with several administrators controlled by each party.

In US election 2000 in florida county, opening and counting of ballots are
uncertain which makes voters and parties have less confidence on their voting
system. We need new type of electronic voting scheme where all candidates’ par-
ties must agree and engage in opening and counting of ballots during the voting
and counting stages. If the voting system provides these scheme, participating
voters and candidates can get more confidence on their voting system.

In this paper, we propose the large scale electronic voting scheme based on
undeniable multi-signature scheme. To minimize the role of the voting center,
we use administrators managed by each party to control the voting and counting
protocol. It also provides the method of fair counting of ballots. Ballots can not
be opened without help of all administrators due to the undeniable property of
our multi-signature scheme. Before opening the ballot, all administrators must
verify the multi-signature on the ballot.

The proposed scheme additionally provides user convenience during the reg-
istration stage. Voters can change their mind to whom they vote, by simply
rejecting signature confirmation protocol launched by the voting manager. The
undeniable signature on the ballot that is not verified through the signature con-
firmation protocol carries no legal binding force. Therefore, voters can restart
registration steps and can make another ballot.

In section 2, we review existing voting protocols and describe motivation
of our research. In section 3, the proposed scheme is presented. In section 4,
we analyze our voting scheme according to requirements of large scale election.
Conclusion and future works are in section 5.

2 Related Works and Motivation of Our Research

With importance of the election in democratic society and especially the de-
velopment of internet, many researchers have proposed secure electronic voting
scheme suitable for large scale election[3,4,5,6,7]. Those schemes assume the ex-
istence of trusted voting center to make practical voting scheme. For the privacy
of voters, pseudonyms are used instead of personal ID and the tracing of the
ballots from the public network is protected by the assumption of the existence
of anonymous communication channel[8]. The followings are basic requirements
of the large scale electronic voting scheme.
• Unreusability: An eligible voter cannot vote more than once.
• Privacy: No one can determine who voted for whom.
• Fairness: During the voting stage, intermediate voting results that may in-

fluence the entire election can not be obtained by the voting center.
• Unforgeability: Only eligible voters can make authorized ballot.
• Eligibility: Only eligible voters can participate in the election.
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The security of the boyd’s scheme[6] is based on the difficulty of discrete log-
arithm problem. Multiple key cipher that defined by the group of exponentiation
transformations in a prime field is used to ensure voter’s privacy. The voting center,
however, can know the intermediate voting results during the voting stage. Fair-
ness property is not satisfied in the boyd’s scheme. Fujioka, Okamoto and Ohta
proposed electronic voting scheme[5] which fully conforms to requirements of the
large scale election.Voting fairness is ensured by the bit commitment scheme. How-
ever, once the voters get eligible ballots from the center, they must cast their ballots
andno voter abstain from voting. Baraani-Dastjerdi et. al.proposedmore practical
voting scheme[3]. Threshold scheme is applied the election to minimize cheating
by voters, candidates and administrators. Pseudonyms are generated by the center
and distributed to all registered voters via secure communication channels. This
assumption of the existence of secure communication channels between the center
and all voters is not suitable for the large scale election. In order to minimize role
of the trusted voting center, horster et. al. proposed voting scheme with multiple
administrators[4]. Blind multi-signature scheme and threshold encryption tech-
nique are used to distribute role of the voting center to several administrators. At
least one administrator is honest then the fairness property of the voting scheme is
satisfied. However, if all administrators collude then fairness property is violated.
Especially, in registration stage, the number of communication steps between vot-
ers and administrators is increased in proportion to the number of administrators.

The undeniable multi-signature scheme consists of multi-signature
generation, multi-signature confirmation and disavowal stages[10]. In the multi-
signature confirmation stage, the challenge-response protocol is used to confirm
the undeniable multi-signature. Since the undeniable multi-signature scheme has
function of digital multi-signature scheme and that of challenge-response proto-
col, it is best suited to the large scale electronic voting scheme. It can solve above
mentioned basic requirements of large scale election by itself not using separate
protocols for separate stages.

3 The Proposed Scheme

In this paper, we propose the practical electronic voting scheme suitable for large
scale election. It consists of preparation stage, registration stage, voting stage and
counting stage. In preparation stage, the voting manager generates unique integer
pseudonyms for each candidate. Administrators and voters generate their own pa-
rameters and register their public keys to a proper public key authentication cen-
ter. In registration and voting stages, each voter generates his/her own pseudonym
and makes the ballot for corresponding candidate. The undeniable multi-signature
scheme[10] between administrators and each voter is used to sign the ballot for reg-
istration. In voting and counting stages, multi-signature confirmation protocol[10]
is used to verify registered ballot and to open the ballot for counting.
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3.1 Preparation Stage

As like other existing voting schemes, our scheme is based on two assumptions.

Assumption 1. The voting manager and at least one administrator are trustful.
They have responsibility of registration of eligible voters and counting of ballots.

Assumption 2. Before the election day, untraceable communication channel is
prepared between the voting manager and voters[8].

The following parameters are used in the proposed scheme.

Administrators: a1, a2, . . . , an Ballot : ballot Blinded ballot: ballot′

Administrator i’s private key: Xi ∈ Zp−1, 1 ≤ i ≤ n
Administrator i’s public key: Yi ≡ gXi (mod p), 1 ≤ i ≤ n

Step 1: The voting manager publishes the following table of candidate lists on
the public bulletin board. Pseudonym is a unique random number generated for
each candidate.

Table 1. Candidate Name and its Corresponding Pseudonym

Candidate Name Corresponding Pseudonym

C1 cps1

C2 cps2

... ...
Cn−1 cpsn−1

Cn cpsn

Step 2: Administrators generate cryptographically secure GF (p), generator g
and common public key Y . The common public key Y is obtained by launching
following protocol.
Step 2.1: The voting manager requests common public key generation to the
first administrator a1.
Step 2.2: The first administrator a1 sends public key Y1 to the second adminis-
trator a2.
Step 2.3: The intermediate administrator ai (2 ≤ i ≤ n) receives Yi−1 ≡
Y

Xi−1
i−2 (mod p) from the administrator ai−1.

Step 2.4: The ai computes Yi ≡ Y Xi
i−1 ≡ g

∏ i
j=1 Xj (mod p).

Step 2.5: The ai sends Yi to the next administrator ai+1. If the ai is the last
administrator, the common public key Y is computed as follows. The an sends
it to all administrators and the voting manager.

Y ≡ Y Xn
n−1 ≡ g

∏n
j=1 Xj (mod p)
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Step 3: A voter generates his/her own public key y and private key x as follows.

y ≡ gx (mod p)

3.2 Registration Stage

Figure 1 shows the proposed registration stage. A voter and the voter’s ballot
are registered by administrators. In registration stage, each voter can restart
registration steps if the voter wants to vote other candidate.

(1) Generates Blinded Ballot and Makes Undeniable Signature
Step 1: A voter generates pseudonym ps and selects candidate i’s pseudonym
cpsi. Then, the voter makes the ballot and blinds it as follows.

ballot ≡ (cpsi · ps)ps (mod p)

ballot′ ≡ ballotbf (mod p), (bf · bf−1 ≡ 1 (mod p− 1))

Fig. 1. Registration Procedure of the Proposed Scheme
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Step 2: The voter makes undeniable signature on the blinded ballot. In this
study, undeniable signature scheme in [7,9] is applied to the blinded ballot as
follows. The voter generates the signature (s, r) on the ballot′.

r ≡ ballot′k (mod p), k ∈ Zp−1, k · (ballot′ + s) ≡ x · r (mod p− 1)

Step 3: The voter sends identification information, blinded ballot and undeniable
signature to the voting manager.

(2) Registration of the Voter
Step 1: The voting manager verifies the voter’s signature by launching signature
confirmation protocol[7]. If the signature is not valid then the voting manager
rejects the ballot. Otherwise, the voting manager checks the voter’s ID to iden-
tify whether the voter applied the registration more than once. If the voter has
applied the registration more than once, the voting manager rejects the ballot.
Otherwise, the following step 2 is proceeded. If the voter wants to vote other
candidate, then the voter can restart registration stage by rejecting the signature
confirmation protocol. Undeniable signature cannot be verified without signer’s
cooperation. If the voter doesn’t answer the challenge of the voting manager,
voter’s signature can not be verified.
Step 2: The voting manager keeps the voter’s ID to prevent the voter’s multiple
registrations.
Step 3: The voting manager sends the voter’s blinded ballot to all administrators
to register the ballot.

(3) Makes Undeniable Multi-signature on the Blinded Ballot
Step 1: The voting manager requests generation of the common random number
R on the blinded ballot to the first administrator a1.
Step 1.1: The first administrator a1 selects random number k1 in Zp−1. The
a1 makes R1 ≡ ballot′k1 (mod p) and sends it to the second administrator
a2.
Step 1.2: The intermediate administrator ai (2 ≤ i ≤ n) receives Ri−1 ≡
R

ki−1
i−2 (mod p) from the administrator ai−1.

Step 1.3: The ai computes Ri ≡ Rki
i−1 ≡ g

∏ i
j=1 kj (mod p).

Step 1.4: The ai sends Ri to the next administrator ai+1. If the ai is the last
administrator, the common random number R on the blinded ballot is com-
puted as follows. The an sends it to all administrators and the voting man-
ager.

R ≡ Rkn
n−1 ≡ g

∏n
j=1 kj (mod p)

Step 2: The administrator ai (1 ≤ i ≤ n) computes the undeniable signature
si and sends it to the voting manager. Since ki and p − 1 are relatively prime
integers, there exists si satisfying the following equation.

ki · si ≡ xi ·R− ki · ballot′ (mod p− 1), 1 ≤ i ≤ n
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Step 3: The voting manager computes the undeniable multi-signature S as fol-
lows.

S ≡
n∏

j=1

(ballot′ + sj) (mod p)

Step 4: The voting manager sends undeniable multi-signature (S, R) to the
voter.

(4) Extract Registered Ballot Signed by Administrators
Step 1: The voter extracts the registered ballot SA(ballot) from the multi-
signature (S, R) as follows.

RS·bf−1·(Rn)−1 ≡ ballot′bf−1·(Rn)−1·∏n
j=1 kj ·(ballot′+sj) (mod p)

≡ (cpsi · ps)ps·∏n
j=1 Xj (mod p) ≡ ballot

∏n
j=1 Xj (mod p) ≡ SA(ballot)

3.3 The Voting Stage

Step 1: The voter generates the challenge value on the registered ballot SA(ballot)
as follows and sends it to the voting manager. (a, b) are random numbers selected
in Zp−1 and Y is the common public key of administrators.

ch ≡ SA(ballot)a · Y b (mod p)

Step 2: The voter sends (SA(ballot), ch) to the voting manager via untraceable
communication channel[8].
Step 3: The voting manager sends (SA(ballot), ch) to the first administrator a1.
Administrators sequentially make response on the voter’s challenge through fol-
lowing steps.

Step 3.1: Administrator i receives authenticated ballot and response from ad-
ministrator i-1 as follows.

SA(ballot)
∏ i−1

j=1 X−1
j ≡ ballot

∏n
j=i Xj (mod p)

rspi−1 ≡ ch
∏ i−1

j=1 X−1
j ≡ ballota·∏n

j=i Xj · gb·∏n
j=i Xj (mod p)

Step 3.2: Administrator i extracts his/her own private key Xi as follows.

(SA(ballot)
∏ i−1

j=1 Xi−1
j )X−1

i ≡ ballot
∏n

j=i+1 Xj (mod p)

rspi ≡ (ch
∏ i−1

j=1 X−1
j )X−1

i ≡ ballota·∏n
j=i+1 Xj · gb·∏n

j=i+1 Xj (mod p)

Step 3.3: Administrator i sends results from step 3.2 to the next administrator
i+1. The last administrator extracts the ballot of the voter and makes response
of all administrators as follows.

SA(ballot)
∏n

j=1 X−1
j ≡ ballot

∏n
j=1 Xj ·X−1

j ≡ ballot (mod p)
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rspn ≡ ch
∏n

j=1 X−1
j ≡ ballota · gb (mod p)

Step 4: The voting manager publishes (SA(ballot), ballot, rspn) on the public
bulletin board.

3.4 The Counting Stage

Step 1: The voter checks whether response rspn is correct. If the response is incor-
rect disavowal protocol[10] is launched to discriminate whether multi-signature
is invalid or some administrators have cheated. If the response is correct, the
voter sends pseudonym ps to the voting manager to open the ballot.
Step 2: The voting manager counts the ballot using pseudonym ps as follows.

cpsi ≡
ballotps−1

ps
(mod p) ≡ (cpsi · ps)

ps
≡ cpsi (mod p)

If cpsi is in table 1, the candidate lists table, the voting manager add counts of
the corresponding candidate. Otherwise, the voting manager rejects the ballot.
Step 3: The voting manager publishes following results on the public bulletin
board.

(ps, cpsi, SA(ballot), ballot)

4 Security Analysis

In this section, we analyze the security of the proposed scheme according to
requirements of large scale electronic election.

(1) Unreusability
In registration stage, the voting manager compares each voter’s ID to prevent
multiple registrations. Therefore, a dishonest voter who wants to vote more than
once, should solve the following equations to make the authorized ballot.

SA(ballot) ≡ ballot
∏n

j=1 Xj (mod p),
n∏

j=1

Xj ≡ logballotSA(ballot) (mod p) (4.1)

To solve the equation 4.1, the dishonest voter must solve the discrete loga-
rithm problem of large prime number p. It’s proven that solving discrete loga-
rithm of large prime number p is computationally infeasible[1,2]. Therefore, the
authorized voter can not vote more than once.

(2) Privacy
In registration stage, a voter generates the ballot using pseudonyms and the voter
blinds the ballot by applying blinding factor bf . The voter sends the blinded bal-
lot ballot′ to the voting manager via untraceable communication channel[8]. The
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voting manager makes undeniable multi-signature on the voter’s blinded ballot
by using each administrator’s undeniable signature on it. The voting manager
sends undeniable multi-signature to the voter. The voter extracts the registered
ballot from the blinded ballot signed by all administrators. The dishonest par-
ticipants who want to know who voted for whom must find the blinding factor
bf as follows.

ballot′ ≡ ballotbf (mod p), bf ≡ logballotballot
′ (mod p) (4.2)

To find the blinding factor bf , the dishonest ones must solve equation 4.2.
It’s a discrete logarithm problem of large prime number p. It is computationally
infeasible to find bf from equation 4.2. We also assume the existence of untrace-
able channel in section 3. Therefore, dishonest ones can not trace the ballot in
order to know who voted for whom.

(3) Fairness
In voting stage, a voter sends the registered ballot SA(ballot) to the voting man-
ager. After the voting stage, the voter sends pseudonym ps to the voting manager
to open the ballot. The ballot is generated with pseudonyms of the candidate
and the voter in registration stage. Therefore, the voting manager cannot open
the voter’s ballot during the voting stage. To open the ballot during the voting
stage, the voting manager must find the voter’s pseudonym ps as follows.

ps ≡ log(cpsi·ps)ballot (mod p) (4.3)

Solving equation 4.3 is a discrete logarithm problem of large prime number
p. Therefore, it’s computationally infeasible to find the voter’s pseudonym ps
during the voting stage.

(4) Unforgeability
To forge the ballot, a dishonest voter must find the secret keys of all adminis-
trators. Then, they could make following eligible record on their own will.

(ps, cpsi, (cpsi · ps)ps (mod p), (cpsi · ps)
∏n

j=1 Xj ·ps)

However, the problem of finding
∏n

j=1 Xj is a discrete logarithm problem of
large prime number p. Therefore, if at least one administrator is trustful, dis-
honest voters can not forge eligible ballot.

(5) Eligibility
Undeniable digital signature scheme[7,9] is used in the proposed voting scheme.
The security of the signature scheme is proved in [9]. The voter generates the
digital signature on the blinded ballot to get the authorized ballot from adminis-
trators. The voting manager determines voter’s eligibility by verifying the digital
signature on the blinded ballot. Therefore, unregistered voter who wants to vote
must make verifiable digital signature. This is only possible if the unregistered
voter colludes with the voting manager. However, this contradicts assumption 1
in section 3.
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5 Conclusion

In this paper, we propose the large scale electronic voting scheme based on un-
deniable multi-signature scheme. A multi-signature on the voter’s ballot can not
be verified and disavowed without cooperation of all administrators. The pro-
posed voting scheme consists of four stages as preparation, registration, voting
and counting stages. To minimize the role of the voting center, we use adminis-
trators controlled by each party to manage voting protocol. Undeniable multi-
signature scheme is used to register the voter’s ballot and to manage voting
and counting stages fairly. To count the ballot, it can not be opened without
help of all administrators. Before counting, they must confirm the undeniable
multi-signature on the ballot. Therefore, all parties can fairly manage voting and
counting stages. The proposed scheme also provides user convenience during the
registration stage. Voters can change their mind to whom they vote, by simply
rejecting signature confirmation protocol launched by the voting manager.
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Abstract. To ensure the correctness of IPv6/IPsec implementations, it
is very necessary to introduce the technique of “protocol testing”. Secure
IPsec protocol on IPv6 are possible through proper use of the Encapsu-
lating Security Payload(ESP) header and the Authenticated Header(AH).
IPv6/IPsec test tools must be able to perform a wide variety of functions
to adequately test its conformance on standard and validate mechanism
on IPv6 devices. In this study, we developed advanced conformance test
management system on FreeBSD 4.8/5.0 with KAME kit based on the
compatibility function with TAHI project. Proposed system adopts For-
mal Description Technique for proving its correctness on overall testing
sequences and suites.

Keywords: IPSec, IPv6, Formal Description, Conformance Test, Secu-
rity, Architecture. 1

1 Introduction

IPv6 was developed specifically to address these deficiencies, enabling further
Internet growth and development[1]. The IPv6 header has been streamlined for
efficiency. The new format introduces the concept of an extension header, allow-
ing greater flexibility to support optional features[2]. The most important issue
addressed by IPv6 is the need for increased IP addresses: IPv4 32-bit address
space is nearly exhausted, while the number of Internet users continues to grow
exponentially. This need is exacerbated by the continual introduction of address
hungry Internet services and applications.

1 This work is supported by the University IT Research Center(ITRC) Project.
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Within the IPv6 address space, the implementation of a multi-leveled address
hierarchy provides more efficient and scalable routing. This hierarchical address-
ing structure reduces the size of the routing tables Internet routers must store and
maintain. Security on IPv6 are possible through proper use of the Encapsulating
Security Payload(ESP)[3] header and the Authenticated Header(AH)[4]. AH pro-
vides mechanisms for applying authentication algorithms to an IP packet, whereas
ESP provides mechanisms for applying any kind of cryptographic algorithm to an
IP packet including encryption, digital signature, and/or secure hashes.

Network operators and service providers need to understand how well new
IPv6 equipment will behave in multi-vendor environments. For conformance test-
ing, the test solution must be able to fully exercise the control plane of the device
or system under test[5,6]. The conforming implementations can be directly re-
lated to the specification by means of an implementation relation: given a set of
potential implementations, this relation indicates which ones are conforming to
a given specification. More representative methods must be designed to derive
tests from Formal Descriptions(FDs) of a IPv6/IPsec system based on checking
experiments[7,8].

In this study, we proposed a FD based IPv6/IPsec conformance test manage-
ment system with sequence DB on Web interface. We developed it on FreeBSD
4.8/5.0 with KAME kit[9] with modified a kernel module to provide additional
encryption and hashed MAC function such as SEED and HAS-160, etc. And
this test system provides compatibility function with TAHI project[10]. Proposed
suite provided an outstanding results on the fully IPv6/IPsec conformance tests.

2 Overview of IPv6

2.1 IPv6 Structure: Extended IPv6 Header

IPv6 extension headers The extension header is optional in IPv6. If present,
extension headers immediately follow the header field. IPv6 extension headers
have the following properties: They are 64-bit aligned, with much lower overhead
than IPv4 options. They have no size limit as with IPv4. The only limitation is
the size of IPv6 packet. They are processed only by destination node. The only
exception is the Hop-by-Hop header option. The Next Header field of the base
IPv6 header identifies the extension header.

Optional in IPv4, IPSec is a mandatory part of the IPv6 protocol suite.
IPv6 provides security extension headers, making it easier to implement encryp-
tion, authentication, and virtual private networks (VPNs). By providing globally
unique addresses and embedded security, IPv6 can provide end-to-end security
services such as access control, confidentiality, and data integrity with less impact
on network performance[1,2].

2.2 IPsec over IPv6

IPsec as defined in RFC2460 provides a security architecture for the Internet
Protocol(IP). IPsec defines security services to be used at the IP layer, both
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for IPv4 and IPv6. The IPsec provides an interoperable and open standard
for building security into the network layer rather than at the application or
transport layer. The most important application IPsec enable is the creation of
virtual private network(VPNs) capable of securely carrying data across the open
Internet. IPsec allows maintenance of the following[2]:

• Access Control allowing authentication of users with secure exchange of
keys.

• Connectionless Integrity allowing nodes to validate each IP packet inde-
pendent of any other packet through the using of secure hashing techniques.

• Data Origin Authentication Identifying the source of the data contained
in an IP packet.

• Defense Against Replay Attacks Providing a packet counter mechanism.
• Encryption Providing a data confidentiality through the use of encryption

function.

3 IPv6 Conformance Test

3.1 Existing Conformance Test Suite

Providing standard and interoperable products is a key element to success with
the introduction of any new technology. The fear of incompatibility problems
between legacy IPv4 infrastructure and multiple vendors’s IPv6 systems can
only be dealt with via a thorough test methodology to ensure conformance test
based on interoperability primitive.

IPv6 is defined by over several IETF RFCs. The implementation of very large
and complex RFCs is prone to misunderstanding and misinterpretation. Confor-
mance testing such as TAHI project[10], with a comprehensive and rigorous test
methodology, increases product quality and customer confidence. Conformance
testing also saves time and money, by allowing vendors to verify a product’s
design throughout the entire product life cycle. Problems can be identified ear-
lier in development, reducing costly last-minute rework and post-deployment
problems.

3.2 Model of Testing System

For conformance testing, the test solution must be able to fully exercise the con-
trol plane of the device or system under test. Based on the TTCN, TTCN-2[11]
makes an extension of supporting protocol testing. Abstract testing architecture
includes :

1. Test Component(TC): includes one MTC(Main Test Component - Test tool)
and zero or more STCs(Sub Test Component). STCs communicate with
IUT(Implementation Under Test). MTC is mainly responsible to control
and coordinate STCs by control commands and collect the local verdicts of
STCs.
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2. Point of Control and Observation (PCO) : communicate with IUT so that
tester can not only observe the behavior of IUT but also control IUT by
sending “packets” to it.

3. Coordination Point (CP) : exchange Coordinate Message (CM) with each
other via CP for coordination and synchronization of test components.

Definition 1 (Formal Model of Test Component). a ‘i’th test component
can be modeled as a finite state machine with queues. TCi = {Mi; eqj ; iqj |i =
1, ..., n, j = 1, ..., n, i �= j}

- n : total number of test components.
- eqj, iqj : ‘j’th external or internal input queues, which buffer external or in-
ternal inputs from other test components.
- Mi = (S, I, O, δ, λ, s0) where, S is the set of states of Mi, I = Ie ∪ Ii is the set
of input of Mi where Ie → eq : a is the set of external input a and Ii → iq : b
is the set of internal input. O is the set of output symbols of Mi. δ is the state
transition function as δ : S × I → S. λ is the output function as λ : S × I → O
with initial state s0.

Using proposed test suite, we could find the detailed cause of several errors
more easily if conformance test was executed on a product beforehand. This
would make interoperability testing more efficient in the near future. To achieve
a smooth IPv4 to IPv6 migration it is essential that the IPv6 nodes support
those features that enable them to communicate with IPv4 ones. This can be
assured with executing conformance tests on the appropriate features.

4 Conformance Testing Theory

4.1 Definition of Conformance Test

A protocol is a collection of rules to establish the communication between the
components of these networks. A statement of a collection of such rules is called a
specification for the protocol. Reliable communication therefore depends on the
conformance of actual implementations of the protocols to their specifications.
In order to maintain the operation of a system in a heterogeneous environment,
standards must be enforced for the interoperability of different components. The
area of research and application that deal with such testing methods is called
conformance testing[5,6,11].

Definition 2 (Conformance Testing). the ‘black box’ implementation of a
protocol conforms “exactly” to its specification. The specification is a formal
entity usually modeled as a finite state automation.

Whereas testing conformance relates a “black box”, namely an implementation
into which the tester has access to input and output events to a formal specifica-
tion of the protocol residing in one definite site in a communication environment,
verification involves testing the entire design of the system residing in all the sites
involved in the system.
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4.2 Assessment Mechanism on Conformance Testing

There are several types of an assessment mechanism on conformance testing,
such as Formal Description Techniques(FDT) and Finite State Machines(FSM)
based methods[7,8,12].

Definition 3 (FDT based Conformance Testing). More precise and un-
ambiguous derivation of tests than the natural language specifications with im-
provements in the concepts of automatic generation of the tests and reduction in
their complexity.

The conforming implementations can be directly related to the specification
by means of an implementation relation: given a set of potential implementations
(for instance described in the same FDT as the specification), this relation indi-
cates which ones are conforming to a given specification. We call this approach
a behavioral mode of conformance. It is more adapted to study conformance to
specifications which are expressed in FDTs.

Testing is a way to assess conformance of an implementation to its specifi-
cation by means of a test experiment. In order to know the result of one test
case, several test runs (or executions) may be necessary. An important point in
testing is the choice of a particular test architecture.

More representative methods designed to derive tests from Formal Descrip-
tions (FDs) of a protocol based on checking experiments. These methods have
their origins in the checking experiment problem from automata theory whether
a given state table describes the behavior of a FSM implementation as interme-
diate models for test.

Definition 4 (FSM based Conformance Testing). Systematically probe the
implementation with input test sequences and observe the outputs to establish
whether its internal structure, considered as a finite state machine, conforms to the
structure of the specification, by focusing on the control structure of the system.

5 A Formal Description for IPv6/IPsec

5.1 Formal Description on the IPv6 Packet

An FD describes an abstract machine generating some observable behavior. A
basic assumption of the methods described in this section is, that the FD is a
finite state machine (FSM). It is also assumed, that the IUT behaves like a FSM,
although their states may not be explicitly observable. In first, we can define IP
packet as follows.

Definition 5 (IPv6 packet datagram). An IP packet(datagram) is abstractly
defined as a (type, hashed-MAC–data, encrypted-data, payload-data, data-list)
tuple.
– type : Null(NoProtection), ESP or AH;
– hashed-MAC-data : a list of indices into data-list that indicate the data in

the IP packet that is covered by a hashed MAC function;
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– encrypted-data : a data in the IP packet that is covered by an encryption
function;

– payload-data : a TCP/UDP data in the IP packet;
– data-list : a list of all of the other fields in the IP packet.

A primary use of a cryptographic hash function is to provide an integrity
check over data. Using the abstract IP packet, the integrity of the hash-data,
hash-value, IP source address and SPI[13] can be verified as a unit. If A and B
share a secret key, K, for use with a cryptographic hashed MAC function, H,
then if A creates a message z = HK(x), B can verify the integrity of x and z
combined by computing Hk(x) = z. If either of these are changed then, assuming
a cryptographically strong keyed hash function, B will detect the change. Since
the source IP address and SPI are used to index the security association infor-
mation and determine what key is used with the HMAC function, then if any
of these fields were modified, it follows that the computation of the hash-value
will be incorrect.

entity RECEIVED datagram
datagram HMAC OK SA table
message INDEXED (hashed-MAC-data datagram)
∼ INTEGRITY message SA table entity

Authentication of data is shown by proving that there is integrity over both
the data and the source. This can be done directly, as in the AH header where
the source IP address is included in the hash-data or indirectly as in the ESP.
Directly integrity is provided over the hashed-MAC-data and indiretly integrity
is provided over the source IP address and SPI, therefore, the hashed-MAC-data
is authenticated.

INTEGRITY message SA table entity
sender INDEXED (hashed-MAC-data datagram)
∼ AUTHEN sender message SA table entity

Informally, if A and B share a secret key, K, for use with a cipher mod-
ule, then if A creates a message EK(p) = c where E is the encryption func-
tion such as DES, AES on the IP packet p, B can decrypt c by computing
DK(c) = DK(EK(p)). Since the decryption key is retrieved from the security
association(SA)[14] table using the source IP address and SPI as an index, thn
integrity over these fields implies that the correct key, K, is gotten. This is the
method by which confidentiality is supplied using current version of the ESP
header.

entity RECEIVED datagram
INTEGRITY SPI SA table entity
INTEGRITY message SA table entity
ESPkey datagram SA table
message INDEXED (encrypted-data datagram)
∼ CONFID message SA table entity
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5.2 Formal Description on the IPv6/IPsec AH Header

The AH header can be used to do several functions such as strong integrity,
authentication and non-repudiation for IP datagram with protecting against
replay attaks. In IPv6 packet, the AH header consists of the following fields :

NextHeader | PayloadLen | Reserved | SPI | SeqNo | AuthData

and is proceded by an IP header and followed by the data. The AuthData field
is the hashed-MAC-data. In IPv6/IPsec transport/tunnel mode an AH packet is
represented as following fields :

IPHeader | ExtHeader | NextHeader | PayloadLen | Reserved | SPI |
SeqNo | AuthData | Options | payload-data

NewIPHeader | ExtHeader | NextHeader | PayloadLen | Reserved | SPI
| SeqNo | AuthData | IPHeader | ExtHeader | payload-data

Since all fields in a packet using the AH header are included in the hashed-
MAC-data, it is easy to prove that integrity and authentication are provided
over the entire packet.

5.3 Formal Description on the IPv6/IPsec ESP Header

The ESP header allows IP nodes to exchange datagrams whose payloads are
encrypted with confidentiality, authentidation of data origin, antireplay services
through the same sequence number machanism, limited traffic flow confidential-
ity. The ESP header can be used un conjunction with an AH header. The ESP
header consists of the following fields :

SPI | SeqNo | InitVector | PayloadData | Pad | PadLen | NextHeader |
AuthData

In transport/tunnel mode an ESP packet is :
IPHeader | ExtHeader | SPI | SeqNo | InitVector | encrypted-data | Pad
| PadLen | NextHeader | AuthData

NewIPHeader | ExtHeader | SPI | SeqNo | InitVector | IPHeader |
encrypted-data | Pad | PadLen | NextHeader | AuthData

5.4 IPv6/IPsec Conformance Test Sequences

Proposed suite sends packets to the router being tested, receives the packets sent
in response, and then analyzes the response to determine the next action to take.
This allows to test complicated situations or reactions in a much more intelligent
and flexible way than can be done by simple packet generation and capture
devices. IPv6/IPsec conformance test suite(CTS) must be able to perform a
wide variety of functions to adequately test and validate IPv6/IPsec devices and
systems. For conformance testing, the test suite must be able to fully exercise
the control plane of the device or system under test.
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ipsecCheckNUT(host | router); initialization;
ipsecSetSAD(src,dst,SPI, mode={transport,tunnel},

protocol={Null,AH,ESP}, Algo={encrypt(),HMAC()}, Key);
ipsecSetSPD(src,dst,upperspec, direction={in,out},

protocol={Null,AH,ESP}, mode={transport,tunnel});
vCapture($NIC);
set $ret = ICMPv6 ping(dst AH);
if ($ret eq ‘PASS’) $ret = ICMPv6 ping(src AH);
if ($ret eq ‘PASS’) ipv6 ipsec Pass(); else

ipv6 ipsec Fail();

Test packet is defined by Perl script and test sequences for IPv6/IPsec AH
and ESP on host/router mode are also defined. Proposed suite checks its DUT
system with initialization module. And both SAD and SPD are set for proper
test. And then the test suite sends ICMPv6 packet to the NUT, on which AH
or ESP header is attached for verifying its correctness. This CTS runs a number
of test cases against the DUT based on the direct interpretation of various IPv6
RFCs.

6 Implementation of Conformance Test Management
System

6.1 Integrated Conformance Test Suite

We have taken the advantage of open source operating systems like FreeBSD
4.8/5.0 with KAME kit for generating IPv6 packets. Then, we have modified a
kernel module to provide additional encryption and hashed MAC function such

Fig. 1. Detailed IPv6/IPsec Conformance Test Structure
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as SEED and HAS-160, etc. And this test suite provides compatibility function
with TAHI project. In management module, we developed a test sequence DB
with Web based management system for user interface. Selected sequence from
the DB was sent to the tester system by CTS daemon on Windows system. The
CTS tester system generated a IPsec packet and sent it to the DUT. Finally,
the test results are stored into DB for reporting on our Web system. The overall
architecture is shown as follow figure.

6.2 IPv6/IPsec Conformance Test Procedure

The objective of IPv6/IPsec test is to verify the DUT’s compliance with the
following features defined in various RFCs. An FreeBSD based workstation con-
nects directly to the DUT with one or two test interfaces. The proposed test
suite will emulate either hosts or routers in IPv6 mode, depending on the con-
figuration of each test case.

If an IPv6 node processing a packet finds a problem with a field in the
IPv6 header or extension headers such that it cannot complete processing the
packet, it must discard the packet and should send an ICMPv6[15] Parameter
Problem message to the packet’s source, indicating the type and location of the
problem. Every node must implement an ICMPv6 Echo responder function that
receives Echo Requests and sends corresponding Echo Replies. A node should
also implement an application-layer interface for sending Echo Requests and
receiving Echo Replies, for diagnostic purposes.

1. Configure each network interface with the appropriate network parameters.
2. Specify configuration of the DUT.
3. Select a set of test cases to run from the test sequence DB through Web

based management interface.
4. Run script in a batch mode from the CTS daemon by sending test script

with the command ID.
5. Return test result to the CTS daemon.
6. Store each test result as passed/failed in DB, including reasons for failed

cases.

7 Conclusions

The global need for IP addresses has even added political force to the drive for
IPv6 implementation. For latecomers to the Internet explosion, IPv6 is the only
solution that will accommodate billions of new users. Optional in IPv4, IPSec is
a mandatory part of the IPv6 protocol suite. IPv6 provides security extension
headers, making it easier to implement encryption, authentication, and virtual
private networks (VPNs). IPv6 test tools must be able to perform a wide variety
of functions to adequately test and validate IPv6 devices and systems.

For conformance testing, the test solution must be able to fully exercise the
control plane of the device or system under test. Testing is a way to assess
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conformance of an implementation to its specification by means of a test ex-
periment. More representative methods designed to derive tests from Formal
Descriptions(FD) of a protocol based on checking experiments. In this study, we
proposed a FD based IPv6/IPsec conformance test mechanism and implemented
it in sequence DB based Web interface for efficiency. As a result, proposed suite
reported about 98% of success from total 116 test cases of IPv6/IPsec with
AH/ESP packet on Host/Router mode.
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Abstract. In this paper, we introduce newly developed DSP HW and
SW module which is applicable to DTV-OCR and for cancellation of
the interference signal. In general, RF repeater has problems of system
oscillation and signal quality degradation due to feedback interference
signal coming from transmit antenna. In this paper, we demonstrate
newly developed DSP HW and SW module for cancelling the interference
signal by investigating the field data measured through a RF repeater.
Also, the structure and signal processing method for non-regenerative
repeater system based on the newly developed DSP HW and SW module
is illustrated as well.

1 Introduction

The HDTV broadcasting has begun since October in 2001 in Korea and the
field test had been done since 2000 for secure broadcasting signal transmission.
With HDTV signal transmission, the lack of spectrum resource is apparent since
analog TV broadcasting is also in service. Thus, in order to use the spectrum
resource efficiently, DTV-OCR(Digital TV-On Channel Repeater) is suggested
and the filed test has been conducted [2], [3].

DTV-OCR of on-channel frequency can be divided into two categories, one
regenerative repeater and non-regenerative repeater. The former re-transmits
the received signal after demodulation and error correction and the latter only
re-transmit the signal after amplification of the received signal. The former pro-
duces different output during the DMV of TCM(Trellis Coded Modulation) and
thus results in trellis ambiguity. This ambiguity makes no correlation between
transmitted and received signal thus make time-domain processing impossible.
However, the latter can keep the correlation between transmitted and received
signal, we can use time-domain cancellation algorithm. To this end, we propose
signal processing HW module nd SW algorithm for non-regenerative DTV-OCR.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 411–419, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In section 2, we explain a structure of DSP HW and SW applicable to DTV-
OCR. In section 3, we demonstrate the performance of the proposed system by
generating 6 MHz PN(Pseudo Noise) sequence in DTV field synchronous segment
and analyzing the received data with interference cancellation algorithm. Finally,
section 4 concludes our paper.

2 Design of Interference Cancellation DSP Module for
DTV-OCR

2.1 Overview of the Developed System

In this paper, we have selected non-regenerative RF repeater system to apply
ICS (Interference Cancellation System) since we can develop and modify the
system with low cost and minimum time. The ICS is composed of DSP hardware
module and software module. The overall block diagram of the RF repeater
system including ICS is shown in Fig.1

Fig. 1. DSP implemented RF repeater

As shown in the Fig. Fig.1 the RF repeater system is composed of typical RF
repeater system and ICS system. The function of each module can be describes
ad follows:

1. RF: This module receives the signal and passes the signal with bandpass
filter giving input the IF module.

2. IF down converter: This module receives the RF signal and converts the
signal into signal of IF frequency of 44MHz.

3. IF up converter: This module receives analog baseband signal, converts the
signal into signal of IF frequency of 44MHz and then into signal of RF
frequency.
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4. HPA(High Power Amplifier): This amplifier amplifies input signal to speci-
fied level.

5. BPF(BandPass Filter): This filter passes the signal of interested channel
while blocking the unused or out-of-interest channel signal.

6. DSP: This module is one is absent in typical RF repeater system. This
module is charge of analysis of input signal and applying the interference
cancellation algorithm. This module is composed of AD(Analog to Digital)
converter, one FPGA(Field Programmable Gate Array) for real time pro-
cessing, Digital Signal Processor and DA (Digital to Analog) converter. With
DSP, the processed data is transferred from or to host computer with serial
port communications.

7. Host computer: This host computer is implemented with software which can
verify capability of interference cancellation with off-line operation.

2.2 The Characteristics of DSP Module and SW Algorithm

The Characteristics of DSP Module
The board of DSP module for interference cancellation algorithm is designed for
cancelling the feedback interference signal via applying numerous algorithms. In
this board, two FPGA are used for FIR (Finite Impulse Response) filter out-
put filtering input In-phase and Quadrature phase signal. The DSP is used for
calculating FIR filter coefficients and AD & DA converter are also included in
this module. The functional block diagram of the is shown in Fig. 2. By us-
ing the SW in DSP module, we also regulate the input gain of IQ modulator
and demodulator. The stored data in FPGA memory can be transformed to
PC.

Fig. 2. Functional Block Diagram of DSP module
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The Characteristics of DSP SW
In order to obtain channel parameters such as overall multi-pass delay time and
tap length of filter via time domain interference cancellation algorithm with
DSP and FPGA, we need to collect analyze data via off-line processing. To
this end, we develop GUI(Graphic User Interface) which can receive multi-path
fading of transmitted training signal and then transfer to host computer via DSP
processor. In this paper, by considering communications protocols, the amount
and specification of data to be transferred and software tool, we design and
develop software. The specific parameters of software are described as follows:

1. Software Platform: Visual Basic and Matlab
2. Serial Port Communication Protocol: Asynchronous Communications
3. Contents of data: 12bit of baseband I and Q data
4. Amount of data: 256 or 512 of I and Q data

The proposed DTV-OCR structure for mobile reception and static reception
is shown in the Fig. 3.

Fig. 3. RF repeater with Interference Cancellation DSP module

The GUI software is developed by using Visual Basic and Matlab. The overall
flow of SW is described as follows:

1. Initialize DSP module board.
2. Set the speed of serial port communication.
3. Transfer the transmitted training data and the received data.
4. Execute Matlab and analyze the data by using Wiener algorithm, RLS, LMS,

QR-RLS algorithms.
5. Once the data analysis is completed, then collect and process new data.
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The one of example of the above process is illustrated in the following Fig. 4.
In the figure, FIR filter coefficients, the dB difference of transmitted and received

Fig. 4. Output of Interference Cancellation SW module
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signal, and the spectrum of input and filtered output and filter magnitude and
phase responses are depicted.

3 Experiments

In this section, we verified our DSP module and SW algorithm by using RF
repeater for mobile communications. The field measurement data is collected at
top of building by placing the transmit antenna and receive antenna at opposite
direction. With this configuration, the receive antenna signal are composed of
Non LOS(Line Of Sight) only. The collected signal is AD sampled at 20MHz and
then FIR filter coefficients are calculated. The system delay time taken passing

Fig. 5. Transmitted Training Signal and its spectrum
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the RF and Digital circuits is assumed 7 μsec and the corresponding 140 digital
samples are neglected in computing filter coefficients.

In the experiments, in order to generate transmitted training signal of 6 MHz
bandwidth, PN sequence generator is used. The transmitted signal and its power
spectrum is shown in Fig. 5.

In order to time varying characteristics of channel, we measure the data for
ten consecutive time interval. The FIR filter coefficients of 10 data samles are
shown in Figure 6 . In this figure, we can observe that over all delay spread
is about 20 samples or 1 μsec. Also in this figure, even transmit and receive
antenna are fixed, the channel characteristics are time varying and thus adaptive
interference cancellation algorithms should be implemented.

Fig. 6. FIR filter Taps of 10 data set

Next, we simulate the data by using LMS and QR-RLS algorithms. The
simulation parameters are listed in the following table 1.

Table 1. Parameters of LMS and RLS algorithms

Algorithm LMS RLS

Tap Length 20 20

μ 0.1 & 1.0 X

λ X 0.999

δ X 0.01

The results are depicted in Figure 7 when LMS algorithm is appled. As shown
in the figure, the speed of adaptation is dependent of adaptation constant.

The RLS algorithm is better in convergence speed at the cost of high im-
plementation cost. However, when the channel is not highly time varying, the
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Fig. 7. Filtered output of LMS algorithm

Fig. 8. Filtered output of LMS and RLS algorithm

LMS algorithm of low cost would guarantee cancellation performance. Finally,
we verified adaptation algorithm by using all 10 sets of data. In the experiment,
RLS algorithm is used by using the parameters in table 1. The comparison of
the LMS and RLS algorithms is depicted in Figure 8.

4 Conclusion

In this paper, we design and verify the DSP HW and SW algorithm which can
be applied to DTV-OCR for interference cancellation. The proposed system is
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based on adaptive interference algorithm such as LMS and RLS algorithms and
the performance of the system is verified by using field synchronous signal in
ATSC DTV data frame. Also, the adaptive interference cancellation algorithms
are verified via field measured data. With the experiment result, we conclude that
the proposed DSP HW and SW algorithm can be applied DTV-OCR repeater.
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Abstract. The feedback control method proposed in this paper predicts the 
queue length in the switch using the slope of queue length prediction function 
and queue length changes in time-series. The predicted congestion information 
is backward to the node. NLMS and neural network are used as the predictive 
control functions, and they are compared from performance on the queue length 
prediction. Simulation results show the efficiency of the proposed method com-
pared to the feedback control method without the prediction. Therefore, we 
conclude that the efficient congestion and stability of the queue length controls 
are possible using the prediction scheme that can resolve the problems caused 
from the longer delays of the feedback information. 

Keywords: multimedia communication, ABR traffic control, information pre-
diction, neural network.     

1   Introduction 

ABR service should use an appropriate control for an unpredictable congestion due to 
a feature of data traffic. A feedback mechanism is used for a dynamic control of the 
transmission rate of each source to a present network state in order to guarantee the 
quality of a required service [1][2]. ABR service has been also devised for a fair dis-
tribution of an available bandwidth for ABR users. As it were, it should maintain a 
better packet loss rate and a fair share of given resources by an adaptive adjustment to 
a network state. In addition to ATM cell, the identity management cell having control 
information is called RM (Resource Management) cell in ATM network. The feed-
back mechanism for ABR service uses RM cell in order to provide traffic control 
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information. This RM cell having a detailed description of control information is 
transmitted to a source, which adjusts a cell transmission rate suitable for a present 
network by using the information cell [2]. As a standard for a traffic control of ABR 
service, TM 4.0 has been approved in ATM forum, and the basic regulation has been 
established for ABR service parameter, RM cell structure, and the operation of a 
switch and a transmitting/receiving terminal. Many researches have been made for a 
traffic control of ABR service [2][3]. Especially, most studies of feedback congestion 
control schemes for ABR traffic control tend to focus on the control algorithms using 
a threshold of internal queue of ATM switch [2]. 

However, an effective control of a source traffic already transmitted before con-
trolled would be impossible in the existing algorithms, because the transmission time 
of a backward RM delayed due to the congestion between a source and a destination 
[6][7][8]. Congestion at the switch can occur due to a control information delay, and 
thus a variation of queue length can also occur over time. A variation of queue length 
impedes an efficient ATM traffic control. A delay of feedback information transmis-
sion can be caused not only by a long physical transmission time of a network but 
also by network congestion. 

This paper proposes a predictive control function and feedback algorithm improved 
for an even more effective traffic control than the algorithms [2] for a long feedback 
delay within a time-out period after the establishment of a dynamic connection. The 
algorithm implemented at a switch predicts a future value of queue length, sends a 
queue length of a switch to a source in advance, and prevents congestion. It also con-
trols a variation of a queue length to the utmost. That is, it uses feedback information, 
as it increases or decreases a transmission rate of a source beforehand in a computa-
tion of a future queue length at a switch. 

In order to predict a future queue length, it monitors periodically a cell input rate to 
a switch and a recent queue length. It adapts periodically a predictive function of a 
future queue length to an optimized value using NLMS (Normalized Least Mean 
Square) [4][5] and an optimized adaptation of a neural network [9]. A new transmis-
sion rate of a source is computed with a feedback algorithm using an existing thresh-
old value and a predictive function of a future queue length. As a predictive function 
of a future queue length, NLMS method and an optimized adaptation of a neural net-
work method predict a queue length using a linear function and non-linear function 
respectively. I studied a predictive control method of ABR traffic that was even more 
efficient through a simulation using the two methods described above. The section 2 
explains NLMS, a neural network adaptive algorithm, and a feedback model which 
are proposed above. The section 3 presents a simulation environment and result. 

2   A Predictive Feedback Control Model 

2.1   A Proposed Predictive Feedback Control Model 

A proposed predictive feedback control model is presented in Fig. 1 above. N sources 
transmit packet data cells in a single switch, a cell transmission rate is constant, and a 
queue state is monitored regularly. It is assumed that a transmission delay time of packet 
data between a source and a switch is di, and that sources is added or deleted randomly 
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for ABR service. A network state is specified in time n by Q(n) of a queue length at a 
switch node. For a given ABR traffic processing buffer, TH and TL show high and low 
thresholds respectively. A predictive control function computes a future queue length in 
response to time-series by a queue length. When a future predictive queue size exceeds 
the high threshold TH, the switch is considered to be in congestion and the switch com-
putes the explicit rate (ER) at which sources have to send a backward RM cell to the 
switch in order to avoid a congestion. If it is less than the high threshold TH, however, a 
source changes its transmission rate in its computation of ACR (Available Cell Rate) by 
being informed of non-congestion situation instead of ER. The next section presents 
predictive control functions. One of them is a method predicting a future queue length 
using NLMS to adapt a linear function, and the other is the one using back propagation 
to adapt non-linear function in a neural network structure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Feedback predictive control model 

2.2   A Predictive Control Function Using NLMS 

NLMS control estimates buffer size in the next k steps using a linear function with a 
current value of the buffer size and weighting factor (slope) at time n. Let Q(n) denote 
the buffer size at time n. The k-step predictor is formulated such that the buffer size at 
k steps in the future is estimated from the Q(n), as given by 

)()()( nQnaknQ k=+                                                                                   (1) 

where )(na  is an estimated weighting factor at time instant n, and 

 and t  is a maximum prediction interval. Error of the prediction at time n  is 

)()()( nQnQne −=                                                                       (2) 

where 

     )1()1()( −−= nQnanQ                                                                               (3) 
The prediction scheme uses the error to modify the weighting factor whenever the 

error is available at each time step. Furthermore, the weighting factor )(na  is  
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affected in time as sources are added or removed and as the activity levels of source 
changes. We thus put the problem into the one of estimating the weighting factor and 
use the normalized least mean square error (NLMS) linear prediction algorithm. 
Given an initial value for = , the weighting factors are updated by 

     
2

)1(

)1()()1()(
−

−+−=
nQ

nQnenana μ

       
                                                                     

(4) 
where μ  is a constant. If )(nQ  is stationary,  is known to converge in the 

mean squared sense to the optimal solution [1][4][5]. The NLMS is known to be less 
sensitive to the factor μ . The estimated weighting factor )(na  in each time- step 

will be used to predict the buffer size )(nQ . Therefore each time step, the weighting 

factor indicates the direction of evolution of the functions for buffer size in-
creases/decreases in term of recent residual )(ne  computed by the estimated buffer 

size )(nQ  and actual buffer sizes )(nQ .  

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Changed graph in applying a predictive 

 
Fig. 2 presents a predictive scheme described in this paper [6]. If >> , a predic-

tive queue length increased by the expression )()()( nQnaknQ k=+ . Therefore 

, a time to hit the , is predicted at time  using )(nQ  and )(na  which are 

clearly known at time [6]. 

2.3   A Predictive Control Function of Neural Network Using BP 

A non-linear predictive function using neural network adjusts to predict a optimized 
value using BP algorithm [9]. It computes optimized variables of a non-linear equa-
tion (sigmoid) included in neural network nodes, and adjusts to get minimal errors to 
be occurred in a predictive value. That is, as in Fig. 3, BP is a kind of delta learning 
method to adjust adaptively the degree of a connection in order to minimize the dif-

ferential error between required output and predictive output. Input layer ix  got con-

Q(n) 

TL 

TH 
a >>1 

a =1 

a <<1 
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tinuously changing queue length )(nQ , )1( −nQ ,⋅⋅⋅, )1( −− mnQ  in time units, and 

output layer got a predictive value of queue length )( knQ +  after n+k. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Multi-layer Neural Network Structure 

 
To explain back propagation in Fig. 3, let input layer pattern vector x, hidden layer 

output vector z, output layer output vector y, and connection degree v and w. A learn-
ing pattern is repeated as follows; z and y are computed using sigmoid function as an 

active one, output layer error signal yδ and hidden layer error signal zδ  are com-

puted using z and y, and connection degree klw +  between hidden layer and output 

one, and connection degree klv +  between input layer and hidden one, at l+1 step, are 
computed in following expression 
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A case using neural network as in using NLMS also predicts a future queue length 
through monitoring queue length at a switch. However, the case is more complicated 
than the case of NLMS, because a weighted value for each connection link should be 
computed in advanced for optimal adaptation. The detailed computation processing of 
BP algorithm is consulted in Reference [9]. 

2.4   A Feedback Algorithm Using a Predictive Value 

A feedback algorithm is explained for an implementation of ABR feedback control 
using a predictive control function. A predictive queue length is computed using a 
predictive control function with consulting high and low thresholds and with monitor-
ing present queue length at ATM switch. If a predictive value is over high threshold, 
it sends minimal cell transmission rate to each source in advance after its computation 
as congestion is impending. By performing a prediction, it prevents congestion due to 
cell inflow from sources having long transmission delay of feedback information. 

In Fig. 4, at congestion, if all the sources get cell transmission rate computed at 
ATM switch through RM cell, the cell transmission rate cannot be over ER. ACR is 
the next cell transmission rate computed at each source, in case congestion does not 
occur at the switch (it is not specified at RM cell). 
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Fig  4. Feedback algorithm using a predictive function 

3   Simulation 

3.1   Simulation Environment 

As in Fig. 5, the simulation model of a control algorithm presented in this paper is 
that the link speed of the switch is set to 150 Mbps, and the link speed for each source 
to the switch is set to 150 Mbps/N for N sources. The control algorithm is experi-
mented in Visual C++ for a single bottleneck switch with a buffer of high and low 
thresholds of 5000 and 1000 cells respectively. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig. 5. Simulation Model 
 

[1] : Initialize ABR parameter 
     FS = Link_speed_Switch / Number_sources 
     Interval  initial value 
[2] : For n do [3-4] until max n 
[3] : IF n=1  Initialize training parameter 
              ELSE  NLMS or BP algorithm 
[4] : IF  
              Congestion=1 

ER FS×ERF 
              ACR min[ER, ACR(1-RDF)] 

ELSE IF 
               and  
              ACR min[ER, PCR, ACR+RIF×PCR] 
               goto [2] 
[5] :  Stop condition 

HQknQ ≥+ )(ˆ

HQknQ <+ )(ˆ

LQknQ >+ )(ˆ

0Switch

 .
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Following parameters are used for the simulation: peak cell rate (PCR) is set to 150 
Mbps, additive increase rate (AIR) is set to 0.1 Mbps, and explicit reduction factor 
(ERF) is defined to 4/5. Ten active sources with various packet data cell generation 
times are used for simulation. In order to examine the transitional behaviors, an abrupt 
change of active sources is made. Initially, sources with cell generation times at {2, 4, 
6, 9, 11, 13, 16, 20, 21, 23} are active, which the numbers represents the time-delay 

id  from current time-unit n  at the switch to the sources. At time-unit 1000, sources 

with time-delay id  {14, 16, 17, 19, 20, 22, 23, 26, 28, 30} are active, which it in-

cludes the active sources with long delays. Two cases are compared in terms of stabi-
lization and congestion of queue length at the switch through the change of transmis-
sion delay. The first case uses only feedback control method, and the second one does 
feedback predictive control method. 

3.2   Simulation Results 

Fig. 6 presents the change of queue length size at each switch, one of which uses a 
feedback predictive control algorithm using NLMS proposed in this paper, and the 
other of which uses only a feedback control one. A predictive interval(k) for NLMS 
was 10. Fig 6 presents that A feedback control algorithm only always brings about a 
congestion, and that a variation of queue length is considerably severe. It also shows 
that a variation of the length size Q(n) is severe after time 1000. It means that the 
sources with much longer delay time than other ones are incoming at the same time. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Comparison of Q(n) for ER only and ER with NLMS 

Fig 6 shows that NLMS feedback predictive control algorithm presents no varia-
tion of queue length before time unit 1000, close to high and low threshold, compared 
with a feedback control one only. After time unit 1000, however, as the sources with 
much longer delay time than other ones are incoming at the same time, the variation 
occurs more severely than before 1000 even with the predictive control method, and 
cases exceeding over high and low threshold also occur. The reason is that feedback 
delay of transmission sources is longer from time unit 1000, and that as a worst condi-
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tion any traffic does not occur during time delay 1 through 13. That is, a predictive 
control function responds inappropriately to constant long-term interval, or sudden 
and random change. However, It is concluded that a predictive control algorithm 
caused a stability of the change and not severe congestion during simulation, com-
pared with a feedback control one only. The use of neural network structure brought 
about similar results. It also responds inappropriately after n=1000. 

Neural network structure needs a training using long-term BP, compared with 
NLMS, to adapt non-linear predictive control function. As in Fig. 7, a variation of 
queue length can be stabilized by a rapid drop of error rate. A systematic establish-
ment for neural network structure should be preceded [9]. The decision on how many 
nodes of hidden layer are needed is required. In order to solve the problem about an 
inappropriate response of a predictive control function to occur after n=1000, a fol-
lowing method was tested. In the algorithm proposed in Fig. 4, increase rate control 
computation was used with constant instead of linear increase in ACR computation 
when predicting normal queue state. Therefore, traffic occurrence could not be de-
tected, and a constant was increased in case normal queue state predicted. A simula-
tion result for it is presented in Fig. 8. A change of queue length occurred when neural 
network structure had input node 10, hidden layer node 10, and k=10. NLMS predic-
tive control function also had k=10. 

 

Fig. 7. Buffer size prediction learning result using BP 

For comparison in Fig. 8, NLMS presents the most severe change of queue length, 
and normal predictive case of queue state is the result of using linear increase method. 
The other two graphs of queue length change represent the use of NLMS and neural 
network respectively as a predictive control function, and a constant increase method 
is used in normal predictive state of queue length. The figure shows a stability of 
queue length and non-congestion. NLMS represents a traffic control result similar to 
neural network. 
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Fig. 8. Simulation result using constant increase 

4   Conclusion 

This paper studied that congestion at switch was predicted in advance and thus traffic 
could be controlled. Also, by making an active use of the result of predicted queue 
length as feedback control information, the sources could be informed of prompt and 
precise congestion situation. A predictive algorithm based on NLMS prediction 
scheme estimated the buffer size in the next k steps by using NLMS, and the control 
algorithm based on ER algorithm was applied. The case of NLMS predictive algo-
rithm used proved to be effective.  

Neural network structure also proved to be effective in controlling a congestion 
and queue length variation as in case NLMS predictive control function. In order to 
apply neural network, the establishment of an optimal neural network structure should 
be preceded, and many variables in it requires much more computation time needed 
for training than in NLMS. Therefore, it is not suitable for ATM switch requiring a 
real-time processing.  

However, the experimental comparison of a control algorithm based on a predictive 
algorithm with the other ER control algorithm is different in terms of the establishment 
of the input variables. Thus, it is difficult to assert that the algorithm presented in this 
paper proves to be effective by a simple comparison. The simulation in a different envi-
ronment is required for the experimental verification of its effectiveness. 
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Abstract. Interference-free ZCD-UWB for Wireless Home Network 
Applications(WHNA) are presented in this paper. Interference-free ZCD-UWB 
could be a very useful solution for an enhanced wireless home network 
applications having interference-cancellation property without employing 
complicated multi user detection (MUD) or other interference cancellation 
techniques. 

1   Introduction 

Recently, UWB technique has been paid much attention in the high rate WHN and 
been debated by IEEE 801.15.3a[1] for standardization. A code domain UWB scheme 
of DS-UWB[2] has been proposed and studied by many researchers.  In the DS-
UWB, since the short pulse signal is modulated by phase shift keying (PSK) and 
spreaded with spreading code, BER performance of DS-UWB can be largely affected 
by the orthogonal characteristic of the spreading codes. Furthermore, system 
performance of DS-UWB based multiple access system are determined by multiple 
access interference (MAI) and multi-path interference (MPI) environment. In order to 
solve these MPI and MAI problems without adopting complicated MUD scheme or 
other interference cancellation schemes, we proposed ZCD-UWB defined as the DS-
based UWB system using enhanced ZCD spreading codes. The conventional ZCD[3]-
[13] codes are not suitable for the high data rate transmission due to their low code 
capacity and narrowband environments. Thus we proposed the construction methods 
of a class of enhanced ternary ZCD codes and applied them to the DS-UWB system 
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for WHNA. Using system analysis and computer simulation, we also certified the 
interference cancellation property and high system capacity of the proposed ZCD-
UWB system.  To verify the system performance, we estimate the BER performances 
using computer simulation under various conditions. The results show that 
performance of the proposed systems are superior to the systems of the conventional 
scheme and have interference-cancellation property without employing complicated 
MUD or other interference cancellation techniques. 

2   System Model of ZCD-UWB 

We define ZCD-UWB as the DS-based UWB system using ZCD spreading code.  In 
this section, we consider ZCD-UWB system by assuming antipodal modulation for 
transmitted binary symbols.  Then UWB transmitted waveform of ZCD-UWB is 
defined at the following: 
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where, Nr is the period of spreading code, }1{±∈k
ib  are the modulated data symbols 

for the kth user, }1{±∈k
na  are the spreading code for the kth user, )(tz is the sinusoidal 

waveform or transmitted pulse waveform, bT  is the bit period and, cT is the chip 

period.  If we assume a UWB system using sinusoidal carrier system, z(t) becomes a 

sinusoidal signal. Then if we assume the UWB system be a no-carrier system, z(t) be 

a short pulse. For the no-carrier system, z(t) is transformed in the receiver as a 

)(tw which include the differential effects in the transmitter and receiver antenna 

systems.  A typical pulse employed in the literature [1],[2] is the second derivative of 

a Gaussian pulse given by 
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    Where the mT  is the pulse period.  

    In the receiver, for simplicity, we assume that the multi-path components arrives at 
the some integer multiple of a minimum path resolution time.  By assuming the 
minimum path resolution time Tm (Tm ~ 1/Bs), we can write the received waveform 
as follows: 
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Where L is the number of multi-paths, 
k

lc  is the amplitude of the l th path, and )(tn  

is the additive white Gaussian noise.  The multi-path delay is described as mk
k Tq=τ , 

qk being an integer uniformly distributed in the interval [0, NrNc-1] and Nr 

corresponds to the process gain of spreading code and Nc = Tc/Tm, which results in 

r
k T<≤ τ0 .  Here note that Tr is the maximum time delay to be considered.  For the 

detection of received signal, we use code matched filter rather than pulse matched 

filter[2].  Then we could form the vector of sufficient statistics y obtained by 

collecting the outputs of the K individual code matched filters over one symbol with 

the input r(t), written as follows: 

nRWCby +=    (4) 

    Where the cross-correlation matrix of normalized signature waveform vector is 
formed as 
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Here, n is a Gaussian zero-mean K-vector with covariance matrix equal to R and 
the C is a multi-channel matrix of Rayleigh random variables.  The matrix of C, W, 
the vector d are given by  
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The element of the cross-correlation matrix R defined in equation (5) can be found 
as follows 
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    Where β  is defined as a variable coefficient decided by normalized  process gain, 

i.e β = 1, for binary code, and 1≤β , for ternary code, and T
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Here the waveform pk(t) is given by 
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As seen in (5), if the ZCD property is maintained, the cross-correlations of 
any signals in ZCD are zeros. With the proposed ZCD-UWB system, the 
effective interference cancellation can be obtained in the MAI and MPI 
environments. 

3   Analysis 

In this section, we present the performance analysis of the proposed system. As a 
performance evaluation, we use theoretical bit-error-rate (BER) of the system by 
using the results in [14]. 

3.1   SUD Under Multiple Access Interference 

The BER of the single user detection (SUD) is quite straightforward. By referring 
the theoretical BER of SUD, we rewrite BER of the kth user in AWGN channel 
as  

 

)(
2

1
)(

}1,1{}1,1{}1,1{1
jk

k

kj
j

ek

k

kj
eje

k c
e

c
QP βρ

σσ
σ

≠−∈
≠

−∈−∈

+=       (10) 

 
where Q(x) is the complementary cumulative distribution function of the unit normal 
variable.  When Rayleigh fading channel is considered for the UWB system using IF 
carrier signal, the BER can be written as 
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Since the cross-correlations of our proposed scheme are zeros, the performance 
of proposed ZCD-UWB system is as good as single user case, or no MAI and thus 
the BER probabilities both in AWGN and Rayleigh fading can be written as 
follows: 
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Since the Q(x) function is monotonically decreasing function with respect to x, the 
probabilities of the proposed system are always smaller than the conventional system 
using Walsh spreading codes which have some cross-correlation in the MAI and MPI 
environments.  

3.2   MUD Under Multiple Access Interference  

In this subsection, we consider the BER performance of our proposed ZCD- 
UWB system when decorrelator–based multi user detection (MUD) is applied 
to the system.  As described in [14], the probability of error in AWGN can be written 
as 
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   Where ak is the kth column of R without the diagonal element, and Rk is the (KL-1) 
x (KL-1) matrix that by striking out the kth row and column from R.  With the 
property of ZCD of the proposed system, ak

TR-1ak becomes zero and thus the error 
probability of MUD applied system becomes as follows: 
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    Which is the same as that of SUD system. 
    Similarly, the BER performance of MUD applied system under Rayleigh fading 
can be written as follows: 
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which is the same as that of SUD system. 

In term of BER performance, we compare the results of our proposed system when 
SUD and MUD schemes are applied to the system.  Consequently, we can conclude 
that the proposed system eliminates the necessity of the MUD while keeping the same 
performance obtained with MUD. 

When we consider the performance of our system under MPI condition, the 
analysis is quite straightforward.  In short, the cross correlation matrix in the equation 
(10) ~ (16) becomes autocorrelation matrix in MPI.  Thus, we can conclude that the 
proposed system is not affected by the MPI and shows the perfect interference 
cancellation performance under MAI and MPI.  

4   Results 

In this section, we present the BER performance of the proposed system via computer 
simulation based on the fading channel model with described in [14].  The BER 
performance is presented in Fig. 1 through Fig 4. .  In Fig. 1, we present the BER 
performance under MPI condition by using SUD scheme.  Here, we can observe that the 
 

 
Fig. 1. Comparison of BER performance of ZCD-UWB and Walsh-UWB with SUD only. 
(Uplink with MAI and MPI, two user multi-path, Nr =64, EGC with four Fingers) 
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Fig. 2. Comparison of BER performance of ZCD-UWB and Walsh/DS-UWB with SUD and 
MUD. (MAI and MPI, 2 user multi-path, Nr =64, EGC with 4 Fingers) 

 

Fig. 3. Comparison of BER performance of ZCD-UWB, Walsh/DS-UWB, in the MAI and MPI 
environment with SUD and MUD (4user 4path, Uplink, Spreading Factor=64chips, Path delays 
for Each users=[0 1 2 4], [1 2 3 4], [0 1 3 2], [1 3 2 4 ]) 

proposed ZCD-UWB system exhibits better performance than that of Walsh-UWB 
system.  Next, we present the BER performance under MPI and MAI conditions of two-
users by using SUD and MUD scheme in Fig. 2. In the presence of MPI, ZCD-UWB 
shows robust performance compared with that of Walsh-Hadamard code-based UWB 
(i.e, Walsh-UWB) as the path number is increased. And we can observe that the 
proposed ZCD-UWB system exhibits better performance than that of Walsh-UWB 
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Fig. 4. BER performance of  ZCD-UWB and Walsh-UWB. (The number of users varies from 1 
to 6, where all users have the same received power.) 

system. With the results in Fig. 2, we observed that the ZCD-UWB outperforms Walsh-
UWB in the MAI and MPI environments.  In Fig. 3, the results obtained using SUD and 
MUD under MAI of four users and MPI of four multi-paths are presented.  We fix the 
Eb/No to 10 dB, number of delay path to 3, and plot the performance of various 
receivers versus the number of users in order to certify MAI cancellation property under 
the MAI conditions with no fading in Fig. 4. From the results in Fig. 4, we certified that 
ZCD-UWB system able to reject MAI compared to Walsh-UWB which have heavy 
MAI loads.  It is noted that proposed ZCD-UWB exhibits same BER performance both 
in SUD and MUD conditions, which means MPI-cancellation can be attained without 
using complicated MUD scheme in ZCD-UWB as discussed in section 3. 

5   ZCD-UWB Design Example for WHNA  

We consider a ZCD-UWB system for WHNA with a MAI free Pico-cell.  For 
Uplink under MAI environment, the time delay differences of signals arriving at 
access point (AP) within a Pico-cell are due to the different propagation delay 
between the mobile stations and AP. The implementation of MAI-cancelled 
system is corresponds to the construction of intra-cell without MAI.  Thus, the 
MAI-free Pico-cell of WHN can be designed as  

4
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where R  is the radius of MAI-free Pico-cell, δ is the maximum propagation delay 

time in the cell, Rc  is chip rate, c  is the speed of light, 
PT  is the pulse width, and PF 

is defined as Pulse factor, i.e., Pulse number/Chip. 
Next, we can implement MPI cancelled system by designing the ZCD-length 

covering the delay-path-length of MPI. In other word, if the delay-path-length of MPI 
is included in the 0.5×(ZCD-1) duration, MPI cancelled system can be obtained by 
using ZCD property. The system capacity proposed system could be represented by 
the peak bit rate as 

PFTN

BMrTMr
Rb

pr

N

⋅⋅
⋅⋅⋅=    (18) 

Table 1. Specification Example for the ZCD-UWB system 

 System A System B System B 

Access, Duplex Multi-band DS-UWB, TDD 
Given 

BW(bandwidth) 
Low band(3.15 to 5GHz) + High band(5.825 to 

10.6GHz ) [2] 
BW/channel 500MHz plus Guard Band/channel 

Data modulation BPSK 
Error correction 

coding 
No 

Pulse width Tp 2 nsec 

Rake combining EGC or MRC 
Network, Cell radius 

R 
Pico-net, within 10m 

BW number for Ch. 
BN 

14 (4Ch./Low band + 10Ch./High band) 

Mono pulse type Gaussian pulse with 2 nsec 

Pulse Factor 1 

Chip rate RC 500Mcps 

Enhanced ZCD preferred pair  
Spreading sequence Nr = 12 

ZCD = 11 
Nr = 32 

ZCD = 31 
Nr = 72 

ZCD = 71 
Receptible Time to 

the Delay path / cell 
radius 

10nsec / 1.5m 
30nsec/ 
4.5m 

70nsec/ 
10.5m 

Peak Bit rate Rb 700Mbps 263 Mbps 117 Mbps 
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ZCD Zero correlation duration,  δ Maximum propagation delay time  Gc: 
Guard chip, M Family size of sequence,  Tp : Pulse width,  PF : Pulse factor, 
i.e. Pulse number/Chip, Nr : Spreading factor = Sequence period N  Rc : Chip 
rate, Mr : Mary-Phase level factor; i.e, Mr of BPSK case =1, rT : Time share 
ratio of TDD, e.g., 0.6, R: Cell radius,  Rb: Peak bit rate,  BN : BW number for 
channelization. 

)/()(

)(1,2)(,,2)1(

PFTNBMrTMrR

PFTRcRRcGcZCDGc
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⋅⋅⋅⋅⋅=

⋅=⋅==−= δδ  

And the terminology definition in (18) and the specification examples for ZCD-UWB 
systems are listed in the Table1 in detail.  In the system examples of Table1, TDD-
based Multi-band ZCD-UWB systems with ZCD property for MPI cancellation are 
considered.  From the results of estimated system specification, we can verify the 
usability of the proposed system and thus the proposed system have ZCD capability 
and Peak bit rate of 117Mbps to 700Mbps using simple BPSK modulation within the 
WHN Pico-net area. 

6   Conclusion 

In this paper, we propose a ZCD-UWB system for WHNA with interference 
cancellation property and high system capacity. After constructing an enhanced PG-
corrected ternary ZCD spreading codes for ZCD-UWB, we built a mathematical 
model for ZCD-UWD wireless system including new spreading codes. To verify the 
system performance, we estimate the BER performances using computer simulation 
under various conditions. The results show that performance of the proposed systems 
are superior to the systems of the conventional scheme and have interference-
cancellation property without employing complicated MUD or other interference 
cancellation techniques. 
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Appendix 
 
New Ternary ZCD Codes Enlarged ZCD and Various Sequence Period 
 

1) Type1: Ternary ZCD Code Having (N-1) Chip-ZCD and Perfect Periodic 
CCF Property 
 

A TPP },{ )()( b
Nr

a
Nr AA  is generated for the period of rN chip as 

{ })(),(},{ )()(
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b
N

a
N ZZPaZZPaAA ++×±−+×±= .  
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where Pa± means Pa+ or Pa− ,  +, -, iZ  and pa denote 1, -1, inserted i  zeros, and  

PG correction factor of 1 to 1+i . 

By using accurate PG correction factor, 1+= ipa , PG of the proposed 

sequence could be 1.  The sequence period, i.e., spreading factor rN , positive 

integer i  and maximum ZCD denoted as ZCDmax have the relations as  
 

)3,2,1()1(2 =+⋅= iiNr  

ZCDmax iN r ⋅+=−= 211  

Aperiodic ZCD = Periodic ZCD = ( rN -1) chips 

ττ ∀= ,0)(,yxRPeriodic  

 

By using the chip shift operation [1] to },{ )()( b
Nr

a
Nr AA , Enhanced ternary ZCD set 

with various ZCD and family size can be constructed. 
 
2) Type 2: Ternary ZCD Code Having (N-1) or (N-3) Chip-ZCD and Perfect 
Periodic ACF Property  
 

A TPP },{ )()( b
N

a
N CC with a period of )2(2 +⋅== iNN r  is constructed as 

 

)}(),({ iiii ZZPcZZPc ++−+×±−+++×±    or 

)}(),({ iiii ZZPcZZPc −−−+×±+−++×±    or 

)}(),({ iiii ZZPcZZPc −−+−×±+−−−×±    or 

)}(),({ iiii ZZPcZZPc +++−×±−+−−×±  

 

where Pc± means Pc+ or Pc− , Pc is a PG correction factor which have the values 

of 1 to 15.0 +i .  By applying Pc = 15.0 +i to },{ )()( b
N

a
N CC ,  PG of proposed TPP 

could be 1.  Then, using the chip shift operation to },{ )()( b
N

a
N CC , ternary ZCD set with 
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various ZCD chips and a various family sizes can be constructed. A class of new 

Type-2 codes takes the following properties 

 

Aperiodic ZCD =( rN -3) chips  

Peirodic ZCD = ( rN -1) chips  

0,0)(, ≠= ττxxRPeriodic  
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Abstract. Ubiquitous computing environment has a lot of different things as for 
applying existing security technical. It needs authentication method which is 
different kinks of confidence level or which satisfies for privacy of user's posi-
tion. Using range localizes appoint workstation or it uses assumption which is 
satify environment of client in Kerberos authentication method which is repre-
sentation of existing authentication method but it needs new security mecha-
nism because it is difficult to offer the condition in ubiquitous computing envi-
ronment. This paper want to prove the result which is authentication method for 
user authentication and offering security which are using wireless certificate 
from experiment in ubiquitous environment. Then I propose method which is 
offering security and authentication in ubiquitous environment.  

1   Introduction  

Ubiquitous period is coming from developing network and wireless communication. 
Security problem of Ubiquitous-Computing-Environment  is more complicate than 
Security problem of internet-period and  easier attracting but counter-plan- establish-
ing is rudimentary level in present.  

Ubiquitous-Computing-Environment is that computer or different kind of devices 
comes into daily life so user has help from those between themselves can't recognize 
about it. The application should be  efficiently used available resource and service for 
supporting user activity without intervention of user.  

Essential elementary of Ubiquitous-Computing-Realizing with context- recognition 
is security. Resource and service in Ubiquitous-Computing-Environment can be in 
area where performs application but most of time it exists in physically distributed 
environment. So ubiquitous-computing-environment has to necessarily consider about 
resource in distributed environment and  security about service besides security  in 
area where performs application. After all, Security-Technology of Ubiquitous-
Environment has many kind of different things to apply security-technology of  exis-
tence. It needs authentication method which is different kinks of confidence level or 
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which satisfies for privacy of user's position. Security- service of ubiquitous is confi-
dentiality, integrity, availability, anonymity, non-repudiation and so on.  

In this research, it should be transmitted   by using specification value for resource 
in ubiquitous computing and for giving user-certification. And we should decide 
whether using- permission of service for judging integrity of right-value.  

We explain about  treat-method and Requestment of Security in section , and explain 
existence method in section 3. And in section 4, we explain about safe authentication 
method which proposed  in ubiquitous environment in this paper. In section 5,  We   
analyse safety which wrote about Treat-Method in section 2. 

2   Treat Method and Demanding Items of Security  

In this chapter, we write about treat-method and demanding item of security in ubiq-
uitous computing environment[3].  

Main mean of attack which happens in ubiquitous computing, follows below.  

 Eavesdropping: Attacker(invader) can hear without big effort because 
communication method which is between tag and leader, is wireless.  

 Traffic Analysis: Attacker(invader) analyse contents which get from eavesdrop-
ping and then can  predicts tag's answer which is about leader's inquiry.  

 Location Tracking: Attacker(invader) or leader who is sinister, perceives posi-
tion of tag . So it is a type which disturbs user's privacy by method which 
grips  moving path of  tag- owner.  

 Spoofing: It is a method which passes the authentication-process that  individual 
which is unfair, deceives like to fair.  

 Message loss: It can lose a part of communication method which reciprocates 
between tag and leader, cause by intention of attacker or error of system .  

 Denial of Service: It is a mean of attack which emits obstructive wave having 
special frequency for normally not  to operate.  

 Physical Attack: It  gets rid of temper-defense-package in chip and then explains 
main information  to put on prove on  IC(Integrated Circuit) chip. We analyze 
electron-wave which emits from attacking prove, communication devices and 
computer .  

But it is weak   about TEM PEST attacking which can eavesdrop contents, which is 
transmitting between those. Treat method which explained above, is safely available 
by authentication processing but  case of physical attack method is unavaliable cause 
by character of system. Contents which explains belows, is consideration-item for 
designing authentication system  in ubiquitous environment. 

 User doesn't have to think about security system how to operate and is  not dis-
turbed by security system  in ubiquitous computing environment.  

 Security structure should be able to offer difference kinds of security level ac-
coding to system police , context information, environment condition and time 
condition.  

 It should offers dynamic security with combining  context.  
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 Security system should be flexible and be able to adapt and fit by special  
demand.  

 User who hasn't received authentication about contents in communication , 
should be able to look at contents.  

 Database, leader and  individual should not offer any information which can 
grips moving path of tag, for preventing position cracking.  

 It should process authentication about mate's inquiry for safe by spoofing attack  
 It should minimize calculation-quantity and storage-space in needed  authentica-

tion cause by character of ubiquitous-computing.  

When this kinds of  demanding item of security design, it reflect that  it can come 
true safely ubiquitous-computing from treat-method which explained above.  

3   Previous Authentication Method  

There is an existing hash based authentication method[Fig 1] which is proposed by 
Henrici and Muller[4].  This method is a protocol which prevents location track-
ing  by updating ID based on hash. Manufacturer constructs database which can save 
h(ID), ID, TID, LST, AE and save ID, TID and LST in TAG. The TAG which re-
ceived query increases 1 of  TID and calculates h(ID), T=h(TID xor ID), TID  and 
transmits to READER. The database searches ID with h(ID) and calculates T' which 
is added pertinent TID to TID.  

In  [Fig 1],  If T and T' are same in Behaving of , Database calculates and trans-
mits Q and xor calculates randomly generated R for updating ID. The tag which re-
ceived  also calculates Q' and compares with Q. If both Q' and Q are same, the tag 
updates its ID. AE is designed safe from errors in system or losing messages by at-
tacker. Because  AE has previous ID information.  

Fig. 1. Authentication Protocol based on Hash 

This method looks safe from location tracking attack because of ID is updated 
when authentication process is over. In case of abnormal authentication processing 
between TAG and database that is attacker send query to  TAG for attack, The at-
tacker can do location tracking attack to TAG because The TAG always replies corre-
sponding h(ID).  
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Also, It is not safe from spoofing attack. Attacker can gain (2) through query. 
If  the TAG transmit (2) in session with database before opening normal 
authentication session, database is authenticated to attacker as normal TAG. 

Attacker give R that continuous character string which consists of 0  in the value of 
(5) that READER transmits to TAG in the middle of session. And then, at-
tacker  transmits T instead of Q. Therefore, the TAG can't notice  error. When next 
authentication processing, server can find existed ID with h(ID). However, there is an 
disadvantage that TAG can't receive authentication, existing ID about LST is not 
corresponded with saved TAG and database. 

There is another method that READER generates random value S with Pseudo ran-
dom number generator and query to TAG previously[5]. However, this method have 
an disadvantage. If the 3rd person send spoofing query to TAG as READER, the 
TAG can't notice normal user or not.  

Of course, several advanced  methods are proposed to solve the disadvantage . But 
they can't solve original problem.  

4   Safe Authentication Method 

We proposed new authentication method which is safe about spoofing attack and reduc-
ing hash time that 2 of hash function time reduce one in tag calculation time[Fig 2].  

[Notation]  

ID : Tag identification  
h : Hash function  

 : String of character connection calculation  
xor  : Exclusive or  calculation  
R : Random value  

This method is similar to ID transformation  protocol based on advanced hash[5].  

Fig. 2. Authentication Method 

However, READER who is proposed [5], transmits  for authentication by creating 
specific value is weak about  man in middle attack above figure.  

So, main that creating random value R, changed to  TAG which is not to 
READER.   
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First, TAG makes random value R from pseudo random number generator and 
then, creation A'=h(ID||R) and then, A' and R transmit to DB through READER. DB 
is searching ID through A' and R and creating A=h(ID||R). DB compares A with A'. If 
both are same, DB authenticate right TAG and updating with XOR calculating ID to 
A'. And then transmit it to TAG. TAG compares A with A'. If both are same, TAG 
calculates ID=ID xor A.  

The authentication process is over as like above order.  

5   Safety Analysis

Proposed authentication method is safe about man in the middle attack problem 
that  READER creating random value R. The 3rd person can not creat R. Because it 
use R that created by TAG. So,  It is safe about spoofing attack which can occur in 
[4]. And It can efficient. Because, Reducing hash time that 2 of hash function time 
reduce one.  

In this section, we explain safety of proposed method of explained risk in section.  
Eavesdropping is an attack method which analyze acknowledgement which 

query to TAG. It compares creation value in TAG with transmitted hash value of 
ID and random value to DB. If both values are same, it process authentication. 
However, attacker can't know ID of TAG because attacker don't know this value. 
Location Tracking is knowing method that moving path of TAG owner. The ran-
dom value is continuously change with moving TAG so attacker can't do location 
tracking.  

Spoofing is an attack of authentication processing that invalid object spoof as valid 
object. However, It is impossible because don't know ID. 

 
 

[STEP 1]  query to TAG;                         /* Reader */
[STEP 2]  generate R;                             /* Tag */

  compute A'=h(ID R);
  send (A', R) to READER;

[STEP 3]  bypass to DB;                        /* Reader */
[STEP 4]  search ID using (A', R);         /* DB  */
                  if such ID exist

                         compute A=h(ID R);
                         if A'=A
                               ID'=ID' xor A';
                               send A to READER;
[STEP 5]  bypass to TAG;                            /*  Reader */
[STEP 6]  if A=A' then ID=ID xor A;         /*   Tag   */
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Table 1. Analysis of Authentication Method 

6   Conclusion

It needs  a lots of element  for constructing ubiquitous computing. In this paper, we 
analyzed and explained about authentication method of RFID which is one of this 
kind of element. There were proposed a lot of existing authentication method and 
analyzed those shortcoming  and then there were proposed  method which solved the 
problem. Specially, in this paper, we designed position-privacy for recognizing weak-
ness in Location Tracking and Spoofing  of existing problem, and for and satisfying 
it. Also,  we reduced Hash which is orderly processed, from twice or third to 
once   for authentication.  

Therefore, if uses proposed authentication method in this paper, we reduce each 
element's load. we are looking forward to realizing safely and effective ubiquitous 
authentication. But, if creates continuously  random-value  for receiving authentica-
tion , if authentication frequently happens, and then creating-random-value  increases 
to compare with authentication-frequency-number. It can be increasing load of Tag. 
Therefore, we should research mechanism for  solving this kinds of problem in the 
future. 
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Abstract. In this paper, we present a receiver for maximum signal-
to-interference plus noise ratio (SINR) for MIMO channel in DS/CDMA
communications systems in frequency-selective fading environments. The
proposed system utilizes full degree of freedom in FIR filters at both the
transmitter and receiver antenna array. We develope at our system by
attempting to find the optimal solution to a general MIMO antenna sys-
tem. Also we derive a single user joint optimum scenario and a multiuser
SINR enhancement scenario and prove that the existing algorithm is a
special case of our method. In addition, we propose a system which uses
zero correlation duration spreading sequence, with which superior per-
formance is guaranteed over the existing algorithm. Extensive numerical
results reveal that significant system performance and capacity improve-
ment over conventional approaches are possible.

1 Introduction

In wireless systems, there are three major impairments caused by the radio
channel and these are fading, delay spread, and co-channel interference. In order
to achieve high-speed communications, high-quality communications or high-
capacity communications, countermeasures should be employed to combat these
impairments. One solution is the use of adaptive antenna array systems. In this
paper, we present a multiple-input.multiple-output (MIMO) system with pre-
Rake and Rake adaptive filters (FIR filters) to enhance signal-to-interference
plus noise ratio (SINR) for DS/CDMA communications in the downlink for
frequency-selective fading environments. Improved performance is demonstrated
when compared to a conventional system with a Rake receiver at the mobile sta-
tion (MS) and to a pre-Rake MRC transmit diversity system. Previous studies
of adaptive transmit antenna arrays and adaptive receive antenna arrays for
DS/CDMA systems show that they can mitigate multipath fading effects and
suppress co-channel interference, thereby, increasing the capacity or improving
system performance. However, transmit antenna arrays and receive antenna ar-
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rays have been mainly used at the base station (BS) only, and a single weight is
used at each antenna.

In this paper, we consider a MIMO CDMA system similar to [1], which utilizes
a transmit antenna array at the BS and a receive antenna array at the MS. How-
ever, our work is different in such way that our MIMO CDMA system operates
the transmit array and receiver antenna array jointly for SINR enhancement by
using full degree of freedom in channel information so that the algorithm in [1] is
a special case of our algorithm. In the proposed system, each antenna adopts an
adaptive finite-impulse response (FIR) filter, whose complexity is fairly low. In
this paper, a single user joint optimum scenario and a multiuser SINR enhance-
ment scenario are derived by trying to find the optimal solution to a MIMO
antenna system. This paper is organized as follows. In Section II, the system
model and preliminaries are introduced. Section III provides the derivation of
the algorithm for maximum SINR based on SVD(Singular Value Decomposi-
tion). Comparative simulation results are then presented in Section IV. Finally,
Section V concludes our work.

2 System Model

The configuration of our CDMA antenna system is shown in Fig. 1, where Mt

transmit antennas are located at the BS and Mr receive antennas are located at
the MS. At the BS, the signal transmitted by the mth antenna for user k passes
through a Lt tap transmit transversal filter whose characteristics are described
by the complex response vector Vk

m as shown in Fig. 2(a). Likewise, at the
MS, the signal received by the it mth antenna of user it k passes through a
tap receiver transversal filter whose characteristics are described by the complex
response vector Uk

n as shown in Fig. 2(b). The weighed signals from all antennas
are summed to form a scalar output. The tap weights uk

n,l and vk
n,l are complex

quantities and the tapped delay time is Tc.

Fig. 1. General CDMA System Configuration
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Fig. 2. Transmit and Receive Filter Structure

Then the transmitted baseband signal for user k can be written as

c(t) =
√

Pkbk(t)ak(t),

where Pk is the transmitted signal power, bk(t) is the binary data signal for
user k and ak(t) is the PN sequence for user k with chip duration Tc and code
length N = T/Tc.

The channel impulse response of user k is

hk
n,m(t) =

L−1∑
l=0

hk
n,m,l(t)δ(t− lTc),

where L = �Tmax/Tc� and it m and n refer to channel between nth receiver
antenna at MS and the mth antenna at the BS. The overall channel matrix Hk

size Mr(L− Lt − 1)× (Lt ×Mt) of user k can be expressed as

Hk =

⎡⎢⎢⎢⎣
Hk

1,1 Hk
1,2 · · · Hk

1,Mt

Hk
2,1 Hk

2,2 · · · Hk
2,Mt

...
. . .

...
Hk

Mr,1 Hk
M−r,2 · · · Hk

Mr,Mt

⎤⎥⎥⎥⎦
where

Hk
n,m =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hk
n,m,0 0 · · · 0

hk
n,m,1 hk

n,m,0 · · ·
...

...
...

. . .
...

hk
n,m,L−1 hk

n,m,L−2

. . .

0 hk
n,m,L−1

. . .
0 0 · · · hk

n,m,L−1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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With the channel and signal model, we can write the received signal at nth
antenna for user ḱ after despreading as

xn(t) = ηḱ
n + uḱH

n {
K∑

k=1

P(ḱ ,k)
n,n H(ḱ)

n,mv(k)
m },

where ηḱ
n is AWGN and P(ḱ ,k)

n,n represents a correlation matrix of Lr×(L+Lt−1)),
which is given as

P(ḱ ,k)
n,n =

⎡⎢⎢⎢⎢⎣
ρ(ḱ ,k)(0) ρ(ḱ ,k)(1) · · · ρ(ḱ ,k)(L + Lt − 2)
ρ(ḱ ,k)(−1) ρ(ḱ ,k)(0) · · · ρ(ḱ ,k)(L + Lt − 3)

...
. . .

...
ρ(ḱ ,k)(−Lr + 1) ρ(ḱ ,k)(−Lr + 2) · · ·

⎤⎥⎥⎥⎥⎦
The overall received signal using Mt Transmit antennas for user ḱ then ex-

pressed as

x (t) = ηḱ
n + uḱH{

K∑
k=1

P(ḱ ,k)H(ḱ)v(k)},

where ηḱ
n is AWGN and

uḱ =
[

uḱT

1 uḱT

2 · · ·uḱT

Mr

]T
vk =

[
vkT

1 vkT

2 · · ·vkT

Mt

]T
.

Here, the cross correlation matrix between k and ḱ user, P(ḱ , k) represents a
correlation matrix of (MrLr ×Mr(L + Lt − 1)), which is given as

P(ḱ ,k)
n,n = diag

([
P(ḱ ,k)

1,1 P(ḱ ,k)
2,2 · · ·P(ḱ ,k)

Mr,Mr

])

3 Algorithm

In this section, with the configuration of CDMA antenna system in [1], the SINR
of the user ḱ is given by

SINRḱ =
|u(ḱH)PIH(ḱ)v(ḱ)|2

u(ḱH)Qu(ḱ)
,

where PI is matrix depending on the receiver structure and Q represents covari-
ance matrix of MPI and MAI. For example, PI becomes I for a receiver that is
matched all paths of channel output. Neglecting MPI, the Q becomes as follow:

Q = (P(ḱ ,ḱ) −T
√

PḱPI)H(ḱ)v(ḱ)v(ḱH)H(ḱH)(P(ḱ ,ḱ) −T
√

PḱPI)H
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Note that MAI in the Q can be written as

MAIQ =
K∑

k=1,k �=ḱ

P(ḱ ,k)H(ḱ)v(k)v(k)H

H(k)H

P(ḱ ,k)H

With the formulation described above, the SINR can be written as follows:

SINRḱ =
|ũHPIH(ḱ)v(ḱ)|2

ũH ũ
,

where ũ = Q1/2u(ḱ). Given v(ḱ), the SINR can be written as follows:

SINRḱ =
|ũHPIH(ḱ)v(ḱ)|2

ũH ũ
≤ v(ḱH)H(ḱH)PH

I PIH(ḱ)v(ḱ),

where the upper bound achieved by ũ = PIH(ḱ)v(ḱ) or u(ḱ) = Q−1/2ũ =
Q−1/2PIH(ḱ)v(ḱ).

The Optimum u(ḱ) for max SINR can be obtained by SVD of the following
matrix:

B(ḱ) = Q−1/2PIH(ḱ) = SDW.

The optimum u(ḱ) and u(ḱ), can be obtained as follows:

u(ḱ) = left singular vectors of B(ḱ) = vectors of S

v(ḱ) = right singular vectors of B(ḱ) = vectors of W

The number of sub-channels can be selected by choosing the left and right
singular vectors. We may expect that as the number of sub-channels increases,
the higher performance can get at the cost of implementation cost. The transmit
and receive antenna structure which can adopt the proposed algorithm are shown
in the as seen the Fig. 3(a) and (b).

The proposed algorithm can be implemented iteratively. The iterative proce-
dure can be summarized as follows:

1. Loop for k̂=1:K
2. Initialize weight vectors vk̂

3. Loop, for k=1 to k̂

(a) Find Rx weight vectors uk using vk

(b) Find Tx weight vectors vk using uk

(c) If improvement of SINR is obtained, goto step (a)
(d) When no improvement of SINR, goto step 1 .
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(a)

(b)

Fig. 3. (a) The proposed Transmit FIR filter Structure (b) The proposed Receive FIR

filter Structure

4 Simulation

The performance of the SINR enhancement system is investigated in this sec-
tion. For each bit-error rate (BER) simulation, more than 100 data packets are
transmitted with independent channels. One data packet consists of 100 data
symbols and BPSK / QPSK are used. In the simulation, we assume that the
transmit power of all users is the same, with a spreading factor of 32, are used.
Furthermore, a 3-ray equal gain model channel is utilized where the path delay
is taken as Tc. Comparisons are made with the conventional SINR maximization
method in [1]. The simulation parameters are described as follows:

– Number of Users = 3
– Number of Tx antenna = 2
– Number of Rx antenna = 2
– Number of Tx FIR Tap = 2
– Number of Rx FIR Tap = 3
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Fig. 5. BER vs MAI power

– Number of chips = 32
– Multi-path Delay = 1:3

When we used Gold code sequence, the performance of the proposed algo-
rithm with varying noise power is illustrated in the the Fig. 4. As seen the figure,
we can observe that when number of sub-channel is 2, the performance is much
greater than the previous method and not much improvement can be achieved
compared with 3 sub-channels.

With Gold code sequence used, the performance of the proposed algorithm
with varying MAI power is illustrated in the the Fig. 5. As seen the figure, we can
observe that the performance of using 2 sub-channels is much greater than the
one using 1 sub-channel. In this figure, we can observe that much improvement
can be achieved when using 3 sub-channels.

We conclude this section by presenting Fig. 6, where we provide results for
our BER enhancement using different codes such as Gold code, Walsh code and
Zcd code [3]. In this figure, we showed the results of 1 and 2 sub-channels. As
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Fig. 6. (a) BER vs. Walsh, Gold, ZCD codes using one sub-channel (b) BER vs. Walsh,

Gold, ZCD codes using two sub-channels

seen the figure, we can observe that the performance of using ZCD code exhibits
superior performance over other code regardless of the number of sub-channels .

5 Conclusion

In this paper, we have presented a MIMO system to enhance SINR and corre-
sponding BER for DS/CDMA communications, in which improved performance
is demonstrated when compared to a conventional MIMO system in [1]. We
present a SVD based pre/post rake receiver which maximizes SINR and finds
the optimal solution to a general MIMO antenna system. Simulation results have
demonstrated that significant system performance and capacity improvements
are possible. Also, we propose a system which uses zero correlation duration
spreading sequence in [3]. Computer simulation shows that the performance of
the proposed system continues to improve if we adopt the zero correlation code.
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Abstract. An application information system (IS) of public or private
organization should be developed securely and cost-effectively by using
security engineering and software engineering technologies, as well as a
security requirement specification (SRS). We present a SRS-Process that
is a development process for SRS of IS, and a SRS-Tool that is a devel-
opment tool for SRS in accordance with the SRS-Process. Our approach
is based on the paradigm of Common Criteria (ISO/IEC 15408), that
is an international evaluation criteria for information security products,
and PP which is a common security functional requirement specification
for specific types of information security product.

1 Introduction

Construction and operation of evaluation scheme have been actively operated
because importance of information security and demand for evaluation and cer-
tification increases rapidly. Especially, public or private organizations construct
and integrate their IS by using evaluated security products (e.g., Smart card and
Firewall) and validated cryptographic algorithms or modules (e.g., OpenSSL).
Therefore, various IS have been developing and operating by using security prod-
ucts and cryptographic modules as well as risk management concept.

CMVP (cryptographic module validation program) [1] and CC (common cri-
teria) [2,3,4] are used as a base of evaluation scheme for security product of every
country. Also, ISO/IEC 17799 [5] and ISO/IEC 13335 [6] that are international
standards of risk management and risk evaluation, are used as a base of evalua-
tion scheme for risk management. But, evaluation scheme for more sophisticate
system rather than individual security product is required, because factors that
threaten information security become more complicated. Especially, IS of public
or private organization should developed securely and cost-effectively by using
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security engineering and software engineering technology as well as a SRS which
is a blueprint for organization’s IS.

To cope with those problems, we propose a SRS-Process that is a develop-
ment process of SRS for organization’s IS, and a SRS-Tool that is a support
tool for develops in accordance with the SRS-Process. SRS Process is based on
the paradigm of CC, that is an international evaluation criteria for informa-
tion security products, and Protection Profile (PP) which is a common security
functional requirement specification for specific types of information security
product. CC-ToolBox developed by NIST is a tool for developing PP for specific
information security product, as SRS-Tool is a tool for developing SRS for spe-
cific IS. SRS-Process and SRS-Tool have some contributive idea and methods,
such as object-oriented generation of policy and assumption statement, well-
formed threat statement, a new asset classification schema, these are useful for
development of SRS.

2 SRS-Process: A Development Process for SRS

In a CC environment, PP is a common security functional requirement specifi-
cation for a specific type of security product. Therefore, we define SRS (security
functional requirement specification) as follow: “SRS is a security functional
requirement specification for IS of a specific organization”. We develop the SRS-
Process which is a process to develop SRS. It consists of four steps as shown in
Fig.1.

Identification of
business

Identification of
information category

Identification of system
asset

Analysis of initial SCL

Identification of
business-asset

Analysis of asset value

Analysis of security
threat

Establishment of
assumption

Identification of
security policy

Analysis of security
objective

Analysis of SFR/SAR

Analysis of SOF/SAL

Mediation of SCL

Analysis of security
solution

  1. Introduction
  2. Description of organization
  3. Security environment
  4. Security objective
  5. Security requirements
  6. Rationale

I. Analysis of SCL for
organization

II. Analysis of
security environment

III. Analysis of
security requirement

IV. Generation of SRS

Fig. 1. An architecture of SRS-Process

2.1 Step 1: Analysis of SCL for Organization

In the first step, a SRS developer identifies business and critical system asset that
is required to achieve business. Then, he identifies main information category
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that is performed by system asset, to decide initial security classification level
(SCL) of entire organization (or IS). Note that, initial SCL effect to selection of
statement in security environment and security requirement analysis step.

IS : H/M/L

IS

Security function

Non-security function

Cryptographic
algorithm
(module)

SRS

Features of system

Security policy

Attack potentiality

Asset value

Level of threat agent

SOF

SCL

SOF

SAL

Crypto module
: H/M/L

Security function
: H/M/L or

EAL1~EAL7

Fig. 2. Relation and difference of SCL, SAL and SOF

Analysis of security level: We define three level of security for SRS devel-
opment as shown in Fig.2. Strength of function (SOF) is a security level for
security function which related to cryptographic function. We apply SOF con-
cept of CC [7], and SOF is represented by three levels (High/Medium/Low).
And, Security assurance level (SAL) is an assurance level for entire organization
or specific business. We apply concept of CC to SAL, and SAL is represented
by seven levels (EAL1 EAL7) or three levels (High/Medium/Low). SCL is a
security level for entire organization or IS. We extend security category concept
of FISMA project [8,9,10] and the robustness concept in CC and PP, and SCL
has many features as follows:

• SCL is based on security policy and security treatment level that are oper-
ating currently in organization (e.g., security treatment of national defense
business is ‘High’).

• Whole security level of system decided by the highest value of security level of
subsystem (e.g., if system is consisted of three subsystems, that have ‘High’,
‘Medium’ and ‘Low’ security level respectively, then whole security level of
system is ‘High’).

• SCL is decided by referencing FISMA project (NIST SP-800-60): Let C, I,
A and S are confidentiality, integrity, availability and whole security level,
respectively. And *@ and *# are security level and value of security level
(High = 3, Medium = 2 and Low = 1), respectively.

If 3 ≤ (C#+I#+A#) ≤ 4, then S@ = Low
If 5 ≤ (C#+I#+A#) ≤ 7, then S@ = Medium
If 8 ≤ (C#+I#+A#) ≤ 9, then S@ = High
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For example, if C@, I@ and A@ of Ministry of Construction Transportation
are Low, Medium and High, respectively, then whole security level S@ is
Medium (C#+I#+A#=5).

2.2 Step 2: Analysis of Security Environment

A developer identifies critical asset that is important to business process. Then,
he identifies security threat that is related to the critical asset. Also, he identifies
security policy related to security that is operated currently in organization, and
assumption related to security.

Analysis of critical asset: Assets of organization should be identified and clas-
sified for the purpose of analysis of security threat. Especially, security function
should be implemented in accordance with value and class of asset, because an
asset is a target which must be prevented from threat by means of security func-
tion. But, ISO/IEC PDTR 15446 [7] does not provide detail method for analysis
and evaluate of asset. Also, risk analysis and security management field does
not provide general asset classification system. Therefore, we develop ABCS (as-
set and business classification schema) that integrates ACS (asset classification
schema) and BCS (business classification schema). Also, we develop difference
method to calculate asset value in accordance with acquisition method and class
of asset. Especially, deflection of result is very huge when many developers eval-
uate value of asset. Thus, we use “beta-distributed delphi evaluation method
based on web“ as follow to improve accuracy of evaluation result:

• Developer evaluate three values such as a(best value), m(suitable value) and
b(worst value) for specific asset. Then, developer select final value by using
mean value (mean value = (a + 4m + b) / 6 ) of beta-distribution.

• Many developers can evaluate asset value mutual independently.
• Evaluation result coverages in fixed value according to many evaluation

rounds.
• Evaluation activity and result are managed by using internet.

Analysis of security threat: Threat statement should be mapping to pre-
defined threat statement in PKB [11,12]. Also, generated statement must have
equal sentence level, and well-defined as well as generated by semi-automatically.
Therefore, we develop generation model for threat statement based on security
attribute as shown in Fig.3. Note that, Korean (S + O + V ) have different
structure with English (S + V + O), thus, developed model is based on Korean.
Developed model generate threat statement as below:

• Threat statement: “Authorized user modified hostile asset maliciously, so
availability is damaged seriously.”

• Attributes: agent type=human, authentication=authenticated, attitude
=hostile, motive=N/A, sophistication level=N/A, locality=local, force=N/A,
lifecycle phase=operation, human role=N/A, action=modification, loss cat-
egory = availability, IT capabilities=user data, location=N/A
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asset modifier attack method modifier Result modifier

Threat agent Method Result
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Fig. 3. Generation model for threat statement based on attribute

Especially, attributes that are managed with generated statement, are used
by reference data for mapping between generated threat statement and PKB
threat statement. We define the “mapping similarity function” and “mapping
similarity” for this purpose as follow:

• Mapping similarity function: MS(i,j)= 2Aij

Ti+Tj
, i=attributes of generated

threat statement, j=attributes of PKB threat statement, Aij=mapping count
for ij, Ti=total count of attribute i, and Tj=total count of attribute j.

• Mapping similarity: μA=i, j, MSA(i,j ), i∈I, j∈J, 0 ≤ μA ≤ 1 I=total at-
tribute count of generated threat statement, J=total attribute count of
PKB threat statement, MSA(i,j )=degree that i, j belonging to μA. Also,
μA=degree that similarity i, j.
If μA value is nearer to 1, then similarity value is being correct more. (If
μA=0, then similarity is perfectly discordant. If μA=1, then similarity is
perfectly agreement.)

Analysis of security policy and assumption: We have been developed
CSSL-DB (common security statement lists database) through analyze 37 class
of PP and PKB DB. Especially, we consider consistency among security state-
ments, and develop security statement list that have fixed level. Therefore,
PP/ST or SRS developer can use easily to write security-related statement by
selecting common statement. Then, developer can append more detail informa-
tion to selected statement. Note that, a common statement means a general
statement. We named this method as OOSSM (Object-oriented security state-
ment method). Fig.4 presents method to create security assumption statement
using OOSSM.
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Common assumption statement list Detail assumption statement

Common assumption statement (entity)

General subject, object and IS

Detail assumption statement (instance)

Detail subject, object and IS

[common assumption statement)

A.Physical_Locale : Object  of IS locate in device for
access control

[Detail assumption statement)

A.Physical_Locale : Resource  of IS locate in device
for access control

Select and realize

IS and
environment
information

Fig. 4. Method to create security assumption statement by using OOSSM

2.3 Step 3: Analysis of Security Requirement

A developer selects security objective to implement security environment in
accordance with identified security threat and policy statement. Then, he se-
lects security requirement such as security functional and assurance requirement
(SFR/SAR) in CC according to selected security objective statement. Then, he
analyzes SOF and SAL that are illustrated in Fig.2. And, he modifies SCL ac-
cording to analyzed security environment, SFR/SAR, SOF and SAL. Finally, he
selects security solution to implement IS in accordance with developed SRS.

Analysis of relation between security objective and security require-
ment: PKB presents security objective statement list which based on CC. Also,
PKB presents relation among security threat and security objective, security
policy and security objective as well as security objective and security require-
ment. But, PKB does not consider some security functional requirements such as
FDP UCT, FIA AFL, FIA SOS, FPT ITA, FPT RPL, FPT STM, FTA LSA.
Therefore, we extends security objective statement list to cope with those prob-
lems. Especially, we improves relationships between security objective and se-
curity requirement as well as added some requirement objective statements by
analyzing 37 kinds of PP.

Analysis of security solution: SRS developer wants to know what kind of
security solution (security products) is required to implement IS in accordance
with SRS. Therefore, we develop SSDM (security solution derivation model)
to recommend cost-effectively security solution which has minimum function
repetition for developer. Fig.5 presents an architecture of SSDM.

2.4 Step 4: Generation of SRS

A developer writes SRS for IS in accordance with analyzed security environment,
security requirement and determined SCL. Especially, we apply and extend for-
mat of PP/ST, that has well-formed form and generally used in CC evaluation
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Reference

Constraints

OutputInput 1) FAU_GEN.1
 2) FDP_ACC.2

...

SFRs

Solution n
(FW + IDS + AC)

Security
solutionSSDM

Security
product 1

Security
product 1

Security
product 1

Solution 1
(product 1 +
product 3)

Solution 2
(product 2 +
product n)

… …

 1) Minimum cost
 2) Minimum function
      repetition

Selection Rule

SFR list about
each PPs

Fig. 5. An architecture of SSDM

environment, for SRS. Therefore, index of SRS is similar to PP/ST. Also, it
allows SRS could be used system PP in CC.

3 SRS-Tool: A Development Tool for SRS

SRS-Tool is a support tool for developing SRS in accordance with SRS-Process.
Especially, we apply CC-ToolBox and PKB database to develop SRS-Tool. SRS-
Tool has been implemented by using Windows, PowerBuilder 9.0 and MySQL
3.23.38. SRS-Tool is consisted of DB server module client module. Fig.6 presents
DB-schema of SRS-Tool. Especially, DB-schema of SRS-Tool is based on PKB
DB of CC-ToolBox. Fig.7 presents Korean version of SRS-Tool. Especially, SRS-
Tool provides the following features to system manager of some organization,
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SOFSAL
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products
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of CC

Element of 
CC

Cost
Overlapp

ed rate

Fig. 6. DB-schema of SRS-Tool
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Fig. 7. Some screen shots of SRS-Tool (Korean version)

who wants to develop SRS but does not have expert knowledge of CC, security
technology and requirement specification, software-engineering, and so on:

• Convenience of use: SRS-Tool has a tree-based menu. Thus, general user
who is security novice can use SRS-Tool more easily because users used to
Explorer of Windows.

• Intuition of GUI: User can confirm some result immediately at screen. Also,
user can confirm and display the created SRS in real-time.

4 Analysis and Conclusion

4.1 Analysis with Related Work

Most of organization is developing and operating various IS to process quickly
and efficiently various business process. Especially, most of organization develop
IS by using evaluated and certificated security products. And, security products
are developed by using validated cryptographic modules and algorithms. Espe-
cially, security-level in all kinds of system must be evaluated, because security-
level in lower-level system depends on security-level in upper-level system.

Therefore, various evaluation schemes are operating for cryptographic mod-
ules and security products, as well as evaluation scheme for security management,
that include risk management and development, operation of whole system.
Table 1 presents example of evaluation scheme by Target of Evaluation (TOE)’s
level.

Comparison of security level: FISMA project defines security category of
application system by each three levels about confidentiality, integrity and avail-
ability. But, it is very difficult that decide each level independently, because
confidentiality, integrity and availability are interconnected concept. Therefore,
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Table 1. Example of evaluation scheme by TOE’s level

Level of TOE Evaluation Scheme Evaluation Criteria Development Tool

Crypto Algorithm
and Module

   - CMVP of NIST(USA)
- FIPS 197, 46-3, 186-2, 180-1, 185
- FIPS 140

N/A

Security Product
- CCEVS of NIST(USA)
- CC Evaluation Scheme(KOREA) [13]

- CC, ITSEC, TCSEC, STCPEC etc.
- Evaluation Criteria for IDS/FW(KOREA)

CCToolBox

Application System
- SPP Project of FAA(USA) [14]
- SYS Assurance Package of CESG(UK) [15]

- Common Criteria
SPPT (template)

N/A

Security
Management

- FISMA Project of NIST(USA)
- ISMS of KISA(KOREA) [13]

- ISO/IEC 1799, 13335
- FIPS 1999, NIST SP 800-53(USA)
- Criteria for ISMS (KOREA)

N/A

we integrated confidentiality, integrity and availability, and classified SCL by
three levels.

Comparison of support tool: FISMA project does not provide supporting
tool like a SRS-Tool. Also, FAA provide only document-level template to develop
PP easily. SRS-Tool is based on CC-ToolBox and PKB DB. But, Table 2 presents
main difference between SRS-Tool and CC-ToolBox.

Table 2. SRS-Tool vs. CC-ToolBox

CCToolBox/PKB SRS-Tool

Target PP/ST SRS, PP/ST

Process ISO/IEC PDTR 15446 SRS-Process

Asset analysis X O

Classification of
Security level

X O

GUI GUI based on text GUI based on form

Report form Self definition PDF

Generation method
of statement

X O

DB

PKB DB
Threat : 109
Policy : 35

Assumption : 38
Security Objective : 157

SRS DB
Common Threat : 6720
Common Policy : 150

Common Assumption : 213
Security Objective : 489

Security function
for tool

X O

Comparison with security management: Evaluation schemes for security
management such as ISMS and FISMA project are used in high-level security
control (e.g., risk management, implementation of countermeasure and post
management, etc.). But, SRS focuses in implementation of countermeasure.
Therefore, SRS can be used to develop request for proposal as well as security
requirement for IS.
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4.2 Conclusion

In this paper, we present SRS-Process and SRS-Tool. SRS which is developed
through proposed SRS-Tool and SRS-Process can be used RFP and requirement
specification for development of organization’s IS. Also, we expect that IS of
organization will be developed and constructed securely and cost-effectively by
using a SRS-Tool. SRS-Tool has the following features:

• Organization can develop easily SRS by itself. Also, Reusability of SRS be-
tween similar organizations is promoted.

• Organization develops IS by suitable assurance level (main concept of secu-
rity engineering).

• SRS-Tool promotes systematic development of IS by using standard concept
of CC and PP that have history more than 10 years.
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Abstract. The developers of the security policy should recognize the importance 
of building security countermeasures by using both technical and non-technical 
methods, such as personnel and operational facts. Security countermeasures may 
be made for formulating an effective overall security solution to address threats at 
all layers of the information infrastructure. This paper uses the security engineer-
ing principles for determining appropriate technical security countermeasures.  It 
includes information on threats, security services, robustness strategy, and secu-
rity mechanism. This paper proposes a countermeasure design flow that may re-
duce the threats to the information systems.  

1   Introduction 

When we are making some kinds of software products, by considering some ap-
proaches and methods we may provide a framework for the assessment of software 
quality or security characteristics. And this framework can be used by organizations 
involved in planning, monitoring, controlling, and improving the acquisition, supply, 
development, operation, evolution and support of software.  

But in the general cases, security countermeasures may be regarded as buying 
and installing some security products or system such as Firewall, IDS and Anti-
virus system.  

As you know, most of the threat agents’ primary goals may fall into three catego-
ries: unauthorized access, unauthorized modification or destruction of important in-
formation, and denial of authorized access. Though any cases, if the compromises are 
occurred, your money and your job may be missed. Therefore, Security countermea-
sures must be implemented to prevent threat agents from successfully achieving these 
goals [1-4].  

This paper proposes a countermeasure design flow considering attacks (including 
threat), security services, and appropriate security technologies.  

Security countermeasures should be considered with consideration of applicable 
threats and security solutions deployed to support appropriate security services and 
objectives. Subsequently, proposed security solutions may be evaluated to determine 
if residual vulnerabilities exist, and a managed approach to mitigating risks may be 
proposed. 
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2   Measuring the Level of Security Countermeasures 

Implementation of any security countermeasure may require economic support. If 
your security countermeasures are not sufficient to prevent the threats, the existence 
of the countermeasures is not a real countermeasure and just considered as like waste. 
If your security countermeasures are built over the real risks you have, maybe you are 
wasting your economic resources. 

For considering what the security level is needed, we are now researching next 
model. We call this model “Block Model for Security Countermeasure.” Next time 
we will report about the model more precisely.   

First step is dividing IT systems we will protect and making block (See the Fig.1): 

 

 

Fig. 1. Security Approaches and Methods for divided IT systems 

Second step is building security countermeasures by using Block Region (See the 
Fig.2). 

3   Threat Identification 

A ‘threat’ is an undesirable event, which may be characterized in terms of a threat 
agent (or attacker), a presumed attack method, a motivation of attack, an identification 
of the information or systems under attack, and so on. In order to identify what the 
threats are, we need to answer the following questions [5-6]:  

− What are the assets that require protection? (e.g., sensitive data or secret), 
− Who or what are the threat agents? (e.g., an authorized user who wants to access to 

the system), 
− What are the motivations of attack? (e.g., delete some information), 
− What attack methods or undesirable events do the assets need to be protected 

from? (e.g., impersonation of an authorized user of the TOE). 
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Fig. 2. Building security countermeasures by using Block Region 

Threat agents come from various backgrounds and have a wide range of financial 
resources at their disposal. Typically Threat agents are thought of as having malicious 
intent. However, in the context of system and information security and protection, it is 
also important to consider the threat posed by those without malicious intent. Threat 
agents may be Nation States, Hackers, Terrorists or Cyber terrorists, Organized 
Crime, Other Criminal Elements, International Press, Industrial Competitors, Dis-
gruntled Employees, and so on. 
    Most attacks maybe aim at getting inside of information system, and individual 
motivations of attacks to “get inside” are many and varied. Persons who have mali-
cious intent and wish to achieve commercial, military, or personal gain are known as 
hackers (or cracker).  At the opposite end of the spectrum are persons who compro-
mise the network accidentally. Hackers range from the inexperienced Script Kiddy to 
the highly technical expert. 

4   Determination of Robustness Strategy 

The robustness strategy is intended for application in the development of a security 
solution. An integral part of the process is determining the recommended strength and 
degree of assurance for proposed security services and mechanisms that become part 
of the solution set. The strength and assurance features provide the basis for the selec-
tion of the proposed mechanisms and a means of evaluating the products that imple-
ment those mechanisms.  

Robustness strategy should be applied to all components of a solution, both prod-
ucts and systems, to determine the robustness of configured systems and their compo-
nent parts. It applies to commercial off-the-shelf (COTS), government off-the-shelf 
(GOTS), and hybrid solutions. The process is to be used by security requirements 
developers, decision makers, information systems security engineers, customers, and 
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others involved in the solution life cycle. Clearly, if a solution component is modified, 
or threat levels or the value of information changes, risk must be reassessed with 
respect to the new configuration. 

Various risk factors, such as the degree of damage that would be suffered if the se-
curity policy were violated, threat environment, and so on, will be used to guide de-
termination of an appropriate strength and an associated level of assurance for each 
mechanism.  Specifically, the value of the information to be protected and the per-
ceived threat environment are used to obtain guidance on the recommended strength 
of mechanism level (SML) and evaluation assurance level (EAL) [8]. 

5   Consideration of Strength of Mechanisms 

SML (Strength of Mechanism Levels) are focusing on specific security services. 
There are a number of security mechanisms that may be appropriate for providing 
some security services. To provide adequate information security countermeasures, 
selection of the desired (or sufficient) mechanisms by considering particular situation 
is needed. An effective security solution will result only from the proper application 
of security engineering skills to specific operational and threat situations. The strategy 
does offer a methodology for structuring a more detailed analysis. The security ser-
vices itemized in these tables have several supporting services that may result in rec-
ommendations for inclusion of additional security mechanisms and techniques. 

6   Selection of Security Services 

In general, primary security services are divided five areas: access control, confidenti-
ality, integrity, availability, and non-repudiation. But in practice, none of these secu-
rity services is isolated from or independent of the other services.  Each service inter-
acts with and depends on the others.  For example, access control is of limited value 
unless preceded by some type of authorization process.  One cannot protect informa-
tion and information systems from unauthorized entities if one cannot determine 
whether that entity one is communicating with is authorized.  In actual implementa-
tions, lines between the security services also are blurred by the use of mechanisms 
that support more than one service. 

7   Application of Security Technologies 

An overview of technical security countermeasures would not be complete without at 
least a high-level description of the widely used technologies underlying those coun-
termeasures.  Next items are some examples of security technologies. 

• Application Layer Guard, Application Program Interface (API). 
• Common Data Security Architecture (CDSA). 
• Circuit Proxy, Packet Filter, Stateful Packet Filter. 
• CryptoAPI, File Encryptors, Media Encryptors. 
• Cryptographic Service Providers (CSP), Certificate Management Protocol (CMP). 
• Internet Protocol Security (IPSec), Internet Key Exchange (IKE) Protocol. 
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• Hardware Tokens, PKI, SSL, S/MIME, SOCKS. 
• Intrusion and Penetration Detection. 
•  Virus Detectors.  

8   Determination of Assurance Level 

The discussion of the need to view strength of mechanisms from an overall system 
security solution perspective is also relevant to level of assurance. While an underlying 
methodology is offered by a number of ways, a real solution (or security product) can 
only be deemed effective after a detailed review and analysis that consider the specific 
operational conditions and threat situations and the system context for the solution.   

Assurance is the measure of confidence in the ability of the security features and 
architecture of an automated information system to appropriately mediate access and 
enforce the security policy. Evaluation is the traditional method that ensures the con-
fidence. Therefore, there are many evaluation methods and criteria exist. In these 
days, the ISO/IEC 15408, Common Criteria, replaces many evaluation criteria such as 
ITSEC and TCSEC. 

The Common Criteria provide assurance through active investigation. Such inves-
tigation is an evaluation of the actual product or system to determine its actual secu-
rity properties. The Common Criteria philosophy assumes that greater assurance re-
sults come from greater evaluation efforts in terms of scope, depth, and rigor. 

9   Countermeasure Design Flow 

Until now we identified some components we should consider for building security 
countermeasures. In fact, the Procedure we proposed in this paper is not perfect one 
yet, and the researches for improving are going on.  

Next figure is the summarized concepts we proposed in this paper.  

 

 

Fig. 3. Example of Design Procedure for Security Countermeasures 
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But the Fig.3 is an example of design procedures for security countermeasures, but 
as you know, this sample is not a perfect one. Now we are researching about this 
model for more perfect one. 

10   Conclusions  

This paper proposes a countermeasure design flow considering threats, robustness, 
and strength of mechanism, security service, technology, and appropriate assurance 
level. But this is not a framework yet. More efforts are needed for refining the flow 
and making framework. 

For more detail work, we are now researching about the Block Model for Building 
Security Countermeasures. 
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Abstract. The features of image data are useful to discrimination of images. 
In this paper, we propose the high speed k-Nearest Neighbor search algorithm 
based on Self-Organizing Maps. Self-Organizing Maps provides a mapping 
from high dimensional feature vectors onto a two-dimensional space. The 
mapping preserves the topology of the feature vectors. The map is called 
topological feature map. A topological feature map preserves the mutual rela-
tions in feature spaces of input data. and clusters mutually similar feature 
vectors in a neighboring nodes. Each node of the topological feature map 
holds a node vector and similar images that is closest to each node vector.  In 
topological feature map, there are empty nodes in which no image is classi-
fied.  We experiment on the performance of our algorithm using color feature 
vectors extracted from images.  

Keywords: Self-organizing maps, Image databases, Similarity retrieval, Con-
tent-based image retrieval. 

1   Introduction 

First of all, CBIR approach extracts the unique visual feature of image such as color, 
texture, and shape out of image registered in database. The feature helps determine 
image discrimination, i.e., which category a given image belongs to. And then, feature 
vector is generated for each image, which is mapped to a point on feature space. An 
essential processing of a similar retrieval by preprocessing in image database is a 
search for the nearest neighbor ranking image data nearest to a query using distance 
measure provided by a system for a query of feature space.  

K
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An essential processing of a similar retrieval by preprocessing in image database is 
a search for the nearest neighbor ranking image data nearest to a query using distance 
measure provided by a system for a query of feature space(10). In general, an infor-
mation quantity of image data is tremendous. Therefore, a similar image retrieval for 
a query image given in large scale database should be finished in a practical time. 
CBIR approach using the above technique has been verified in many systems 
(6,14,15), and the system such as QBIC(7,6) has been commercialized. In this paper, 
Kohonen Self-Organizing Maps(SOM)(2,4) is used for realization of automatic classi-
fication by image similarity. SOM generates two dimensional feature map with topo-
logical relationships with feature vector mapping a set of data with high dimensional 
feature vector on two dimension. The vector generated in each node of topological 
feature map is generally called codebook vector. It is also called node vector in a 
sense of vector each node has. Neighboring nodes on a map with similarity between 
feature vectors can be clustered using SOM. With this clustering, two or more images 
are mapped in one node, because similar images are included in database. As a result, 
empty node in which image is not classified in a node of map layer is generated. The 
empty node deteriorates retrieval performance of a whole system, because it performs 
unnecessary access to a disk. 

In this paper, we propose k-NN search algorithm which can perform high speed 
similar image search in SOM considering it. k-NN search, which searches as retrieval 
candidates for k images most similar to a given query image, has been applied for 
GIS(Geo grapic Information System)(10).  

A search method for realization of k-NN search is defined for each node of map 
layer. A search algorithm is implemented for the definition, and its effectiveness is 
verified through simulation.  

2   Related Work 

SOM has been applied for a visual information retrieval(1). Especially, the applica-
tion to similar image retrieval has two types. One is the retrieval by visualization of 
map(18) as a method to perform information retrieval navigating map, for which 
relevance feedback is suitable to perform interactive information retrieval for user's 
information requirement. The above system, however, has the weakness that user 
cannot retrieve by inputting an arbitrary image as a query image. 

The other type is a query by example(QBE)(19,17). Netra(17) expresses visually 
similar pattern by dividing feature space into different parts combining neural net-
work to perform unsupervised learning and supervised learning. We proposed feature 
extraction and classification technique valid in similar retrieval by combining wavelet 
transformation and SOM(19). In retrieval technique, we propose a retrieval by exam-
ple image or a retrieval by partial space, and we evaluate its performance. In this 
retrieval technique, however, we can point out the problem that retrieval results do not 
correspond to each other compared with other retrieval techniques(e.g. linear re-
trieval) depending on image, because image obtained from winner node on map is 
regarded as retrieval result. Learning of SOM can cluster similar feature vectors into 
neighboring node of map by discovering a similarity between feature vectors(3). In 
spite of the property, the problem occurs that retrieval results do not correspond with 
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ones of other retrieval techniques.  In order to get rid of the above problem, all the nodes 
of map should be searched for. It is not, however, practical that it takes so much time for 
them to be retrieved. In this paper, we propose k-NN search algorithm to perform high 
speed image retrieval based on SOM in order to solve the above problem. 

3   Classification of Similar Images by SOM 

In this paper, we extracted features for color of each image using Haar wavelet trans-
formation in image data, and we used them for similar image retrieval(19). We ob-
tained wavelet coefficient by performing 5-leveled Haar wavelet transformation for 
each channel of color space using YIQ space(16) as a color expressing space. As a 
result, we extracted 4×4 of the lowest banded element representing average color 
element of whole image, which is regarded as 48 dimensional color feature vector.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

    For classification of similar image, learning of SOM is performed using feature 

vector colF  of color obtained from wavelet transformation. SOM is a neural network 

with 2-layered structure. 1 layer is an input one of n dimension, and its node number n 
is composed of n=48 which is the same as dimensional number of feature vector. 2 
layer comprises of map layer in which multiple nodes are in 2 dimensional array, and 
given random weighting value is initialized before learning is performed.   

Classification of similar image consists of generation process of topological feature 
map and of optimally matched image list. 
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Fig. 1. The relationship between feature vector and node vector. (a) Feature vector generated by 
wavelet transform, (b) node vector generated by SOM 
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(1) Generation process of topological feature map 
For generation of topological feature map, parameters needed for learning (learning 

rate, neighborhood radius, size of map layer, neighborhood function, learning itera-
tion) are given, and learning by SOM is performed. 

Generation process of topological feature map is as follows. First, a node with 
weighting vector nearest to given feature vector as an input is selected from map 
layer. Next, a node and the node within its neighboring area are updated to access 
feature vector. It is repeated as times as learning iteration designated for this process. 
As a result of learning, vector generated at each node of map layer is called node 
vector, and it is represented as  

Here, )1( kii ≤≤  represents node number of map layer. m means node number of 

input layer (dimensional number of feature vector of image), and k represents node 
number of map layer. The obtained topological feature map means that similar rela-
tionship between feature vectors is mapped on two dimensions. 

 

(2)Generation process of best matching image list 
In generation process of best matching image list, the distance is computed be-

tween feature vector and node vector using topological feature map, and similar im-
age is classified with the nearest node  (winner node) obtained. The similarity be-
tween feature vector and node vector is computed by Euclidean distance. Winner 

node iBMN  is computed by 

 
The relationship between feature vector and node vector is shown as in Fig. 1. 

These two vectors have many-to-one relationship by distance measure. 
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Fig. 2. City block distance between ac and ai 
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For the above processing, topological feature map and best matching image list for 
color are generated using color feature vector for all the images in database. 

 

4   High Speed Nearest Neighbor Search by SOM 

Nearest neighbor search is the method to search for a point nearest to a given query 
point. It is often used for multimedia application by performing similar retrieval using 
feature vector obtained from image. A basic idea of k-NN search is that search proc-
essing is finished at a point of time completing all the nearest searching area among 
collected k candidates, which result from sequential retrieval from the area nearest to 
a query point. At the point of time, a set of retrieved candidates becomes a result of 
retrieval. 

Based on the above processing, efficient k-NN retrieval is realized for topological 
feature map and optimally matched image list obtained from a learning result of 
SOM. In order to do so, minimum bounding rectangle (MBR)(10) widely used for 
construction of conventional spatial index is applied to each node of topological fea-
ture map. 

 
(1) Search in a Neighboring Area of Winner Node 
 Initially visited node needs to be determined for k-NN search. Here, let the node 

be a winner node. SOM also has a similarity between winner node and neighboring 
node. Therefore, it is an effective method to retrieve image closer to query image by 
proceeding to search for neighboring nodes of winner node.  

A neighboring area of map layer is defined as in Fig. 2. The distance between 
nodes within an radius of winner node and neighboring area is computed by City 

Block Distance of 1L  space (2). In searching, images similar to a given query image 

is retrieved sequentially extending a radius of a neighboring node. A maximum radius 
of a neighboring area to be searched for on map is defined as 

 
Figure 1 Phase-1:Find Winner node and initialize retrieval candidates. 
Figure 2 Phase 

Here, ca  and ia  represent location vector of winner node and location vector of 4 

points on a lattice respectively. 
 

(2)  MBR Definition of Each Node 
In order to define MBR R for each node of map, an object (image) classified in 

each node,  }1 ,1|{ njNioO ij ≤≤≤≤=  , is used. Here, N and n represent 

object number classified in each node and the elements of feature vector each node 
has respectively. MBR  R is defined as 
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Here, }1|{ njsS j ≤≤= , }1|{ njtT j ≤≤=  represent minimum and 

maximum points in MBR R respectively. They are computed by Computation of MBR 
R is performed for all the nodes of map layer except for an empty node. 

Next, minimum distance MINDIST between given query point P and MBR R is de-
fined as  

That is, MINDIST is a point of minimum distance between all the points on bound-
ary of rectangle and P . Distance computation of MINDIST, which is distance measure 

between feature vectors, uses Euclidean distance of 2L   space. This minimum dis-

tance MINDIST(P,R)  is used for decision of visiting unnecessary nodes 
 
(3) Pruning Strategy 
High speed of the nearest search is inevitable in order to retrieve tremendous data 

within practical time. Here, in order to judge visiting unnecessary nodes, (i) empty 
node with no object (image) among nodes of map, (ii) minimum distance 
MINDIST(P,R)  which is a node larger than maximum distance in retrieval candidate 
list, are processed for pruning. For this processing, high speed of searching time can 
be tried.  

 
(4) k-NN Search Algorithm in SOM 

k-NN search algorithm proposed in this paper consists of two phases. 
First, in phase-1, winner node nearest to a given query image is obtained from topo-
logical feature map (Step4-11). k(k>0) of images classified in this winner node most 
similar to a query image are sorted and stored in retrieved list as candidates to be 
retrieved(step 14). k-th candidate in retrieved list is the farthest from a query image in 
 

Table 1. Map size vs. empty nodes for each data set 

Data set Map size Empty nodes (%) 

1000 32×32 434 42 
5000 70×70 2634 53 
10000 100×100 5395 54 
20000 140×140 10819 55 
30000 175×175 18377 60 
40000 200×200 23706 59 
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Fig. 3. Total number of visiting nodes for increasing k 

 
the result of retrieval, because retrieved list is stored with it sorted from candidate 
nearest to a query image. In this processing, maximum neighbor area Γ to be searched 
for on map layer is obtained. 

In Phase-2  the nearest search is performed with Γ radius of neighbor area of win-
ner node extended. In this processing, two kinds of pruning strategy are applied in 
searching as discussed before (Step11-19). RetrievedList are updated with images 
classified in the node to be searched for(Step20). This processing is executed recur-
sively for γ Γ(Step24). 

5   Experimental Results and Study 

k-NN algorithm was implemented in order to verify an effectiveness of NN  
search algorithm in SOM, and similar retrieval of image was performed with  
examples for its performance evaluation. Image data used in the experiment  
was composed of 40000 images added with image collection being open in Stanford 
Univ. and with image data of H2soft Company. For the size of image database,  
6 kinds of data set different from each other in its size was used as represented  
in Table-1 (Data set). The size of each image data was fixed by 128×128 pixel.  
We used feature vector of each image for color of 48 dimension described in  
section 3. 

The performance of image retrieval was evaluated with 20 query images selected 
randomly for each database, and result of the measure was its average. 

 

0

400

800

1200

1 5 10 20 30 40

Data set(x1000)

N
o
.
 
o
f
 
v
i
s
i
t
e
d
 
n
o
d
e
s k=1

k=5

k=10

k=20

k=30

k=40

k=50

k=100



 Similarity Retrieval Based on Self-organizing Maps 481 

 

Table 2. Retrieval time cost of each data set for increasing k (sec) 

Data set(×1000) 
k 

1 5 10 20 30 40 
1 0.07 0.25 0.62 1.57 2.54 4.26
10 0.08 0.26 0.62 1.57 2.56 4.30
50 0.08 0.26 0.63 1.58 2.57 4.30
100 0.08 0..2 0.64 1.60 2.58 4.30

 

Ultra5(CPU:UltraSPARC-�i, OS:Solaris8, Memory:512MB) of SUN Microsys-
tems was used along with C++ of program language. Learning by SOM was per-
formed with feature vector for color of image data in input data. The size of map layer 
in SOM was established almost equal to image number of each data set as represented 
in Table-1 (Map Size). Weighting vector each node of map layer has is randomly 
initialized 48 dimensional vector which has the same dimension as feature vector. 
Learning iteration T, initial value of neighbor set in learning γ0, and initial value of 
learning rate α0 were 10000, 30, and 0.9 respectively. 

Neighbor set and learning rate is reduction function updated continuously while 
learning is performed. As a result of learning of SOM, generally, many images are 
mapped to one node in each node of map layer, because similar images are included 
in database. Therefore, empty node in which image is not classified at all occurs, if 
node number of map layer is established almost equally to data set. In this experi-
ment, Table-1 (Empty nodes,(%)) represents rate of empty nodes of map layer ob-
tained from 6 kinds of data sets performing learning. MBR is obtained for each node 
of map layer except for empty node. 

k-NN retrieval is performed for a given query image. In this experiment, values of 
retrieval candidate k were experimented for 8 kinds of k=1,5,10,20,30,40,50,100. 
Here, k=1 means a query image itself, because image data in database are used in 
query image in this experiment.  

Distance measure between a query image and an image in database uses Euclidean 
distance of L2  space. Through the experiment, operation of k-NN search algorithm 
was investigated in an increase of the size between k value and data set. We also re-
viewed the effect of MINIDIST. 

6   Conclusion 

In this paper, k-NN search algorithm is proposed to perform highspeed similar re-
trieval of image in a result of learning of SOM. MBR for each node of map layer was 
applied for an implementation of highspeed search algorithm, and minimum distance 
function between a given query point and MBR, MINDIST was defined. We imple-
mented a proposed algorithm and evaluated its effectiveness through the experiment 
of a similar image retrieval using actual image data. The realization of highspeed 
similar image retrieval by MINDIST was verified through this experiment. The effect 
of k-NN search by SOM was confirmed in that the retrieval time was almost not 
changed regardless of an increase of retrieval candidate k. 
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It became possible similar image to be retrieved in practical time, even though re-
trieval technique by example image was used. The problem is that the accessed image 
number was too many for the number of retrieval candidate k. It makes an effect on 
retrieval time. Considering this, we are going to improve the algorithm, and to evalu-
ate its performance with an implementation of actual application program. 
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Abstract. An expert system for operating-procedure monitoring during plant 
startup, from cold shutdown to power operation, has been chosen as the object 
of this study. The knowledge base for the system is principally derived from the 
written form of the standard procedures. The programmed procedures of the 
system are displayed on a CRT screen to assist the operators’ understanding. 
The main features of the system include the following: (1) computerization of 
the procedures for checking the initial conditions, the precautions, and the op-
erational procedures; (2) plant status monitoring to detect any plant malfunc-
tions or to help with the operators’ decision-making; (3) the provision of access 
to technical specifications of the CRT screen at any time during plant operation; 
and (4) easy prediction of the estimated critical point prior to reactor criticality, 
without complicated hand calculation. The results of system verification indi-
cate that the system performs the intended functions, and can be used as an ef-
fective tool to minimize the operators’ burden during plant startup. 

Keywords: Expert systems, general operating procedures, PWR, knowledge 
bases. 

1   Introduction 

The operation of complex nuclear power plants is potentially a very promising area 
for the application of computerized systems technology. Computerized operator-aid 
systems(expert system) can be used effectively to eliminate much of the uncertainty 
in operator decisions, by providing expert advice and rapid access to a large informa-
tion base. Much development has taken place, and several prototypes have been built 
to support the operation of nuclear power plants in abnormal of accident conditions. 
For the operation of a nuclear power plant, a great amount of both numerical and 
symbolic information is handled by the operators, even during normal operation, and 
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the operators are some- times affected by fatigue, stress, and emotional and environ-
mental factors that may have varying degrees of influence on their performance[1,2]. 
Nevertheless, computerized aid systems to guide normal operational procedures have 
not attracted much attention, due to the belief that experienced of well-trained opera-
tors can do their task well. 

The need for computerized operator aid systems to reduce the operators’ burden or 
to assist in their decision making during plant startup operation has been recognized 
because of information overload, the complexities of the procedures, and the tedious 
calculations because of which operators may lose concentration on fine detail, espe-
cially under stress of fatigue conditions. Also, because many of the processes are 
complex and are not well understood, the probability always exists that operators may 
misunderstand or omit some important items that need to be checked during the proc-
ess. A computerized operator aid system for monitoring the operation procedures has 
been developed here for a pressurized water reactor. The system performs the follow-
ing functions to assist the operators during heatup and startup, from cold shutdown to 
power generation. 

The main program has been written using the Systems Designers Prolog. The pro-
grams for data aquisition or graphical display were programmed using C. Prolog is a 
high-level language that was specifically designed for expert-system development. 
System Designers Prolog is a powerful optimized implementation of the Prolog pro-
gramming language, suitable for applications on personal computers, that provides a 
complete programming environment for developing and maintaining Prolog programs 
on personal computers[3,4]. 

2   Structure of the General Operating Procedure 

The general operating procedure (GOP) describes the plant’s operational methods or 
procedures necessary for plant heatup, startup, power operation, shutdown, cool 
down, and so forth[5]. The computerized aid system developed for this study treats 
procedures describing the plant operation from cold shutdown to full power opera-
tion[6,7]. The overall architecture of the system is shown in Fig. 1. In the GOP mod-
ule, the procedures necessary for heating up the plant to power operation are  
displayed on a CRT, and proceed step by step according to the operators’ response. It 
consists of four components, GOP1-GOP4 and each component is separated from the 
others. That is, after one component completes execution, the next component is se-
lected from the menu. In the ECP module, the boron concentration necessary to make 
the reactor critical is calculated. In the shutdown margin module, the shutdown mar-
gin is evaluated with a minimum input. In the last module, the real-time axial flux 
difference (AFD) is displayed on the CRT, to monitor the current status of the axial 
power distribution. When starting up the system, the main title displaying the program 
name appears on the screen. On striking any Key, a menu for selecting the desired 
modules appears on the screen and by moving the cursor up or down the module 
under selection is high lighted to help the user make a choice. 

The user interface must also provide a level of ease of use that ensures a smooth in-
teraction between the user and the system. The system mainly employs a menu driven 
approach as a user interface in each module, thus allowing the user to choose  
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Fig. 1. Overall architecture of the system 

what he wants the system to perform. After the selection of any item from the menu, a 
window appears on the screen and displays messages, queries, or results of a calcula-
tion. The messages provide instructions on how to operate the system, or descriptions 
of some pertinent commands, and how to use them. If the user does not know what 
command to use, or wants a description of a command, the help function can be used 
to provide a list of commands and descriptions. 
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3   An Expert System for the GOP 

3.1   GOP Module 

In conventional plant operation, the operator does not have much computerized assis-
tance, and relies chiefly on written forms of procedures, long lists, and his own 
knowledge of the plant, to understand the functional relationships of the equipment in 
the plant. In such systems the database is widely distributed. Use of this distributed 
information requires the operator to gather all the data, analyze it, and arrive at appro-
priate decisions. This type of stressful situation can increase the possibility of human 
errors. A well-optimized man-machine interface during plant operation may be a good 
way of solving the problems mentioned above. So, in the GOP module, all the materi-
als necessary for plant startup, for instance procedures, technical specifications, 
checklists, etc., are computerized, and the required procedures are performed in a 
sequence by handling them simultaneously on the same CRT screen with windows or 
menus. This reflects the general trend in the nuclear industry, toward the increased 
use of CRT displays. 

 Knowledge base 

The knowledge base for processing the procedures is derived from the written form of 
the standard procedures. Each GOP component consists of four parts, namely the 
initial conditions, the precautions and limitations, the procedures, and the appendices 
(including many checklists or curves). The startup procedures from cold shutdown to 
power operation, used as the knowledge base, are constructed as follows[7]. 

These procedures are displayed on the CRT step by step, and any procedure result-
ing from the operators’ answer is collected into the database. During the process, in 
order to select any other item in the menu, the operator may leave the current task and 
select the desired item, for example technical specifications. When he returns to the 
previous task, the procedures he has already answered are skipped over. 

Procedure processing strategy 

In this system, procedure numbers are used as patterns. Procedure numbers are proc-
essed one after another, and then the resulting number searches for its matching pat-
tern, After matching of the relevant procedure are displayed on the user-defined win-
dow, and the operator’s response, yes or no, is added to the database. In the process-
ing procedure, cautions are displayed, when necessary, to inform operators of warn-
ings needed for plant operation. 

 Plant status monitoring 

The accident at Three Mile Island (TMI) and the subsequent investigations have dem-
onstrated the need for improving the presentation to operators of the plant status, and 
of information – processing methods. During plant operation, a reactor operator is 
required to monitor and process large amounts of data to verify the operating status of 
the safety of the plant. The primary function of plant status monitoring is to help op-
erators make a quick assessment of a plant’s safety. In terms of this primary function, 
the monitoring system developed for this study can provide operators with plant in-
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formation by means of an integrated display. The operator is a key subsystem in a 
plant, who can synthesize the plant process and assess the important plant functions 
from the data provided on the display, A computer driven CRT display allows more 
flexibility in the data display format and data display enhancement than to analog 
meters and analog chart recorders. 

 
 

Fig. 2. Schematic diagram of the processing          Fig. 3. Pressure-temperature limit in RCS 
procedure 

The system includes two verification methods for compliance with the RCS P-T lim-
its. One is to calculate P-T limit with Tavg, the pressurizer pressure, obtained through the 
data-acquisition system. The curves shown is Fig. 3 are divided into several regions that 
can be approximately represented by straight lines. Then, an equation is derived to rep-
resent each of these lines. The Tavg obtained from the plant is entered in the<if> part, and 
the <then> part generates the limiting value of the PZR pressure, within which the RCS 
pressure should remain. Then the actual PZR pressure from the data-acquisition system 
is compared with the limiting value, If the RCS P-T is satisfactory, then compliance has 
been achieved. If it does not fall within the limits, the system displays the action to be 
taken. An example of an <if-then> rule search for a solution is as follows: 

 
Rule : IF  Tavg   belongs to any region from among the identified regions 

THEN the upper limit of the pressure (Pr1) is determined by the equation  
on the upper side 

AND the lower limit of the pressure (Pr2) is determined by the equation on 
the lower side. 
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where Pr1 is the upper – limit pressure and Pr2  is the lower – limit pressure, and each 
equation represents the respective straight line dividing the regions. 

3.2   Estimated Critical-Point Calculation Module 

When operators want to manipulate the reactor under hot standby conditions, they 
should determine the control rod position and the boron concentration needed to take the 
reactor to “critical”. The concept of the estimated critical-point calculation is as follows: 

The core is critical (keff = 1) prior to shutdown, at a given percentage of power, xe-
non concentration, samarium concentration, boron concentration, and rod position. 
The algebraic sum of the changes in reactivity, after shutdown, will determine the 
amount of positive or negative reactivity that has been added to the core due to shut-
down. A positive of negative algebraic sum will correspond to the respective boration 
or dilution required to compensate for the reactivity change of the core. In general, 
operators will calculate the necessary boron concentration at a pre-determined rod 
position. To determine the required boron concentration, operators usually refer to the 
curve book, and then read tables or curves describing nuclear parameters such as 
moderator temperature coefficient, power defect, rod worth, etc. The operator can lose 
concentration during he process of hand calculation, because it needs many input 
values and is a long process. This new system therefore automatically calculates the 
ECP with minimum inputs, and will be useful to operators in determining the neces-
sary boron concentration to make the reactor critical, by removing the tedious hand-
calculation process. A curve representing any nuclear parameter is divided into sev-
eral regions that can each be approximately described as straight line. After reception 
of an input, for example Tavg by pattern matching, the output (for example, the mod-
erator temperature coefficient) is generated from the equation describing the 
identified region. The overall operating/calculating structure of the ECP module is 
shown in Fig. 4. First, the system subtracts the total reactivity at startup from the total 
reactivity at shutdown, calculated from the reference reactivity data. The user inputs a 
differential boron worth (pcm/ppm) for an estimated boron concentration at the 
anticipated temperature. The required boron change is calculated by dividing the 
estimated difference in reactivity (pcm) between the shutdown and the startup by the 
differential boron worth (p cm/ p pm). Finally, the boron concentration required to 
make the reactor critical is obtained by algebraically adding the last critical boron 
concentration prior to shutdown, obtained from the reference reactivity data, to the 
required boron concentration change, calculated from the above step. 

3.3   Shutdown Margin Evaluation Module 

The objective of the shutdown margin calculation is to confirm whether the current 
shutdown margin (after a reactor trip, at startup, or at power operation) is over the 
limit value as specified in the technical specifications. The shutdown margin is de-
fined in the technical specifications. The shutdown margin is defined as the amount of 
negative reactivity by which a reactor is maintained in a subcritical state at hot zero 
power (HZP) conditions after a control rod trip with no change in pre-trip boron or 
xenon parameters. In computing the total rod worth at HZP, it is assumed that the 
most reactive rod remains stuck out of the core. In addition, an uncertainty of 10% is 
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considered. Like the ECP calculation, the shutdown margin calculation procedure re-
quires many input values which can be obtained from the curve book, and is a time-
consuming process. The probability that human error will occur exists as mentioned in 
the ECP module. The inference strategy is the same method as that used in the ECP 
module.  

4   System Verification and Validation 

Generally, as a matter of policy, verification and validation (V&V) should always be 
carried out by a group completely independent of the developer of a system. How-
ever, at the present stage, the system developer has performed tests to verify all the 
required functions. System verification and validation have been performed in the 
following fields. 

 Straight-line approximation 

The programs such as the P-T curve display, the ECP module, and the SDM module 
principally use straight lines to infer any result. The results calculated using these 
straight – line equations have been compared with the exact values which are used to 
make the real curves. The compared results show a good representation of the actual 
values, with negligible errors. Consequently, straight-line approximation is considered 
as a good method of modeling complex curves. 

 Monitoring of plant parameters 

In each GOP component, the essential plant parameters to be monitored are slightly 
different. The data acquisition programs are coded differently in each GOP program, 
and these parameters have been mentioned in the previous section. First, a data-
acquisition program (coded in C) is executed after receiving a command from the 
main program (coded in Prolog) and it makes up the data files containing the parame-
ters. Then the main program gets these values from the files, and displays them on the 
screen. That is, the monitoring of plant parameters needs two steps. These programs 
are correctly executed, without any problems. 

 Procedure processing  

Each GOP component consists of several parts, such as the initial conditions, precau-
tions and procedures. In addition to the above parts, there are other parts, such as 
technical specification displays, checklist displays, help functions, etc. In the process 
of performing procedures, technical specifications or checklists can be referred to 
whenever necessary. The procedure number appears at the bottom of the screen in 
green if all requirements are satisfied, otherwise in red. All of the intended functions 
are correctly performed.  

5   Conclusions and Recommendations 

An expert system for monitoring operating procedures during plant star up, from cold 
shutdown to power operation has been developed for PWR plants. The knowledge 
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base for the system is principally derived from the written form of the standard proce-
dures. A computerized display of this knowledge base has proved to be useful for 
pointing out ambiguities and inconsistencies in the current operating procedures. 
Often, the operators are put under stress by complexities or ambiguous clauses in the 
written procedures. However, using the developed system, the procedure can be fol-
lowed step by step according to the operators’ responses, and thus the probability that 
any important steps are skipped will be eliminated. Therefore, the use of this system 
during plant startup will be valuable in minimizing the operators’ burden and the 
errors made. 

The system principally offers programmed operational guidelines to operators as 
well as programmed displays of technical specifications and checklists, by means of 
pop-up windows. In order to help the operator’s decision making, or to perform auto-
matic calculation of the pressure-temperature limits for the reactor’s coolant system, 
plant parameters are acquired through the data-acquisition system and are displayed 
on the screen in the form of sub-windows, using various colors. The plant parameters 
used for system verification are arbitrarily generated from the DC power source be-
cause plant data acquisition is very limited. The real plant data could be used in a 
future application stage without much difficulty. 

The system is capable of some calculations, which are performed efficiently by the 
estimated critical-point calculation module and the shutdown margin evaluation mod-
ule. By removing the tedious hand calculation process, these modules are useful for 
operators in determining the boron concentration required to make the reactor critical, 
of in confirming whether the required shutdown margin has been secured. 

Finally, the system developed here can aid operators during the complex startup 
operation. Using the system will improve the operability of nuclear power plants and 
reduce the operators’ burden and errors and therefore, will contribute to enhancing the 
reliability, safety, and efficiency of nuclear power plants. 
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Abstract. The general systems of today are composed of a number of compo-
nents such as servers and clients, protocols, services, and so on. Systems con-
nected to network have become more complex and wide, but the researches for 
the systems are focused on the ‘performance’ or ‘efficiency’.  While most of the 
attention in system security has been focused on encryption technology and pro-
tocols for securing the data transaction, it is critical to note that a weakness (or 
security hole) in any one of the components may comprise whole system. Secu-
rity engineering is needed for reducing security holes may be included in the IT 
systems. This paper proposes a method for securing the IT systems. This paper 
proposes IT system security evaluation and certification for achieving some 
level of assurance each owners of their IT systems want to get. 

1   Introduction 

In general, threat agents’ primary goals may fall into three categories: unauthorized 
access, unauthorized modification or destruction of important information assets, and 
denial of authorized access. Security countermeasures are implemented to prevent 
threat agents from successfully achieving these goals.  

Information assets consist of many components. The physical systems and the in-
formation stored or processed in the systems are examples of the information assets. 
Therefore, the strategy protecting only information is not good one. If someone wants 
to protect or secure his valuable information, he must build some countermeasures for 
IT systems itself.  

Security countermeasures should be considered with consideration of applicable 
threats and security solutions deployed to support appropriate security services and 
objectives. Subsequently, proposed security solutions may be evaluated to determine 
if residual vulnerabilities exist, and a managed approach to mitigating risks may be 
proposed. 

But there is a problem about the security countermeasures. How can we believe 
that the countermeasures implemented may protect our IT systems? About this ques-
tion, some answers may exit. And the answers may assure that the countermeasures 
can protect IT systems from the threat. Evaluation is a method of them and has been 
the traditional means of providing assurance.  
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So the researches about the evaluation have proceeded and many evaluation criteria 
were developed. The Trusted Computer System Evaluation Criteria (TCSEC), the 
European Information Technology Security Evaluation Criteria (ITSEC), and the 
Canadian Trusted Computer Product Evaluation Criteria (CTCPEC) existed, and they 
have evolved into a single evaluation entity, the CC. The CC is a standard for specify-
ing and evaluating the security features of IT products, and is intended to replace 
previous security criteria such as the TCSEC.  

The criteria listed above mainly concerned with IT products. But we may not ob-
tain perfect security of IT systems only by products. Therefore, in these days, opera-
tional and personnel security-related considerations are considered as important com-
ponents for secure IT systems. So the ISO/IEC 17799 and 13335 are used to comple-
ment these things.  

This paper identifies some components should be evaluated and certified to assure 
that IT systems are secure. Security objective of IT systems will be obtained by pro-
tecting all areas of IT systems, so not only visible parts but also non-visible parts must 
be protected. And for verifying all the parts of IT systems are protected, we should 
check the scope of evaluation and certification covers all necessary parts. 

2   Overview of the CC 

The multipart standard ISO/IEC 15408 defines criteria, which for historical and con-
tinuity purposes are referred to herein as the Common Criteria (CC), to be used as the 
basis for evaluation of security properties of IT products and systems. By establishing 
such a common criteria base, the results of an IT security evaluation will be meaning-
ful to a wider audience.  

The CC will permit comparability between the results of independent security 
evaluations. It does so by providing a common set of requirements for the security 
functions of IT products and systems and for assurance measures applied to them 
during a security evaluation. The evaluation process establishes a level of confidence 
that the security functions of such products and systems and the assurance measures 
applied to them meet these requirements. The evaluation results may help consumers 
to determine whether the IT product or system is secure enough for their intended 
application and whether the security risks implicit in its use are tolerable. 

The CC is presented as a set of distinct but related parts as identified below. 
 

Part 1. Introduction and General Model, is the introduction to the CC. It defines 
general concepts and principles of IT security evaluation and presents a general model 
of evaluation. Part 1 also presents constructs for expressing IT security objectives, for 
selecting and defining IT security requirements, and for writing high-level specifica-
tions for products and systems. In addition, the usefulness of each part of the CC is 
described in terms of each of the target audiences. 

 
Part 2. Security Functional Requirements, establishes a set of functional compo-
nents as a standard way of expressing the functional requirements for TOEs (Target of 
Evaluations). Part 2 catalogues the set of functional components, families, and 
classes. 
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Part 3. Security Assurance Requirements, establishes a set of assurance compo-
nents as a standard way of expressing the assurance requirements for TOEs. Part 3 
catalogues the set of assurance components, families and classes. Part 3 also defines 
evaluation criteria for PPs (Protection Profiles) and STs (Security Targets) and pre-
sents evaluation assurance levels that define the predefined CC scale for rating assur-
ance for TOEs, which is called the Evaluation Assurance Levels (EALs). 
 

In support of the three parts of the CC listed above, it is anticipated that other types 
of documents will be published, including technical rationale material and guidance 
documents [1].  

3   Overview of the ISO/IEC 17799 

The ISO/IEC 17799 standard gives recommendations for information security man-
agement for use by those who are responsible for initiating, implementing or main-
taining security in their organization. ISO 17799 is "a comprehensive set of controls 
comprising best practices in information security,” and is essentially an internation-
ally recognized generic information security standard. It has ten sections of security 
controls with various perspectives. Each section has two levels of sub-items. The key 
objectives of these sections are described in below. 

Sec.4.1 - Security policy: to provide management direction and support for infor-
mation security. 

Sec.4.2 - Security organization: to manage information security within the com-
pany; to maintain the security of organizational information processing facilities and 
information assets accessed by third parties; to maintain the security of information 
when the responsibility for information processing has been out-sourced to another 
organization. 

Sec.4.3 - Asset classification & control: to maintain appropriate protection of cor-
porate assets and to ensure that information assets receive an appropriate level of 
protection. 

Sec.4.4 - Personnel security: to reduce risks of human error, theft, fraud or misuse 
of facilities; to ensure that users are aware of information security threats and con-
cerns, and are equipped to support the corporate security policy in the course of their 
normal work; to minimize the damage from security incidents and malfunctions and 
learn from such incidents. 

Sec.4.5 - Physical & environmental security: to prevent unauthorized access, dam-
age and interference to business premises and information; to prevent loss, damage or 
compromise of assets and interruption to business activities; to prevent compromise 
or theft of information and IPFs. 

Sec.4.6 -Communication & operation management: to ensure the correct and se-
cure operation of information processing facilities; to minimize the risk of systems 
failures; to protect the integrity of software and information; to maintain the integrity 
and availability of information processing and communication; to ensure the safe-
guarding of information in networks and the protection of the supporting infrastruc- 
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ture; to prevent damage to assets and interruptions to business activities; to prevent 
loss, modification or misuse of information exchanged between organizations. 

Sec.4.7 - Access control: to control access to information; to prevent unauthorized 
access to information systems; to ensure the protection of networked services; to 
prevent unauthorized computer access; to detect unauthorized activities; to ensure 
information security when using mobile computing and tele-networking facilities. 

Sec.4.8 - System development & maintenance: to ensure security is built into op-
erational systems; to prevent loss, modification or misuse of user data in application 
systems; to protect the confidentiality, authenticity and integrity of information; to 
ensure IT projects and support activities are conducted in a secure manner; to main-
tain the security of application system software and data. 

Sec.4.9 - Business continuity planning: to counteract interruptions to business ac-
tivities and to critical business processes from the effects of major failures or disas-
ters. 

Sec.4.10 - Compliance: to avoid breaches of any criminal or civil law, statutory, 
regulatory or contractual obligations and of any security requirements; to ensure com-
pliance of systems with organizational security policies and standards; to maximize 
the effectiveness of and to minimize interference to/from the system audit process [2]. 

4   IT Systems and Threat to Them  

In these days, most companies and governments have their own IT systems that store, 
process and transmit data. Each IT systems have their own unique characteristics and 
common requirements. 

As IT systems deal with important data, threats to the data itself and the systems 
contain that data are increasing. The Fig. 1 is an example of IT systems and an objec-
tive of that system is supporting decision-making.  

 

 

Fig. 1. The example of general IT systems 

The main problem is occurred when the decision makers of that system can’t trust 
the display screen or back data reported. In fact, threat agent may compromise one or 
more components of the IT systems and replace some data of that system.  

Therefore, the owners of IT systems make some security countermeasures to pro-
tect their systems from threat agents. Next Fig. 2 is the concept of this idea. This fig-
ure is expressed in CC and we modified some parts of them.  
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Fig. 2. The concept of security countermeasures and risks 

5   IT Systems Security Countermeasures and Threat to Them  

The security countermeasures are built, and though they working well, some problems 
remain as usually. The representative problem is that how we can trust that the secu-
rity countermeasures may protect IT systems from compromising.  

In general, after the security countermeasures are built and start working, owners 
and administrators may think that IT systems are safe and secure. This is a very big 
security hole not solved by physical system. 

For example, although we bought and installed the IDS (Intrusion Detection Sys-
tem), it is impossible that all of the electronic intrusions are detected. If any developer 
who has malicious mind made that IDS? And if he or she inserted backdoor codes in 
that IDS? In any case, who can estimate the results of the IDS installation?  

Therefore, we need some assurance for security countermeasures. Next Fig. 3 de-
picts this concept. This figure is expressed in CC and we modified some parts of 
them. 

6   IT Systems Security Countermeasures and Related Components 

IT systems consist of very many components, and have all kinds of security counter-
measures. Now all we want to get is assurance for the security countermeasures of IT 
systems. Fig. 4 depicts the relationship between Security and Assurance. 
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Fig. 3. The concept and necessity of assurance   

 

Fig. 4. The relationship between Security and Assurance  

To get assurance, we must consider more precisely about the security countermea-
sures. Next items should be considered to assure that IT systems are secure. 

 Are the organizational security policies reflected properly? 
 Are the security objectives identified properly according to the security policies? 
 The value of assets, threat/vulnerability, and impact of compromise are reflected 
properly? 
 Security objectives are defined according to the result of risk assessment? 
 Some places need security countermeasures are identified? 
 Security countermeasures are connected to each other to obtain security objec-
tives? 
 Security countermeasures are enough to achieve security objectives? 
 Security countermeasures reduce the vulnerabilities or threats really? 
 The residual risk is under security baseline? 
 IT products used in the IT systems are made via secure process? 
 Can you trust that the development site and developers are believable? 
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7   Security Evaluation Targets of IT Systems  

To assure that IT systems are secure, you should prove that all the parts of those IT 
systems are secure. If a part or a component of IT systems contains a security hole, 
the whole IT systems are not secure.  

Next Fig. 5 depicts the parts should be evaluated to assure that IT systems are se-
cure. All blocks of Fig. 5 may be the security evaluation targets for enhancement of 
IT systems assurance. 

 

 

Fig. 5. Security evaluation targets for enhancement of IT systems assurance 

8   Conclusions  

The base of this paper is a research that makes the security countermeasures used in 
IT systems more believable. In other words, how can we believe that the countermea-
sures implemented may protect our IT systems?  

We find the answer in the security engineering and the assurance methodology us-
ing evaluation and certification. This paper contains only the basic concept of our 
research and the start point of future work.  

This paper identifies some components should be evaluated and certified to assure 
that IT systems are secure. Although the model proposed in this paper may be not a 
perfect one, the concept and ideal object of our research is contained in this paper.  

References 

1. Tai-hoon Kim, Tae-seung Lee, Kyu-min Cho, Koung-goo Lee: The Comparison Between 
The Level of Process Model and The Evaluation Assurance Level. The Journal of The In-
formation Assurance, Vol.2, No.2, KIAS (2002). 



498 T.-h. Kim and S.-y. Lee 

 

2. Sangkyun Kim, Hong Joo Lee, Choon Seong Leem: Applying the ISO17799 Baseline Con-
trols as a Security Engineering Principle under the Sarbanes-Oxley Act, ICCMSE 2004 

3. Tai-hoon Kim, Yune-gie Sung, Kyu-min Cho, Sang-ho Kim, Byung-gyu No: A Study on 
The Efficiency Elevation Method of IT Security System Evaluation via Process Improve-
ment, The Journal of The Information Assurance, Vol.3, No.1, KIAS (2003). 

4. Tai-hoon Kim, Tae-seung Lee, Min-chul Kim, Sun-mi Kim: Relationship Between Assur-
ance Class of CC and Product Development Process,  The 6th Conference on Software En-
gineering Technology, SETC (2003). 

5. Ho-Jun Shin, Haeng-Kon Kim, Tai-Hoon Kim, Sang-Ho Kim: A study on the Requirement 
Analysis for Lifecycle based on Common Criteria, Proceedings of The 30th KISS Spring 
Conference, KISS (2003) 

6. Tai-Hoon Kim, Byung-Gyu No, Dong-chun Lee: Threat Description for the PP by Using the 
Concept of the Assets Protected by TOE, ICCS 2003, LNCS 2660, Part 4, pp. 605-613 

7. Haeng-Kon Kim, Tai-Hoon Kim, Jae-sung Kim: Reliability Assurance in Development 
Process for TOE on the Common Criteria, 1st ACIS International Conference on SERA 



 

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 499 – 507, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Protection Profile for Software Development Site 

Seung-youn Lee and Myong-chul Shin 

SungKyunKwan Univ., Department of Information & Communication Eng.,  
Kyonggi-do, Korea 

{syoun, mcshin}@ece.skku.ac.kr 

Abstract. A PP defines an implementation-independent set of IT security re-
quirements for a category of TOEs. Consumers can therefore construct or cite a 
PP to express their IT security needs without reference to any specific TOE. 
Generally, PPs contain security assurance requirements about the security of 
development environment for IT product or system and they are described in 
ALC_DVS (Development Security) family in the part 3 of the Common Criteria 
(CC). This paper proposes some security environments for development site by 
analyzing the compliance between ALC_DVS.1 of the CC and Base Practices 
(BPs) of the Systems Security Engineering Capability Maturity. 

1   Introduction 

The Common Criteria (CC) philosophy is to provide assurance based upon an evalua-
tion of the IT product or system that is to be trusted [1]. Evaluation has been the tradi-
tional means of providing assurance. In fact, there are many evaluation criteria. The 
Trusted Computer System Evaluation Criteria (TCSEC), the European Information 
Technology Security Evaluation Criteria (ITSEC), and the Canadian Trusted Com-
puter Product Evaluation Criteria (CTCPEC) existed, and they have evolved into a 
single evaluation entity, the CC. The CC is a standard for specifying and evaluating 
the security features of IT products and systems, and is intended to replace previous 
security criteria such as the TCSEC.  

The CC is presented as a set of distinct but related 3 parts. Part 3, Security assur-
ance components, establishes a set of assurance components as a standard way of 
expressing the assurance requirements for Target of Evaluation (TOEs), catalogues 
the set of assurance components, families, and classes, and presents evaluation assur-
ance levels that define the predefined CC scale for rating assurance for TOEs, which 
is called the Evaluation Assurance Levels (EALs). But about the evaluation with the 
CC, for example, the evaluation for EAL 3, whenever each product or system is 
evaluated, same evaluation process is required for all component included in EAL 3. 
Especially, ALC_DVS.1 component which means development security and included 
in EAL 3, may be evaluated each time evaluation proceeded. Therefore, many kinds 
of methods are researched to solve this problem [2]. 

In this paper we propose some assumptions about the development site to describe 
security environments of PP for software development site.  
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2   Overview of Related Works 

2.1   Common Criteria  

The multipart standard ISO/IEC 15408 defines criteria, which for historical and con-
tinuity purposes are referred to herein as the Common Criteria (CC), to be used as the 
basis for evaluation of security properties of IT products and systems. By establishing 
such a common criteria base, the results of an IT security evaluation will be meaning-
ful to a wider audience.  

The CC will permit comparability between the results of independent security 
evaluations. It does so by providing a common set of requirements for the security 
functions of IT products and systems and for assurance measures applied to them 
during a security evaluation. The evaluation process establishes a level of confidence 
that the security functions of such products and systems and the assurance measures 
applied to them meet these requirements. The evaluation results may help consumers 
to determine whether the IT product or system is secure enough for their intended 
application and whether the security risks implicit in its use are tolerable. 

The CC is presented as a set of distinct but related parts as identified below. 
 
Part 1. Introduction and General Model, is the introduction to the CC. It defines 
general concepts and principles of IT security evaluation and presents a general model 
of evaluation. Part 1 also presents constructs for expressing IT security objectives, for 
selecting and defining IT security requirements, and for writing high-level specifica-
tions for products and systems. In addition, the usefulness of each part of the CC is 
described in terms of each of the target audiences. 

 
Part 2. Security Functional Requirements, establishes a set of functional compo-
nents as a standard way of expressing the functional requirements for TOEs (Target of 
Evaluations). Part 2 catalogues the set of functional components, families, and 
classes. 

 
Part 3. Security Assurance Requirements, establishes a set of assurance compo-
nents as a standard way of expressing the assurance requirements for TOEs. Part 3 
catalogues the set of assurance components, families and classes. Part 3 also defines 
evaluation criteria for PPs (Protection Profiles) and STs (Security Targets) and pre-
sents evaluation assurance levels that define the predefined CC scale for rating assur-
ance for TOEs, which is called the Evaluation Assurance Levels (EALs). 
 

In support of the three parts of the CC listed above, it is anticipated that other types 
of documents will be published, including technical rationale material and guidance 
documents.  

2.2   Protection Profile 

A PP defines an implementation-independent set of IT security requirements for a 
category of TOEs. Such TOEs are intended to meet common consumer needs for IT 
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security. Consumers can therefore construct or cite a PP to express their IT security 
needs without reference to any specific TOE. 

The purpose of a PP is to state a security problem rigorously for a given collection 
of systems or products (known as the TOE) and to specify security requirements to 
address that problem without dictating how these requirements will be implemented. 
For this reason, a PP is said to provide an implementation-independent security de-
scription. A PP thus includes several related kinds of security information (See the 
Fig. 1). 

A description of the TOE security environment which refines the statement of need 
with respect to the intended environment of use, producing the threats to be countered 
and the organizational security policies to be met in light of specific assumptions. 

 

 

Fig. 1. Protection Profile content 

2.3   ALC_DVS 

ALC_DVS.1 component consists of one developer action element, two evidence 
elements, and two evaluator action elements. Evidence elements contains following 
contents:  

− The evidence required, 
− What the evidence shall demonstrate, 
− What information the evidence shall convey 

 
Contents and presentation of evidence elements of ALC_DVS.1 component are de-

scribed as like following (Requirements for content and presentation of evidence are 
identified by appending the letter ‘C’ to the element number): 
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ALC_DVS.1.1C. The development security documentation shall describe all the 
physical, procedural, personnel, and other security measures that are necessary to 
protect the confidentiality and integrity of the TOE design and implementation in its 
development environment. 

ALC_DVS.1.2C. The development security documentation shall provide evidence 
that these security measures are followed during the development and maintenance of 
the TOE. 

2.4   SSE-CMM 

Modern statistical process control suggests that higher quality products can be pro-
duced more cost-effectively by emphasizing the quality of the processes that produce 
them, and the maturity of the organizational practices inherent in those processes. 

More efficient processes are warranted, given the increasing cost and time required 
for the development of secure systems and trusted products. The operation and main-
tenance of secure systems relies on the processes that link the people and technolo-
gies. These interdependencies can be managed more cost effectively by emphasizing 
the quality of the processes being used, and the maturity of the organizational prac-
tices inherent in the processes. 

The SSE-CMM model is a standard metric for security engineering practices 
covering: 

• The entire life cycle, including development, operation, maintenance, and de-
commissioning activities 

• The whole organization, including management, organizational, and engineering 
activities 

• Concurrent interactions with other disciplines, such as system, software, hard-
ware, human factors, and test engineering; system management, operation, and 
maintenance 

• Interactions with other organizations, including acquisition, system management, 
certification, accreditation, and evaluation 

3   Performance Analyses  

3.1   Comparison in Process Area 

The SSE-CMM has two dimensions, “domain” and “capability.” The domain dimen-
sion is perhaps the easier of the two dimensions to understand. This dimension simply 
consists of all the practices that collectively define security engineering. These prac-
tices are called Base Practices (BPs).  

The base practices have been organized into Process Areas (PAs) in a way that 
meets a broad spectrum of security engineering organizations. There are many ways 
to divide the security engineering domain into PAs. One might try to model the real 
world, creating process areas that match security engineering services. Other strate- 
gies attempt to identify conceptual areas that form fundamental security engineering 
building blocks. The SSE-CMM compromises between these competing goals in the 
current set of process areas. 
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Each process area has a set of goals that represent the expected state of an organi-
zation that is successfully performing the PA. An organization that performs the BPs 
of the PA should also achieve its goals. 

There are eleven PAs related to security in the SSE-CMM, and we found next three 
PAs which have compliance with ALC_DVS.1 component: 

• PA01 Administer Security Controls 
• PA08 Monitor Security Posture 
• PA09 Provide Security Input 

3.2   Comparison in Base Practice 

All of the BPs in each PA mentioned earlier need not have compliance with the evi-
dence elements of ALC_DVS.1. But if any BP included in the PA is excluded or 
failed when the evaluation is preceded, the PA itself is concluded as fail.  

Evidence element ALC_DVS.1.1C requires that the development security docu-
mentation shall describe all the physical, procedural, personnel, and other security 
measures that are necessary to protect the confidentiality and integrity of the TOE 
design and implementation in its development environment. But ALC_DVS.1.1C 
dose not describe what are the physical, procedural, personnel, and other security 
measures. Evidence element ALC_DVS.1.2C requires that the development security 
documentation shall provide evidence that the security measures described in 
ALC_DVS.1.1C are followed during the development and maintenance of the TOE. 

Some BPs contains example work products, and work products are all the docu-
ments, reports, files, data, etc., generated in the course of performing any process. 
Rather than list individual work products for each process area, the SSE-CMM lists 
Example Work Products (EWPs) of a particular base practice, to elaborate further the 
intended scope of a BP. These lists are illustrative only and reflect a range of organ-
izational and product contexts. As though they are not to be construed as mandatory 
work products, we can analysis the compliance between ALC_DVS.1 component and 
BPs by comparing evidence elements with these work products. We categorized these 
example work products as eight parts: 

1. Physical measures related to the security of development site and system. 
2. Procedural measures related to the access to development site and system. 
3. Procedural measures related to the configuration management and maintenance 

of development site and system. 
4. Procedural measures (contain personnel measures) related to the selection, con-

trol, assignment and replacement of developers. 
5. Procedural measures (contain personnel measures) related to the qualification, 

consciousness, training of developers. 
6. Procedural measures related to the configuration management of the develop-

ment work products. 
7. Procedural measures related to the product development and incident response 

in the development environment. 
8. Other security measures considered as need for security of development envi-

ronment. 
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Categorized eight parts above we suggested are based on the contents of evidence 
requirement ALC_DVS.1.1C, and contains all types’ measures mentioned in 
ALC_DVS.1.1C. But the eight parts we suggested may contain the possibility to be 
divided to more parts.  

We can classify work products included in BPs according to eight parts category 
mentioned above. Next table 1 describes the result.  

Table 1. Categorization of work products 

Number of 
category 

Work Products Related 
BP 

1 control implementation 
sensitive media lists 

BP.01.02 
BP.01.04 

2 control implementation 
control disposal 
sensitive media lists 
sanitization, downgrading, & disposal 
architecture recommendation 
implementation recommendation 
security architecture recommendation 
users manual 

BP.01.02 
BP.01.02 
BP.01.04 
BP.01.04 
BP.09.05 
BP.09.05 
BP.09.05 
BP.09.06 

3 records of all software updates 
system security configuration 
system security configuration changes 
records of all confirmed software updates 
security changes to requirements 
security changes to design documentation 
control implementation 
security reviews 
control disposal 
maintenance and administrative logs 
periodic maintenance and administrative reviews 
administration and maintenance failure 
administration and maintenance exception 
sensitive media lists 
sanitization, downgrading, and disposal 
architecture recommendations 
implementation recommendations 
security architecture recommendations 
administrators manual 

BP.01.02 
BP.01.02 
BP.01.02 
BP.01.02 
BP.01.02 
BP.01.02 
BP.01.02 
BP.01.02 
BP.01.02 
BP.01.04 
BP.01.04 
BP.01.04 
BP.01.04 
BP.01.04 
BP.01.04 
BP.09.05 
BP.09.05 
BP.09.05 
BP.09.06 

4 an organizational security structure chart 
documented security roles 
documented security accountabilities 
documented security authorizations 
sanitization, downgrading, and disposal 

BP.01.01 
BP.01.01 
BP.01.01 
BP.01.01 
BP.01.04 
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5 user review of security training material 
logs of all awareness, training and education under-
taken, and the results of that training 
periodic reassessments of the user community level 
of knowledge, awareness and training with regard to 
security 
records of training, awareness and educational ma-
terial 

BP.01.03 
BP.01.03 
 
BP.01.03 
 
 
BP.01.03 

6 documented security responsibilities 
records of all distribution problems 
periodic summaries of trusted software distribution 
sensitive information lists 
sanitization, downgrading, and disposal 

BP.01.01 
BP.01.02 
BP.01.02 
BP.01.04 
BP.01.04 

7 periodic reassessments of the user community level 
of knowledge, awareness and training with regard to 
security 
design recommendations 
design standards, philosophies, principles 
coding standards 

BP.01.03 
 
 
BP.09.05 
BP.09.05 
BP.09.05 

8 philosophy of protection 
security profile 
system configuration instructions 

BP.09.05 
BP.09.06 
BP.09.06 

From the table above, we can verify that some BPs of SSE-CMM may meet the re-
quirements of ALC_DVS.1.1C by comparing the contents of evidence element with 
work products. 

The requirements described in ALC_DVS.1.2C can be satisfied by records express 
the development processes, and some BPs can meet the requirements of evidence 
element ALC_DVS.1.2C. We researched all BPs and selected the BPs which can 
satisfy the requirements of evidence element ALC_DVS.1.2C. We list BPs related to 
ALC_DVS.1.2C as like: 

• BP.08.01: Analyze event records to determine the cause of an event, how it 
proceeded, and likely future events. 

• BP.08.02 Monitor changes in threats, vulnerabilities, impacts, risks, and the en-
vironment. 

• BP.08.03 Identify security relevant incidents. 
• BP.08.04 Monitor the performance and functional effectiveness of security 

safeguards. 
• BP.08.05 Review the security posture of the system to identify necessary 

changes. 
• BP.08.06 Manage the response to security relevant incidents. 
• And all BPs included in PA01. 

Therefore, if the PA01, PA08 and PA09 are performed exactly, it is possible 
ALC_DVS.1 component is satisfied. But one more consideration is needed to meet 
the requirements completely. 
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4   Assumptions  

Now, we can describe some assumptions like as: 

• Adequate communications exist between the component developers and be-
tween the component developers and the IT system developers. 

• The development site will be managed in a manner that allows it to appropri-
ately address changes in the IT System. 

• The security auditor has access to all the IT System data it needs to perform its 
functions. 

• The threat of malicious attacks aimed at entering to site is considered low. 
• There will be one or more competent individuals assigned to manage the envi-

ronments and the security of the site. 
• Administrators are non-hostile, appropriately trained and follow all administra-

tor guidance. 
• There will be no general-purpose computing or storage repository capabilities 

(e.g., compilers, editors, or user applications) not used for developing in the site. 
• Anybody cannot gain access to recourses protected by the security countermea-

sures without passing through the access control mechanisms. 
• Physical security will be provided within the domain for the value of the IT as-

sets. 
• The security environment is appropriately scalable to provide support to the 

site. 

5   Conclusions  

In general, threat agents’ primary goals may fall into three categories: unauthorized 
access, unauthorized modification or destruction of important information, and denial 
of authorized access. Security countermeasures are implemented to prevent threat 
agents from successfully achieving these goals.  

This paper proposes some assumptions about the development site to describe se-
curity environments of PP for software development site.  

In these days, some security countermeasures are used to protect development site. 
But the security countermeasures should be considered with consideration of applica-
ble threats and security solutions deployed to support appropriate security services 
and objectives. Maybe this is one of our future works. 
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Abstract. This paper presents a new dynamical RS steganalysis al-
gorithm[1] to detect the least significant bit (LSB) steganography. The
novel algorithm dynamically selects an appropriate mask for each image
to eliminate the initial error. Experimental results show that our algo-
rithm is more accurate than the conventional RS method. Meanwhile,
the theoretical deduction of the length-estimate equation of RS method
is given.

1 Introduction

Steganography is a new research hotspot in the field of information security
these years. It makes secrete communication available by embedding messages
in the texts, images, audio, video files or other digit carriers. Compared with
the Cryptography, modern steganography not only encrypts messages but also
masks the very presence of the communication. Among all the image information
hiding methods, LSB embedding is widely used for its high hiding quality and
quantity, and simpleness to realize. So it’s with great significance to detect the
images with hidden messages produced by LSB embedding effectively, accurately
and reliably. And many research have been done by experts these years.

Westfeld et al. [2] performed the blind steganalysis on the basis of statistical
analysis of PoVs(pairs of values). This method, so-called χ2 -statistical analy-
sis, gave a successful result to a sequential LSB(least signi.cant bit) embedding
steganography. Provos[3] extended this method by re-sampling test interval and
re-pairing values. Fridrich et al.[4] developed a steganographic method for de-
tection of LSB embedding in 24-bit color images (the Raw Quick Pairs-RQP
method). The RQP method is based on analyzing close pairs of colors created
by LSB embedding. It works reasonably well as long as the number of unique
colors in the cover image is less than 30% of the number of pixels. Stefan Katzen-
beisser[5] proposed a steganalysis method based on Laplace transform. However,
this method needs training and its decision precision is low. Fridrich et al.[1] also
presented a powerful RS method (regular and singular groups method) for detec-
tion of LSB embedding which utilizes sensitive dual statistics derived from RS
correlations in images. This method counts the numbers of the regular group and
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the singular one respectively, describes the RS chart, and constructs a quadratic
equation. The length of message embedded in image is then estimated by solv-
ing the equation. This approach is suitable for color and gray-scale images.The
literature [6] introduced a steganalytic method for detection of LSB embedding
via different histograms of image. If the embedding ratio is higher (more than
40%), the result is more accurate than conventional RS method. The speed of
this method is faster and the detection result is better than RS method for
uncompressed images. However, if the embedding ratio is lower than 40%, the
performance is not as good as conventional RS method. Sorina Dumitrescu et
al. [7] proposed SPA, a method to detect LSB steganography via sample pair
analysis. When the embedding ratio is more than 3%, this method can estimate
it with relatively high precision. Being enlightened by RS method, we improved
it by changing the mask actively. The novel algorithm dynamically selects an
appropriate mask for each image to eliminate the initial error. Experimental re-
sults show that our algorithm is more accurate than conventional RS method.
Meanwhile, some theoretical deductions of RS method will be given.

This paper is structured as follows. In Section 2, we introduce the principle
of RS method as the foundation of our new method. In Section 3, we describe
the principle of DRS method. Section 4 presents the detailed detection steps of
the new approach. Then, in Section 5, we present our experimental results.

2 Principle of RS Method

Fridrich et al. [1] introduced the RS steganalysis which is based on the partition
of an image’s pixels as three disjoint groups; Regular, Singular and Unusable
groups. Fridrich found that the RS ratio of a typical image should satisfy a
certain rule through large amount of experiments. To explain the details of RS
steganalysis, we need to define some notations. Let C be the test image, which
has M ×N pixels with pixel values from the set P. As an example,for an 8-bit
grayscale image,P= {0, 1, · · · , 255}.Then divide C into disjoint groups G of n
adjacent pixels G = {0, 1, · · · , 255} ∈C (in RS method G is built by 4 pixels in
line). The discrimination function is defined as follows,

f(x1, x2, · · · , xn) =
n−1∑
i=1

|xi+1 − xi|. (1)

Generally, the noisier the group of pixels G= {x1, x2, · · · , xn}, the larger the
value of the discrimination function becomes.The invertible operation F on x
called flipping is also defined like that

F1 : 0 ↔ 1, 2 ↔ 3, · · · , 254 ↔ 255, F−1 : −1 ↔ 0, 1 ↔ 2, · · · , 255 ↔ 256. (2)

In RS method, a mask M, which is an n-tuple with values -1, 0, and 1 can
decide the operation of flipping to pixels. So the flipped group F(G) can be
defined asFM (FM(1)(x1), FM(2)(x2), · · · , FM(n)(xn)).



510 X. Luo, B. Liu, and F. Liu

Then the group G is determined on one of three types of pixel groups,
Regular groups: G ∈ R f(F (G)) > f(G)
Singular groups: G ∈ S f(F (G)) < f(G)
Unusable groups: G ∈ U f(F (G)) = f(G)

Middle points RM (1/2) and R−M (1/2) can be obtained by randomizing the
LSB plane of the test image. Because these two points depend on the particular
randomization of the LSBs, RM (1/2) and R−M (1/2) can be estimated from the
statistical samples. FM (FM(1)(x1), FM(2)(x2), · · · , FM(n)(xn)) is also determined
on one of types in the R, S and U , for every Mask Mi. Fridrich experimentally
verified the following two statistical assumptions for a large database of images
with unprocessed raw BMPs, JPEGs, and processed BMP images.

RM
∼= R−M and SM

∼= S−M (3)

RM (1/2) = SM (1/2) (4)

where the mask M denotes M = [F0, F1;F1, F0] and -M denotes −M = [F0, F−1;
F−1, F0] respectively. By extensive experiments, Fridrich got the estimation of
RS-diagram in Fig 1.

Fig. 1. RS-diagram of an image

When a message with length p (in percent of pixels) is embedded in a test
image, generally, p/2-assuming the message is a random bit stream-of a test
image pixels would be flipped with their corresponding values. Then the four
points are acquired RM (p/2), R−M (p/2) , SM (p/2), S−M (p/2). By applying the
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flipping F1 and the shift flipping F−1 to all pixels, the next following four points
RM (1− p/2), R−M (1− p/2) , SM (1− p/2), S−M (1− p/2) are also calculated.

The assumptions (3) and (4) make it possible to derive a length-estimate
equation (5) for calculating the embedding ratio p

2(d1 + d0)x2 + (d−0 − d−1 − d1 − 3d0)x + d0 − d−0 = 0 (5)

d0 = RM (p/2)− SM (p/2), d1 = RM (1− p/2)− SM (1− p/2)

d−0 = R−M (p/2)− S−M (p/2), d−1 = R−M (1− p/2)− S−M (1− p/2)

The embedding ratio is calculated from the root whose absolute value is
smaller by

p = x/(x− 1/2) (6)

3 Deduction of RS Length-Estimate Equation

According to Fig.1 R−M ,S−M is linear while RM and SM can be simulated by
two quadratic equations. We will deduce the equation (5), which is not proved
in [1].

Firstly, we use a transformation of coordinates T1 : [p/2, 1 − p/2] → [0, 1],
and the coordinates 0, p/2, 1/2, 1 − p/2 in original coordinates system will be
turned into p/(p− 2), 0, 1/2,1 in new coordinates system.

In new coordinates system, points (0, R−M (p/2)) and 1, R−M (1−p/2) decide
the equation:

R−M (x) = [R−M (1− p/2)−R−M (p/2)]x + R−M (p/2) (7)

Similarly, S−M (x) can be decided by points (0, S−M (p/2)) and (1, S−M(1−p/2)).

S−M (x) = [S−M (1− p/2)− S−M (p/2)]x + S−M (p/2) (8)

SM (x) can be decided by points (0, SM (p/2)), (1/2, SM (p/2)) and (1, SM

(1− p/2))

SM (x) = 2[SM (p/2) + SM (1− p/2)− 2SM (1/2)]x2

+[−SM (1− p/2)− 3SM (p/2 + 4SM (1/2))] + SM (p/2) (9)

RM (x) can be decided by points (0, RM (p/2)), (1/2, RM (p/2)) and (1, RM

(1− p/2))

RM (x) = 2[RM (p/2) + RM (1− p/2)− 2RM (1/2)]x2

+[−RM (1− p/2)− 3RM (p/2 + 4RM (1/2))] + RM (p/2) (10)
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According to hypothesis (3), RM (x) and R−M intersect at x = 0 in origin
coordinates system, so x = p/(p − 2) is in new coordinates system, and we can
obtain,

2[RM (p/2) + RM (1− p/2)− 2RM (1/2)]x2

+[−RM (1− p/2)− 3RM (p/2 + 4RM (1/2))] + RM (p/2)
= [R−M (1− p/2)−R−M (p/2)]x + R−M (p/2) (11)

Similarly, S−M and SM also intersect at p/(p− 2), then,

2[SM (p/2) + SM (1− p/2)− 2SM (1/2)]x2

+[−SM (1− p/2)− 3SM (p/2 + 4SM (1/2))] + SM (p/2)
= [S−M (1− p/2)− S−M (p/2)]x + S−M (p/2) (12)

Subtracting (12) from (11) yields

2[RM (p/2)− SM (p/2) + RM (1− p/2)− SM (1− p/2)]x2

+[R−M (p/2)− S−M (p/2)−R−M (1− p/2)− S−M (1− p/2)
−RM (1− p/2)− SM (1− p/2)− 3RM (p/2)− SM (p/2)]x

+RM (p/2)− SM (p/2)−R−M (p/2)− S−M (p/2) (13)

Let

d0 = RM (p/2)− SM (p/2), d1 = RM (1− p/2)− SM (1− p/2)

d−0 = R−M (p/2)− S−M (p/2), d−1 = R−M (1− p/2)− S−M (1− p/2)

2(d1 + d0)x2 + (d−0 − d−1 − d1 − 3d0)x + d0 − d−0 = 0

4 The Dynamical RS Steganalysis Algorithm

The precision of RS is based on the hypotheses (3) or (4). Once the hypotheses
do not hold, the quadratic equations (5) above will not hold. Hence, when the
embedding ratio is low, the errors of those hypotheses will make decision inaccu-
rate. And when there is no embedded message in images, the false alarm rate is
high. In this section, we will give further analysis on hypothesis (3), and present
an improved algorithm to estimate the embedding ratio precisely.

Fixed mask M : [0110] is used in conventional RS method. However, RM (0)
is not absolutely equal to for this mask, and neither is equal to R−M (0) actually.
This initial deviation may lead a serious estimate error. In our new algorithm,
we establish a mask set by selecting N kinds of different masks. For example,
one 4-tuple mask in the mask set can be expressed by Mi i = 1, 2, · · · , N.
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Let εRMi
= R−Mi

(0) − RMi
(0) and εSMi

= S−Mi
(0) − SMi

(0), so equation
(5) will be turned into

2(d1Mi
+ d0Mi

)x2 + (d−0Mi
− d−1Mi

− d1Mi
− 3d0Mi

)x + d0Mi
− d−0Mi

= εRMi
+ εSMi

(14)

According to RS method, we can select a series of different masks, for each
Mi we will get a set of values of RMi

(1 − p/2), SMi
(1 − p/2), R−Mi

(1 − p/2),
S−Mi

(1− p/2),RMi
(p/2), SMi

(p/2), R−Mi
(p/2), S−Mi

(p/2).Then we can calcu-
late the parameters in (5) and obtain an equation corresponding Mi sequentially.

Only when the initial deviation |εRMi
+ εSMi

| is very close to 0, the detection
result can be accurate.

Let
a = 2(d1Mi

+ d0Mi
), b = d−0Mi

− d−1Mi
− d1Mi

− 3d0Mi
, c = d0Mi

− d−0Mi

then the left side of equation (14)

2(d1Mi
+ d0Mi

)x2 + (d−0Mi
− d−1Mi

− d1Mi
− 3d0Mi

)x + d0Mi
− d−0Mi

(15)

is changed into ax2 + bx + c, After being squared, it becomes

a2x4 + 2abx3 + (2ac + b2)x2 + 2bcx + c2 (16)

then calculate the differentiate of (16), we can get

4a2x3 + 6abx2 + (4ac + 2b2)x + 2bc (17)

To get the minimum value of |εRMi
+ εSMi

|, we should let the value of (16) is
equal to 0 as follows,

4a2x3 + 6abx2 + (4ac + 2b2)x + 2bc = 0 (18)

Selecting an appropriate one from the three roots of (18) as p, and substi-
tuting it into (15), we can obtain the value of (15) QMj

under current mask
Mj . Similarly, we also can obtain others QMj

under corresponding masks Mi,
i = 1, 2, · · · , N , i �= j.

Choose the minimum value from all the ones of Q, and record the correspond-
ing p and mask. Then this mask is optimal for the current image and p is the
most accurate estimate value.

5 Experimental Results

5.1 Absolute Average Error Analysis

Firstly, we selected 50 standard test images (such as Lena, peppers and so on, see
Fig.2) with 512×512 pixels and 200 images come from Sony digital camera with
800×600 pixels. We created a series of test images by embedding secret messages
into the four images using random LSB replacement method with embedding
ratios 0, 3%, 5%, 10%, 20%, · · · , 100%. Then we estimated the embedding ratio
from those test images using RS method and our DRS method, respectively.
Table 1 lists the estimated results which indicate that our new algorithm is
more effective and reliable than RS method.
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(a) Lena (b) Peppers

Fig. 2. Sample of standard test images

Table 1. Test results of 50 standard images (in percent)

standard im-
ages(50)

images of
ours(200)

RS DRS RS DRS

0 1.48 0.26 1.89 0.76

3 4.40 3.34 1.55 2.19

5 6.55 5.09 3.40 4.17

10 11.66 10.56 8.71 9.45

20 22.90 20.83 18.91 19.54

30 32.70 30.07 29.42 29.51

40 41.90 40.20 39.37 39.52

50 52.98 50.50 50.56 50.20

60 59.81 60.00 58.55 58.01

70 72.07 70.33 72.44 70.87

80 79.67 79.04 80.61 78.88

90 91.08 90.19 90.85 89.69

100 96.95 99.16 97.37 99.78

5.2 Correct Rate Test

To compare the correct rate of DRS method with conventional RS method, we
did the same experiments for above 250 images. For minimize the false alarm rate
and missing report rate, we selected 0.03 as the threshold based on experiments.
The correct rates of experimental results are shown in the Table 2. Compared
with conventional RS method, our method can greatly decrease the false alarm
rate, which is about 8% now. Meanwhile, the missing rate is decreased. From
Table 2, we can also find that the estimate accuracy is higher than conventional
RS method when the embedding ratio is 5%. If the embedding ratio is higher
than 5%, the DRS method’s missing ratios are all about 0.

5.3 Standard Deviation Analysis

Fig.3 describes the absolute average error of the three types of test image sets
respectively.
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Table 2. Correct rates of judgments (in percent)

standard images
(50)

others images
(200)

RS DRS RS DRS

0 90 96 76 96

3 68 94 78 98

5 84 100 96 100

10 96 100 98 100

15 98 100 100 100

20 98 100 100 100

30 100 100 100 100

40 100 100 100 100

50 100 100 100 100

60 100 100 100 100

70 100 100 100 100

80 100 100 100 100

90 100 100 100 100

100 100 100 100 100

Fig. 3. Standard deviation comparison between DRS and RS

From Fig.3, we can obtain that the absolute average error and the standard
deviation of DRS analysis method are smaller than these of conventional RS
method.

6 Conclusions

In this paper, we improve the conventional RS steganalysis method by selecting
mask dynamically. The novel method has following advantages: the lower false
alarm rate and missing report rate, the more accurate estimating embedding
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ratio and the faster detection speed. The theoretical deduction of the length-
estimate equation of RS method is also given.
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Abstract. We propose a digital watermarking method for gray-tone
images in which each watermark consists of a collection of single points
and each point is encoded in the spatial domain of the whole image. The
method is somewhat related to physical digital holograms and interfer-
ence images. Reconstruction of such watermarks is based on a similar
principle as the reconstruction of physical holograms.

While encoding a watermark in the spatial domain one of the major
problems is to avoid a textured appearance due to the encoding scheme.
We avoid a recognizable pattern by creating pseudorandom keyed water-
marks, which resemble random noise.

The method proposed yields robust watermarks that are resistant
against many attacks which preserve the distance between points (filter-
ing, rotation, JPEG compressing). The watermarking scheme provides
means for detection and reversal of scaling transformations, thus making
the watermark resistant to this attack.

The original picture is not required for reconstruction. The water-
mark is quite hard to detect, which prohibits easy violation of watermark
protection.

Our method guarantees exact reconstruction provided that the wa-
termark image consists of a limited number of white pixels on a black
background.

1 Introduction

Digital watermarks are used for protecting digital images and contain informa-
tion necessary for exercising the rights of the owner. They need to be robust
in the sense that digital image operations occurring during normal use do not
destroy the watermark.

Two types of watermarks can be distinguished – watermarks that can be
easily detected by everyone and the information they carry can be extracted (e.g.
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the name of the copyright owner) and such that are undetectable. Our scheme
constitutes an undetectable watermark, which cannot be easily recognized in an
image without the proper key. In such a scenario it is not crucial to encode a lot
of information in the watermark. The most important issue is whether an image
carries a watermark created with a given key.

There has been a lot of research on watermark schemes in the last decade
(see for instance [1]). Despite enormous efforts there is no ultimate solution of
this problem. To the best of our knowledge, every scheme proposed so far has
some weakness that can be exploited by an adversary attacking the watermark.

Geometric distortions in the image are particularly dangerous. A standard
set of operations, called RST, consist of rotations, scaling and translations (shift-
ing the pixels some number of positions). However, there are further geometric
attacks such as cropping the image or nonlinear transformations. Each of these
techniques destroys watermarks for which the pixel positions cannot be changed.

A general idea to resist RST attacks is to find image characteristics invariant
to the RST operations. Then we may encode a watermark into these character-
istics – obviously this requires some freedom to manipulate the image without
influencing it so that the changes become detectable by a human eye. A solution
of this kind based on Fourier-Mellin transform is proposed in [3]. The method
requires the original image and implementation problems have been claimed [2].
Fourier-Mellin transform is used again in [4], a characteristic vector of a digital
image is defined so that it remains unchanged during RST operations. Again,
implementation problems due to inaccuracies during embedding and detection
computations have been reported. A similar approach [2] based on Radon trans-
form provides a scheme that is claimed to be practical. Nevertheless, it has a
weak point: the characteristic vector changes substantially if the watermarked
image is not “homogeneous” and we crop it.

Digital watermarks proposed in [5] are constructed in a way that mimics
physical holograms. They have a remarkable property that the watermark image
can be reconstructed from each reasonably large block of pixels. However, the
scheme is based on Fourier transform, with the watermark reconstructed in the
frequency domain. Our experiments have shown that the watermark can be easily
removed by blurring the watermarked image slightly.

Features of the New Scheme. We propose a scheme that is based on a very
simple idea, but surprisingly yields very good results. Let us point to its major
features:

– Watermark retrieval does not require the original image.
– Watermarks are resistant to translations, cropping and symmetries.
– Watermarks are resistant to scaling after such an operation has been detected.

The watermarking scheme provides means for detecting scaling operations.
– Watermarks are resistant to standard image processing operations, such as

changing the contrast, changing the brightness, blurring, adding random
noise and JPEG compression.

– Watermarks can be retrieved from image parts, without even knowing the
original location of the part within the image.
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– The robustness of the scheme has been tested against the Stir Mark bench-
mark suite and satisfactory results have been obtained.

– A watermark is composed of single white pixels on a black background with
white point positions encoding the watermark information.

– Once a watermark is known, it can be easily removed from the image by
superposing the same watermark but with the negative sign.

– Watermarks are created with a secret key. The key is necessary for detecting,
restoring and removing the watermark image.

– Retrieving a watermark is computationally intensive. In most practical cases
this prohibits examining the images for watermarks without knowledge of
the key and without access to enormous computing resources.

The paper is organized as follows: in Section 2 we present the physical mo-
tivation for our scheme and give a theoretical background for the watermarking
encoding and decoding algorithms, which are described in Section 3. The results
of our experimental evaluation are presented in Section 4.

2 Interference Images

Let us describe the basic idea of our approach. Assume that we have to encode a
watermark image which can be represented as a matrix (ai,j)i,j≤n, where ai,j = 1
if pixel (i, j) is white, and ai,j = 0 otherwise. We assume that the white pixels
are used to encode the information, so the main issue is how to represent a single
white pixel. For this purpose let us recall the phenomenon of interference images.

Physical Motivation. Let us recall the Young experiment: coherent monochro-
matic light is passing through two small slits H1, H2 lying close to each other
on plane P . The light is diffracted when passing through the holes and it goes
into all possible directions. Consider a single point A on plane Q parallel to P .
The distances between A and H1 and between A and H2 are slightly different.
Let λ be the length of the light wave. The waves passing through H1 and H2

are in the same phase, but they have different distances to reach A. So when
they reach A, they are shifted in phase – the shift corresponds to the additional
distance one of these waves has to go. If the difference equals λ · i, for i ∈ N,
then the waves sum up. But if the difference is λ · i + λ/2, for i ∈ N, then the
waves cancel themselves out. It follows that on screen Q we get an interference
pattern consisting of dark and bright lines. This effect is called two-source light
interference. If there is more than one pair of slits in P , the values corresponding
to different pairs sum up.

General Framework. First we pick a certain function F (later we discuss the
necessary properties of F ). Let Fi,j(x, y) = F (x− i, y− j). Then we represent a
watermark image (wi,j) by the sum∑

i,j

wi,j · Fi,j .
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That is, in the resulting image the pixel with coordinates (a, b) has the value

ha,b =
∑
i,j

wi,j · F (a− i, b− j) . (1)

Reconstruction of the watermark image from H = (hi,j) will be performed by
computing for every point of the watermark

wa,b :=
∑
i,j

|hi,j − F (a− i, b− j)| . (2)

Let us explain informally the motivation for such a reconstruction rule. Let
us assume that the watermark image consists of points (e1, f1), (e2, f2), (e3, f3).
Then

hi,j = F (i− e1, j − f1) + F (i− e2, j − f2) + F (i− e3, j − f3) . (3)

So for the point (e1, f1) the reconstruction rule yields∑
i,j

|F (i− e2, j − f2) + F (i− e3, j − f3)| . (4)

On the other hand, if we perform reconstruction at a point (u, v) that is different
from (e1, f1), (e2, f2), (e3, f3), then the negative term in Eq. 2 does not cancel
any of F (i− ek, j − fk) and we get the expression:∑

i,j

|F (i− e1, j − f1)+F (i− e2, j − f2)+F (i− e3, j − f3)−F (i− u, j − v)|. (5)

For summation over all integer i, j and after removing the absolute values we
would get exactly the same result for Eq. (4) and Eq. (5). However, it may
happen that F (i−u, j−v) > F (i−e1, j−f1)+F (i−e2, j−f2)+F (i−e3, j−f3).
Then in Eq. (5) we get an extra positive value that does not cancel out due
to the use of absolute values. If we assume that F (i − el, j − fl), l = 1, 2, . . .
and F (i−u, j− v) are independent random variables uniformly distributed over
[0,M ], then one can prove that the difference between expected values of the
corresponding additive factors in by Eq. (5) and Eq. (4) is of order M/k!, where k
is the number of white points in the watermark image. Certainly, the assumption
about stochastic independence is not valid mathematically, but for our choice of
function F similar phenomena can be observed. An important point is that for
large k we cannot hope for a good reconstruction due to the factor M/k!.

An alternative way of computing reconstruction values based on orthogonal
functions could be

wa,b :=
∑
i,j

hi,j · F (a− i, b− j) .

However, our experiments have shown that for the employed functions F and
images occurring in practice, reconstruction with equality (2) yields significantly
better results.
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In order to get reasonable resistance against attacks on watermarks we need
some properties of F . The first point is that an adversary could crop the image,
for instance take only one quarter of it, that is, put value 0 at all points except
the chosen quarter. The crucial issue then is how much of the value wa,b is con-
tained in the chosen quarter. We need a property that each rectangular block
of points B contributes a value into wa,b which is roughly proportional to the
area of B, provided that B is not too small. Informally speaking, the “energy”
of a white watermark pixel should be dispersed quite evenly on the whole trans-
formed image. The last property would automatically yield resistance against
local editions in image H.

In order to get resistance against operations like replacing a pixel value
through the average in its closest neighborhood, we need the property that the
image H does not consist of waves of high frequency only. This objective con-
tradicts the previous objective, where high frequency waves are preferred. So we
need to find a proper compromise.

Another point is that the objects that are likely to appear on the images
to be watermarked, should be almost orthogonal to functions Fi,j (in the sense
that such objects do not contribute many small values in the sum from Eq. (2)).
For instance lines, treated as functions with value 1 on the line points and zero
elsewhere, should be orthogonal to functions Fi,j . This excludes the functions
such as F (x, y) = cos(max(x, y)), since vertical and horizontal lines of the image
would coincide with constant values of F . Ideally, if we take a curve at which
the value of F is constant, then the pixel values on the image to be watermarked
should form a quasi-random multiset of values. Of course, this should be true
for images that can occur in practice.

Artificial Pseudorandom Interference Images. We consider “interference
images” created by changing the functions – from those describing physical re-
ality to more handy ones suitable for watermarking. First we consider an inter-
ference image for a pair of holes located at point (0, 0) with interference value
at point (x, y) described by a function

F (x, y) = cos
(√

x2 + y2 + z2
)

where z is a parameter which can be thought of as the distance between the
planes P and Q introduced in the description of the physical motivation. This
image is not suitable for watermarking, since it contains visible circles. Thus, we
introduce pseudorandomness to the interference images. Let H be a secure hash
function and K be a secret key used for watermarking. We define

FK(x, y) = PK

(
∠(x, y) mod r,

√
x2 + y2 + z2

)
·
(√

x2 + y2

f
+ 1

)−1

where ∠(x, y) = 90 2
π arctan

(
x
y

)
, and PK(a, b) = H(K, a, b) .
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Fig. 1. Interference image values with function FK

Thus the value of FK(x, y) depends both on the distance of point (x, y) from
(0, 0) and on the angle ∠(x, y) of the vector (x, y). Basing on the security of the
hash function, it is impossible to predict the value of FK(x, y) without knowledge
of key K.

Fig. 1 depicts a circle of points in distance d from point (0, 0). As the values
of FK depend on the residue of the angle ∠(x, y) modulo r, the same pattern
is repeated every r degrees. Thus when the interference image is rotated by a
multiple of r degrees, reconstructing the watermark is possible. In order to deal
with rotations by non-multiples of r, we have to try to reconstruct the watermark
for r different rotations. (Note that it is not necessary to know around which
point the image has been rotated.)

The “width” w of the circle (see Fig. 1) is determined by arithmetic precision
of the computation of the distance from point (0, 0). The height h of each sector
of the circle is determined by the arithmetic precision of the angle computation.
This can be assumed to be one degree.

The term
(√

x2+y2

f + 1
)−1

influences intensity of FK(x, y) based on the

distance between (0, 0) and (x, y) and a constant parameter f .
In order to obtain integer values as arguments of PK (and therefore of H),

both input parameters are divided by, respectively, w and h and truncated to
integer values.

3 Watermarking Algorithm

Creating a Watermark. The watermark is created by inserting the vertices of
z/3 equilateral triangles with edge length T equally distributed on the watermark
image. Thus the watermark image consists of z white pixels.

Inserting a Watermark into an Image. Let hi,j denote the value of pixel
(i, j) of the interference image. In order to construct this image and embed it
into the cover image we execute the following steps:
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1. We start with a black interference image of size n× n, which is equal to the
size of the watermark.

2. For each white point (a, b) of the watermark and every point (i, j) within
the interference image the value of F (a− i, b− j) is computed and added to
the current value of hi,j .

3. The intensity of the interference image is normalized, so that the minimum
intensity of a pixel equals −α

2M and the maximum equals +α
2M, where

M is the maximum intensity of the cover image. Values in between are
scaled linearly. Parameter α determines the strength of the embedding of
the interference image within the cover image. A bigger value of α results in
a stronger watermark but lowers image quality.

4. The interference image and the cover image are superposed by adding the
intensities of the pixels. The result represents the watermarked image.

5. The normalization procedure is applied to the watermarked image with the
bounds 0 and M.

In Point 2, we compute interference values as given by Eq. (1). Time com-
plexity of inserting a watermark is proportional to n2 times the number of white
pixels.

Watermark Reconstruction. Our goal is to determine whether an image
has been watermarked with a given key K. The reconstruction process consists
of two phases. First, the scale factor of the image is detected and the image is
re-scaled properly. In the second phase, the actual reconstruction takes place.

1. The watermarked image is rotated by 0, 1, 2, . . . , r degrees (recall that r is
the angular periodicity of FK). The next algorithm steps are executed for
each of these rotations until a watermark is found.

2. If the watermarked image has been scaled so that the distance between points
is changed, this scaling must be detected and reversed. So, prior to the actual
reconstruction the detection of the performed scaling is done in the following
way:
(a) An image part is chosen, such that there has been at least one watermark

point encoded in this part. If the z points have been distributed uniformly
over the whole watermark, then every image part of appropriate size
should contain such a point.

(b) A reconstruction for this part is computed for every reasonable scale
factor. This reconstruction is performed as in step 3.

(c) The value of each point is considered as a function of the scale factor. For
each point the maximum peak is detected. The peaks among all points
are ordered according to their size. The scale factor of the largest peak
is chosen as the proper scaling factor and used for the reconstruction.

(d) The image is scaled by the discovered scale factor.
3. The actual reconstruction process is as follows:

(a) For each position (a, b) of the watermark we compute

wa,b :=
∑
i,j

|oi,j − FK(a− i, b− j)|, (6)
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where oi,j is the pixel value of the watermarked image at point (i, j).
(b) The difference between oi,j and FK(a− i, b− j) is near to zero for pixels

which have been white in the watermark (since oi,j is closer to FK(a −
i, b − j) in this case). Thus we invert the reconstructed watermark, so
that the brightest pixels in the reconstructed watermark stand for those
which have been white in the watermark.

(c) We find the δz brightest pixels. The δ factor allows for some error-
correction, if due to noise there are invalid bright pixels. Additionally, if
more than one bright pixel is found in a small area, only one represen-
tative of them is chosen to be used in the computation. Such a situation
can occur if due to scaling the intensity of a watermark pixel goes over
to its neighboring pixels.

(d) We look for equilateral triangles with vertices among the brightest pixels.
If enough triangles with an edge length of T are found, the watermark
is detected.

The presented algorithms work with low-precision arithmetic implemented
using integer numbers, with a resolution of 10−2.

4 Experimental Results

We have implemented our scheme and checked the results to examine the prac-
tical relevance of the algorithm. We have looked for appropriate values of pa-
rameters giving good reconstruction results. The values has been chosen to be
d = 2000, k = 6, r = 10, δ = 1.3, T = 100, z = 8 and f = 25

√
2n2. Embedding

of watermarks into the cover image is performed with the factor α = 0.2, which
leads to a PSNR value larger than 32dB for all tested images. All images used
in the test process had an original size of 1024 × 1024 pixels and were encoded
using 8-bit grayscale values.

The watermarking process takes about one second on a modern-class PC
whereas the reconstruction can last up to a few hours on a comparable computer.

Fig. 2(a) presents one of the cover images from the StirMark suite, whereas
Fig. 2(b) is the cover image with the watermark embedded. The interference
image is shown in Fig. 3.

Watermark Robustness. We have examined the resistance of the watermark
against several common attacks by invoking the Stir Mark Benchmark 3.1 [6]
suite. We summarize the results

– Cropping – All tests (from 1% to 75%) passed. (9 of 9 successful)
– Remove rows/columns – Tests 1/1, 1/5 and 5/1 passed. (3 of 5 successful)
– Flip – Test passed. (1 of 1 successful)
– Scaling – All tests (from 0.5 to 2.0) passed. (6 of 6 successful)
– Change aspect ratio – All tests passed. (8 of 8 successful)
– Rotation with cropping – Tests with rotation smaller than 30% passed. (13

of 16 successful)
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(a) original (b) watermarked

Fig. 2. Cover image prior to watermarking and afterwards

Fig. 3. Interference image for watermark

– Rotation with cropping and scaling – Tests with rotation smaller than 30%
passed. (13 of 16 successful)

– Shearing – Tests with shearing of 1% on one axis passed. (2 of 6 successful)
– General linear transformation – No tests passed. (0 of 3 successful)
– StirMark – Test not passed. (0 of 1 successful)
– Gaussian filtering – Test passed. (1 of 1 successful)
– Sharpening – Test passed. (1 of 1 successful)
– Median filtering – All tests passed. (3 of 3 successful)
– LRAttack – Test passed. (1 of 1 successful)
– JPEG compression – All tests passed. (12 of 12 successful)

In overall 77 of 89 tests have been successful. In the present implementation
there are no countermeasures against linear transformations applied, however a
similar approach as for scaling may be used.
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The StirMark test consists among others of distortions like shearing, stretch-
ing and rotating and nonlinear transformations like bending and random dis-
placement. Its success against our scheme is mainly due to nonlinear trans-
formations. However, there are techniques that help to trace which nonlinear
transformations have been used. They might enable recovery of the image before
transformations and in this way – recovery of the watermark. These countermea-
sures have not been included yet in the implementation tested.

5 Conclusion

The presented watermarking method is robust against several common attacks
and provides an innovative technology for embedding undetectable watermarks
in the spatial domain of images. A nice feature of the scheme is that the wa-
termarks are reconstructed exactly – so it enables direct encoding of digital
information.

Its asymmetric behavior – easy insertion and time-costly reconstruction even
with a known key – might be a useful tool for copyright protection in the Web.
Massive and automatic coping of digital images would require removing the
watermarks – which is computationally intensive.

The main concern of the scheme remain nonlinear transformations. Future
work should encompass the application of detection schemes for these transfor-
mations.
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Abstract. The fingerprinting technique consists in making the copies
of a digital object unique by embedding a different set of marks in each
copy. However, a coalition of dishonest users can create pirate copies that
try to disguise their identities. We show how equidistant, binary codes
that can be used as fingerprinting codes.

1 Introduction

The concept of fingerprinting was introduced by Wagner in [4] as a method to
protect intellectual property in multimedia contents. The fingerprinting tech-
nique consists in the embedding of marks into an object in order to be able to
distinguish it from other objects of the same kind. If the owner of a fingerprinted
object misbehaves and illegally redistributes his object then the embedded fin-
gerprint will allow to trace him back.

Since fingerprinted objects are all different from each other, they can be com-
pared one another and some of the embedded marks detected. So, to attack a
fingerprinting scheme, a group of users collude [1], compare their copies and pro-
duce another copy that hides their identities. Therefore a fingerprinting scheme
must take this situation into account, and place marks in a way that allows to
trace back the members of such treacherously behaving collusions. Error correct-
ing codes can be used in fingerprinting schemes, since one can take advantage of
their structure.

In this paper we first discuss the use of equidistant codes as collusion secure
fingerprinting codes against collusions of size 2. Secondly, we show how by giv-
ing structure to a code, tracing dishonest users can be accomplished by going
through the trellis of the code. Moreover, we also show that this process can be
improved if the code is systematic.
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The paper is organized as follows. In Section 2 we provide an overview of the
coding theory concepts used throughout the paper. The use of equidistant codes
as fingerprinting codes is discussed in Section 3. Section 4 deals with the tracing
process and how it can be efficiently accomplished. In Section 5 we summarize
our work.

2 Previous Results

2.1 Coding Theory Overview

Let IFn
q be the vector space over IFq, then C ⊆ IFn

q is called a code. The field,
IFq is called the code alphabet. A code C is called a linear code if it forms a
subspace of IFn

q . If q = 2 then the code is called a binary code. An element
x = {x1, . . . , xn} of IFn

q is called a word. The number of nonzero coordinates in
x is called the weight of x and is commonly denoted by w(x). The Hamming
distance d(a,b) between two words a,b ∈ IFn

q is the number of positions where
a and b differ. The minimum distance d of C, is defined as the smallest distance
between two different codewords. If the dimension of the subspace is k, and its
minimum Hamming distance is d, then we call C an [n,k,d]-code. A code whose
codewords are all the same distance apart is called an equidistant code.

A (n−k)×n matrix H, is a parity check matrix for the code C, if C is the set
of codewords c for which Hc = 0, where 0 is the all-zero (n−k) tuple. Each row
of the matrix is called a parity check equation. A code whose codewords satisfy
all the parity check equations of a parity check matrix is called a parity check
code.

For any two words a, b in IFn
q we define the set of descendants D(a,b) as

D(a,b) := {x ∈ IFn
q : xi ∈ {ai, bi}, 1 ≤ i ≤ n}. For a code C, the descendant

code C∗ is defined as: C∗ :=
⋃

a∈C,b∈C D(a,b).
If c ∈ C∗ is a descendant of a and b, then we call a and b parents of c.
Note that the concepts of descendant and parents model the situation of

a collusion attack, the descendant being the word in the pirate copy, and the
parents being the participants in a collusion.

Let C be an equidistant binary code, and let z ∈ C∗. Then there are three
possible configurations for the parents of z.

1. Star : there is a single codeword, say u, such that d(u, z) ≤ (d/2)− 1.
2. “Degenerated” star : there is a single pair of codewords, say {u,v}, such that

d(u, z) = d(v, z) = d/2.
3. Triangle: there three possible pairs of codewords, say {u,v}, {u,w} and
{v,w}, such that d(u, z) = d(v, z) = d(w, z) = d/2.

2.2 Trellis Representation of Block Codes

The contents of this section are based on [5].
For a binary linear block code, a trellis is defined as a graph in which the

nodes represent states, and the edges represent transitions between these states.
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The nodes are grouped into sets St, indexed by a “time” parameter t, 0 ≤ t ≤ n.
The parameter t indicates the depth of the node. The edges are unidirectional,
with the direction of the edge going from the node at depth t, to the node at
depth t + 1. Each edge is labeled using an element of IF2.

In any depth t, the number of states in the set St is at most 2(n−k). The states
at depth t are denoted by si

t, for certain values of i, i ∈ {0, 1, . . . , 2(n−k) − 1}.
The states will be identified by binary (n−k)-tuples. In other words, if we order
all the binary (n − k)-tuples from 0 to 2(n−k) − 1, then si

t corresponds to the
ith tuple in the list. Using this order, for each set of nodes St, we can associate
the set It that consists of all the integers i, such that si

t ∈ St. The set of edges
incident to node si

t is denoted by I(si
t).

In the trellis representation of a code C, each distinct path corresponds to a
different codeword, in which the labels of the edges in the path are precisely the
codeword symbols. The correspondence between paths and codewords is one to
one, and it is readily seen from the construction process of the trellis, that we
now present.

The construction algorithm of the trellis of a linear block code, uses the fact
that every code word of C must satisfy all the parity check equations imposed
by the parity check matrix H. In this case, the codewords are precisely the
coefficients c1, c2, . . . , cn of the linear combinations of the columns hi of H, that
satisfy

c1h1 + c2h2 + · · ·+ cnhn = 0, (1)

where 0 is the all zero (n− k)-tuple.
Intuitively, the algorithm first constructs a graph, in which all linear combi-

nations of the columns of H are represented by a distinct path. Then removes
all paths corresponding to the linear combinations that do not satisfy (1).

1. Initialization (depth t = 0):
S0 = {s0

0}, where s0
0 = (0, . . . , 0).

2. Iterate for each depth t = 0, 1, . . . , (n− 1).
(a) Construct St+1 = {s0

t+1, . . . , s
|It+1|
t+1 }, using

sj
t+1 = si

t + clht+1

∀i ∈ It and l = 0, 1.
(b) For every i ∈ It, according to 2a:

– Draw a connecting edge between the node si
t and the 2 nodes it

generates at depth (t + 1), according to 2a.
– Label each edge θi,j

t , with the value of cj ∈ IF2 that generated sj
t+1

from si
t.

3. Remove all nodes that do not have a path to the all-zero state at depth n,
and also remove all edges incident to these nodes.

According to the convention in 2b, for every edge θi,j
t , we can define the

function label of(θi,j
t ) that, given a codeword c = (c1, c2, . . . , cn), returns the

cj that generated sj
t+1 from si

t.
There are 2k different paths in the trellis starting at depth 0 and ending at

depth n, each path corresponding to a codeword. Since the nodes (states) are
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generated by adding linear combinations of (n−k)-tuples of elements of IF2, the
number of nodes (states) at each depth is at most 2(n−k).

2.3 The Viterbi Algorithm

The Viterbi algorithm is an efficient maximum-likelihood decoding method [2],
when applied to the trellis of a code. Each path of the trellis has an associated
“length”. The Viterbi Algorithm (VA) identifies the state sequence correspond-
ing to the minimum “length” path from time 0 to time n. The incremental
“length” metric associated with moving from state si

t to state sj
t+1, is given by

l[θi,j
t ], where θi,j

t denotes the edge that goes from si
t to sj

t+1.
We consider time to be discrete. Using the notation of Section 2.2, and since

the process runs from time 0 to time n, the state sequence can be represented
by a vector s = 〈s0

0, . . . , s
0
n〉.

Among all paths starting at node s0
0 and terminating at the node sj

t , we
denote by ψj

t the path segment with the shortest length. For a given node sj
t ,

the path ψj
t , is called the survivor path, and its length is denoted by L[ψj

t ].
Due to the structure of the trellis, at any time t = t1 there are at most

|St1 | survivors, one for each si
t1 . The key observation is the following one [2]: the

shortest complete path ψ0
n must begin with one of these survivors, if it did not,

but passed through state sl
t1 at time t1, then we could replace its initial segment

by ψl
t1 to get a shorter path, which is a contradiction.

With the previous observation in mind, we see that for any time (t− 1), we
only need to mantain m survivors ψm

t−1 (1 ≤ m ≤ |It−1|, one survivor for each
node), and their lengths L[ψm

t−1]. In order to move from time t− 1 to time t:

– we extend the time (t− 1) survivors, one time unit along their edges in the
trellis, this is denoted by ψj

t = (ψi
t−1||θ

i,j
t−1).

– compute the new length L[ψi
t, θ

i,j
t ], of the new extended paths, and for each

node (state) we select as the time t survivor the extended path with the
shortest length.

The algorithm proceeds by extending paths and selecting survivors until time n
is reached, where there is only one survivor left.

3 Equidistant Codes as Fingerprinting Codes

In this section we discuss the use of equidistant codes as fingerprinting codes.
Recall from Section 2 that given a descendant, there are three possible configura-
tions for the parents of a descendant. Note that among these configurations, the
only one that defeats the fingerprinting scheme is the triangle one, and therefore
it should be difficult for the colluders to achieve it. Below, we show that the
probability, that a collusion generates a descendant that “decodes” in a triangle
configuration, can be made exponentially small by increasing the length (and
reducing the rate) of the code.
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The following notation will be useful. Given a codeword c = (c1, . . . , cn) we
define the support of c as S(c) = {i|ci �= 0, for i = 1, . . . , n}.

Proposition 1. Let C be an [n, k, d] equidistant binary linear code. The mini-
mum distance of C is an even number. Moreover, ∀c, c′ ∈ C − {0} with c �= c′

we have that |S(c) ∩ S(c′)| = d/2.

Proof. Let c �= c′ ∈ C − {0}. Since C is linear and equidistant S(c) = S(c′) =
S(c+c′) = d. Also |S(c+c′)| = |S(c)|+|S(c′)|−2|S(c∩c′)|, therefore |S(c∩c′)| =
d/2.

Proposition 2. In a binary, linear and equidistant code we always have that
the minimum distance increases exponentially with respect the dimension of the
code.

Proof. In fact we will prove that d ≥ 2k−1. We start by constructing a base of
the code. Let B = {b1, . . . ,bm} be such a base. Since the code is linear and
equidistant, |S(bi)| = d and |S(bi) ∩ S(bj)| = d/2, for all bi �= bj .

We now define the set I1
0 = {i : i ∈ S(b1)}, and recursively given Ii

j we also
define Ii+1

2j = Ii
j ∩ {s : s ∈ S(bi+1)} and Ii+1

2j+1 = Ii
j ∩ {s : s /∈ S(bi+1)}.

We stop the recursivity when |Ii
j | = 0. Note that Ii+1

2j ∪ Ii+1
2j+1 = Ii

j . We will
see that B will determine a base of a binary, linear and equidistant code if and
only if

|Ii
2j | =

|Ii−1
j |
2

, for i = 2, . . . , m− 1. (2)

Note that (2) implies that 2i−1 ≤ d = |I1
0 | and therefore the proposition follows.

It is immediate to see that (2) is a sufficient condition. We now show that it is
also a necessary condition.

Suppose that it is not necessary to satisfy (2) in order to obtain a binary,
linear and equidistant code. This implies that there exists a base that does not
satisfy (2). Taking the elements of the base as an ordered set, that is, bases
with the same vectors but considered in a different order are different bases,
we choose one of the bases B′ = {b′

1, . . . ,b′
m} that does not satisfy (2) for a

smallest value i.

Now that i is fixed, we consider the smallest j = 2k such that |Ii
2j | �=

|Ii−1
j |
2

.
Without loss of generality, we can assume that

|Ii
2j | <

|Ii−1
j |
2

= α1 (3)

then (3) implies that

|Ii
2(j+1)| <

|Ii−1
j+1|
2

= α2 (4)

because otherwise, if we consider the vector v = bi + bi+1 and redefining Ii−1
j

and Ii−1
j+1 as a function v, we observe that |Ii−1

j | �= |Ii−2
k |
2

which is a contradiction
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of our initial assumption, because changing bi−1 by v in B′, we have found a
base that does not satisfy (2) for a value less than i.

Therefore we can assume that (3) and (4) are satisfied. But defining Ii−1
j and

Ii−1
j+1 as a function of bi, we see that necessarily |Ii−1

j | < α1 + α2 = |Ii−2
k |
2 which

is another contradiction.
We will use the following proposition.

Proposition 3. Let C be a binary, linear and equidistant code with parameters
[n, k, d]. Let u,v,w ∈ C−{0}, then |(S(u)∩S(w))− (S(u)∩S(v))| = |(S(w)∩
S(v))− (S(u) ∩ S(v))| ≤ d/2.

Proof. Suppose that |S(w) ∩ S(u) ∩ S(v) = d/2 − r with 0 ≤ r ≤ d/2. Then,
since |S(w)∩S(u)| = |S(w)∩S(v)| = d/2 we have that |(S(u)∩S(w))−(S(u)∩
S(v))| = |(S(u) ∩ S(w))| − |S(w) ∩ S(u) ∩ S(v)| = r.

Theorem 1. Let C be a binary, linear and equidistant code with parameters
[n, k, d]. Let u �= v ∈ C and let z be a descendant of u and v, with d(u, z) =
d(v, z) = d/2. Then the probability p that a codeword w ∈ C − {u,v} satisfies
d(w, z) = d/2 is

p ≤ 2k−2k−2

Proof. If u = 0 then to have d(w, z) = d/2 we need that |S(z)| = d/2 and
since |S(v)| = d there are Ntri =

(
d

d/2

)
of such z. In the case that u �= v �=

w �= 0, by Proposition 3 we know that |(S(u) ∩ S(w)) − (S(u) ∩ S(v))| =
|(S(w) ∩ S(v)) − (S(u) ∩ S(v))|, and since |S(w)) − (S(u) ∪ S(v))| = d/2 −
|(S(u)∩S(w))− (S(u)∩S(v))|, if d(w, z) = d/2 we have that d/2 = S(w+z) ≥
d/2−|S(w)∩S(u)∩S(v)|+|S(w))−(S(u)∪S(v))| = d/2 , that is, the descendant
z satisfies |(S(u) ∩ S(z))− (S(u) ∩ S(v))| = |(S(v) ∩ S(z))− (S(u) ∩ S(v))|.

If w = 0, it is clear that |(S(u) ∩ S(z))− (S(u) ∩ S(v))| = |(S(v) ∩ S(z))−
(S(u) ∩ S(v))| = 0.

With this, the number of descendants that we can construct is

Ntri =
d/2∑
i=0

(
d/2
i

)2

=
(

d

d/2

)
.

It is clear that Ntri ≥ 2d/2 and therefore, the probability p that a codeword w
satisfies d(w, z) = d/2 can be bounded by p ≤ 2k

2d/2 = 2k−d/2, but since by the
proof of Proposition 2 we have that d ≥ 2k−1 it follows that

p ≤ 2k−d/2 < 2k−2k−2
.

Intuitively Theorem 1 has the following explanation. The quantity
(

d
d/2

)
is

the number of descendants that can be generated by choosing d/2 positions
from each parent. The greater the quantity, the smaller the probability of a
collusion of coming up with a descendant that forms a triangle configuration.
The probability of a triangle configuration is thus lowered by increasing the
distance and, of course, the length of the code.
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4 Tracing – Identifying the Guilty

We now tackle the problem of how to recover the guilty in case of a collusion attack.
As stated before, this is the same as searching for the parents of a descendant z.

In order to do the search efficiently, we will add structure to an equidistant
code, and work with an equidistant parity check matrix [n, k, d] code C. Such a
code can be represented by a trellis using the results in Section 2.2.

Note that, from Proposition 1 it follows that d is an even number. And since
we don’t know in advance if we have to deal with a star, degenerated star or
triangle configuration, we have to design an algorithm that outputs all codewords
of a (2,2)-separating code within distance d/2 of z. Since the error correcting
bound of the code is �d−1

2 � we have that in the cases, “degenerated” star and
triangle, we need to correct one more than the error correcting bound of the
code. As it is shown below, this can be done by modifying the Viterbi algorithm.

4.1 A Tracing Viterbi Algorithm

In [5] it is shown that maximum likelihood decoding of any [n, k, d] block code can
be accomplished by applying theVA to a trellis representing the code. However, the
algorithmdiscussed in [5] falls into the categoryof uniquedecodingalgorithms since
it outputs a single codeword, and is therefore not fully adequate for our purposes.
In this section we present a modified version of the Viterbi algorithm that when
applied to a descendant, outputs a list that contains all codewords within distance
d/2 of the descendant. If the list is of size 3, then there are three possible pairs of
parents, whose intersection is disjoint. In a fingerprinting scheme, this basically
means that the colluders cannot be traced. The algorithm we present falls into the
category of list Viterbi decoding algorithms [3].

We first give an intuitive description of the algorithm.
Recall that, in order to search for the parents of a given descendant z, we

find, either the unique codeword at a distance less or equal than d
2 − 1 of z, or

the two or three codewords at a distance d
2 of z. Let z = (z1, z2, . . . , zn) be a

descendant. Let θc = {θ0,l
0 , . . . , θi,j

t−1, . . . θ
k,0
n−1} the sequence of edges in the path

associated with codeword c = (c1, . . . , ct, . . . , cn). As defined in Section 2.2, we
have that label of(θi,j

t−1) = ct. Each distinct path of the trellis corresponds to
a distinct codeword, and since we need to search for codewords within a given
distance of z, it seems natural to define the “length” of the edge θi,j

t−1, l[θ
i,j
t−1], as

l[θi,j
t−1] := d(zt, ct) = d(zt, label of(θi,j

t−1)).
Since we expect the algorithm to return all codewords within distance d/2 of

z, we can have more than one “survivor” for each node. For node sj
t , we denote

the lth “survivor” as ψj,l
t .

Using l[θi,j
t−1], we define the length of the path ψj,c

t associated with codeword
c, as the Hamming distance between z and c, both truncated in the first t
symbols, L[ψj,c

t ] := d(z, c) =
∑t

m=1 d(zm, label of(θi,j
m−1)).

Then, whenever L[ψj,c
t ] > d/2 we can remove the path ψj,c

t from considera-
tion. Note that, for a given node the different “survivors” do not necessarily need
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to have the same length. For each node (state) sj
t , in the trellis, we maintain a

list Ψ j
t of tuples (ψj,k

t , L[ψj,k
t ]), k ∈ {1, . . . , |Ψ j

t |}, where ψj,k
t is a path passing

through sj
t and L[ψj,k

t ] is its corresponding length.

Tracing Viterbi Algorithm. (TVA)

Variables:

t time index.
ψj,m

t , ∀j ∈ It mth survivor terminating at sj
t .

L[ψj,m
t ], ∀j ∈ It mth survivor length.

L[ψj,m
t , θi,j

t−1] Length of the path (ψi,k
t−1||θ

i,j
t−1).

Ψ j
t , ∀j ∈ It List of “survivors” terminating at sj

t .

Initialization:

t = 0;
ψ0,1

0 = s0
0; L[ψ0,1

0 ] = 0; Ψ0
0 = {(ψ0,1

0 , L[ψ0,1
0 ])};

Ψ j
t = {∅} ∀t �= 0

Recursion: (1 ≤ t ≤ n)

for every sj
t ∈ St do

m := 0
for every si

t−1 such that θi,j
t−1 is defined do

for every ψi,k
t−1 ∈ Ψ i

t−i

Compute L[ψj,m
t , θi,j

t−1] = L[ψi,k
t−1] + l[θi,j

t−1]
if L[ψj,m

t ] <= d/2
add (ψj,m

t , L[ψj,m
t ]) to Ψ j

t

m := m + 1
Termination:
The codewords associated with each path ψ0,m

n ∈ Ψ0
n are all within distance d/2

of z.

4.2 Improvement

If we allow a simple substraction to be performed at each node, then for system-
atic codes, the number of maintained paths in the recovery Viterbi algorithm
can be reduced. In a systematic code, the message is found unchanged in the
codeword.

The TVA discards a path, whenever its length exceeds d/2. We will now
show, that for systematic codes, at time t ≥ k we are in a position to give a
lower bound on the total length of a path. Therefore, if this lower bound is
greater than d/2, the path can be immediately discarded, without the need for
more computations.

In the construction of the trellis, we saw that every node si
t can be represented

by an (n − k)-tuple, that is a linear combination of the first t columns of H.
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More precisely, for the path corresponding to codeword c = {c1, . . . , cn}, we
have that si

t = c1h1 + · · · + ckht. Moreover, according to (1) we have that
si
t+cn−thn−t+· · ·+cnhn = 0. If the code is systematic, then it can seen that the

columns hn−k, . . . ,hn conform an identity matrix, that is (n−k)-tuples of weight
1, and therefore, at time t = k, we have that the tuples si

k and (cn−k, . . . , cn)
must be identical.

As before let ψ1,m
n be a complete path. Suppose that at time k the path ψ1,m

n

passes through node si
k and that at that time the length of the path is L(ψi,m

k ).
We now give a lower bound on the total length of the path. We have seen that
at a given time t, the length of the path is increased whenever the label of the
edge θi,j

t differs from the symbol in the tth position of the descendant. Therefore,
from time t = k to time t = n, the length of the path will be increased by the
distance dist(si

k, z(n−k,n)) between the (n − k)-tuple representing state si
k and

the tuple z(k+1,n) = (zk+1, . . . , zn) containing the last n − k bits of z. Since
dist(si

k, z(k+1,n)) ≤ |w(si
k) − w(z(k+1,n))|, the total length of the path L(ψ1,m

n )
is lower bounded by L(ψi,m

k ) + |w(si
k)−w(z(k−1,n))|. Note that this reasoning is

also valid for t > k by considering the distance between the last n − t symbols
of si

k, that is si(t−k+1,n−k)
k , and z(t+1,n).

The algorithm below, for time t ≥ k, computes for each path ψi,m
t at each

node si
t, the weight difference |w(si

t)− w(z(t+1,n))| and adds it to the length of
the path L(ψi,m

t ). If the sum is greater than d/2, the path is discarded, otherwise
the path and its new length are added to the list of paths at that node Ψ j

t .

Improved Tracing Viterbi Algorithm.

Variables:

r wt weight of the positions t + 1, . . . , n of z; r wt = w[(zt+1, . . . , zn)]

Initialization:

t = 0;
ψ0,1

0 = s0
0; L[ψ0,1

0 ] = 0; Ψ0
0 = {(ψ0,1

0 , L[ψ0,1
0 ])};

Ψ j
t = {∅} ∀t �= 0

r wt = w[(zt+1, . . . , zn)]; 0 ≤ t ≤ (n− 1)

Recursion: (1 ≤ t ≤ (k − 1))

for every sj
t ∈ St do

for every si
t−1, such that θi,j

t is defined do
m := 0
for every ψi,k

t−1 ∈ Ψ i
t−i

compute L[ψj,m
t ] = L[ψi,k

t−1] + l(θi,j
t )

if L[ψj,m
t ] <= d/2

add (ψj,m
t , L[ψj,m

t ]) into Ψ j
t

m := m + 1
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Recursion: (k ≤ t ≤ (n− 1))

for every sj
t ∈ St do

m:=0
for every si

t−1, such that θi,j
t is defined do

for every ψi,k
t−1 ∈ Ψ i

t−i

compute L[ψj,m
t ] = L[ψi,k

t−1] + l(θi,j
t )

if L[ψj,m
t ] > d/2

discard ψj,m
t

else
set Δw = |w(si(t−k+1,n−k)

k )− w(z(t+1,n))|
if L[ψj,m

t ] + Δw <= d/2
add (ψj,m

t , L[ψj,m
t ]) into Ψ j

t

m:=m+1

Termination:

The codeword associated with each path ψ0,m
n ∈ Ψ0

n is within distance d/2 of z.

5 Conclusions

This paper discusses the use of equidistant codes as fingerprinting codes. It is
shown that equidistant codes are robust against size 2 collusion attacks. We also
discuss a tracing algorithm for such codes. The algorithm traces the colluders
by going through the trellis of the code. Moreover, we show how the algorithm
can be improved when the underlying code is systematic.
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Abstract. This paper introduces a new distribution model of RGB col-
ors in RGB color images that can be easily breakable by LSB embedding.
Regarding the RGB colors as the points of a 3-dimensional lattice space,
we consider the noisiness of some special sets called the δ-cubes. The
model is based on the symmetrical patterns of noise vectors in some of
the comparable δ-cubes. Our new steganalytic technique based on the
model, called by the color cube analysis, was capable to detect reliably
the low-rate LSB embedding, even when it did not have any false detec-
tion, in our experiment.

1 Introduction

Steganography is the art of hiding information by embedding them into innocu-
ous looking cover signals. Digital images are frequently used as the carrier media
of steganographic systems because they contain a lot of redundancies that could
be modulated without having any significant impacts on the visual properties
of the images. Early Steganographers observed that the least significant bits
(LSBs) of image data are extremely random, and considered that the LSBs can
be substituted by random message bits unsuspiciously. The substituting method
is called LSB embedding or LSB steganography.

Steganalysis is the art and science of detecting the steganographic use in
signals. It takes some advantages of statistical or perceptual distinction of stego
signals from cover signals. Several steganalytic algorithms[4, 7, 9] for detecting
LSB steganography are modelled in gray-scale images and can be extended to
RGB color images simply by gathering featured information from each one of
the three projected images into R, G and B planes. These simple extension
techniques, however, can use only either the marginal distributions of RGB colors
or the spacial correlations in each one of the three projected images.

Other types of steganalyses[5, 8] are modelled in RGB color space. The meth-
ods are commonly based on the fact that a steganographic embedding can in-
crease the number of the colors presented in RGB color images. They well dis-
criminate between the stego images and the cover images, when the cover images
are obtained by the conversion from lossy compressed format such as JPEG and
have the small number of colors. However, since the images obtained by the
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scanning process contain fully abundant colors involving complex noise ingredi-
ents and have similar properties like the stego images, the steganalytic methods
cannot discriminate between the scanned cover images and the stego images.

In this paper, we introduce a new distribution model of the RGB colors.
Regarding the RGB colors as the points (or vectors) of a lattice space Z3, the
new concept of the noisiness of a special set called the δ-cube is defined by the
complexity measure in the space. The proposed distribution model is based on
the symmetrical patterns of noise vectors in some of the comparable δ-cubes
called the left and right δ-cubes. Briefly, the left δ-cubes and the right δ-cubes
have the same noisiness levels in high probability. LSB flipping causes the point
shifting of RGB vectors and consequently violates the symmetrical property
of the noisiness levels. Our new steganalytic technique, called by the color cube
analysis, is based on the assumption of the distribution model of the RGB colors.

We notice that the experimental results have shown the remarkably high
detecting rate for the stego images, even when the analysis did not have any
false detection. In the experiment, without false detection, the color cube analysis
detected not only 85% of stego images generated by 10% LSB embedding but
also 24% of stego images generated by 5% LSB embedding. When embedded
message lengths are larger than 20, all of the stego images were detected by our
method. For demonstrating the detecting performance of the color cube analysis,
we will compare the experimental results of our method with the results of
Regular-Singular analysis[7] and Sample Pair analysis[9]. Although our results
are very remarkable, the theoretical reason of the performance is not described.
Alternately, we give some consideration of the impact of LSB embedding on the
distribution model.

This paper is organized as follows. In Section 2, we describe some basic con-
cepts required to our model in the lattice space Z3, that include the complexity
measure and the δ-cubes. In Section 3, we introduce the new distribution model
of RGB colors and give some consideration for the impact of LSB steganography
on the model. Section 4 presents the new steganalytic algorithm based on the
model and the experimental results are displayed in section 5. Finally, we finish
with the conclusion in section 6.

2 Basic Concepts

In this section, we give the basic concepts to be necessary for describing the
proposed approach.

2.1 RGB Color Space

A digitized RGB color image S can be represented by the succession of 3-tuples
s = (σ1,σ2,σ3) whose coordinates σi are integral values which represent the
relative intensities of the components. We treat the RGB colors s as the points
(or vectors) of the 3-dimensional lattice space Z3 and then S is a subset of Z3.
We define a function fS : Z3 → {0, 1} as follows: for every p ∈ Z3,



Color Cube Analysis for Detection of LSB Steganography 539

fS(p) =
{

1 if p ∈ S
0 otherwise (1)

A point p ∈ Z3 is said to be filled with S if fS(p) = 1, and the point p is said
to be empty with S otherwise. The function fS(·) will be called by the state
function with S.

Let F be the collection of subsets of Z3. If a image S is given, we can define
a new measure γS : F → [0,∞], which plays an important role in our approach,
as follows: for every A ∈ F ,

γS(A) =
∑
s∈A

fS(s) (2)

The measure γS will be called by the complexity measure with S. A set A ∈ F
is said to be m-complex with S if γS(A) = m. From the definition, it follows
that 0 ≤ γS(A) ≤ |A| for every A ∈ F . The ratio γ(A)/|A| is used to measure
the noisiness level of S in the set A.

2.2 Color Cube Approach

For a positive integer δ, we shall call the set of the form

Q(a; δ) =
{
s ∈ Z3: σi = αi or σi = αi + δ, 1 ≤ i ≤ 3

}
(3)

by the δ-cube (or specially the color δ-cube) with corner at a. Here, a=(α1, α2, α3).
If an image S is given, the δ-cubes can be classified by the complexity measure γS .
Since a δ-cube has 8(= 23) points, it can have 8-complexity and 28 patterns to the
maximum (See Fig. 1). Let Ωδ be the collection of δ-cubes, and let Ωδ(m) be the
sub-collection ofΩδ that consistsofm-complex δ-cubeswithS.Then, the collection
Ωδ is partitioned into the sub-collections Ωδ(m):

Ωδ = Ωδ(0) ∪Ωδ(1) ∪ · · · ∪Ωδ(8) (4)

The inner points of Q(a; δ) mean the points s of Z3 such that αi ≤ σi ≤ αi+δ
for all i = 1, 2, 3. A cube is called by the inner cube of Q(a; δ) if all the points
of the cube are inner points of Q(a; δ). For example, Q(a; 1) has a unique inner
1-cube of itself and Q(a; δ) has 8 adjacent inner 1-cubes when δ ≥ 2. On the
other hand, the outer points of Q(a; δ) mean the points s of Z3 that are not
inner points of Q(a; δ). A cube is called by the outer cube of Q(a; δ) if all the
points of the cube are outer points of Q(a; δ) with the exception of one point
correspondence. For example, Q(a; δ) has 8 adjacent outer 1-cubes.

3 Distribution Model of RGB Colors

In this section, we present the proposed distribution model of RGB colors and
give some consideration of the impact of LSB embedding on the model.



540 K. Lee et al.

Fig. 1. Pattern inventory of δ-cubes with different complexities in unoriented figure

(floating in three dimension). The black and white colors of points represent the filled

and empty states of the points respectively. If the colors are changed to each other,

C8, C7, C6 and C5 become C0, C1, C2, and C3 respectively

Right Cube

Left Cube

(2i- , 2j- , 2k- )

(2i+ , 2j+ , 2k+ )

(2i, 2j, 2k)

Fig. 2. Left δ-cube and right δ-cube

3.1 Color Cube Distribution Model

From now, we assume that the δ is a positive odd integer. Let P be the set of
the points a of Z3 whose coordinates αi are even integers. For a point a ∈ P ,
we shall call the set

QL(a; δ) = {s ∈ Z3 : σi = αi or σi = αi − δ, 1 ≤ i ≤ 3} (5)

by the left δ-cube with corner at a. Also, we shall call the set

QR(a; δ) = {s ∈ Z3 : σi = αi or σi = αi + δ, 1 ≤ i ≤ 3} (6)

by the right δ-cube with corner at a. Here, a = (α1, α2, α3).
It is clear that every point of Z3 is contained in exactly one of the left δ-

cubes. So the left δ-cubes are pairwise disjoint and cover the lattice space Z3.
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The same is true for right δ-cubes.

Z3 =
⋃̇

a∈P
QL(a; δ) and Z3 =

⋃̇
a∈P

QR(a; δ) . (7)

Let Lδ be the collection of left δ-cubes with corners at the points of P , and let
Rδ be the collection of right δ-cubes with corners at the points of P .

Lδ = {QL(a; δ) : a ∈ P} and Rδ = {QR(a; δ) : a ∈ P} . (8)

For a given image S, let Lδ(m) be the sub-collection of Lδ that consists of left m-
complex δ-cubes with S, and let Rδ(m) be the sub-collection of Rδ that consists
of right m-complex δ-cubes with S. Then Lδ and Rδ are partitioned as follows:

Lδ = Lδ(0) ∪ · · · ∪ Lδ(8) and Rδ = Rδ(0) ∪ · · · ∪ Rδ(8) . (9)

The noise vectors of RGB colors are usually assumed to be symmetrically
distributed with 0 mean vector. Our view point is that the noise vectors are
symmetrically distributed in the left and right δ-cubes and have the symmetri-
cal noisiness or patterns in the δ-cubes. So the left and right δ-cubes have the
same complexity in high probability. For the practical use for detection of LSB
steganography, we assume that the following statement is hold:

Assumption of Color Cube Distribution Model: Let δ be a positive odd
integer, and let m be an integer in the interval [1, 8]. Then every cover image S
satisfies the following equation:

E
[∣∣∣Lδ[m]

∣∣∣] = E
[∣∣∣Rδ[m]

∣∣∣] . (10)

The model is a key observation in developing our steganalysis techniques.
The model indicates that the left and right δ-cubes have the similar complex
levels with S. The assumption is reasonable in our view point. LSB embedding,
however, results in the significant modification of the color cube distribution
(See Fig. 3).

Fig. 3. The frequency comparison between left and right m-complex 1-cubes in rac-

ing.bmp before(left) and after(right) LSB embedding of a random message with 100%

capacity. One can observe that the cover image has the approximate statistic of the

color cube distribution model. However, the stego image shows the significant violation

for the symmetrical properties
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3.2 Impact of LSB Embedding on the Model

LSB embedding in a digital image changes the RGB colors drawn from the
image. In a lattice space Z3, it can make a change of the point state; an empty
point becomes a filled point or a filled point becomes an empty point. In fact, it
occurs when the point has a small frequency value such as 0, 1, 2, · · ·. The points
with large frequency values, however, remain to be filled. The more a δ-cube has
the newly generated filled points, the more complex the δ-cube becomes. On the
contrary, the more a δ-cube has the newly generated empty points, the more
simple the δ-cube becomes.

It is clear that the right 1-cube is closed under the LSB modulation, i.e., the
RGB colors on the right 1-cube are changed into the points of the right 1-cube of
itself. If a heavy-weighted right 1-cube contains an empty point, the point tends
to be filled in high probability from the modification of other points having large
frequency values. Furthermore, since random bits are uniformly distributed, the
frequencies of the points of the right 1-cube will be equalized after the LSB
embedding to the RGB colors in the right 1-cube. As the result, the right 1-cube
tends to be more complex after the LSB embedding.

Assuming that the distribution of RGB colors on a lattice space Z3 has a 3-
dimensional bell-shaped curve, we discuss the change of the complexities of δ-cubes
by LSB embedding according to their locations in the distribution as follows:

Center: If a δ-cube is located in the center of the distribution, the points of the
δ-cube have large frequency values. The points of centered δ-cube remain to be
filled in high probability after the embedding. So, the complexities of the δ-cubes
will not be changed by LSB embedding. This case does not make a significant
impact on the color cube distribution.

Slope: If a δ-cube is located in a slope of the distribution, some of the points
of the δ-cube have small frequency values such as 0, 1, 2, · · ·, that are frequently
observed at lower ends of the δ-cube slope. In case of the right δ-cubes
located in slopes, a relatively small frequency valued point s of a right δ-cube
QR is contained in an inner right 1-cube of QR in which most of other points
have larger or equal frequency values than the point s in high probability. By
the histogram equalization of right 1-cubes, the frequency value of the point s
tends to be increased after the embedding. In particular, the empty points of the
right δ-cubes become filled points in high probability. Hence the right δ-cubes
will be more complex. On the contrary, in case of the left δ-cubes located
in slopes, a relatively small frequency valued point s of a left δ-cube QL is
contained in an outer right 1-cube of QL in which most of other points have
smaller or equal frequency values than the point s in high probability. In this
case, the histogram equalization of right 1-cubes results in the decrement of the
frequency value of the point s. In particular, it is possible that some filled points
of the left δ-cubes, having small frequency values, become empty points after the
embedding. Hence, the left δ-cubes will be more simple. As the result, the color
cube distribution model will not be satisfied for the stego images generated by
the LSB embedding.



Color Cube Analysis for Detection of LSB Steganography 543

Tail: If a δ-cube is located in the tail of the distribution, lots of the points of the
δ-cube have 0 frequency values and few points of the δ-cube have small frequency
values. The complexity changes both of the left and right δ-cubes are negligible.
This case does not make a significant impact on the color cube distribution.

4 Detection Algorithm

4.1 Color Cube Analysis

For a given RGB color image S, one can use some statistical measures for check-
ing the similarity of complex levels of the left and right δ-cubes with S. We
use simply the χ2-test[1] as the statistical measure. The following is the formal
procedure for calculating the statistic.

1. Make the state function fS(·) for S from Eqn. (1).
2. Accumulate the distribution of left and right δ-cubes as the cube complexities

with S: For every a ∈ P , calculate the complexity cl of the left δ-cube
QL(a; δ) and increase |Lδ(cl)| by 1. In the same manner, for every a ∈ P ,
calculate the complexity cr of the right δ-cube QR(a; δ) and increase |Rδ(cr)|
by 1.

3. Calculate the p-value for the similarities between |Lδ(m)| and |Rδ(m)| for
m = 1, · · · , 8: We use the χ2-test to determine whether the image S satisfies
Eqn. (10). The expected distribution Y ∗

δ (m) for the χ2-test is computed by
the arithmetic mean:

Y ∗
δ (m) =

|Lδ(m)|+ |Rδ(m)|
2

(11)

The χ2 value for the differences between the distributions is given as

χ2 =
ν+1∑
m=1

(
|Lδ(m)| − Y ∗

δ (m)
)2

Y ∗
δ (m)

, (12)

where ν are the degrees of freedom. Here, ν = 7. Then the p-value p is then
given by the cumulative distribution function,

p =
∫ χ2

0

t(ν−2)/2e−t/2

2ν/2Γ (ν/2)
dt , (13)

where Γ is the Euler Gamma function. return the p-value p.

4.2 Detection Strategy on Multiple δ Values

There are a lot of the positive odd integers. The selection of the δ value affects
the performance of the detection. The well-detecting δ values depend on the
noisiness of a stego image. It happens that a stego image is detected for some
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δ values, although it is not detected for other δ values. Some large δ values,
however, are frequently unavailable for detection of LSB embedding. For the
efficiency of the analysis, it is necessary that some available δ values with good
performances should be obtained.

We assume that the available δ values (δ1, · · · , δmax) and the decision thresh-
olds (T1, · · · , Tmax) are obtained. If a suspicious image S is given, for every
i = 1, · · · ,max, run the color cube analysis on the input (S, δi) and store the
output p-values pi. If there exists a δi such that pi > Ti, then return ”the image
is a stego data”

5 Experimental Results

We display the experimental results of our detection method by ROC (Receiver
Operating Characteristic) curves, and compare them with those of Regular-
Singular analysis[7] and Sample Pair analysis[9].

We used a database consisting of 100 RGB color images of size 960 × 1296
obtained by scanner. The stego images were generated by embedding messages
in randomly selected LSBs of the scanned images, where the message lengths
are in 5%, 10%, 15% and 20% of the capacity of the images.

Fig. 4 shows the experimental results of Regular-Singular analysis[7] and
Sample Pair analysis[9] for our tested imges. One can see that the two methods
have extremely low detecting rates when any false detections are not existed.
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(a) Regular-Singular analysis
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(b) Sample Pair analysis

Fig. 4. ROC curves for our test images by Regular-Singular analysis and Sample Pair

analysis, where the stego images are generated by LSB steganography in scattering

mode with hidden message length 5%, 10% and 15%

For the δ values over 21, the color cube analysis did not well discriminate
between the cover images and the stego images by low-rate embedding such as 5%
and 10%. So we simulated the color cube analysis with the δ = 1, 3, 5, · · · , 21. Fig.
5 shows the experimental results of the color cube analysis. One can see that the
color cube analysis achieved high detecting rate for 10% and 15% embedding,
even when it had no false detection. Although the detecting performance for



Color Cube Analysis for Detection of LSB Steganography 545

Fa ls e  P os itive  ra te

Tr
u

e
 P

o
si

tiv
e

 ra
te

Fig. 5. ROC curves showing the results of the detection of LSB steganography by the

color cube analysis, where the hidden message lengths are 5%, 10%, and 15%

Table 1. Comparison of experimental detecting performances

Message length 0% 5% 10% 15% 20%

Regular-Singular analysis 0% 1% 2% 2% 100%

Sample Pair analysis 0% 1% 1% 2% 99%

Color Cube analysis 0% 24% 85% 98% 100%

5% embedding are relatively poor, it is better than the above two methods
when any false detections are not existed. Table 1 is to compare the detecting
performance of Color Cube analysis with those of Regular-Singular analysis and
Sample Pair analysis. The results indicate that the proposed detection method
is highly effective.

6 Conclusion

In this paper, we introduced a new distribution model in the RGB color images
that are easily breakable by LSB embedding. The color cube analysis based on
the model can have reliably detected LSB steganography, even when it did not
have any false detection, in our experiment. Although the experimental results
show the high reliability of the color cube analysis without having any false
detection, these do not mean the reliability for all RGB color images via the
internet. The performance of the color cube analysis needs to be more investi-
gated for numerous images. The improvement and theorization of the color cube
analysis will be our further research.



546 K. Lee et al.

Acknowledgements

This research was supported by the MIC(Ministry of Information and Com-
munication), Korea, under the ITRC(Information Technology Research Center)
support program supervised by the IITA(Institute of Information Technology
Assessment).

References

1. Ueli M. Maurer.: A Universal Statistical Test for Random Bit Generators. Journal
of Cryptology, 5(2):89–105, (1992)

2. Anderson, R. J. and Petitcolas, F.A.P.: On The Limits of Steganography. IEEE
Journal of Selected Areas in Communications. Special Issue on Copyright and Pri-
vacy Protection, vol.16(4)(1998) pp.474–481

3. Cachin. C: An Informaition-Theoretic Model for Steganography. In: Aucsmith, D.
(Ed.): Information Hiding. 2nd International Workshop. Lecture Notes in Computer
Science, vol.1525, Springer-Verlag, Berlin Heidelberg New York(1998) pp.306–318

4. Westfeld, A., Pfitzmann, A.: Attacks on steganographic systems. Information Hid-
ing. 3rd International Workshop. Lecture Notes in Computer Science, vol.1768.
Springer-Verlag, Berlin Heidelberg New York(1999) pp.61–76,

5. Fridrich, J., Du, R., and Meng, L.: Steganalysis of LSB Encoding in Color Images.
Proceedings IEEE International Conference on Multimedia and Expo ICME 2000.
New York(2000)

6. Provos N. and Peter Honeyman.: Detecting Stegnaographic Content on the Internet.
CITI Technical Report 03–11. (2001)

7. Fridrich, J., Goljan, M., and Du, R.: Detecting LSB stegangoraphy in color and gray-
scale images. Magazine of IEEE Multimedia. Special Issue on Security, October-
November issue. (2001) pp.22–28

8. Westfeld, A.: Detecting Low Embedding Rates. Information Hiding. 5th Interna-
tional Workshop. Lecture Notes in Computer Science, Vol.2578. Springer-Verlag,
Berlin Heidelberg New York(2002) pp.324–339.

9. Dumitrescu, S., Wu, X., Wang, Z.: Detection of LSB Steganography via Sample
Pair Analysis. In: F.A.P. Peticolas (Ed.): Information Hiding. 5th International
Workshop. Lecture Notes in Computer Science, vol.2578. Springer-Verlag, Berlin
Heidelberg(2003). pp.355–372



Compact and Robust Image Hashing�

Sheng Tang1,2, Jin-Tao Li1, and Yong-Dong Zhang1

1 Institute of Computing Technology,
Chinese Academy of Sciences,

100080, Beijing, China
2 Graduate School of the Chinese Academy of Sciences,

100039, Beijing, China
{ts, jtli, zhyd}@ict.ac.cn

Abstract. Image hashing is an alternative approach to many appli-
cations accomplished with watermarking. In this paper, we propose a
novel image hashing method in the DCT Domain which can be di-
rectly extended to MPEG video without DCT transforms. A key goal
of the method is to produce randomized hash signatures which are un-
predictable for unauthorized users, thereby yielding properties akin to
cryptographic MACs. This is achieved by encryption of the block DCT
coefficients with chaotic sequences. After applying Principal Components
Analysis (PCA) to the encrypted DCT coefficients, we take the quan-
tized eigenvector matrix (8 × 8) and 8 eigenvalues together as the hash
signature, the length of which is only 72 bytes for any image of arbitrary
size. For image authentication, we also present an algorithm for locat-
ing tampering based on the hashing method. Experiments on large-scale
database show that the proposed method is efficient, key dependent,
pairwise independence, robust against common content-preserving ma-
nipulations.

1 Introduction

With the rapid growth of multimedia applications, protection of intellectual
property is becoming more prominent. Image hashing (also known as finger-
printing, digital signature, and passive or noninvasive watermarking) is useful
in protection of intellectual property. It can be used for multimedia authenti-
cation, indexation of content, and management of large database [2, 15]. It is
an emerging research area that is receiving increased attention [2]. An image
hash function maps an image to a short binary signature based on the image’s
appearance to the human eye [20]. In general, an image hash function requires
the following desirable properties [2,4]:

1. Robustness (Invariance under perceptual similarity): Images can be repre-
sented equivalently in different forms, and undergo various manipulations during
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distribution that may carry the same or similar perceptual information. There-
fore, the signatures resulting from degraded versions of an image should result
in the same or at least similar signatures with respect to that of the original
image. This renders traditional cryptographic schemes using bit-sensitive hash
algorithms, such as MD5 and SHA-1 not applicable [1,2, 18], since even one bit
change of the input will alter the output signature dramatically.

2. Pairwise independence (Discriminability or collision free): If two images are
perceptually different, the signatures from the two images should be considerably
different.

3. Key dependence: In some applications such as image authentication, it is
required that the hash function H() depends on a key K, i.e., for two different
keys K1 and K2, HK1(C) �= HK2(C) for any image C.

4. Short bit length: The hash function should map an input image of arbitrary
size to an output signature of short bit length. In some cases such as the method
in [4] and our proposed method, the fixed bit length of the signature is preferable
for its convenience in signature matching.

Significant attention has been given to robust hashing techniques. Up to
now, many image hashing methods have been proposed [2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. These methods can be roughly classified into
statistics-based [9, 10,11,12], relation-based [6,7,8], edge or feature point based
[12, 13, 14, 15], coarse representation based [16, 17, 18], radon-based [2, 3, 4, 5],
mesh-based [19], and clustering-based [20]. As to statistics-based methods, some
are not secure because their signatures can be easily forged due to the easi-
ness of modifying images maliciously without changing the signatures such as
block-histogram-based method in [9], and block-mean-based method in [10], and
moment-based in [12]. Most current feature-point-based approaches have limited
utility as they have poor robustness properties [15]. Additionally, the signature
lengthes of many existing methods such as those in [6,7,9,10,11,12] etc., are not
short and depend on image sizes. Although the signature length of the method
proposed by [4] is only 180 real numbers regardless of image size, it is not very
short compared with our method (only 72 bytes). Recently, several radon-based
signatures have been proposed [2, 3,4, 5], which take the advantage of invariant
features of the transform to provide robustness, but few address the problem of
how to locate tampered regions, and can not directly extended and applied to
MPEG video for real-time processing, which is the key motivation of this work.
The method in [19] is somewhat complex in that most of the time is consumed
in mesh normalization, and can not directly extended to MPEG video either.
Additionally, most existing methods have focussed extensively on the problem of
capturing image characteristics but randomization of the hash are not explicitly
analyzed [15].

In this paper, we present a novel image hashing scheme in the DCT domain.
To increase the signature’s discriminability, we use the DC and 7 low-frequency
terms of block DCT coefficients as the distinguishing features of an image called
DCT data matrix. On the other hand, for the purpose of making the signature
robust to minor pixel modifications that arise from blurring and compression
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operations, we apply PCA to the matrix, and quantize the eigenvector matrix
and eigenvalues to get compact signature. Before PCA, we encrypt the DCT co-
efficients with chaotic sequences to achieve the randomization or key dependence
of the hash. Based on the new scheme, we also present an algorithm for locat-
ing tampering. Experimental results show that our proposed method is effective.
The paper is organized as follows. Section 2 and 3 describes signature generation
and matching respectively. Section 4 addresses how to locate tampering. Section
5 reports experimental results, and conclusions are drawn in the last section.

2 Hash Algorithms

We propose two algorithms, Algorithm A and Algorithm B. We present Algo-
rithm A first as it is simpler and deterministic, and forms the backbone of the
main, and it is aimed for image indexing which requires no motivation to ran-
domization [15]. The second algorithm uses randomization to increase the output
entropy and achieve key dependence of the hash function for authentication.

2.1 Algorithm A – Deterministic

The procedure for generating hash signature is described as follows. First, we
transform the image C into 8×8 block-DCT domain. Then, we prepare the DCT
data matrix A for PCA: divide the DC and 7 low-frequency AC terms (as shown
in Fig.10.10 in [21]) by the corresponding values of the quantization matrix used
in JPEG, and place the 8 quantized coefficients of each block into the N×8
matrix A in row or column order, where N is the total number of blocks. This
can be represented as (1), where Dij denotes the jth quantized DCT coefficients
of the ith block of the image C.

A =

⎛⎜⎜⎝
D11 , D12 , · · ·, D18

D21 , D22 , · · ·, D28

. . . . . . . . . . . . . . . . . . .
DN1, DN2, · · ·, DN8

⎞⎟⎟⎠ (1)

Before PCA, for the purpose of achieving high speed, instead of using the
covariance matrix of A adopted by conventional PCA algorithm, we adopt the
centered and scaled matrix B of A [22], i.e., standardizing A by removing the
mean of each column and dividing each column by its standard deviation.

Finally, we apply PCA to the standardized matrix B [22], and use the resul-
tant 8× 8 eigenvector matrix V and 8 eigenvalues λi(i = 1, . . . , 8) as signature.

To get more compact signature, we quantize each element a ∈ [−1, 1] of V
and λi to an one-byte integer aq and λqi according to (2) and (3) respectively.

aq = �127(1 + a)� (2)

λqi = � 255λi∑8
j=1 λj

� (3)
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2.2 Algorithm B – Randomized

For image authentication, the security of the hash algorithm is an issue. More
precisely, it is required that the hash function depends on the private key K [2].
We propose a novel method by using chaotic sequences to achieve this as follows.

Chaotic systems are very sensitive to initial conditions, have noise-like be-
haviors and compact description [23]. So we use chaotic sequence to randomize
(encrypt) the DCT data matrix A before PCA. The logistic map for generating
the chaotic sequence is:

xn+1 = 1− 2x2
n. (4)

where xn ∈ (−1, 1) is a real number, n ∈ [0, 8N − 1], and the initial value x0 ∈
(0, 1) is returned by a random function using the key K as its seed. Thus, we can
easily convert the chaotic sequence (column vector) {xn} to an N×8 encryption
matrix G in row major order. Therefore we can calculate the encrypted matrix
E from the DCT data matrix A by:

E = A .∗G (5)

where the operator “.∗” means the scalar multiplication of two matrices. Finally,
we substitute E for A in the deterministic algorithm. The remainder of the
algorithm is the same as the deterministic algorithm, that is, applying PCA to
the standardized matrix of E and subsequent quantization of eigenvector matrix
and eigenvalues.

Because it is impossible to deduce E from the signature, it is very hard to
find the private key to forge the signature after encryption, even if the original
image is available. The adoption of encryption is to ensure that only the right
source can generate the authentication signature, i.e., the hash function depends
on the private key. Therefore, different signatures generated with different keys
do not match due to their different eigenvectors and eigenvalues. In the extreme
hypothetical case, the private key used by the original source may be known to
the attacker. This is is a general problem for any secure communication and is
out the scope of this paper.

3 Signature Matching

Two images are declared similar (for indexation) or authentic (for authentica-
tion) if the similarity S between their signatures is above a certain threshold
T , which can be determined by experiments or by user’s demands according to
various applications. The main idea of signature matching is that if two images
are considered similar or authentic, corresponding eigenvectors from the two
signatures should be high correlative. Thus, S can be calculated by computing
correlation between corresponding pairs of eigenvectors, that is, the cosine of the
angle between them since the two eigenvector matrices are orthogonal matrices.

After dequantizing each element aq of eigenvector matrices by:

a =
aq

127
− 1 (6)
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we let Vo=(αo1, αo2, . . . , αo8), λo=(λo1, λo2, . . . , λo8) and Vt=(αt1, αt2, . . . , αt8),
λt =(λt1, λt2, . . . , λt8) be the dequantized eigenvector matrices and quantized
eigenvalue vector of the original image Co and the image Ct to be tested respec-
tively. S can be calculated by computing the eigenvalue-weighted summation of
the correlations of all the pairs as:

S =
8∑

i=1

ωi|α′
oiαti| (7)

where α′
oi denotes the transpose of column vector αoi, and ωi is the eigenvalue

factor defined as (8). The factor is used for considering different contribution of
each compared pair of eigenvectors.

ωi =
λoi + λti

2× 255
(8)

4 Locating Tampered Blocks

For authentication, locating of tampering, such as detecting modification of li-
cence plate is useful [1,21]. Based on the randomized hash algorithm, we present
an algorithm for locating tampering if the calculated S between the images Co

and Ct is below the authentic threshold T . If a malicious tampering is occurred,
the DCT coefficients of tampered blocks changes significantly, hence remarkable
altering of corresponding HTS values. Therefore, by comparing the HTS values
of the corresponding blocks of the image Co and Ct, we can easily determine
which block is most possibly tampered. The algorithm is described as follows.

First, after PCA, according to [22], HTSt vector of the image Ct can be
calculated from the N × 8 standardized matrix Bt , 8× 8 eigenvector matrix Vt,
and 8× 8 diagonal eigenvalue matrix λt as:

HTSt = | 1√
λt

(BtVt)′|′ (9)

where the operator “||” returns a row vector of the Euclidian length of each
column.

For authentication without original images, since the Bo can not be accessed,
we use Bt to estimate HTSo of the original image Co. So we substitute λo and
Vo for λt and Vt in (9) to estimate HTSo:

HTSo = | 1√
λo

(BtVo)′|′. (10)

Finally, determine which block is the region most possibly tampered by com-
puting the difference vector δ between the HTSt with HTSo according to:{

δ = (HTSt −HTSo)2

(i, j) = argmax{δ} (11)

where the returned (i, j) denotes the indices (or location) of the required block.
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5 Experimental Results

In evaluating our proposed method, we tested it on the well-known image “Lena”
(512×512) and “bmw” (800× 600) downloaded from www.bmw.com, and 10000
test images randomly selected from the Corel Gallery database (www. corel.com)
including many kinds of images (256× 384 or 384× 256). All the colour images
are transformed into 8 bits/pixel gray level images. To do experiments, we first
extracted signatures from all the 10000 images. Although we implemented the
method with Matlab C++ Math Library, it took only about 350 seconds for
Algorithm B to extract the 10000 signatures on the PC of Pentium IV 2.4G,
which shows the method is efficient.

5.1 Robustness Test

To test robustness of the method, the original images were subjected to various
image processing steps which are detailed in [24]. We first compressed the 10000
images to various JPEG images with different quality levels Q ranging from
20% to 90%, and calculated S between images and their corresponding JPEG
images. The means and standard deviations (Std) of the measured S were shown
in Table.1. Compared with the mean and Std of S in the following pairwise
dependence test, this table shows that two proposed algorithms are fairly robust
against compression.

Table 1. Means and Std of the measured S between 10000 images and corresponding

JPEG images

JPEG Algorithm A Algorithm B

Compression Mean Std Mean Std

JPEG(Q=20%) 0.9620 0.0555 0.9158 0.0879

JPEG(Q=30%) 0.9738 0.0453 0.9325 0.0750

JPEG(Q=40%) 0.9753 0.0469 0.9404 0.0732

JPEG(Q=50%) 0.9670 0.0542 0.9387 0.0758

JPEG(Q=60%) 0.9867 0.0304 0.9647 0.0515

JPEG(Q=70%) 0.9890 0.0290 0.9713 0.0473

JPEG(Q=80%) 0.9949 0.0179 0.9849 0.0340

JPEG(Q=90%) 0.9950 0.0160 0.9915 0.0197

For image authentication, we set the mean S (0.9158) of JPEG(Q=20%) as
the threshold T for authentication.

As to Algorithm A, we added noise to the image “Lena” in various noise
levels ranging from 1 to 5, and the calculated S between the original image and
noised ones are 0.9980, 0.9514, 0.9848, 0.8939, 0.8370 respectively. We rotated
the image “Lena” with small angles varying from 1 to 6 degree. The calculated S
between the original image and rotated ones are 0.7792, 0.7459, 0.8031, 0.7950,
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0.8378, 0.6670 respectively. We also scaled the image “Lena” with scaling factors
ranging from 20% to 200%. The mean and Std of the calculated S between the
original image and scaled ones are 0.7337 and 0.1360 respectively. The above
results show that the Algorithm A is fairly robust against noising when noise
levels is less than 4, while not robust against geometric manipulations such as
scaling and rotation.

As to Algorithm B and the same noised image “Lena”, the calculated S
between the original image and noised ones are 0.9456, 0.9203, 0.8946, 0.8735,
0.7512, which shows that Algorithm B is robust against noising when noise levels
is less than 3.

The Algorithm B is sensitive to geometric manipulations which can be clearly
specified by users [6]. The reason is that the encryption matrix G is sensitive to
the altering of image sizes.

5.2 Pairwise Independence Test

As to Algorithm B, we randomly selected 10 × 220 pairs of signatures from the
10000 images, and calculated S between each pair. As shown in Fig.1, all the
measured S were within the range between 0.0305 and 0.7491. The mean μ and
Std σ were 0.2995 and 0.0801. As the histogram closely approaches the ideal
random i.i.d. case N(μ, σ), we can conclude that the proposed Algorithm B is
pairwise independent, and can calculate the false alarm rate PFA (the probability
that declare different images as authentic) according to:

PFA =
∫ ∞

T

1√
2πσ

e
−(x−μ)2

2σ2 =
1
2
erfc(

T − μ√
2σ

). (12)

Substituting μ=0.2995, σ=0.0801, T=0.9158, we got very low false alarm rate:
PFA = erfc(5.4406)/2 = 7.1229 × 10−15. It shows that our method is fairly
discriminative, i.e., collusion-free.
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tween 10 × 220 pairs of signatures randomly selected from the 10000 images. The red

line represents the ideal random i.i.d. case N(0.2995, 0.0801)
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As to Algorithm A, we got the similar result. The mean μ and Std σ were
0.3648 and 0.1004. So we can conclude that the two proposed Algorithms are
pairwise independent.

5.3 Key Dependence Test

To test key dependence of the proposed Algorithm B, we used the image “Lena”
to generate 65536 different signatures by different keys ranging from 0 to 65535,
and randomly selected 25×65536 pairs of signatures to calculate S between each
pair. As shown in Fig.2, all the measured S were within the range between 0.0349
and 0.7542. The mean and Std were 0.3067 and 0.0807. According to (12), we
got the probability PF that declare different signatures generated by different
keys as same: PF = erfc[(0.9158−0.3067)/(

√
2×0.0807)]/2 = erfc(5.3362)/2 =

2.2347× 10−14, which shows the method is key dependent.
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Fig. 2. Key dependence test of Algorithm B: Histogram of the measured S between

25 × 65536 pairs of signatures randomly selected from 65536 signatures generated by

different keys from the image “Lena”. The red line represents the ideal random i.i.d.

case N(0.3067, 0.0807)

5.4 Authentication Test

We made modifications within the region of the license plate in “bmw” as shown
in Fig.3(b). The measured S between the original and tampered images was 0.5614
(< T ), so we successfully detected that the image was tampered, and located the
tampered regions as shown inFig.3(d).The rowand column indices of themost pos-
sibly tampered block returned by the propose method are 59 and 47 respectively. It
shows that Algorithm B can detect malicious modifications and locate tampering.

6 Conclusion

In this paper, we present a compact image hashing method based on PCA of
block DCT coefficients. Experiments show that the proposed method is efficient,
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(a) (b)

(c) (d)

Fig. 3. Authentication test: (a)original image (800×600); (b) tampered image (800×
600) with changing licence “3975” to “3993”; (c) the highlights indicate the real

changes of block DCT coefficients between (a) and (b); (d) block-based HTS difference

vector δ map (100 × 75) between (a) and (b), the highlight intensity is proportional

to the possibility of being tampered

pairwise independent, and robust against common content-preserving manipu-
lations. The randomized algorithm is key dependent, and can detect malicious
modifications and locate tampering. It is convenient to extend our method to ver-
ify MPEG video streams without DCT transforms. Additionally, since the signa-
ture length is only 72 bytes long regardless of image size, it is of great importance
to embed the signature into the image itself (such as into the middle-frequency
terms of block DCT coefficients) for providing solutions to self-authentication
watermarking system [7] in that watermarking capacity is greatly limited [12].
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Abstract. This paper proposes a watermarking for 3D mesh using the
CEGI distribution that is robust against mesh simplification, cropping,
vertex randomization, and rotation. In the proposed algorithm, a 3D
mesh model is divided into patches using a distance measure, then the
watermark bits are embedded into the normal vector direction of the
meshes that are mapped into cells with large complex weights in the
patch CEGIs. The watermark can be extracted based on two watermark
keys, the known center point of each patch and a rank table of the cells in
each patch. Experimental results verified the robustness of the proposed
algorithm based on watermark extraction after various types of attack.

1 Introduction

Digital media, such as images, audio, and video, can be readily manipulated,
reproduced, and distributed over information networks. Therefore, a lot of re-
search has been carried out to protect the copyright of digital media, and digital
watermarking is one such copyright protection technique. Recently, 3D graphic
models, such as 3D geometric CAD data, MPEG-4, and VRML, have become
very popular, leading to the development of various 3D watermarking algorithms
to protect the copyright of 3D graphic models [1]-[7].

Ohbuchi et al. proposed an algorithm that embeds a watermark in the mesh
spectral domain based on the connectivity of the vertices [2], while Praun et al.
proposed an algorithm that provides a scheme for constructing a set of scalar
basis functions over the mesh vertices on the basis of the spread-spectrum prin-
ciple [3]. Both of these algorithms are robust against the various geometrical
attacks, yet if the mesh connectivity is altered by remeshing or mesh simplifica-
tion, these algorithms require the suspect mesh model to be resampled for the
watermark extraction to obtain the geometry of the original mesh model with a
given connectivity information. Benedens proposed an algorithm that em-beds
a watermark by modifying the mesh normal distribution that is included in ran-
domly selected bins of the EGI [4]. However, in the case of partial geometric
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deformation, such as cropping, the meshes included in these directional bins
disappear along with the embedded watermark. Therefore, mesh watermarking
is required that is not only robust against remeshing, mesh simplification, and
cropping, but also allows watermark extraction without the vertices and connec-
tivity of the original mesh model. On the other hand, Kang et al. extended the
EGI [8] to a Complex EGI (CEGI) by adding the surface distance as a phase
component in the complex function, making the weight associated with a par-
ticular surface normal a complex value Aejd, where the magnitude component is
the area A of the corresponding surface and the phase component is the distance
d of the surface from the designated origin [9].

The current paper proposes a watermarking for 3D mesh models using patch
CEGIs. First, the meshes of a 3D mesh model are clustered into certain patches
using a distance measure. The patch number clustered in a model is determined
by the magnitude distribution of complex weight in CEGI considering the ro-
bustness of watermark. The patch CEGIs are obtained by mapping the normal
vectors of meshes in each of patches into the cells with the same direction. The
cells with the high rank of the magnitude in patch CEGIs are selected as the
embedding target and permuted. Each of the watermark bit is embedded re-
spectively into the cells with the same permuted order in patch CEGIs by using
the step searching based on SAD. The watermark is extracted by using the
patch center points and the rank table. The results of experiment verify that
the proposed algorithm is imperceptible and robust against geometrical attacks
of cropping, rotation, and vertex randomization as well as topological attacks of
remeshing and mesh simplification.

2 Proposed Mesh Watermarking

This paper considers a 3D mesh model M that has triangular meshes m =
{mi|0 < i ≤ Nm} of Nm number and vertices v = {vi|0 < i ≤ Nv} of Nv

number, plus nmi
is the unit normal vector of a mesh mi in a visible direction.

All the vectors in this paper are unit vectors.

2.1 Embedding Target

Clustering meshes of 3D mesh model into patches. The meshes in a 3D
mesh model are clustered into various patches using a distance measure. The
current study selected 6 as the initial number of patches number, then changed
the patch number according to the magnitude of the cell distribution in the patch
CEGIs. Let the 6 initial center points Ii∈[1,6] be vertices randomly selected from
among all the vertices of a 3D mesh model. Then, all the vertices v are clustered
into a patch Pi∈[1,6] = {v|d(v, Ii) < d(v, Ij), all i �= j, 1 ≤ i, j ≤ 6} that has
the minimum distance among the initial center points Ii∈[1,6], where d(v, Ii) is
the distance between v and Ii∈[1,6]. Ii∈[1,6] are updated to the center points
of the clustered vertices in each patch Pi∈[1,6]. The clustering and updating
process are iterated until

∑Np

i=1 ‖ I
′
i − Ii ‖< 10−5, where I ′ is the patch center
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point in the previous iteration and I is the patch center point in the current
iteration. If the ratio of the average magnitude ‖ c̄rank−1(N) ‖ of Nth ranked
cells ‖ c̄i,rank−1(N) ‖i∈[1,Np] in the patch CEGIs to the total magnitude is not
within [0.03%, 0.05%], the patch number Np is changed until the above condition
is satisfied. The meshes are then clustered into patches that include their three
vertices. The patch center points also need to match the patch CEGIs of the
original model for the watermark extracting, so that in the case the models are
deformed or cropped in any direction, the watermark can still be extracted from
the remaining parts.

Cell selection for embedding target in Patch CEGIs. In the present
study, a pentakis dodecahedron divided into 240 cells was used as the unit sphere
for the CEGI and the mesh normal vectors were mapped into 240 cells. The
patch center points are used as the predefined origin in each patch, so that
the patch CEGIs PEi∈[1,Np] have different distributions according to the patch
center points. Thus, the normal vector −→n mij

, distance dmij
, and area Amij

of
the jth mesh mij consisting of (vj1, vj2, vj3) in the ith patch Pi are calculated
as shown in Fig. 1.

−−→
Iigij is the vector from to the mass center point of mesh mij .

The complex weight of mesh mij is Amij
ejdmij . mij is mapped into the cell that

has the closest direction to nmij
among the 240 cells. A particular cell Cik in Pi

has set Mik

Mik = {mij |cos−1(−→n mij
· −−→BCik) < cos−1(

−−→
BCik ·

−−→
BCi,k+1)/2, 0 < i ≤ nim}(1)
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of the meshes mapped into this cell, where nim is the number of meshes in a
patch Pi, and

−−→
BCik and

−−→
BCik+1 are the center point vectors for cell Cik and

the neighborhood cell Cik+1. The complex weight magnitude ‖ cik ‖ of Cik

‖ cik ‖=
√ ∑

mij∈Mik

A2
mij

+ 2
∑

mij �=mil

Amij
Amil

cos(dmij
− dmil

) (2)

is the magnitude component in the sum of the complex weights of the meshes
included in set Mik. When ‖ cik ‖ is high, the mesh areas mapped into cell Cik

are large and the meshes very close to each other. These cells can be targets for
the watermark embedding.

The cells in the patch CEGIs are ranked in descending order according to
the magnitude of the complex weight. A rank table of cells below the Nth rank
in the patch CEGIs PEi∈[1,Np] is shown in Fig. 2, where N is the 120th rank
that is the maximum rank for embedding a watermark in this paper. In this
table, the rank ranki(cik) of Cik in PEi is r and the inverse rank−1

i (r) is the
address k of cell Cik with rth rank in PEi. The address of the cell in the table is
permuted and the address is selected as the target for watermark embedding. A
bit wl of the watermark is embedded into C1,p1(l), C2,p2(l), · · · , CNp,pNp (l) with
the permuted address p1(l), p2(l), · · · , pNp

(l) in each of the patch CEGIs. The
rank table with the information of the permuted cell address is used as the key
for the watermark extracting and realignment process.

2.2 Watermark Embedding

The watermark bit wl is embedded into the average angle θ̄il of the lth per-
muted cell Ci,pi(l) in PEi. θ̄il is defined as 1/Ni,pi(l)

∑
mij∈Mi,pi(l)

cos−1(−→n mij
·
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−−→
BCi,pi(l)), the average angle between the normal vectors of the meshes in set
Mi,pi(l) and the center point vector

−−→
BCi,pi(l) of Ci,pi(l). θ̄il moves to the refer-

ence angle θwl
that is 0◦ if wl is 1 or θm otherwise, as shown in Fig. 1. Npi(l) is

the number of meshes in set Mi,pi(l). To change θ̄il according to the watermark
bit, the direction of the mesh normal vectors −→n m in Mi,pi(l) must be moved. If
the average angle θ̄ is within the threshold range [θth − �θmax, θth + �θmax]
in Fig. 1, a bit error will occur in the case of attacks. Thus, since θ̄ should
not be within the threshold range, �θmax was experimentally determined to be
1◦. The threshold angle θth determining whether the watermark bit is 0 or 1
is
∑Np

i=1

∑N
r=1 θ̄ir(Np ×N), based on using the average angle of the N(=120)th

ranked cells in the patch CEGI.
All vertices move to the position of the minimum SAD within the search

range, which must be below the coordinate values of the valence vertices when
considering the invisibility of the watermark. SAD is the sum of the absolute
difference between the reference angle of the watermark bit and the angle of the
mesh normal vector and the center point vector of the cell. The search range of a
vertex vx,y,z is [x−�x, x+�x], [y−�y, y+�y], and [z−�z, z+�z].�x,�y, and
�z are respectively 0.5×min|x−vk(x)|vk∈valv(v), 0.5×min|y−vk(y)|vk∈valv(v),
and 0.5 ×min|z − vk(z)|vk∈valv(v). valv(v) represents the valence vertices that
are connected to v and vk(x), vk(y), and vk(z) are the coordinate values at the
axis x, y, z of the valence vertex vk ∈ valv(v), respectively.

Let the current vertex be the initial center point vo = (x0, y0, z0). In the ith
step, the search points vi are set to 27 points within the search range with the
center point vi−1 = (xi−1, yi−1, zi−1) that is a point with the minimum SAD in
the previous step; vi = {(xi, yi, zi)|xi ∈ {xi−1 −�x/2, xi−1, xi−1 +�x/2}, yi ∈
{yi−1 −�y/2, yi−1, yi−1 +�y/2}, zi ∈ {zi−1 −�z/2, zi−1, zi−1 +�z/2}}. The
vertex vi−1 moves to point vi with the minimum SAD,

vi = arg[minvi
{SAD(vi)}] (3)

among these points. In the ith step, let vi be the center point of the search
range, which is decreased by half. vi then moves to vi+1 with the minimum
SAD among the 27 points within its range. This process is performed itera-
tively until ‖vi − vi+1‖ < 10−5. The SAD of a particular point is defined as
SAD(v) =

∑
mi∈valm(v) ami

|θwi
− θmi

|, where valm(v) represents the valence
meshes connected to v and θmi

is the angle between the normal vector −→n i of
the ith mesh mi in valm(v) and the center point vector of a cell that mesh mi is
mapped into inside a patch CEGI. ami

is 1 if the cell that mi is mapped into is
the cell selected for embedding the watermark in the rank table, otherwise ami

is 0. θwi
is 0◦ if this cell embeds a watermark bit, otherwise it is θm. θwi

is the
reference angle of SAD according to a watermark bit.

2.3 Watermark Extracting

The watermark is extracted from the watermarked model using the patch center
points Ii∈[1,Np] and the rank table with the permuted cell address without the
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original model. Two keys are also needed to realign the rotated model to the
orientation of the original model. The vertices of the watermarked model M′ are
clustered into the patches using the patch center points Ii∈[1,Np] , then the patch
CEGIs PE′

i∈[1,Np] are calculated. The watermark can be extracted using the rank
table obtained from the patch CEGIs PEi∈[1,Np] in the watermark embedding
process. The lth watermark bit wl is 1 if the average θ̄l = 1/Np

∑Np

i=1 θ̄il of θ̄il

of the lth permuted cell Ci,pi(l) in each of the patch CEGIs PE′
i∈[1,Np] is below

θth. Otherwise, wl is 0. θ̄il is
∑

m′
ij∈Mi,pi(l)

cos−1(−→n m′
ij
· −−→BCi,pi(l))/N

′
ij . N ′

ij is
the number of elements in set Mi,pi(l). Since there are no vertices in the parts
where the model has been cropped, if the complex weight of the cell with the
embedded watermark is below 0.03% of the total complex weight, this cell is not
considered.

If the watermarked model is rotated, the watermark cannot be extracted,
as the model has different CEGIs compared to the original model. Thus, in
this case, the model must be realigned before extracting the watermark. The
realignment process searches for the Euler angle (α, β, γ) that determines the
degree of rotation between the attacked model and the original model. All the
vertices in the rotated model are clustered into new patch center points Î that
vary from the patch center points I = {I1, I2, · · · , INP

} of the watermark key in
the α, β, γ direction of ZYZ. The rank table for the new patch CEGIs PE′

i∈[1,Np]

clustered to Î is then compared with the rank table of the watermark key. The
Euler angle (α∗, β∗, γ∗) that minimizes the difference between the two rank tables
is then the rotation angle of the attacked model.

3 Experimental Results

The 3D VRML [10] data for the Stanford bunny, Knots, Venus, and Agrippa
bust model was used as the test models to evaluate the performance of the
proposed algorithm. The watermark was a 50 bit stream generated by a Gaus-
sian random sequence. Therefore, the bits of the watermark were embedded
into 50 cells among the permuted cells below the N=120th rank in each of the
patch CEGIs. The Stanford bunny, Knots, and Venus model with meshes in all
directions of the 3D space were divided into 6 patches and the watermark em-
bedded into a total of 300 cells in the models. In contrast, the Agrippa bust
model was divided into 4 patches, as it had no meshes in the direction of the
-z axis, and the watermark embedded into a total of 200 cells in this model.
The SNR of the vertex coordinates was used for the invisibility evaluation, sim-
ilar to the SNR of the pixel intensity in the image data. The SNR is defined as
10log10(var(‖ v −M ‖)/var(‖ v − v′ ‖). var(x) is the variance of the random
variable x, M is the coordinates of the mass center point in the original model,
and v and v′ are the vertex coordinates in the original model and watermarked
model, respectively. However, this SNR can only be adopted in models that have
the same number and order of vertices. Table 1 shows the SNRs for the water-
marked models. Since the proposed algorithm embeds the watermark into the
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(a)

 

(b)

 

(b)

Fig. 3. (a) Stanford bunny, (b) Knots, and (b) Agrippa bust model

Table I. SNR of the models watermarked by the proposed and Benedens' algorithm.

Model

Stanford bunny
Knots

Agrippa bust
Venus

42.69
Proposed Benedens

SNR [dB]
Percentage of the embedding

mesh number [%]

39.87
39.12

41.88

42.77
40.77
39.12

-

62
40
60
58

22
19
20
-

Proposed Benedens

Number
of vertices

35,947
23,232
33,591
38,000

patches to improve the robustness, the number of meshes that are changed for
the watermark embedding in the proposed algorithm is 2-3 times of the number
of meshes in Benedens’ algorithm. However, we can obtain a similar SNR of
Benedens’ algorithm because using the step searching within the search range
of each vertex. Beneden’s algorithm could not be used with the Agrippa bust
model, as it is 40% open 3D space and the algorithm randomly selects the normal
distribution in the original model for the watermark embedding.

Table II. Results of the experiment for mesh simplification.

Model
Proposed Benedens

Venus

Agrippa
Bust

Stanford
bunny

Bit loss [%] Percentage of
vertex number

[%] Proposed Benedens
Bit loss [%]Percentage of

vertex number
[%]

Knots

77.5

51.2
61.0
39.4
61.0
42.5
65.0
45.5

24.9

14.8
29.6
24.3
33.0
27.0
33.2
20.4

0

0

4

6

2

8

22

28
0
0

0
2

0
2

4
8

0
0

2
14

0
8

16
18

0 -
0 - 4

8
-
-

To evaluate the robustness of the proposed algorithm, the watermarked mod-
els were intentionally attacked by mesh simplification, cropping, the addition of
random noise, rotation, and multiple attacks. The robustness measure was the
bit loss that represented the percentage of bit error in the bit stream of the
extracted watermark.
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In the mesh simplification experiment, the vertices or meshes of the water-
marked model were simplified to vary the vertex number and L-2 norm distance
using a MeshToSS tool [10]. Mesh simplification changes the connectivity or
topology based on removing vertices and meshes from the model and creat-
ing new meshes. Fig. 4(a)-(c) shows that the mesh-simplified models were not
smooth as regards the mesh connectivity, yet the shape of the original model
was preserved. The results after mesh simplification are shown in Table II. This
table shows that the bit loss of the proposed algorithm was 2-20% lower than
that of Beneden’s algorithm. Furthermore, the proposed algorithm extracted all
the bits of the watermark without any bit error until a 30% vertex number per-
centage, while 92% of the watermark bits remained without any bit error until
a 14% vertex number percentage.

Table III. Results of the experiment for random noise addition.

Agrippa Bust

Model
Proposed Benedens

Bit loss [%]
Proposed Benedens

Bit loss [%]Percentage of
number of sampled

vertices [%]
Stanford bunny

Percentage of
number of sampled

vertices [%]

Knots
Venus

50

50
50
50

100

100
100
100

0

0
0
0

6

0
4
-

4

2
6
2

16

2
16
-

Agrippa Bust

Model
Proposed Benedens

Bit loss [%]
Proposed Benedens

Bit loss [%]
Attack

Attacks with
rotation

Knots
Venus

Crop

Crop
Crop
Crop

Crop+Simplify0

0
0
0

18

18
20
-

2

6
6
4

26

32
32
-

Table IV. The experimental results for the cropping and the multiple attacks.

Crop+Simplify
Crop+Simplify
Crop+Simplify

Stanford bunny

In the experiment for random noise addition, uniform random noise was
added to the x, y, z coordinates of 50% and 100% of the vertices selected ran-
domly from among the vertices in the mesh model; v′ = v×(1+α×uniform()).
The modulation factor α was 0.01 and uniform() was the uniform random func-
tion with [-0.5 0.5]. It can change up to 3 decimal points of the coordinate value.
As the addition of random noise preserves the connectivity of mesh yet changes
the vertex coordinates, the mesh normal vector is slightly changed. However,
the proposed algorithm had a 0-6% bit loss, as the watermark was embedded
into the patches based on a combination of cells with high complex weights. The
experimental results for random noise addition are shown in Table III, which
verifies that the bit loss when using the proposed algorithm was 4-12% lower
than that when using Beneden’s algorithm.

In the cropping experiment, the vertices were removed on the left or right
side of the watermarked model. Fig. 4-(e),(f) shows the cropped model with
only 60% of the vertices, except for those in the +x axis direction, in the water-
marked model. The results for the cropping experiment are shown in table IV,
where Beneden’s algorithm had a 20% bit loss, because 20% of the watermark
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(a)

 

(b)

 

(c)

 

(d)

 

(e)

 

(f)

Fig. 4. (a) Stanford bunny simplified to 51.2%, (b) Knots simplified to 39.4%, and

(c) Agrippa bust simplified to 33.2% of vertices using mesh simplification, (d) Stan-

ford bunny simplified to 51.2%, (e) Knots simplified to 39.4%, and (f) Agrippa bust

simplified to 33.2% of vertices using mesh simplification

had disappeared in the cropping direction. However, when using the proposed
algorithm, the watermark could still be extracted from the other patches even
though some patches had no vertices and meshes.

To evaluate the robustness to various attacks, multiple attacks including mesh
simplification, cropping, and rotation performed. The results for the multiple at-
tacks experiment are shown in Table VI, where the proposed algorithm had a
24% lower bit loss compared to Beneden’s algorithm for the mesh-simplified and
cropped models. When using Beneden’s algorithm, the bit loss was 20% after
cropping and 10% after mesh simplification, yet, when using the proposed al-
gorithm the bit loss was just 2-6% only after mesh simplification. Furthermore,
the mesh-simplified and cropped models were also rotated in a particular direc-
tion. Before extracting the watermark, the models are realigned to the direction
of the original model. Plus, a detailed realignment process was performed by
slightly varying the Euler angle for exact extraction of the watermark. Although
calculating the patch CEGIs and then comparing them to the rank table of the
watermark key whenever the Euler angle was slightly varied took about 10-15
minutes using an Intel Celeron 800MHz, the watermark in the rotated model
was extracted as if it had not been rotated.
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4 Conclusions

This paper presented a method of a watermarking for 3D mesh models using
patch CEGIs. The 3D mesh model is divided into a certain number of patches
based on the shape of the model, then the CEGI is obtained for each patch.
Next, the address of the cells with a high ranking magnitude component in the
patch CEGIs is permuted. The water-mark bit is then embedded into the cells
that are permuted to the same order in the patch CEGIs using SAD based on
step searching. Experimental results verified that the pro-posed algorithm has
a similar invisibility to Beneden’s algorithm, yet a 4-20% lower bit loss than
Beneden’s algorithm. The proposed watermarking was also shown to be robust
against remeshing, mesh simplification, cropping, and additive random noise,
plus the watermark can be extracted using two keys instead of the original
model without any resampling or registration process.
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Abstract. Recently, at CT-RSA 2004, Phan [14] suggested the related-
key attack on three-key triple-DES under some chosen related-key con-
dition. The attacks on three-key triple-DES require known plaintext and
ciphertext queries under a chosen related-key condition. He also pre-
sented related-key attacks on two-key triple-DES and DES-EXE, which
require known plaintext and adaptively chosen ciphertext queries under
some related-key conditions. In this paper, we extended the previous
attacks on the triple-DES and DES-EXE with various related-key con-
ditions. Also we suggest a meet-in-the-middle attack on DES-EXE.

1 Introduction

Data Encryption Standard [13] was developed at IBM and had been adopted by
the U.S. National Bureau of Standards as the standard cryptosystem over 20 years.
Because of the DES’ small key size of 56 bits, some variants of the DES under mul-
tiple encryption have been considered, including triple-DES under two or three
56-bit keys and a DESX variant named DES-EXE [5] which switches outer XOR
operations and inner DES encryptions. In this paper we focus on the security of
triple-DES and DES-EXE against related-key attacks. Also we consider a meet-
in-the-middle attack on DES-EXE without related-key conditions.

Related-key attacks are well-known to be very powerful and useful tools for
evaluating the security of cryptographic primitives [1, 2, 3, 4, 6, 7, 8, 9, 10, 11, 12,
15, 16]. These kinds of attacks seem to be hard to mount in real protocols,
however it has been studied that they can be applied in real protocols [6, 15].

In order to compare our cryptanalytic results with previous ones on triple-
DES, let us describe the triple-DES. Let Ki be denoted 56-bit key and EK be
denoted the DES encryption with the key K. Then, two-key triple-DES and
three-key triple-DES (which use two 56-bit keys (K1, K2) and three 56-bit keys
(K1,K2,K3), respectively) can be described as follows.

Two-key triple DES = EK1(E
−1
K2

(EK1(P )))

Three-key triple DES = EK3(E
−1
K2

(EK1(P )))

where P is a 64-bit plaintext.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 567–576, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Table 1. Summary of attacks on Triple-DES and DES-EXE

Block Cipher Data / Memory / Time Type of attack RKC

256CP/256/256 MITM [12] -
232KP/232/288 KPA [16] -

Two-Key Triple-DES 232KP,232RK-KC/289.5/288 RKA [14] (6)
232KP,232RK-KP/233/289 RKA This paper (7)
232KC,232RK-KC/233/289 RKA This paper (7)

3CP/256/2112 MITM [12] -
1KP,1RK-ACC/256/256 RKA [6] (3)

232KP,232RK-KC/233/288 RKA [14] (1)
22 RK-CP/ - /258.5 RKA [15] (3)

Three-Key Triple-DES 232KP,232RK-KP/256/257 RKA This paper (2)
232KC,232RK-KC/256/257 RKA This paper (3)
232KP,232RK-KP/233/2113 RKA This paper (4)

1KP,1RK-ACP/ - /2113 RKA This paper (5)

232KP,232RK-KP/290.5/289 RKA [14] (8)
1KP,1RK-ACC/256/256 RKA [14] (9)

232KP,232RK-KP/256/256 RKA This paper (9)
DES-EXE 1KP,1RK-ACP/256/256 RKA This paper (11)

232KP,232RK-KP/256/257 RKA This paper (12)
1KP,1RK-ACP/256/257 RKA This paper (13)
1KP,1RK-ACP/256/257 RKA This paper (10)

3KP/3 · 257/259 MITM This paper -

One of the main cryptanalytic results obtained on triple-DES so far is the
related-key attack. The related-key attack allows the cryptanalyst to choose a
specific relation of related keys whose goal is to recover the related keys by using
plaintext or ciphertext queries.

In [6], Kelsey et al. showed that three-key triple-DES is vulnerable to a
related-key attack which requires known plaintext and adaptively chosen cipher-
text queries under a chosen related-key condition. Recently, Phan [14] presented
an extended version of Kelsey et al.’s attack which requires known plaintext
and ciphertext queries under another related-key condition. He also presented
a related-key attack on two-key triple-DES, which requires known plaintext
and adaptively chosen ciphertext queries under a chosen related-key condition.
In this paper, we present related-key attacks on two-key and three-key triple-
DES, which require adaptively chosen plaintext queries or adaptively chosen
ciphertext queries under various related-key conditions. The followings are the
related-key conditions used in the previous related-key attacks and our attacks.
Here, K = (K1,K2,K3) and K ′ = (K

′
1,K

′
2,K

′
3) (resp., K = (K1, K2) and

K
′

= (K
′
1,K

′
2)) represent chosen related keys of three-key triple-DES (resp.,

two-key triple-DES), where Δ and ∇ are nonzero arbitrary fixed differences.

Three-key : K1 ⊕K
′
1 = 0, K2 ⊕K

′
3 = 0, K3 ⊕K

′
2 = 0 (1)

K1 ⊕K
′
1 = Δ, K2 ⊕K

′
2 = 0, K3 ⊕K

′
3 = 0 (2)
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K1 ⊕K
′
1 = 0, K2 ⊕K

′
2 = 0, K3 ⊕K

′
3 = Δ (3)

K1 ⊕K
′
1 = Δ, K2 ⊕K

′
2 = ∇, K3 ⊕K

′
3 = 0 (4)

K1 ⊕K
′
1 = 0, K2 ⊕K

′
2 = Δ, K3 ⊕K

′
3 = ∇ (5)

Two-key : K1 ⊕K
′
2 = 0, K2 ⊕K

′
1 = 0 (6)

K1 ⊕K
′
1 = Δ, K2 ⊕K

′
2 = 0 (7)

See Table 1 for a summary of our results and comparison with the previous
attacks. We use the following notations in Table 1.

– RKC: Related-Key Condition
– MITM: Meet-In-The-Middle Attack
– SLA: Slide Attack
– KPA: Known-Plaintext Attack
– RKA: Related-Key Attack
– KP: Known Plaintext
– CP: Chosen Plaintext
– RK-CP: Related-Key Chosen Plaintext
– RK-KP: Related-Key Known Plaintext
– RK-KC: Related-Key Known Ciphertext
– RK-ACP: Related-Key Adaptive Chosen Plaintext
– RK-ACC: Related-Key Adaptive Chosen Ciphertext

Another variant of DES, DES-EXE, uses two 56-bit keys and one 64-bit key.
This is performed as follows.

DES-EXE = EKc(Kb ⊕ (EKa(P ))), (Ka, Kc : 56 − bit keys and Kb : 64 − bit key)

As like the extensions of related-key attacks on triple-DES, we can extend
related-key attacks on DES-EXE under various related-key conditions. The fol-
lowings are the related-key conditions used in the previous related-key attacks
and our attacks.

DES-EXE : Ka ⊕K
′
c = 0, Kb ⊕K

′
b = 0, Kc ⊕K

′
a = 0 (8)

Ka ⊕K
′
a = Δ, Kb ⊕K

′
b = 0, Kc ⊕K

′
c = 0 (9)

Ka ⊕K
′
a = 0, Kb ⊕K

′
b = Δ, Kc ⊕K

′
c = 0 (10)

Ka ⊕K
′
a = 0, Kb ⊕K

′
b = 0, Kc ⊕K

′
c = Δ (11)

Ka ⊕K
′
a = Δ, Kb ⊕K

′
b = ∇, Kc ⊕K

′
c = 0 (12)

Ka ⊕K
′
a = 0, Kb ⊕K

′
b = Δ, Kc ⊕K

′
c = ∇ (13)

Furthermore, we will show that our related-key attack on DES-EXE can
be converted into a meet-in-the-middle attack which does not need related-key
conditions. See Table 1 for the comparison of our results and the previous ones.
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2 Related-Key Attacks on Triple-DES

2.1 Related-Key Attack on Two-Key Triple-DES

In this subsection, we request plaintext/ciphertext pairs under two related keys,
and look for a pair of these plaintext/ciphertext pairs which has the same input
to the middle DES decryption. Since the two related keys use the same key for
the middle DES decryption, a pair that has the same input for the middle DES
decryption also has the same output from that decryption; this allows a way to
test whether a guessed first DES key is correct. Let us assume that we have two-
key triple-DES algorithm with two keys of which one uses a key K = (K1, K2)
and the other uses a key K

′
= (K1⊕Δ, K2) where Δ is a nonzero arbitrary fixed

known value. Then we can break two-key triple-DES by using the related-key
attack. The attack procedure is as follows. Refer to the left-side of Fig. 1.

Fig. 1. Related key attack on Two-Key Triple-DES

1. To get a single collision pair, we first collect 232 known-plaintexts P and
encrypt P under the key K = (K1,K2) to get 232 ciphertexts C.

2. We also collect other 232 related-key known-plaintexts P
′

and encrypt P
′

under the key K
′

= (K1 ⊕ Δ, K2) to get 232 ciphertexts C
′
. We keep the

obtained ciphertexts C
′

together with the corresponding plaintexts P
′

in a
hash table.

3. We guess all values of K1 for all values of (P ,C) and check equations on
(P

′
, C

′
), i.e. E−1

K1⊕Δ (EK1(P ))=P
′
and EK1⊕Δ (E−1

K1
(C))=C

′
, values in hash

table. If there exist ((P,C), (P
′
, C

′
)) satisfying these equations, keep the

guessed key K1. Otherwise, restart this step.
4. For the suggested key K1, we do an exhaustive search for the remaining key

K2 using trial encryption.

This attack requires 232 known plaintexts in step 1 and 232 related-key known
plaintexts in step 2. Since the memory requirements of this attack are dominated
by step 2, this attack requires 233 64-bit memories. Since the probability which
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satisfies the collision test of step 3 for a wrong key is about 2−128, the expectation
of wrong keys which pass the collision test is about 2−128×232×232×256 = 2−8

where the (232×232×256) value represents the total number of the collision tests
performed in step 3. On the other hand, the right key K1 passes the collision test
with a high probability by the argument of birthday paradox. It follows that if a
key K1 passes the collision test, it will be the right key with a high probability.
The time complexity of this attack is dominated by step 3, and thus this attack
requires about 232 × 256 × 2−1 × 4 = 289 DES encryptions on average.

This attack can be also applied to the decryption procedure (refer to the right-
side of Figure 1). As like the above analysis, we can compute the complexity
of this attack. The memory and time complexities of this attack are same as
those of the above attack, but this attack requires 232 known ciphertext and 232

related-key known ciphertexts.

2.2 Related-Key Attack on Three-Key Triple-DES

Let us assume that we have three-key triple-DES algorithm with two keys of
which one uses a key K = (K1,K2,K3) and the other uses a key K

′
= (K1 ⊕

Δ, K2,K3). Then we can break three-key triple-DES by using the related-key
attack. The attack procedure is as follows (refer to the left-side of Fig. 2).

Fig. 2. Related-Key Attack I on Three-Key Triple-DES

1. To get a single collision pair, we first collect 232 known-plaintexts P and
encrypt P under the key K = (K1,K2,K3) to get 232 ciphertexts C. We
keep the obtained (P,C)-pairs in a hash table.

2. We also collect other 232 related-key known-plaintexts P
′

and encrypt P
′

under the key K
′
= (K1⊕Δ, K2,K3) to get 232 ciphertexts C

′
. During this

procedure, we check whether C = C
′
for each ciphertext C

′
and C.

3. Using the collision (P,C) and (P
′
, C) obtained from step 2, we get equation

P
′

= E−1
K1⊕Δ(EK1(P )), and thus we recover the 56-bit key K1 by exhaustive

search for the key K1.
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4. Using the key K1 obtained from step 3, we compute EK1(P ) and EK1⊕Δ(P
′
)

for any P and P ′. We recover the K2 and K3 by using the meet-in-the-middle
attack on (EK1(P ), C) and (EK1⊕Δ(P

′
), C

′
).

This attack requires 232 known plaintexts in step 1 and 232 related-key known
plaintexts in step 2. The memory requirements of this attack are dominated by
step 4, so this attack requires about 256 64-bit memories. The time complex-
ity of this attack is also dominated by step 3 and 4 which require about 256

DES encryptions on average, respectively. Thus, it requires 257(=256 · 2) DES
encryptions.

We can also exploit the above method for the case of related keys such that
K = (K1,K2,K3) and K

′
= (K1,K2, K3⊕Δ). See the right-side of Fig. 2. Since

these attacks are similar to the above attack, we omit the details.
Furthermore, in the similar way, we can take into account other cases of

related-keys whose two subkeys are different. See the appendix A.

3 Attacks on DES-EXE

3.1 Related-Key Attack on DES-EXE

Now we begin our related-key attack on DES-EXE using the meet-in-the-middle
technique. Assume that we have DES-EXE algorithms with two keys of which
one uses a key K = (Ka,Kb,Kc) and the other uses a key K

′
= (Ka, Kb⊕Δ, Kc).

Then, we can break DES-EXE by using the related-key attack which is performed
as follows (refer to Fig. 3).

Fig. 3. Related-Key Attack I on DES-EXE

1. First we collect a single known plaintext P and encrypt P to get the cor-
responding ciphertexts C and C

′
under keys K = (Ka, Kb, Kc) and K

′
=

(Ka,Kb ⊕Δ, Kc), respectively. Additionally, by collecting another plaintext
P

′′
(�= P ), we get the corresponding ciphertext C

′′
under key K.
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2. We guess a key Kc and check whether E−1
Kc

(C) ⊕ E−1
Kc

(C
′
) = Δ. If so, we

compute E−1
Kc

(C) ⊕ Kb for each key Kb and keep (Kb, E
−1
Kc

(C) ⊕ Kb) in a
hash table. Otherwise, we restart this step.

3. We guess a key Ka and check that EKa
(P ) = E−1

Kc
(C)⊕Kb for each stored

value E−1
Kc

(C)⊕Kb, and if so, we also check that EKc
(EKa

(P
′′
)⊕Kb) = C

′′

for the guessed key (Ka,Kb,Kc). If the last test is satisfied, we consider the
guessed key (Ka,Kb,Kc) as the right key. Otherwise, we restart this step.

This attack requires two known plaintexts and one related-key adaptive cho-
sen plaintext. The memory requirements of this attack are dominated by step 2,
so it requires 256 64-bit memories. Step 2 requires about 255 DES encryptions
in average for checking the Δ test. Since the expectation of keys (Ka, Kb, Kc)
satisfying the first test of Step 3 is about 256 × 264 × 2−64 = 256, we should per-
form the last test of step 3 by 256 times. So, step 3 requires about 256 · 2 = 257

DES encryptions. Therefore, the total time complexity of this attack is about
257 DES encryptions.

Furthermore, we can use various related keys to mount related-key attacks
on DES-EXE which require chosen plaintext queries or ciphertext queries. See
the appendix B for the other related-key attacks on DES-EXE.

3.2 Meet-in-the-Middle Attack on DES-EXE

Using the similar technique, we can also mount a meet-in-the-middle attack on
DES-EXE without related-key conditions. The attack procedure is as follows.

1. We collect three distinct plaintexts P , P
′

and P
′′
, and encrypt P , P

′
and

P
′′

to get the corresponding ciphertexts C, C
′
and C

′′
, respectively

2. For each key Ka, we compute S1 = EKa
(P ) ⊕ EKa

(P
′
), T1 = EKa

(P ′) ⊕
EKa

(P
′′
) and keep the triple (Ka, S1, T1) in a hash table. Similarly, for each

key Kc, we compute S2 = E−1
Kc

(C) ⊕ E−1
Kc

(C
′
), T2 = E−1

Kc
(C

′
) ⊕ E−1

Kc
(C

′′
)

and keep the triple (Kc, S2, T2) in a hash table.

Fig. 4. Meet-in-the-Middle Attack on DES-EXE
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3. We check that S1 = S2 and T1 = T2 for all 2112 quartets ((S1, T1), (S2, T2)).
If there exist such quartets, keep the keys (Ka, Kc) related to the quartets.

4. For the suggested keys Ka and Kc, we do an exhaustive search for the re-
maining key Kb using trial encryption.

This attack requires 3 known plaintexts and the memory requirements of
this attack are dominated by step 2, so it requires about 3·257 64-bit memories.
Since the probability which satisfies the collision test step 3 for a wrong key
is about 2−128, the expectation of wrong keys which pass the collision test is
about 2−128 × 2112 = 2−16 where the 2112(=256 × 256) value represents the
total number of the collision tests performed in step 3. On the other hand, the
probability which satisfies the collision test for the right keys (Ka, Kc) is one.
Thus, if Ka and Kc pass the two collision test, it will be the right keys with a
high probability. Moreover, the time complexity of this attack is dominated by
step 2, and thus this attack requires 259(= 256 × 8) DES encryptions.

4 Conclusion

In this paper, we have discussed security of triple-DES and DES-EXE against
related-key attacks. We have found various related-key conditions, which allow
the cryptanalyst to mount related-key attacks on those ciphers. Furthermore,
we have shown that DES-EXE is vulnerable to the meet-in-the-middle attack.
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A Related-Key Attack II on Three-Key Triple-DES

We take into account other related keys whose two subkeys are different, i.e.,
we exploit related keys (K = (K1,K2,K3), K

′
= (K1 ⊕ Δ, K2 ⊕ ∇, K3)) or

(K = (K1,K2,K3), K
′

= (K1,K2 ⊕ Δ, K3 ⊕ ∇)) to mount our related-key
attacks on three-key triple-DES. We first consider the attack which uses the first
case of related-key conditions. Fig. 5 represents the attack procedure. Detailed
attack procedure and calculating attack complexities are almost similar to the
attack I on three-key triple-DES.

B Related-Key Attack II and III on DES-EXE

As like the extensions of related-key attacks on triple-DES, we can extend
related-key attacks on DES-EXE under various related-key conditions. Since
these attacks are similar to related-key attacks on three-key triple-DES, we omit
the details. Figure 6 and 7 show the outline of all these attacks.
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Fig. 5. Related-Key Attack II on Three-Key Triple-DES

Fig. 6. Related-Key Attack II on DES-EXE

Fig. 7. Related-Key Attack III on DES-EXE
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Abstract. The Common Scrambling Algorithm (CSA) is used to en-
crypt streams of video data in the Digital Video Broadcasting (DVB)
system. The algorithm uses a combination of a stream and a block cipher,
apparently for a larger security margin. However these two algorithms
share a common key.

In this paper we present a fault attack on the block cipher which
can be launched without regarding the stream cipher part. This attack
allows us to reconstruct the common key and thus breaks the complete
Algorithm.

Keywords: block cipher, cryptanalysis, fault attack, dvb, pay tv.

1 Introduction

The DVB Common Scrambling Algorithm is used to secure MPEG-2 transport
streams. These are used for example for digitally transmitted pay tv in Europe.
The algorithm was specified by ETSI and adopted by the DVB consortium in
May 1994. However the exact origin and date of the design is unclear. Interest-
ingly, licensees were not allowed to implement the algorithm in software and it
was only available under a Non-Disclosure Agreement from an ETSI custodian.
As was pointed out, this was due to “security reasons”. Only very little infor-
mation like an ETSI Technical Report [Eur96] and patent applications [Bew98],
[WAJ98] were available to the public until 2002. In the fall of 2002 a Windows
program called FreeDec which implemented the CSA in software was released
and quickly reverse–engineered. The results were published on a web site [Pse03]
and details on the algorithm became available to the public.

For keying the CSA, so called control words are used. These control words
are generated from encrypted control messages contained in the DVB trans-
port stream by a conditional access mechanism. Examples for these mechanisms
are Irdeto, Betacrypt, Nagravision, Cryptoworks and many others. They vary
between broadcasters and are usually implemented on a smart card which is
required to view encrypted pay tv transmissions.

The actual key for the CSA is called common key and is usually changed every
10–120 seconds. The great relevance of CSA lies in the fact, that every encrypted

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 577–584, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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digital pay tv transmission in Europe is secured using CSA. A practical break
of CSA would thus affect all broadcasters which would have to exchange the
hardware used to decrypt the transport streams.

The scrambling algorithm is a combination of two cryptographic primitives:
a 64-bit block cipher and a stream cipher which both are keyed with the same
common key. Thus a key recovery attack on one of the two primitives would
break the complete algorithm.

In this paper we present a fault attack on the block cipher part which allows
the recovery of the key.

The rest of this paper is organized as follows. In Section 2 we present the
notation used in this paper, section 3 gives a short overview over side-channel
attacks and sections 4 and 5 describe CSA resp. the block cipher part. Our
attack is presented in section 6 and final remarks are given in section 7. Tables
and figures are combined in an appendix.

2 Definitions

In the rest of this paper we use the following notation:

K the common key. A 64 bit key used for both
the stream and the block cipher

[k]i denotes the i-th bit of k
[k]i...j denotes bits i through j of k
KE denotes the running key which is derived through

the key schedule of the block cipher
P = (p0, . . . , p7) is the plain text
C = (c0, . . . , c7) is the cipher text
S = (s0, . . . , s7) is the state of the block cipher
Sr = (sr

0 . . . , s
r
7) is the state in round r

x is the faulted value x
We number the rounds from 0 . . . 56 for encryption resp. 56 . . . 0 for decryption

i.e. P = S0, C = S56.

3 Side-Channel Attacks

Conventional attacks try to find weaknesses in a cipher construction itself. There
are various methods to do so, like observing the distribution of cipher texts or
attacking the structure of a cipher with algebraic methods. In contrast, side
channel attacks are used to find weaknesses in an actual implementation of a
cipher system. They are more powerful than conventional attacks, because of the
fact, that the attacker can get additional information by observing side channels
like the time required to encrypt certain plain texts or the power usage of the
encryption device.

One certain type of side channel attacks are so called fault attacks, where the
attacker introduces errors in the encryption or decryption process. The attacker
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then gains informations on the key by observing the difference between the actual
and the faulty result. There are various results showing, that these attacks are
very powerful and feasible like [BDJ97] and [ABF+02].

Fault attacks are often combined with observations on other side channels like
for instance time measurements etc., because the faults have to be introduced at
specific points in the encryption/decryption process or at a specific register value.
To simplify things one specifies what values can be affected when by the attacker.

This type of side channel attacks was first applied to symmetric cryptosys-
tems by Eli Biham and Adi Shamir in [BS97]. Our attack is a variant using a
slightly different setting than in [BS97] and [BDJ97]. In the setting we inves-
tigate in this paper, the attacker is capable of changing the value of a specific
register to a random value in one specific round. However, we will show, that
if the attacker is only able to introduce a random error where the exact error
location is evenly distributed over the whole decryption process (i.e. the setting
used by Boneh et. al), our attack still works.

There are various possibilities to inject errors like applying voltage peaks
or other glitches and/or modifying the clock of the encryption device. Another
possibility is to do it by laser. Using this method, it is possible to target at
a specific part of the device performing the cryptographic operations and thus
affect for example a certain register. We believe, that changing the value stored
in such a register to a random value is possible. Moreover we believe, that using
short flashes of the laser and precise equipment, it is possible to do so at a
specific encryption/decryption operation resp. at a certain round in iterated
ciphers. We therefore believe, that the presented attack is an actual threat to
the common scrambling algorithm. An overview and further references on how
to realize fault attacks can be found in [BS03], where the first fault attack on
the Advanced Encryption Standard is given.

4 Overview over CSA

The common scrambling algorithm can be seen as a cascade of two different
cryptographic primitives, namely a block cipher and a stream cipher. Both ci-
phers use the same 64-bit key K, which is called the common key. In this section,
we will describe how the block and the stream cipher are combined, whereas the
next section is focusing on the block cipher.

In the encryption process a m-byte packet is first divided into blocks (DBi)
of 8 bytes each. It is possible, that the length of the packet is not a multiple of
8 bytes. If so, the last block is called residue.

The sequence of 8-byte blocks is encrypted in reverse order with the block
cipher in CBC mode. The initialization vector is always equal to zero. Note, that
the residue is left untouched in this encryption step.

The last output of the chain IB0 is then used as a nonce for the stream
cipher. The first m− 8 bytes of key stream generated by the stream cipher are
XORed to the encrypted blocks (IBi)i≥1 followed by the residue to produce the
scrambled blocks SBi. Figure 1 depicts the descrambling process.
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Note, that since we are interested in introducing errors in the decryption pro-
cess of the block cipher and in comparing the actual decrypted output with the
faulty output, we can completely ignore the chaining mode and the stream cipher
part, taking only the decryption process of the last block cipher application into
account. For more details on the overall design and an analysis of the stream cipher
as well as an overview of properties of the block cipher we refer to [WW04].

5 The DVB CSA Block Cipher

CSA uses an iterated block cipher that operates byte-wise on 64-bit blocks of data.
In each round of the cipher the same round transformation is applied to the internal
state. We will denote this transformation by φ. φ takes the 8-byte vector represent-
ing the current internal state, alongwith a single byte of the running key, toproduce
the next internal state. This round transformation is applied 56 times.

The Key Schedule. Let ρ be the bit permutation on 64-bit strings as defined
in table 2. The 448-bit running key KE = ([kE ]0, . . . , [kE ]447) is recursively
computed as follows:

[kE ]0,...,63 = [k]0,...,63

[kE ]64i,...,64i+63 = ρ([kE ]64(i−1),...,64i−1)⊕ 0x0i0i0i0i0i0i0i0i for all 1 ≤ i ≤ 6

where the expression 0x0i0i0i0i0i0i0i0i is to be interpreted as a hexadecimal
constant.

Encryption/Decryption. A plain text P = (p0, . . . , p7) is encrypted accord-
ing to

S0 = P

Sr = φ(Sr−1, ([kE ]8(r−1), . . . , [kE ]8(r−1)+7)) for all 1 ≤ r ≤ 56

C = S56

which yields the cipher text C = (c0, . . . , c7). For decrypting this cipher text the
inverse round transformation is used and therefore the following operations have
to be carried out:

S56 = C

Sr = φ−1(Sr+1, ([kE ]8r, . . . , [kE ]8r+7)) for all 55 ≥ r ≥ 0
P = S0

where φ is the round function described below.

The Round Function. The round transformation uses two non-linear permu-
tations on the set of all byte values π and π′. These permutations are related by
another permutation σ, i.e. π′ = σ ◦ π. The bit permutation σ maps bit 0 to 1,
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bit 1 to 7, bit 2 to 5, bit 3 to 4, bit 4 to 2, bit 5 to 6, bit 6 to 0 and bit 7 to 3.
See table 3 for the actual values described by π.

Let S = (s0, . . . , s7) be the vector of bytes representing the internal state
of the block cipher in an arbitrary round and k the next 8-bit round key. The
function φ taking the internal state S from round i to round i + 1 is given by

φ(s0, . . . , s7, k) = (s1, s2 ⊕ s0, s3 ⊕ s0, s4 ⊕ s0,

s5, s6 ⊕ π′(k ⊕ s7), s7, s0 ⊕ π(k ⊕ s7))

The inverse round transformation for the decryption of a message block is then

φ−1(s0, . . . , s7, k) = (s7 ⊕ π(s6 ⊕ k), s0,

s7 ⊕ s1 ⊕ π(s6 ⊕ k), s7 ⊕ s2 ⊕ π(s6 ⊕ k),
s7 ⊕ s3 ⊕ π(s6 ⊕ k), s4, s5 ⊕ π′(s6 ⊕ k), s6)

6 Fault Attack on the Block Cipher

Our attack is a fault attack on the decryption of the last block from the block ci-
pher part of CSA, which yields the first eight round keys i.e. the bits[kE ]0. . .[kE ]7.
These round key bits are equal to the common key.

Note, that since we are only interested in the decryption of the last block
from the block cipher part, the stream cipher and the chaining mode used with
the block cipher are irrelevant as pointed out before.

The attacker starts by introducing a random error in the last round of the
decryption process in s1

6 which changes this value to s1
6. Since these two values

appear unchanged in the decrypted plain text, the attacker can calculate

s1
6 = s0

7 = p7

s1
6 = s0

7 = p7

g([kE ]0...7) := π(s1
6 ⊕ [kE ]0...7)⊕ π(s1

6 ⊕ [kE ]0...7) = s0
0 ⊕ s0

0 = p0 ⊕ p0

from the faulted and the actual output.
Now we verify for every possible round key k′ if g(k′) = g([kE ]0...7). Table 1

shows, how many possible round keys are expected to fulfill this equation. As we
can see, we can expect that the number of possible round keys is approximately
two for every introduced error. Therefore, if we repeat the attack for two or three
different errors, the round key can be uniquely determined.

After recovery of the round keys for the rounds 0 . . . i, the attacker introduces
an error at round i+1 of the decryption process and uses the known round keys
to perform i + 1 rounds of the encryption process with the plain text and the
faulted plain text. Doing so, the attacker gets the values

si+1
6 = si

7

si+1
6 = si

7

g([kE ]8i . . . [kE ]8i+7) := π(si+1
6 ⊕ [kE ]8i . . . [kE ]8i+7)

⊕ π(si+1
6 ⊕ [kE ]8i . . . [kE ]8i+7) = si

0 ⊕ si
0
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He can thus retrieve the key bits [kE ]8i . . . [kE ]8i+7 as pointed out above and
therefore iteratively recover the required 8 round keys.

The common key is then given by K = [kE ]0 . . . [kE ]63. Since this key is
shared among the stream and the block cipher parts of CSA this attack breaks
the complete CSA - Cipher.

To perform this basic version of our attack, the attacker has to introduce
approximately two errors per round key, that sums up to a total of 16 errors.
Additionally to uniquely determine one round key the attacker has to evaluate
g(k′) for all 256 different values of k′ for every introduced error. Therefore the
overall complexity is 16 error introductions and 8 ·2 ·256 = 4096 evaluations of g.

Anotherpossibilitytorecovertheroundkeys is,thattheattackertakeseverypos-
sible key retrieved through the equation g(k′) = g([kE ]8i . . . [kE ]8i+7) into account.
With thismethod, the attackerdoesnot have to repeat the error introduction.From
table 1 we conclude, that the attack is only little more expensive. The wrong round
keyscanthenbediscoveredbytestingallcalculatedcommonkeys forthecorrectone.

In this version the number of required error introductions decreases to 8.
However the attacker now has to evaluate the g-function approximately

∑7
i=0 2i ·

256 = 65280 times which leaves him with 256 possible keys.

Table 1. Probability for the Number of Round Keys for the Attack

Possible number of keys 0 1 2 3 4 5 6 7 8 > 8
Probability 0.61 0.00 0.31 0.00 0.07 0.00 0.01 0.00 0.00 0.00

6.1 Improvements

The presented attack allows a time-memory trade-off. It is possible to calculate
a table which contains all the possible round keys for every combination of s6, s6

and g(k). This table uses approximately 28 · 28 · 28 · 2 = 225 bytes.
Using this improvement the attack requires only one table lookup per intro-

duced error, resp. per possible round key in the above scenarios.
One additional possibility is, that the adversary does not calculate all 8 round

keys. He can also retrieve only some of the first round keys and then perform
an exhaustive search on the missing bits. Since the common key is 64 bits, the
costs of an exhaustive search can be reduced to 264−8·j , where j is the number
of round keys calculated. Clearly, this variant requires 2 ·j introduced errors and
j · 2 · 256 evaluations of the g-function in the basic setting.

6.2 Evenly Distributed Errors

In the case that the attacker is not able to introduce errors at a specific register at
a certain round, but only an error evenly distributed over the whole decryption
process, i.e. the error can affect either register at either round, the presented
attack still works. This is due to the fact, that the attacker can determine if the
error has affected the desired value by comparing the values si

7 and si
7. If these

values are not equal and si
1 = si

1, s
i
5 = si

5 and si
2⊕si

2 = si
3⊕si

3 = si
4⊕si

4 = si
0⊕si

0

the correct register and the correct round have been modified.
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Assuming that the errors are evenly distributed, this should occur every 56 ·8
tries. Therefore the costs for the attack in terms of the number of introduced
errors only increase by a constant factor.

One further improvement would be, that the attacker records all the faulted
outputs, even if the wrong round and/or register have been altered. Before intro-
ducing an error targeting the next round key, the attacker then checks if one of
the recorded values is a modification of the correct register in this round. With
this method the number of required faults can be decreased.

7 Conclusion

In this paper we presented a fault attack on the DVB common scrambling al-
gorithm. Although the overall design, especially the combination of the stream
and the block cipher, makes simple attacks difficult [WW04], it is possible to
easily break the cipher using a fault attack. This again proves, that it is impor-
tant to include countermeasures against fault attacks like the verification of the
result of the encryption respectively decryption process in an implementation
of a cryptographic system. Additional countermeasures against the presented
attack should include different keys for the stream and the block cipher part,
a non-linear key schedule and modifications on the round function of the block
cipher to make the recovery of the round keys more difficult.
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A Appendix

Fig. 1. Combination of Block- and Stream Cipher

Table 2. Key Bit Permutation

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
ρ(i) 17 35 8 6 41 48 28 20 27 53 61 49 18 32 58 63
i 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
ρ(i) 23 19 36 38 1 52 26 0 33 3 12 13 56 39 25 40
i 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
ρ(i) 50 34 51 11 21 47 29 57 44 30 7 24 22 46 60 16
i 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
ρ(i) 59 4 55 42 10 5 9 43 31 62 45 14 2 37 15 54

Table 3. S-Box of the Block Cipher. Output Arranged Row-wise; Lower Nibble on
Horizontal, Upper on Vertical

0x00 0x01 0x02 0x03 0x04 0x05 0x06 0x07 0x08 0x09 0x0A 0x0B 0x0C 0x0D 0x0E 0x0F

0x00 0x3A 0xEA 0x68 0xFE 0x33 0xE9 0x88 0x1A 0x83 0xCF 0xE1 0x7F 0xBA 0xE2 0x38 0x12

0x01 0xE8 0x27 0x61 0x95 0x0C 0x36 0xE5 0x70 0xA2 0x06 0x82 0x7C 0x17 0xA3 0x26 0x49

0x02 0xBE 0x7A 0x6D 0x47 0xC1 0x51 0x8F 0xF3 0xCC 0x5B 0x67 0xBD 0xCD 0x18 0x08 0xC9

0x03 0xFF 0x69 0xEF 0x03 0x4E 0x48 0x4A 0x84 0x3F 0xB4 0x10 0x04 0xDC 0xF5 0x5C 0xC6

0x04 0x16 0xAB 0xAC 0x4C 0xF1 0x6A 0x2F 0x3C 0x3B 0xD4 0xD5 0x94 0xD0 0xC4 0x63 0x62

0x05 0x71 0xA1 0xF9 0x4F 0x2E 0xAA 0xC5 0x56 0xE3 0x39 0x93 0xCE 0x65 0x64 0xE4 0x58

0x06 0x6C 0x19 0x42 0x79 0xDD 0xEE 0x96 0xF6 0x8A 0xEC 0x1E 0x85 0x53 0x45 0xDE 0xBB

0x07 0x7E 0x0A 0x9A 0x13 0x2A 0x9D 0xC2 0x5E 0x5A 0x1F 0x32 0x35 0x9C 0xA8 0x73 0x30

0x08 0x29 0x3D 0xE7 0x92 0x87 0x1B 0x2B 0x4B 0xA5 0x57 0x97 0x40 0x15 0xE6 0xBC 0x0E

0x09 0xEB 0xC3 0x34 0x2D 0xB8 0x44 0x25 0xA4 0x1C 0xC7 0x23 0xED 0x90 0x6E 0x50 0x00

0x0A 0x99 0x9E 0x4D 0xD9 0xDA 0x8D 0x6F 0x5F 0x3E 0xD7 0x21 0x74 0x86 0xDF 0x6B 0x05

0x0B 0x8E 0x5D 0x37 0x11 0xD2 0x28 0x75 0xD6 0xA7 0x77 0x24 0xBF 0xF0 0xB0 0x02 0xB7

0x0C 0xF8 0xFC 0x81 0x09 0xB1 0x01 0x76 0x91 0x7D 0x0F 0xC8 0xA0 0xF2 0xCB 0x78 0x60

0x0D 0xD1 0xF7 0xE0 0xB5 0x98 0x22 0xB3 0x20 0x1D 0xA6 0xDB 0x7B 0x59 0x9F 0xAE 0x31

0x0E 0xFB 0xD3 0xB6 0xCA 0x43 0x72 0x07 0xF4 0xD8 0x41 0x14 0x55 0x0D 0x54 0x8B 0xB9

0x0F 0xAD 0x46 0x0B 0xAF 0x80 0x52 0x2C 0xFA 0x8C 0x89 0x66 0xFD 0xB2 0xA9 0x9B 0xC0
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Abstract. SSL(Secure Socket Layer) is currently the most widely deployed 
security protocol, and consists of many security algorithms, but it has some 
problems on processing time and security. This paper proposes an 
HSEP(Highly Secure Electronic Payment) Protocol that provides better 
security and processing time than an existing SSL protocol. As HSEP consists 
of just F2mHECC, ThreeB(Block Byte Bit Cipher), SHA algorithm, and 
Multiple Signature, this protocol reduces handshaking process by 
concatenating two proposed F2mHECC public key and ThreeB symmetric 
key algorithm and improves processing time and security. In particular, 
Multiple signature and ThreeB algorithm provides better confidentiality than 
those used by SSL through three process of random block exchange, byte-
exchange key and bit-xor key. 

1   Introduction 

This paper proposes an HSEP(Highly Secure Electronic Payment) protocol whose 
characteristic are the followings. 

First, The HSEP uses HECC instead of RSA to improve the strength of encryption 
and the speed of processing. The resulting value which is computed with the public 
key and the private key of HECC becomes a shared secret key, that is, the values is 
become a master key.  Second, The shared secret key is used as input the proposed 
ThreeB(Block Byte Bit Cipher) algorithm which generates session key for the data 
encryption. Finally, HSEP protocol uses multiple signatures instead of MAC(message 
authentication code) to improve the reliability of EC.  

Therefore, HSEP protocol reduces handshaking process by concatenating a shared 
private key of HECC. Also, Multiple signature and ThreeB algorithm provides better 
confidentiality than those by SSL through three process of random block exchange, 
byte-exchange key and bit-xor key.  

This paper is structured as follows. Section 2 provides some basic concepts of 
encryption and decryption, HECC, and SSL. Section 3 describes the structure of 
HSEP protocol and ThreeB algorithm. An performance comparison of HSEP protocol 
with SSL protocol are presented in Section 4. Finally, our conclusions are 
summarized in Section 5. 
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2   Basic Concepts 

2.1   Encryption and Decryption Algorithm 

As shown in Fig. 1, the user A computes a new key kA(kBP) by multiplying the user 
B's public key by the user A’s private key kA. The user A encodes the message by 
using this key and then transmits this cipher text to user B. After receiving this cipher 
text, The user B decodes with the key kB(kAP), which is obtained by multiplying the 
user A's public key, kAP by the user B’s private key, kB. Therefore, as kA(kBP) = 
kB(kAP), we may use these keys for the  encryption and the decryption. 

 
 

User A
Private key : KA

 KAD

User B
KB : Private key 

KBD
Public key 

en/decryption key
K A (K 

B D)
en/decryption key

K B (K
A

D)

Select factor 
v2 + (u2+u)v = f(u) 
p(x): polynomial D: Initial divisor

 

Fig. 1. Concept of en/decryption of HECC 

2.2   SSL (Secure Socket Layer) Protocol  

SSL is a commonly-used protocol for managing the security of a message 
transmission on the internet. SSL uses a program layer located between the internet’s 
Hypertext Transfer Protocol and Transport Control Protocol layers. 

The SSL protocol includes two sub-protocols : the SSL record protocol and the SSL 
handshake protocol. The SSL record protocol defines the format used to transmit data. 
The SSL handshake protocol involves using the SSL record protocol to exchange a 
series of messages between an SSL-enabled server and an SSL-enabled client when 
they first establish an SSL connection. This exchanges of messages is designed to 
facilitate the following actions: 

• Authenticate the server to the client. 
• Allow the client and server to select the cryptographic algorithms, or ciphers, that 

they both support. 
• Optionally authenticate the client to the server. 
• Use public-key encryption techniques to generate shared secrets. 
• Establish an encrypted SSL connection. 

3   Proposed HSEP (Highly Secure Electronic Payment) Protocol 

3.1   HSEP Protocol 

The existing SSL uses RSA in key exchange and DES in message encryption. Our 
proposed HSEP protocol uses HECC instead of RSA, Because of this, the strength of 
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encryption and the speed of processing are improved. Besides, in message encryption, 
HSEP utilizes ThreeB algorithm to generate session keys and cipher text. The 
encryption and decryption processes are shown in Fig. 2 respectively.  
    First, Select a private key x and an initial point D of HECC, and then computes xD. 
Using the result of addition, generates a session key of ThreeB. 
    Second, the ThreeB algorithm encodes the message applying these keys. Since the 
receiver has his own private key, HSEP can reduce handshake procedure without pre-
master key exchange, which enhances the speed for processing a message, and 
strengthens the security for information. Therefore, HSEP simplifies a handshake and 
decreases a communicative traffic over a network as compared with the existing SSL. 

 
             (a) Encryption of HSEP                                 (b) Decryption of HSEP 

Fig. 2. The flow of HSEP 

3.1.1   The Basic Algorithm for HSEP Protocol 
HSEP protocol proposed in this paper uses the same hash function, SHA as SSL 
protocol, HECC and ThreeB algorithms are no used in SSL. So this section shows 
that the process of the keys, sk1 and sk2 are generated by using the shared private key 
of HECC, and data is encrypted by using sk1 and sk2.  

1. Key generation 
The process of generation of sk1 and sk2 is shown in Fig. 3.   

 
 

Fig. 3. Key generation 
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2. Data Encryption 
Fig. 4 explains the process of data encryption and is treated in section 3.3.2 in detail. 

Fig. 4. Data Encryption 

3.2   F2m HECC (Hyper Elliptic Curve Cryptosystem) 

Nowadays, in the area of cryptology, using hyperelliptic curves is eagerly studied, 
because it gives the same security level with a smaller key length as compared to 
cryptosystems using elliptic curves. From the fact it is expected to be possible to use 
hyperelliptic curves to factor integers, since elliptic curve method exploits the 
property of the Abelian groups in the same way as the cryptosystems. 

A hyperelliptic curve H of genus g(g ≥ 1) over a field F is a nonsingular curve that 
is given by an equation of the following form: 

)()(: 2 ufvuhvH =+  (in F[u, v]) 

where h(u) ∈ F[u] is a polynomial of degree ≤  g, and f(u) ∈ F[u] is a monic 
polynomial of degree 2g+1. 

 



 HSEP Design Using F2m HECC and ThreeB Symmetric Key 589 

 

3.2.1   Divisors 
Divisors of a hyperelliptic curve are pairs denoted div(a(u), b(u)), where a(u) and b(u) 
are polynomials in )2( nGF [u] that satisfy the congruence 

)()()()( 2 ufubuhub ≡+ (mod a(u)). 

They can also be defined as the formal sum of a finite number of points on the 
hyperelliptic curve. Since these polynomials could have arbitrarily large degree and 
still satisfy the equation, the notion of a reduced divisor is needed. In a reduced 
divisor, the degree of a(u) is no greater than g, and the degree of b(u) is less than the 
degree of a(u).  

3.2.2   Reduced Divisors 
Let H be a hyperelliptic curve of genus g over a field F. A reduced divisor(defined 
over F) of H is defined as a form div(a, b), where a, b∈F[u] are polynomial such that 

(1) a is monic, and deg b < deg a ≤  g, 
(2) a divides )( 2 fbhb −− . 

In particular div(1,0) is called zero divisor. 

Input : A semi-reduced divisor, D=div(a, b) 
Output : The equivalent reduced divisor, DbadivD ~),( ′′=′  

1. Set abbhfa /)( 2−−=′  and ))(mod( abhb ′−−=′  

2. If au ′deg >g then set aa ′= , bb ′=  and go to step 1. 

3. Let c be the leading coefficient of a ′ . Set aca ′=′ −1 . 
4. Output ),( badivD ′′=′   

Fig. 5. Reduction of a divisor to a reduced divisor 

3.2.3   Adding Divisors 
If ),( 111 badivD =  and ),( 222 badivD =  are two reduced divisors defined over F, then 
Fig. 6 finds a semi-reduced divisor or reduced divisor ),(3 badivD = . To find the 
unique divisor, ),(3 badivD = , Fig. 5 should be used just after the addition of two 
divisors. 

Input : Two reduced divisors, ),( 111 badivD = and ),( 222 badivD =  
Output : A reduced divisor or semi-reduction divisor, ),(3 badivD =  

1. Compute 
11 , ed and 

2e  which satisfy ),( 211 aaGCDd =  and 
22111 aeaed +=  

2. If 11 =d , then 
21: aaa = , abaebaeb mod)(: 122211 +=  

         otherwise do the following: 
(1) Compute d, 

1c  and 
3s  which satisfy  

),( 211 hbbdGCDd ++=  and )( 21311 hbbsdcd +++= . 
(2) Let 

111 : ecs =  and 
212 : ecs = , so that )( 2132211 hbbsasasd ++++= . 

(3) Let 2
21 /: daaa = , adfbbsbasbasb mod/))((: 213122211 +++=  

3. output ),(3 badivD =  

Fig. 6. Addition defined over the group of divisors 
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3.3   ThreeB (Block Byte Bit Cipher) Algorithm 

In this paper, the proposed ThreeB algorithm consists of two parts, which are session 
key generation and data encryption. And the data encryption is divided into three 
phases, which are inputting plaintext into data blocks, byte-exchange between blocks, 
and bit-wise XOR operation between data and session key. 

3.3.1   Session Key Generation  
As we know that the value which is obtained by multiplying one's private key by the 
other's public key is the same as what is computed by multiplying one's public key to 
the other's private key. The feature of EC is known to be almost impossible to 
estimate a private and a public key. With this advantage and the homogeneity of the 
result of operations, the proposed ThreeB algorithm uses a 64-bit session key to 
perform the encryption and decryption. Given the sender’s private key X = X1 X2,…Xm 

and the receiver’s public key, Y = Y1 Y2,…Yn, we concatenate X and Y to form a key 
N (i.e., N = X1 X2,…Xm Y1 Y2,…Yn), and then compute the session keys as follows: 

i) If the length (number of digits) of X or Y exceeds four, then the extra digits 
on the left are truncated. And if the length of X or Y is less than four, then 
they are padded with 0’s on the right.  This creates a number N  = X1  X2  X3  
X4  Y1  Y2  Y3  Y4 . Then a new number N  is generated by taking the 
modulus of each digit in N  with 8. 

ii) The first session key sk1 is computed by taking bit-wise OR operation on N  
with the reverse string of N . 

iii) The second session key sk2 is generated by taking a circular right shift of 
sk1 by one bit. And repeat this operation to generate all the subsequent 
session keys needed until the encryption is completed. 

3.3.2   Encryption 
The procedure of data encryption is divided into three parts, inputting plaintext into 
data block, byte-exchange between blocks, and bit-wise XOR operation between data 
and session key. 

1.  Input plaintext into data block 
The block size is defined as 64 bytes. A block consists of 56 bytes for input data, 4 
bytes for the data block number, and 4 bytes for the byte-exchange block number (1 
or 2, see Fig. 7). During the encryption, input data stream are blocked by 56 bytes. If 
the entire input data is less than 56 bytes, the remaining data area in the block is 
padded with each byte by a random character. Also, in the case where the total 
number of data blocks filled is odd, then additional block(s) will be added to make it 
even, and each of those will be filled with each byte by a random character as well. 
Also, a data block number in sequence) is assigned and followed by a byte-exchange 
block number, which is either 1 or 2.  
 

Data Area 

Data Block Number Byte-exchange block no 

Fig. 7. Structure of block 
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2.  Byte-exchange between blocks  
After inputting the data into the blocks, we begin the encryption by starting with the 
first data block and select a block, which has the same byte-exchange block number 
for the byte exchange.  In order to determine which byte in a block should be 
exchanged, we compute its row-column position as follows: 

  For the two blocks whose block exchange number, n = 1, we compute the 
following: 

 byte-exchange row = (Ni *n) mod 8  (i = 1,2 …,8) 
 byte-exchange col = Ni *n) + 3) mod 8 (i = 1,2 …,8),   
where Ni is a digit in N   These generate 8 byte-exchange positions. Then for n = 1, 
we only select the non-repeating byte position (row, col) for the byte-exchange 
between two blocks whose block exchange numbers are equal to 1.  Similarly, we 
repeat the procedure for n = 2.  

 
3.  Bit-wise XOR between data and session key 
After the byte-exchange is done, the encryption proceeds with a bit-wise XOR 
operation on the first 13 byte data with the session sk1 and repeats the operation on 
every 8 bytes of the remaining data with the subsequent session keys until the data 
block is finished.  Note that the process of byte-exchange hides the meaning of 56 
byte data, and the exchange of the data block number hides the order of data block, 
which needs to be assembled later on.  In addition, the bit-wise XOR operation 
transforms a character into a meaningless one, which adds another level of confusion 
to the attackers.  

3.3.3   Decryption 
Decryption procedure is given as follows. First, a receiver generates a byte exchange 
block key sk1 and a bit-wise XOR key sk2 by using the sender's public key and the 
receiver's private key. Second, the receiver decrypts it in the reverse of encryption 
process with a block in the input data receiving sequence. The receiver does bit-wise 
XOR operation bit by bit, and then, a receiver decodes cipher text by using a byte-
exchange block key sk1 and moves the exchanged bytes back to their original 
positions. We reconstruct data blocks in sequence by using the decoded data block 
number. 

3.4   Multiple Signature 

In the proposed HSEP protocol, the multiple signature is used instead of MAC. 
 
 (1) User A generates message digests of OI(order information) and PI(payment 
information) separately by using hash algorithm, concatenates these two message 
digests; produces MDBMDC; and hash it to generates MD(message digest). Then the 
user A encrypts this MD by using an encryption key, which is obtained by 
multiplying the private key of user A to the public key of the receiver. The PI to be 
transmitted to user C is encrypted by using ThreeB algorithm. The encrypted PI is 
named CPI. 
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O I

P I

O r d e r   
I n fo r m a tio n  

P a y m e n t   
I n fo r m a tio n  

M D  B  

M D  C  

C o n c a te n a t io n

M D

D SB

D SC

C P I

O I  D S  B  

M D B M D C

M D B M D C C P I D SC

A  -  C
3 B C  S e s s io n  k e y  A lg o r i th m  

BD a ta  T r a n s m itt e d  

h ( x )  

h ( x )  

h (x )

k1 k2 P )

k1 k3 P )

H E C C  e n c r y p t

H E C C  e n c r y p t

M e s s a g e   
D ig e s t  

 

Fig. 8. Encryption of user A 

(2) User B generates message digest MDB  with the transmitted OI from user A. After 
having substituted MDB  for the MDB of MDBMDC, the message digest MD is 
generated by using hash algorithm. User B decrypts a transmitted DSB, and extracts 
MD from it. User B compares this with MD generated by user B, certificates user A 
and confirms the integrity of message. Finally, user B transmits the rest of data, 
MDBMDC, CPI, DSC to user C. 

 

O I  D S  B  M D B M D C C P I D SC

B
D a t a  r e c e iv e d

M D  B  '  M D C

M D

M D

M D ' M D C
V e r i f y  

C e r t i f i c a t ek 2 ( k 1 P )

M D B M DC C P I D SC

C
D a t a  t r a n s m it t e d  

h ( x )  

h ( x )

H E C C  d e c r y p t  

 

Fig. 9. Decryption of user B and data transmitted to C 

(3) User C decrypts the CPI transmitted from user B, extracts PI, and generates 
message digest (MDC) from this by using hash algorithm; substitutes this for MDB of 
MDBMDC transmitted from user B, and produces message digest (MD) by using Hash 
algorithm. Then the user C decrypts the DSC transmitted from user B and extracts 
message digest (MD). Again, the user C compares this with the MD extracted by user 
C, verifies the certificate from the user A, and confirms the integrity of the message. 
Finally, the user C returns an authentication to the user B. 

 
Data received  

M D

M D Verify 
Certificate

M D  B M DCCPI DSC

h(x) 

h(x)

HECC decrypt 

PI M DC

M D   M DB M DC

A - C 

ThreeB 
Session key 

Algorith

 
 

Fig. 10. Decryption of an user C 
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4   Performance Evaluation 

4.1   HECC and RSA 

In this paper, the proposed HSEP protocol uses HECC instead of RSA. In comparison 
with RSA, the results of the encryption and decryption times are shown in Fig. 11 
respectively, which indicate that encryption and decryption time of HECC are much 
less than those of RSA. 

 

   
(a) A comparison for encryption time          (b) A comparison for decryption time 

Fig. 11. The comparison of HECC and RSA(unit : Φs) 

4.2   ThreeB and DES 

Fig. 12 show the mean value of encryption time of ThreeB and DES by executing 
every number of block about message twenty times. According to Fig. 12, we can 
conclude that ThreeB is faster than the existing DES in encryption time. In addition, 
the security of ThreeB is enhanced by using Byte-exchange and Bit-wise XOR 
Therefore, the strength of the encryption is improved and more time is saved for 
encryption and decryption than DES. 

 

  
(a) A comparison for encryption time      (b) A comparison for decryption time 

Fig. 12. A comparison of ThreeB and DES(unit : Φs) 
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5   Conclusion 

The proposed HSEP protocol employs HECC, Multiple Signature and ThreeB 
algorithm other than the existing SSL. HSEP protocol removes a pre-master key 
exchange, and replaces the master key exchange by the shared secret key. As a result, 
it speeds up the handshaking process by reducing communication traffic for 
transmission. The proposed ThreeB, which uses byte-exchange and the bit operation 
increases data encryption speed. Even though cipher text is intercepted during 
transmission over the network. Because during the encryption process, the ThreeB 
algorithm performs byte exchange between blocks, and then the plaintext is encoded 
through bit-wise XOR operation, it rarely has a possibility for cipher text to be 
decoded and has no problem to preserve a private key.  

Moreover, the proposed HSEP protocol has a simple structure, which can improve 
the performance with the length of session key, byte-exchange algorithm, bit 
operation algorithm, and so on. From the standpoint of the supply for key, the CA 
(Certificate authority) has only to certify any elliptic curve and any prime number for 
modulo operation, the anonymity and security for information can be guaranteed over 
communication network.(See Table 1.) 

Table 1.  Decryption of HSEP protocol 

protocol Digital signature 
Encryption for 

message 
Digital envelope 

SET RSA DES Use 

ECSET ECC DES Use 

HSEP HECC ThreeB Unnecessary 
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Abstract. We apply internal perturbation [3] to the matrix-type cryp-
tosystems [Cn] and HM constructed in [9]. Using small instances of these
variants, we investigate the existence of linearization equations and de-
gree 2 equations that could be used in a XL attack. Our results indicate
that these new variants may be suitable for use in practical implementa-
tions. We propose a specific instance for practical implementation, and
estimate its performance and security.

Keywords: public key, multivariate, perturbation, hidden matrix, XL
attack.

1 Introduction

Public key cryptography plays an important role in many modern communi-
cation systems. In the last few years, great effort has been made to develop
cryptosystems based on systems of multivariate polynomials over a finite field.
The results of these efforts include C∗, HFE, [C], [Cn] and HM [7, 8, 6, 9]. Re-
cently, the idea of “perturbation” was proposed to improve the security of C∗

and HFE [3, 4] without much loss of efficiency. In this paper we study the effect
of perturbation on the matrix-type schemes [Cn] and HM.

To construct [Cn] or HM, we begin by choosing secret invertible affine trans-
formations s : Kn2 −→ Mn(K) and t : Mn(K) −→ Kn2

, where K is a finite
field and Mn(K) is the set of n × n matrices with entries in K. If we have an
“invertible” quadratic map g : Mn(K) −→ Mn(K), we can build a cipher for
encryption as follows: x

s�−→ A
g�−→ g(A) t�−→ y, where x, y ∈ Kn2

, A ∈ Mn(K),
and Kn2

is the plaintext/ciphertext space. If the inverse of the mapping g can be
computed in polynomial time then the decryption can be performed efficiently.
However, [Cn] is vulnerable to the linearization attack, and HM may be vulner-
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able to XL-type attacks [1] due to that fact that such systems may produce a
large number of new quadratic equations.

To create perturbation we choose a set of linear polynomials zj =
∑

αijxi+βj

(for j = 1, . . . , r) in the variables xi of the original system such that the zj − βj

are linearly independent. A set of randomly chosen secret quadratic polynomials
in the zj are added to [Cn] to produce the first PHM system. Similarly, randomly
chosen secret linear and quadratic polynomials in the zj are applied to HM to
produce the second PHM system. For several small instances of both variants, we
made a direct search for potentially fatal linearization and quadratic equations.
Our results indicate that for proper choices of parameters these variants are very
likely to be resistant to linearization and XL-type attacks.

In the first section we introduce [Cn] and HM, along with the known attacks
on these systems. We then describe in Section 3 a method for constructing two
new variants using perturbation. In Section 4 we analyze the security of these
new variants against the known attacks, and then in Section 5 we use this analysis
to suggest some choices of parameters for use in practical implementations. We
summarize our work in Section 6.

2 Hidden Matrix Cryptosystems

The first multivariate cryptosystem based on matrices, [C], was proposed by
Imai and Matsumoto [6]. This system and its generalization, [Cn], were defeated
by Patarin, Goubin and Courtois using linearization equations [9]. In this same
paper, they suggested an improved scheme that they named the Hidden Matrix
(HM) cryptosystem. Though HM is resistant to the linearization attack, it is
sometimes possible to generate several new quadratic equations that can be
used in a XL attack.

2.1 Description of [Cn] and HM

Let K be a finite field of cardinality q = 2m and letMn(K) denote the set of n×n
matrices with entries in K. Recall thatMn(K) can be considered as a vector space
of dimension n2 over K. Plaintext and ciphertext are elements in Kn2

.

Public/Private Keys: The private key consists of the invertible affine transfor-
mations s : Kn2 −→Mn(K) and t : Mn(K) −→ Kn2

. The public key includes
the field structure of K, and f : Kn2 −→ Kn2

, where f(x) = (t ◦ g ◦ s) (x) =
(f1, . . . , fn2) and g : Mn(K) −→Mn(K) is quadratic (hence the fi are quadratic
as well). If g(x) = x2, then we have [Cn]; if g(x) = x2 + Mx, for some nonzero
secret matrix M , then we have HM.

Encryption/Decryption: For any plaintext
(
x′

1, . . . , x
′
n2

)
, the corresponding

ciphertext
(
y′
1, . . . , y

′
n2

)
can be computed by y′

i = fi

(
x′

1, . . . , x
′
n2

)
. To decrypt a

given ciphertext y′ ∈ Kn2
, we solve the equation g(A) = B, where B = t−1(y′),

and then compute the plaintext as x′ = s−1(A). For more about the decryption
of C[n] and HM, see [9].
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2.2 Attacks on [Cn] and HM

Patarin, Goubin and Courtois used the linearization attack to defeat [Cn], and
then suggested HM as a possible improvement. However, the improved scheme
also has a potential defect that frequently allows attackers to produce many new
quadratic equations satisfied by the plaintext/ciphertext pairs.

Linearization Attack: In [Cn], if A=s(x1, . . . , xn2), and B=g(A)=A2, then
we have AB = BA. This equation can be used to generate linearization equations∑

aijxiyj +
∑

bixi +
∑

cjyj + d = 0 (1)

satisfied by any plaintext/ciphertext pair. If enough of these equations can be
found then we can find the plaintext for a given ciphertext.

Degree 2 Equation Attack: The authors in [9] noticed that for HM we have
the equation AB − BA = AMA −MA2, where g(A) = A2 + MA. This yields
n2 quadratic equations of the form:∑

αijxixj +
∑

βijxiyj +
∑

γixi +
∑

δiyi + μ = 0 , (2)

and so for a given ciphertext we can generate n2 quadratic equations satisfied
by the plaintext. These “new” quadratic equations can be combined with the
public key equations and used in a XL-type attack. We refer to this generation
of new quadratic equations as a degree 2 equation attack.

3 Perturbed Hidden Matrix Cryptosystems

[Cn] and HM may not be suitable for practical use due to the attacks outlined
in the previous section. In this section we show how to apply the idea of pertur-
bation to these two schemes as a way to create resistance to these attacks.

3.1 Perturbation of [Cn]

Let r be a small positive integer and zj =
∑

αijxi +βj (for j = 1, . . . , r) be ran-
domly chosen degree 1 polynomials in the xi over K such that the zj−βj are lin-
early independent. Let Z : Kn2 −→ Kr be the map defined by Z (x1, . . . , xn2) =
(z1(x1, . . . , xn2), . . . , zr(x1, . . . , xn2)). Randomly choose n2 quadratic polynomi-
als f1, . . . , fn2 in the variables z1, . . . , zr, and define the map f : Kr −→ Kn2

by
f (z1, . . . , zr) = (f1 (z1, . . . , zr) , . . . , fn2 (z1, . . . , zr)). Let u : Kn2 −→ Mn(K)
be another secret invertible affine transformation and compute B′ = u ◦ f . Let
P = {(λ, μ) : λ ∈ (u ◦ f)(Kr), μ = (u ◦ f)−1(λ)}. The set P is called the per-
turbation set. We construct the first perturbed hidden matrix (PHM) scheme as
illustrated in Figure 1, where we define B̄ = B + B′. We say that that B̄ is the
perturbation of B by B′, and that the number r is the perturbation dimension.

Public/Private Keys: The private key includes the three affine transforma-
tions s, u, and t; the set of degree 1 polynomials z1, . . . , zr; and the set P , or
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Fig. 1. Construction of the first PHM

equivalently, the set of the polynomials fi (z1, . . . , zr). The public key includes
the field structure of K and the n2 quadratic polynomials y1, . . . , yn2 .

Encryption/Decryption: Given a plaintext message x′ =
(
x′

1, . . . , x
′
n2

)
, the

ciphertext is y′ =
(
y′
1, . . . , y

′
n2

)
, where y′

i = yi

(
x′

1, . . . , x
′
n2

)
. To decrypt a

given ciphertext
(
y′
1, . . . , y

′
n2

)
, we first compute B̄ = t−1

(
y′
1, . . . , y

′
n2

)
. For each

(λ, μ) ∈ P we compute
(
x′

λ1, . . . , x
′
λn2

)
= (g ◦ s)−1

(
B̄ − λ

)
, and then check if

Z
(
x′

λ1, . . . , x
′
λn2

)
is the same as the corresponding μ. If it is not then we discard

it; otherwise
(
x′

λ1, . . . , x
′
λn2

)
may be the plaintext. It is possible that there may

be more than one candidate for the plaintext. However, we can use the same
technique suggested in [8] to find the true plaintext.

3.2 Perturbation of HM

First let h1, . . . , hn2 be randomly chosen degree 1 polynomials in the variables
z1, . . . , zr, where the zi are as above, which defines a map h : Kr −→ Kn2

.
Let v : Kn2 −→Mn(K) be an invertible affine transformation and define A′ =
v ◦h. Let f1, . . . , fn2 be randomly chosen quadratic polynomials in the variables
z1, . . . , zr, which defines a map f : Kr −→ Kn2

. We choose u : Kn2 −→Mn(K)
to be another secret invertible affine transformation and define A′′ = u ◦ f . Let
P = {(λh, λf , μ) : λh ∈ (v ◦ h)(Kr), λf ∈ (u ◦ f)(Kr), μ = (v ◦ h)−1(λh) ∩
(u ◦ f)−1(λf )}. We construct the second PHM scheme as defined in Figure 2,
where

�

� �

�

�

� �

�

�
� �v

u

h

f

B̄Bx A

A′

A′′

z

s t
y

Fig. 2. Construction of the second PHM

B̄ = g(A) + A′′ = A2 + A′A + A′′ is the perturbation by A′ and A′′, and
g(x) = x2 + A′x. Here we must include u, v, h and f in the private key, and
modify the decryption process as follows. For each (λh, λf , μ) ∈ P , compute
(xλ1, . . . , xλn2) = (g◦s)−1

(
B̄ − λf

)
; in other words, solve the equation B̄−λf =

g(A) = A2 + λhA for A, where λh and λf are known, and then find s−1(A).
Check if Z (xλ1, . . . , xλn2) is the same as the corresponding μ. If it is not then
discard it; otherwise (xλ1, . . . , xλn2) may be the plaintext.
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4 Security of PHMs

In this section, we investigate the security of the two PHM schemes. The exist-
ing attacks on hidden matrix cryptosystems mainly use either the linearization
attack or the degree 2 equation attack using the XL method (see [9]). We now
consider the application of these attacks to the PHM schemes.

4.1 Linearization Attacks on PHM

We can obtain linearization equations to attack [Cn] from BA = AB. The
analogous equation that we should consider in either of the PHM system is
B̄A − AB̄ = 0. Of course, this equation need not be true; however, we may be
able to find non-trivial linear relations among the n2 entries of the left-hand
side of this equation, which could potentially yield many linearization equa-
tions. Even if this is impossible, we are still not guaranteed that linearization
equations do not exist. Therefore, in order to test the two PHM schemes for
the existence of linearization equations, we search directly for all equations of
the form of Equation (1), in the variables aij , bi, ci, d, which hold for all plain-
text/ciphertext pairs x = (x1, . . . , xn2), y = (y1, . . . , yn2), for small values of n
and r. Table 1 summarizes our findings for 100 randomly chosen instances for
each choice of parameters (n, r) with 3 ≤ n ≤ 6 and 3 ≤ r ≤ 9. The entry in
the nth row and rth column is the probability that a particular instance with
parameters (n, r) had no linearization equations.

Table 1. Linearization Attack Failure Probabilities

First PHM

n\r 3 4 5 6 7 8 9

3 0.39 0.49 0.73 0.80 0.90 0.96 0.98

4 0.30 0.50 0.77 0.91 0.95 0.97 0.99

5 0.98 1 1 1 1 1 1

6 1 1 1 1 1 1 1

Second PHM

n\r 3 4 5 6 7 8 9

3 0.84 0.88 0.95 0.97 0.97 0.99 0.99

4 0.88 0.98 0.97 1 1 1 1

5 1 1 1 1 1 1 1

6 1 1 1 1 1 1 1

4.2 Degree 2 Equation Attack on PHM

In order to resist the degree 2 equation attack, we need to show that it is not easy
to generate new quadratic equations. First notice that if the linear space spanned
by the degree 3 terms in the entries of B̄A − AB̄ has maximum dimension of
n2−1, then no new degree 2 equations can be found from linear combinations of
the degree 3 entries. (Note that the −1 comes from the trivial relations derived
from the trace of B̄A−AB̄.) Table 2 shows the probability that the linear space
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Table 2. First Degree 2 Equation Attack Failure Probabilities

First PHM

n\r 3 4 5 6 7 8 9

3 0.18 0.48 0.73 0.79 0.88 0.98 0.98

4 0.17 0.53 0.69 0.83 0.92 0.97 1

5 0.15 0.54 0.65 0.89 0.92 0.96 1

6 0.08 0.49 0.66 0.81 0.95 0.97 0.98

Second PHM

n\r 3 4 5 6 7 8 9

3 0.95 0.97 0.99 0.99 1 1 1

4 0.94 0.99 0.99 0.99 1 1 1

5 0.93 0.95 0.99 1 1 1 1

6 0.93 0.96 1 1 1 1 1

spanned by the degree 3 terms in B̄A − AB̄ is of maximum dimension for the
instances considered in the linearization attack of the previous section.

Once again we note that even if we cannot use B̄A−AB̄ to find new quadratic
equations this does not imply that there are no new quadratic equations. There-
fore we performed experiments to directly check whether or not there are new
nontrivial solutions to Equation (2) in the variables αij , βij , γi, δi, μ. Table 3
shows the probability that the above equation has no new nontrivial solutions
for the instances considered in the linearization attack of the previous section.

Table 3. Second Degree 2 Equation Attack Failure Probabilities

First PHM

n\r 3 4 5 6 7 8 9

3 0 0.03 0.03 0.16 0.18 0.40 0.63

4 0 0.05 0.18 0.37 0.53 0.72 0.84

5 0.69 0.87 0.95 1 1 1 1

6 1 1 1 1 1 1 1

Second PHM

n\r 3 4 5 6 7 8 9

3 0.19 0.35 0.54 0.66 0.63 0.77 0.82

4 0.59 0.86 0.93 0.99 1 1 1

5 1 1 1 1 1 1 1

6 1 1 1 1 1 1 1

5 A Practical Implementation

We note that when r = 0, the first and second PHM reduce to [Cn] and HM,
respectively. On the other hand, any system with r = n2 would simply be a
system of n2 randomly chosen quadratic polynomials. Since the decryption is
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slower by a multiple of qr, we must not choose r too large. For any given choice
of n and r, we suggest using the second PHM rather than the first due to the
former’s superior resistance to both linearization and degree 2 attacks.

Parameters and Security: With q = 2 (i.e., m = 1), our experiments suggest
that if we take n = 11, then r = 5 should be large enough so that the probabil-
ity that either a linearization or degree 2 attack will be successful is extremely
small. Based on preliminary experiments using F4 [5], we project that the time
and memory requirements of a Gröbner basis attack will be prohibitively large,
and that implementations of the second PHM with n = 11 and r = 5 will enjoy
a security level of 2121 3-DES.

Public/Private Key Size: An implementation of the second PHM with pa-
rameters q = 2, n = 11 and r = 5 will have a public key which consists of 121
quadratic polynomials. Each polynomial has

(
121
2

)
= 7, 260 quadratic terms, 121

linear terms, and one constant term, so the public key size is roughly 109KB.
The private key includes the four affine transformations s, t,u, and v, the per-
turbation vector z, and the perturbation set P . The four affine maps and their
inverses together require 121 · 121 · 2 · 4 = 117, 128 bits of storage, the five linear
polynomial components of z require (121 + 1) · 5 = 610 bits of storage, and P
requires 32 ·(5+2 ·121) = 7904 bits of storage. Therefore the private key requires
roughly 15.3KB of storage.

Encryption/Decryption Computational Complexity: For encryption, we
need to compute the value of 121 quadratic polynomials for a given plaintext
x′ = (x′

1, . . . , x
′
121). Calculating the value of each polynomial needs 14,641 mul-

tiplications and 122 additions when we rewrite each quadratic polynomial as∑
xi (bi +

∑
aijxj) + c. The decryption will be slower than it is for HM due

to the perturbation set P . If ν is the time required to compare the value of
Z(x′

1, . . . , x
′
n2) with μ in the decryption step, then the extra time spent will be

at most 32ν, though we expect it to be much smaller on average.

6 Conclusion

In this paper, we illustrate how to perturb the matrix-type cryptosystems [Cn]
and HM. Computer experiments with small parameter choices indicate that the
resulting two variants seem to be very resistant to both linearization attacks and
degree 2 attacks. We propose a practical implementation scheme for the second
PHM system with an estimated security of 2121 3-DES. We note in passing
that these new variants can be easily modified for use as signature schemes.
We believe that our results, though experimental in nature, are promising and
warrant further investigation.
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Abstract. This paper shows identity-based (ID-based) identification
schemes which are provably secure in the standard model. The schemes
are derived from Boneh-Boyen signature scheme, a signature scheme
which is provably secure in the standard model based on the strong Diffie-
Hellman assumption. More precisely, we present two canonical schemes,
namely, a scheme which is secure against impersonation under passive
attack, and a scheme which is secure against impersonation under active
and concurrent attacks.

Keywords: ID-based cryptography, identification scheme.

1 Introduction

An identification scheme assures one party (through acquisition of corroborative
evidence) of both the identity of a second party involved, and that the second
party was active at the time the evidence was created or acquired. Informally
speaking, an identification protocol is an interactive process that enables a prover
holding a secret key to identify himself to a verifier holding the corresponding
public key. One of the primary purposes of identification is to facilitate access
control to a resource, when an access privilege is linked to a particular identity.

The fundamental paper of identification was due to Fiat and Shamir [8]. Some
other famous identification schemes follow such as [6, 10, 13]. However, there is
no rigorous definition as well as security proof for “ID-based” identification (IBI)
schemes until the work in [11] and [2]. In [11], the authors proposed a transfor-
mation from any standard digital signature (DS) scheme having 3-move honest
verifier zero-knowledge proof of knowledge protocol to an IBI scheme. They fur-
ther proved that if the underlying DS is existentially unforgeable under adaptive
chosen message attack then the newly derived IBI scheme is secure against im-
personation under passive attack. However, their transformation method cannot

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 603–613, 2005.
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give rise to IBI schemes which are secure against impersonation under active
and concurrent attacks. Moreover, the two IBI schemes proposed by them are
provably secure in the random oracle model only.

[2] provided security proofs or attacks for a large number of IBI and ID-
based signature (IBS) schemes defined either explicitly or implicitly in existing
literature. The approach in [2] is different from that in [11] in that a framework
that reduces proving security of IBI or IBS schemes to proving security of an
underlying standard identification scheme is first given. Moreover, all the IBI
schemes proposed or surfaced in [2] are provably secure in the random oracle
model only. Therefore, we can say that in the existing literature, no IBI scheme
which is provably secure in the standard model is known.

Kurosawa, Heng and Furukawa showed another (unpublished) IBI scheme
in the standard model [12]. This scheme makes use of Cramer-Shoup signature
scheme and hence is secure under the strong RSA assumption. In [12], it is also
shown that one-way functions are equivalent to IBI schemes.

Our Contribution. In this paper, we propose the first (published) IBI schemes
which are provably secure in the standard model. Our schemes are derived from
Boneh-Boyen signature scheme [4], a scheme which is existentially unforgeable
under adaptive chosen message attack in the standard model based on the strong
Diffie-Hellman assumption.

Firstly, we construct an efficient canonical (3-move) IBI scheme. We prove that
this scheme is provably secure against impersonationunderpassive attack ifBoneh-
Boyen signature scheme is existentiallyunforgeable under adaptive chosenmessage
attack.

Secondly, we construct another canonical IBI scheme wherein each user must
possess two independentpublicprivatekeypairs.Thecoreof thisnew scheme lieson
its “witness indistinguishable” property. The concept of witness indistinguishable
and witness hiding protocols was introduced by Feige and Shamir [7]. More pre-
cisely, in a witness indistinguishable protocol, the prover demonstrates the knowl-
edge of 1-out-of-2 witnesses corresponding to two problem instances without re-
vealing which is known. We further prove that this scheme is secure against imper-
sonation under active and concurrent attacks if Boneh-Boyen signature scheme is
existentially unforgeable under adaptive chosen message attack.

2 Preliminaries

2.1 The Strong Diffie-Hellman Assumption

Let G1, G2 be two cyclic groups of prime order p, where possibly G1 = G2. Let
g1 be a generator of G1 and g2 a generator of G2.

q-Strong Diffie-Hellman Problem. The q-strong Diffie-Hellman problem (SDH
problem) in (G1, G2) is defined as follows:
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given a (q + 2)-tuple (g1, g2, g
w
2 , g

(w2)
2 , . . . , g

(wq)
2 ) as input, output a pair

(n, g
1/(w+n)
1 ) where n ∈ Z∗

p . An algorithm A has advantage ε in solving q-SDH
in (G1, G2) if

Pr[A(g1, g2, g
w
2 , . . . , g

(wq)
2 ) = (n, g

1/(w+n)
1 )] ≥ ε

where the probability is over the random choice of w in Z∗
p and the random bits

consumed by A.

Definition 1. We say that the (q, t, ε)-SDH assumption holds in (G1, G2) if
no t-time algorithm has advantage at least ε in solving the q-SDH problem in
(G1, G2).

2.2 Digital Signatures

Definition 2 (Digital signature). A digital signature scheme DS is denoted
by a triple (Gen,Sign,Verify) of polynomial time algorithms, called key generation
algorithm, signing algorithm and verification algorithm, respectively. The first
two algorithms are probabilistic.

– Key Generation. On input 1k, the algorithm produces a pair of matching
public and secret keys (pk, sk).

– Signing. On input(sk, m), the algorithm returns a signature σ=Sign(sk, m),
where m is a message.

– Verification. On input (pk,m,σ), the algorithm returns 1 (accept) or 0
(reject). We require that Verify(pk,m,σ) = 1 for all σ ← Sign(sk, m).

We consider two security notions under adaptive chosen message attack,
namely, the standard notion called existential unforgeability [9] and a slightly
stronger notion called strong existential unforgeability [1].

In the security analysis for the standard notion, a forger F takes as input
a public key pk, where (pk, sk) ← Gen(1k), and tries to forge signatures with
respect to pk. F is allowed to query messages mi adaptively to the signing oracle
to obtain the corresponding signatures σi. A valid forgery is a message-signature
pair (m,σ) such that Verify(pk,m,σ) = 1 but m has never been queried by F .

Definition 3. We say that a digital signature scheme DS is (t, qS , ε)-secure
against existential forgery under adaptive chosen message attack if for any forger
F who runs in time t,

Pr[F can output a valid forgery] < ε,

where F can make at most qS signing queries.

The strong existential unforgeability notion captures a stronger version than
the standard one, that is, we require that the forger F cannot even generate
a new signature on a previously signed message. Informally, this means that
it is infeasible for the forger F to produce a valid forgery (m,σ) such that
Verify(pk, m,σ) = 1 but (m,σ) is not any of the message-signature pair (mi,σi)
queried by F earlier.
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3 ID-Based Identification Scheme

Definition 4 (ID-based identification). An IBI scheme IBI = (S, E ,P,V)
is specified by four probabilistic polynomial time (PPT) algorithms, called setup
algorithm, extract algorithm, proving algorithm and verification algorithm, re-
spectively.

– Setup. S takes as input the security parameter 1k and generates the global
system parameters params and the master-key. The system parameters will
be publicly known while the master-key will be known to the PKG only.

– Extract. An algorithm used by the PKG to extract a private key correspond-
ing to a given public identity. E receives as input the master-key, params and
a public identity ID, it returns the corresponding private key d.

– Identification Protocol. P receives as input (params, ID, d) and V receives
as input (params, ID), where d is the private key corresponding to the public
identity ID. After an interactive execution of (P,V), V outputs a boolean
decision 1 (accept) or 0 (reject). A legitimate P should always be accepted.

Specifically, we consider the following IBI scheme having 3-move protocol
which is commonly called canonical. That is, P first sends a commitment Cmt
to V. V returns a challenge Ch which is randomly chosen from some challenge
set and P provides a response Rsp. Finally, V either accepts or rejects the proof.

3.1 Notions of Security

We consider the security notion as those defined in [11, 2], which was the adap-
tation of the notion first proposed by Feige, Fiat and Shamir [6] to the ID-based
setting. That is, We consider three types of attacks on the honest, private key
equipped prover, namely, passive attack, active attack and concurrent attack.

Normally, a two-phase game is considered between a challenger and an ad-
versary. In the standard identification model, the above attacks should take
place and complete before the impersonation attempt, i.e. the attacks should be
completed in Phase 1. However, in the ID-based setting, it is natural to allow
the adversary to interact with the real provers with identities other than the
challenge identity ID even in Phase 2.

In the passive attacks, the adversary can eavesdrop and she is in possession of
transcripts of conversations between the provers and the verifiers. In the active
and concurrent attacks, the adversary first plays the role of a cheating verifier,
interacting with the provers several times before the impersonation attempt and
even in Phase 2 (for provers with identities �= ID). The difference between active
and concurrent attacks is that in an active attack, the cheating verifier interacts
serially with prover “clones”; while in a concurrent attack, the cheating verifier
is allowed to interact with many different prover “clones” concurrently. The
clones all have the same secret key but are initialized with independent coins
and maintain their own state. Clearly, security against impersonation under
concurrent attack implies security against impersonation under active attack.
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The two-phase attack game between a passive or active/concurrent imper-
sonator I and the challenger is described below.

– Setup. The challenger takes as input 1k and runs the setup algorithm S. It
gives I the resulting system parameters params and keeps the master-key to
itself.

– Phase 1.
1. I issues some key extraction queries ID1, ID2, . . .. The challenger responds

by running the extract algorithm E to generate the private key di corre-
sponding to the public identity IDi. It returns di to I.

2. I issues some transcript queries (in passive attack) or some identification
queries on IDj (in for active/concurrent attack).

3. The queries in step 1 and step 2 above can be interleaved and asked
adaptively. Without loss of generality, we may assume that I will not
query the same IDi that has been issued in the key extraction queries in
the transcript queries or identification queries again.

– Phase 2.
1. I outputs a challenge identity ID�= {IDi in the extraction queries} on

which it wishes to impersonate. Next, I plays the role as a cheating
prover (impersonation attempt on the prover holding the public identity
ID), trying to convince the verifier.

2. I can still issue some key extraction queries as well as transcript queries
or identification queries in Phase 2, with the restriction that no queries
on the challenged identity ID are allowed.

We say that I succeeds in impersonating if it can make the verifier accepts.

Definition 5. We say that an ID-based identification scheme IBI is (t, qI , ε)-
secure under passive (active and concurrent) attacks if for any passive (active
and concurrent) impersonator I who runs in time t,

Pr[I can impersonate] < ε,

where I can make at most qI key extraction queries.

4 Proposed Scheme Secure Against Passive Attack

In this section, we propose the first canonical IBI scheme which is provably se-
cure against impersonation under passive attack in the standard model. This
scheme builds on Boneh-Boyen signature scheme [4], a scheme which is known
to be secure in the standard model. We show that our proposed scheme is secure
against impersonation under passive attack if Boneh-Boyen signature scheme is
existential unforgeable under adaptive chosen message attack. The latter is in-
deed the case follows from Proposition 1 which says that Boneh-Boyen signature
scheme is strongly existential unforgeable. We remark that the standard exis-
tential unforgeability is enough for our purpose, which is naturally satisfied by
Boneh-Boyen signature scheme.
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Basically, our proposed IBI scheme employs the key generation algorithm of
Boneh-Boyen signature scheme as the setup algorithm and its signing algorithm
as the extract algorithm.

4.1 Boneh-Boyen Signature Scheme [4]

Let (G1, G2) be bilinear groups where |G1| = |G2| = p for some prime p. As
usual, g1 is a generator of G1 and g2 is a generator of G2. If we assume that the
messages m to be signed are elements in Z∗

p , then the collision-resistant hash
function H in the scheme can be omitted. However, we adopt the scheme with
collision-resistant hash function H here.

– Key Generation. Pick random x, y ∈ Z∗
p and compute u = gx

2 ∈ G2 and
v = gy

2 ∈ G2. Choose a collision-resistant hash function H : {0, 1}∗ → Z∗
p .

The public key is (g1, g2,u, v,H) and the secret key is (x, y).
– Signing. Given a secret key x, y ∈ Z∗

p and a message m ∈ {0, 1}∗, pick a

random r ∈ Z∗
p and compute σ = g

1/(x+H(m)+yr)
1 ∈ G1. Here 1/(x+H(m)+

yr) is computed modulo p. In the unlikely event that x + H(m) + yr =
0 mod p, we try again with a different random r. The signature is (σ, r).

– Verification. Given a public key (g1, g2,u, v, H), a message m ∈ {0, 1}∗,
and a signature (σ, r), verify that

e(σ,u · gH(m)
2 · vr) = e(g1, g2).

The security of Boneh-Boyen signature scheme is given as follows.

Proposition 1. [4–Theorem 1] Suppose the (q, t′, ε′)-SDH assumption holds in
(G1, G2) and that H is a collision-resistant hash function. Then the above signa-
ture scheme is (t, qS , ε)-secure against strong existential forgery under adaptive
chosen message attack provided that

t ≤ t′ − o(t), qS < q and ε ≥ 2(ε′ + qS/p) ≈ 2ε′.

4.2 Proposed Scheme

Let IBI = (S, E ,P,V) be four PPT algorithms as follows.
Let (G1, G2) be bilinear groups where |G1| = |G2| = p for some prime p. As

usual, g1 is a generator of G1 and g2 is a generator of G2.

– Setup. Given a security parameter 1k, pick random x, y ∈ Z∗
p and compute

u = gx
2 ∈ G2 and v = gy

2 ∈ G2. Choose a collision-resistant hash function
H : {0, 1}∗ → Z∗

p . The system parameters params is (g1, g2,u, v, H) and the
master-key is (x, y).

– Extract. Given a master-key (x, y) and an identity ID ∈ {0, 1}∗, pick a
random r ∈ Z∗

p and compute σ = g
1/(x+H(ID)+yr)
1 ∈ G1. Here 1/(x+H(ID)+

yr) is computed modulo p. In the unlikely event that x + H(ID) + yr =
0 mod p, we try again with a different random r. The user private key is
(σ, r).
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– Identification Protocol.
1. P chooses R ∈ G1 randomly and computes X = e(R,u · gH(ID)

2 · vr). It
then sends (r,X) to V.

2. V chooses c ∈ Zp randomly and sends c to P.
3. P sends S = R + cσ to V.
4. V accepts if and only if e(S,u · gH(ID)

2 · vr) = X · e(g1, g2)c.

4.3 Security Analysis

Theorem 1. The above IBI scheme is (t, qI , ε)-secure against impersonation
under passive attack in the standard model if H is a collision-resistant hash
function and Boneh-Boyen signature scheme is (t′, qS , ε′)-secure against existen-
tial forgery under adaptive chosen message attack where

t ≥ (t′/2)− poly(k), qI = qS , ε ≤
√
ε′ + (1/p).

Proof. Let I be an impersonator who (t, qI , ε)-breaks the IBI scheme. Then we
show that Boneh-Boyen signature scheme is not (t′, qS , ε′)-secure. That is, we
present a forger F who (t′, qS , ε′)-breaks the Boneh-Boyen signature scheme by
running I as a subroutine.

The forger F receives the public key (g1, g2,u, v, H) as its input. F then
gives params = (g1, g2,u, v,H) as the system parameters to the impersonator I.
In Phase 1, the impersonator I starts the key extraction queries. If I issues a key
extraction query IDi, then the forger F queries IDi to its signing oracle. F returns
the answer (σi, ri) obtained from the signing oracle as the private key to I.

If I issues a transcript query on IDj , then F chooses rj ∈ Z∗
p , cj ∈ Zp, Sj ∈ G1

randomly and computes Xj such that e(Sj ,u · gH(IDj)
2 · vrj ) = Xj · e(g1, g2)cj . F

then gives (rj , Xj , cj , Sj) to I as the transcript.
Eventually, I decides that Phase 1 is over and it outputs a public identity ID

�= {IDi in the key extraction queries} on which it wishes to be challenged. I can
still issue some key extraction queries as well as transcript queries in Phase 2,
with the restriction that no queries on the challenged identity ID are allowed. I
plays the role as the cheating prover now, trying to convince the verifier V that it
is the holder of public identity ID. F plays the role of V now. Immediately after
the first run, F resets the prover I to the step whereby I has sent the message
(r,X). F then runs the protocol again. Let the conversation transcripts for the
first run and second run be (r, X, c, S) and (r,X, c′, S′) respectively. Based on
the Reset Lemma proposed by Bellare and Palacio [3], the forger F can extract
σ from the two conversation transcripts with probability more than (ε− 1/p)2.
σ can be extracted from the above transcripts easily as follows. Since we have
S = R + cσ and S′ = R + c′σ and thus σ = (c− c′)−1(S − S′).

Finally, the forger F returns the message-signature pair (ID, (σ, r)) as its
forgery. Thus it is clear that

t′ ≤ 2t + poly(k), qS = qI , ε′ ≥ (ε− 1/p)2.

��
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5 Proposed Scheme Secure Against Active and
Concurrent Attacks

In this section, we proposed the first canonical IBI scheme which is provably
secure against impersonation under active and concurrent attacks in the standard
model. This scheme is also derived from Boneh-Boyen signature scheme [4]. We
show that our proposed scheme is secure against impersonation under active and
concurrent attacks if Boneh-Boyen signature scheme is existentially unforgeable
under adaptive chosen message attack.

This new scheme possesses the “witness indistinguishable” property. The
concept of witness indistinguishable and witness hiding protocols was introduced
by Feige and Shamir [7]. More precisely, the prover demonstrates the knowledge
of 1-out-of-2 witnesses corresponding to two problem instances without revealing
which is known.

The core of this transformation lies in that in our proposed IBI scheme,
the system parameters params and the corresponding master-key consist of two
components, (pk1, pk2) and (sk1, sk2) respectively, where they can be seen as
obtaining from the two independent executions of the key generation algorithm
of Boneh-Boyen signature scheme. We treat the user private key as the corre-
sponding signatures on a message m signed using sk1 and sk2 respectively, where
m = ID.

This is important because in the security analysis, as in the previous scheme,
reduction needs to be done from Boneh-Boyen signature scheme to the proposed
IBI scheme. Now, the forger in Boneh-Boyen signature scheme has the knowledge
of a public secret key pair, say (pk1, sk1), thus it can choose another public
secret key pair (pk2, sk2) randomly. Therefore, it can answer the identification
queries in the active/concurrent attack and thus responds interactively to the
cheating verifier (the impersonator) with the knowledge of sk2, a component of
the master-key.

5.1 Proposed Scheme

Let IBI = (S, E ,P,V) be four PPT algorithms as follows. Let (G1, G2) be
bilinear groups where |G1| = |G2| = p for some prime p. As usual, g1 is a
generator of G1 and g2 is a generator of G2.

– Setup. Given a security parameter 1k, pick random x1, y1, x2, y2 ∈ Z∗
p and

compute u1 =gx1
2 , v1 =gy1

2 ,u2 =gx2
2 and v2 =gy2

2 such that u1, v1,u2, v2 ∈ G2.
Choose a collision-resistant hash function H : {0, 1}∗ → Z∗

p . The system pa-
rameters params is(g1, g2,u1, v1,u2, v2,H)and the master-key is(x1, y1, x2, y2).

– Extract. Given the master-key (x1, y1, x2, y2) and an identity ID ∈ {0, 1}∗,
pick random r1, r2 ∈ Z∗

p and compute σ1 = g
1/(x1+H(ID)+y1r1)
1 ∈ G1 and σ2 =

g
1/(x2+H(ID)+y2r2)
1 ∈ G1. Here 1/(x1+H(ID)+y1r1) and 1/(x2+H(ID)+y2r2)



Identity-Based Identification Without Random Oracles 611

are computed modulo p. In the unlikely event that x1 + H(ID) + y1r1 =
0 mod p and x2+H(ID)+y2r2 = 0 mod p, we try again with different random
r1 and r2 respectively. The user private key is (σ1, r1,σ2, r2).

– Identification Protocol. Assume that the prover P proves that it knows
(σ1, r1).
1. Since P knows the value of r2, it needs to choose only c2 ∈ Zp and

S2 ∈ G1 randomly. It next computes X2 such that e(S2,u ·gH(ID)
2 ·vr2) =

X2 · e(g1, g2)c2 . It also chooses R ∈ G1 randomly and computes X1 =
e(R,u · gH(ID)

2 · vr1). It then sends (r1, X1, r2, X2) to V.
2. V chooses c ∈ Zp randomly and sends c to P.
3. P first finds c1 = c − c2 mod p and computes S1 = R + c1σ1. It then

sends (c1, c2, S1, S2) to V.
4. V accepts if and only if c = c1 + c2 mod p, e(S1,u1 · gH(ID)

2 · v1
r1) =

X1 · e(g1, g2)c1 and e(S2,u2 · gH(ID)
2 · v2

r2) = X2 · e(g1, g2)c2 .

5.2 Security Analysis

Theorem 2. The above IBI scheme is (t, qI , ε)-secure against impersonation
under active and concurrent attacks in the standard model if H is a collision-
resistant hash function and Boneh-Boyen signature scheme is (t′, qS , ε′)-secure
against existential forgery under adaptive chosen message attack, where

t ≥ (t′/2)− poly(k), qI = qS , ε ≤
√

2ε′ + (1/p).

Proof. Let I be an impersonator who (t, qI , ε)-breaks the IBI scheme. Then we
show that Boneh-Boyen signature scheme is not (t′, qS , ε′)-secure. That is, we
present a forger F who (t′, qS , ε′)-breaks the Boneh-Boyen signature scheme by
running I as a subroutine.

The forger F receives the public key (g1, g2,u, v, H) as its input. F next
chooses x2, y2 ∈ Z∗

p randomly and computes u2 = gx2
2 ∈ G2 and v2 = gy2

2 ∈ G2.
F then sets u1 = u and v1 = v and gives params = (g1, g2,u1, v1,u2, v2, H) as
the system parameters to the impersonator I.

In Phase 1, the impersonator I starts the key extraction queries. If I issues a
key extraction query on IDi, then the forger F queries IDi to its signing oracle. F
returns the private key as (σ1,i, r1,i,σ2,i, r2,i) to I, where (σ1,i, r1,i) is the output
of the signing oracle of F and (σ2,i, r2,i) is generated by F since it knows (x2, y2).

If I issues an identification queries on IDj , since F knows (x2, y2), it can
respond to I by executing the identification protocol with I interactively for any
IDj . This is because F can always produce one component of the private key
(σ2,j , r2,j) with the knowledge of (x2, y2) and further convincing the cheating
verifier I. Therefore, F manages to simulate the environment for I perfectly.
(Remember that our protocol is witness-indistinguishability.)

Eventually, I decides that Phase 1 is over and it outputs a public identity ID
�= {IDi in the key extraction queries} on which it wishes to be challenged. I can
still issue some key extraction queries as well as identification queries in Phase 2,
with the restriction that no queries on the challenged identity ID are allowed. I
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plays the role as the cheating prover now, trying to convince the verifier V that
it is the holder of public identity ID. F plays the role of V now. Immediately
after the first run, F resets the prover I to the step whereby I has sent the
message (r1, X1, r2, X2). F then runs the protocol again. Let the conversation
transcripts for the first run and second run be [(r1, X1, r2, X2), c, (c1, c2, S1, S2)]
and [(r1, X1, r2, X2), c′, (c′

1, c
′
2, S

′
1, S

′
2)] respectively.

Based on the Reset Lemma proposed by Bellare and Palacio [3], one can
extract σ1 or σ2 from the two conversation transcripts with probability more than
(ε− 1/p)2. It is not difficult to extract σ1 or σ2 from the transcript. Remember
that S1 =R + c1σ1 and S′

1 =R + c′
1σ1, and therefore σ1 =(c1 − c′

1)
−1(S1 − S′

1).
Also, since S2 =R′+c2σ2 and S′

2 =R′+c′
2σ2 for some R′, σ2 =(c2−c′

2)
−1(S2−S′

2)
can be extracted easily.

Finally, the forger F returns the message-signature pair (ID, (σ1, r1)) as its
forgery with probability more than 1

2 (ε− 1/p)2. Thus it is clear that

t′ ≤ 2t + poly(k), qS = qI , ε′ ≥ 1/2(ε− 1/p)2.

��
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Abstract. A ring signature scheme is a group signature scheme but
with no group manager to setup a group or revoke a signer’s identity.
The formation of a group is spontaneous in the way that diversion group
members can be totally unaware of being conscripted to the group. It
allows members of a group to sign messages on the group’s behalf such
that the resulting signature does not reveal their identity (anonymity).
The notion of linkable ring signature, introduced by Liu, et al. [10], also
provides signer anonymity, but at the same time, allows anyone to de-
termine whether two signatures have been issued by the same group
member (linkability). In this paper, we enhance the security model of
[10] for capturing new and practical attacking scenarios. We also pro-
pose two polynomial-structured linkable ring signature schemes. Both
schemes are given strong security evidence by providing proofs under
the random oracle model.

1 Introduction

A group signature scheme [7, 6, 2] allows members of a group to sign messages
on behalf of the group without revealing the identity of the signer (anonymity).
It is also not possible to decide whether two signatures have been issued by the
same group member (unlinkability). Only a designated group manager which
also maintains the group membership can revoke the authorship of signatures.
For anyone else, signatures are anonymous and unlinkable.

A ring signature scheme [13, 5, 1, 4, 8] can be considered as a group signature
scheme without a group manager. The formation of a group is spontaneous. That
is, under the assumption that each user is already associated with the public key
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of some standard signature scheme, a user (group creator) can spontaneously
create a group by collecting the public keys of some other users and his own
public key. The diversion group members (i.e. those users whose public keys are
included in the group by the group creator) can be totally unaware of being
conscripted into the group. Similar to group signature schemes, ring signature
schemes are also anonymous and unlinkable. But also unlike group signature
schemes, ring signature schemes do not have any group manager to revoke the
anonymity of a signature or maintain the group membership.

A linkable ring signature scheme, introduced by Liu, et al. [10], is a ring
signature scheme that provides signer anonymity but at the same time allows
one to determine whether two signatures have been issued by the same group
member. Linkable ring signature schemes can be used for constructing efficient
e-voting systems [10]. To cast a vote, a voter generates a linkable ring signature
for his vote. Anonymity is maintained and linkability helps detect double voting
if a voter casts two votes. In addition, linkable ring signatures eliminate the
involvement of voters in the registration phase of each voting event and at the
same time prevent information leak on which voters have cast votes and which
voters have not.

We enhance the security model of [10] by providing a stronger notion of signer
anonymity and redefining linkability. The new security model captures new and
practical attacking scenarios, and properties more thoroughly.

In this paper, we use an approach based on the proof of knowledge system
called Witness Indistinguishable Proof of Equality of a Discrete Logarithm to
construct two linkable ring signature schemes. We also discuss a subtlely on
linkability between these two schemes. For both of the schemes proposed in this
paper, we give strong evidence of their security by providing security proofs in
our enhanced security model under the random oracle model [3].

The paper is organized as follows. In Sec. 2, a linkable ring signature scheme
and a security model are defined. In Sec. 3, the basic techniques of our con-
structions are described and two polynomial-structured linkable ring signature
schemes are proposed. In Sec. 4, we conclude the paper. There are several ap-
pendices at the end of the paper containing the proofs of the theorems stated in
the paper body.

2 Linkable Ring Signature Schemes

A linkable ring signature scheme is a quadruple (Gen, Sig, V er, Link).

– (x, y) ← Gen(1k) is a probabilistic algorithm which takes security parameter
k and outputs private key x and public key y.

– σ ← Sig(1k, 1n, x, L,m) is a probabilistic algorithm which takes security
parameter k, group size n, private key x, a list L of n public keys which
includes the one corresponding to x and message m, produces a signature σ.

– 1/0 ← V er(1k, 1n, L,m,σ) is a boolean algorithm which accepts as inputs
security parameter k, group size n, a list L of n public keys, message m and
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signature σ, returns 1 or 0 for accept or reject, respectively. We require that
for any message m, any (x, y) ← Gen(1k) and any L that includes y,

V er(1k, 1n, L,m, Sig(1k, 1n, x, L, m)) = 1.

– 1/0 ← Link(1k, 1n, L,m1,m2,σ1,σ2) is a boolean algorithm which takes
security parameter k, group size n, a list L of n distinct public keys, mes-
sages m1,m2, and signatures σ1,σ2, such that V er(1k, 1n, L, m1,σ1) = 1
and V er(1k, 1n, L,m2,σ2) = 1, returns 1 or 0 for linked or unlinked, re-
spectively. We require that for any messages m1, m2, any L = (y1, · · · , yn),
each of them is generated by Gen(1k) with fresh coin flips, any integers
(indices) π1,π2 over the range [1, n], and any σ1 ← Sig(1k, 1n, xπ1 , L, m1),
σ2 ← Sig(1k, 1n, xπ2 , L,m2),

Link(1k, 1n, L,m1,m2,σ1,σ2) =
{

1 if π1 = π2

0 otherwise

xπ represents the private key corresponding to yπ in L.

2.1 Security Model

The security of a linkable ring signature has three aspects: unforgeability, signer
anonymity and linkability.

Unforgeability. Let U = {y1, · · · , yN} be a set of public keys, each is generated
by Gen(1k) with fresh coin flips. To support adaptive chosen message attack,
we provide the adversary a signing oracle SO. SO(L′, m′) takes as inputs any
L′ ⊆ U , |L′| = n′, and any message m′, produces a signature σ′ such that
V er(1k, 1n′

, L′,m′,σ′) = 1. The following definition, currently the strongest one
for ring signature schemes, is due to Abe, et al. [1].

Definition 1 (Existential Unforgeability against Adaptive Chosen
Message and Chosen Public-key Attacks). Let U = {y1, · · · , yN} be a set of
public keys, each is generated by Gen(1k) with fresh coin flips. A linkable ring sig-
nature scheme is unforgeable if, for any probabilistic polynomial-time algorithm
A with signing oracle SO such that (L, m,σ) ← ASO(1k,U), its output satisfies
V er(1k, 1n, L,m,σ) = 1 only with negligible probability in k, where L ⊆ U and
|L| = n. Restriction is that (L, m,σ) should not be in the set of oracle queries
and replies between A and SO.

A real-valued function ε is negligible if for every c > 0 there exists a kc > 0 such
that ε(k) < k−c for all k > kc.

Signer Anonymity. Given a signature with respect to a group of n members
and supposing that the actual signer is chosen at random over these n group
members, by signer anonymity, an adversary should not be able to identify the
identity of the actual signer with probability significantly greater than 1/(n− t)
when t private keys of the group are known. The security model of Liu, et al. [10]



Linkable Ring Signatures: Security Models and New Schemes 617

captures the adaptive chosen message attack using the signing oracle SO defined
above. It allows the adversary to corrupt up to t group members by revealing
their private keys. In the following, we enhance their model by also allowing the
adversary to adaptively choose a group to attack. The need of this enhancement
will be explained shortly after giving the definition of signer anonymity.

Consider an experiment of two stages: choose and guess. In the choose stage,
the adversary A with signing oracle SO chooses a subgroup of U and a message
m ∈ {0, 1}∗. This is denoted by (L, n, m, State) ← ASO(1k,U , choose) where
State is some state information which can be passed to the guess stage and L ⊆
U , |L| = n. Let L = {yi1 , · · · , yin

}. In the guess stage,A is given access to not only
the signing oracle SO, but also a corruption oracle CO. CO(π′) takes as input
any π′ ∈ {i1, · · · , in} and returns the private key xπ′ corresponding to the public
key yπ′ ∈ L. The objective of A in the guess stage is to determine the public
key in L whose private key is used to generate a given signature σ with respect
to L. This is denoted by ξ ← ASO,CO(1k, 1n, L,m,σ, State,U , P rivN−n, guess)
where ξ ∈ {i1, · · · , in} and PrivN−n is the set of private keys corresponding to
the public keys in U \ L. Below is the complete description of the experiment.

Experiment Expanon
A (k,N)

For i = 1, · · · , N , (xi, yi) ← Gen(1k) with fresh coin flips
Set U = {y1, · · · , yN}
(L, n, m, State) ← ASO(1k,U , choose)
π

R← {i1, · · · , in}, σ ← Sig(1k, 1n, xπ, L,m).
ξ ← ASO,CO(1k, 1n, L,m,σ, State,U , P rivN−n, guess)
If A failed, the experiment halts with failure
If A did not query CO with π then

return 1 if ξ = π, otherwise return 0
Else the experiment halts with failure

An experiment succeeds if it halts with no failure. We denote by

Advanon
A (k, N) = Pr[Expanon

A (k, N) = 1 | Experiment succeeds] − 1

n − t

the advantage of the adversary A in breaking the anonymity of a linkable ring
signature scheme where t is the number of CO queries made by A in the ex-
periment. We say that a linkable ring signature is signer anonymous if for a
constant N , for any probabilistic polynomial-time adversary A, the function
Advanon

A (·, N) is negligible.
A can obtain signatures for any messages and subgroups of U by querying

SO. Note that this also captures a new attacking scenario where an adversary
can try to find out the authorship of a signature instance through collecting
signatures generated on behalf of different subgroups of U . For example, if it is
possible for A to determine whether two ring signatures are generated by the
same ring creator even the diversion members of the two corresponding rings are
different (i.e. the two signatures are corresponding to two different subgroups of
U), then A can determine the identity of any signature σ with respect to a
subgroup L = {y1, · · · , yn} of U easily by collecting n signature-subgroup pairs
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(σi, Li), 1 ≤ i ≤ n, such that Li = {yi} and then check on which σi has the
same ring creator as that of σ. If σj and σ share the same ring creator, then the
actual signer is indexed by j in L since the ring creator is the actual signer.

Linkability. We specify two experiments for capturing the following attacks:

1. A group member generates two signatures such that Link returns 0.
2. (Framing) After learning a signature and the identity of the group member

who generates the signature, a different group member generates a signature
such that Link returns 1 on these two signatures.

Experiment Explink1
A (k,N)

For i = 1, · · · , N , (xi, yi) ← Gen(1k) with fresh coin flips
Set U = {y1, · · · , yN}
π ← ASO(1k,U , choose) where π ∈ {1, · · · , N}
(L, n,m1,m2,σ1,σ2) ← ASO(1k, xπ,U , sign) where L ⊆ U , |L| = n,

yπ ∈ L, V er(1k, 1n, L,m1,σ1) = 1 and V er(1k, 1n, L, m2,σ2) = 1.
If (L,mi,σi), 1 ≤ i ≤ 2, were not in the set of oracle queries and replies

between A and SO then
return 1− Link(1k, 1n, L,m1,m2,σ1,σ2)

Else the experiment halts with failure

Experiment Explink2
A (k,N)

For i = 1, · · · , N , (xi, yi) ← Gen(1k) with fresh coin flips
Set U = {y1, · · · , yN}
(L, n,π1,m1, State1) ← ASO(1k,U , choose1) where L ⊆ U , |L| = n, yπ1 ∈ L,

m1 is some message and State1 is some state information.
Let L = {yi1 , · · · , yin

}
σ1 ← Sig(1k, 1n, xπ1 , L,m1)
(π2, State2) ← ASO(1k,U , L,π1,m1,σ1, State1, choose2)

where π2 ∈ {i1, · · · , in} \ {π1} and State2 is some state information.
(m2,σ2) ← ASO(1k,U , xπ2 , L,π1,m1,σ1, State2, sign)

such that V er(1k, 1n, L,m2,σ2) = 1
If (L,mi,σi), 1 ≤ i ≤ 2, were not in the set of oracle queries and replies

between A and SO then
return Link(1k, 1n, L,m1,m2,σ1,σ2)

Else the experiment halts with failure
We denote by

Advlink
A (k, N) = Pr[Explink1

A (k, N) = 1 | Experiment succeeds] +

Pr[Explink2
A (k, N) = 1 | Experiment succeeds]

the advantage of the adversary A in breaking the linkability of a linkable ring
signature scheme. We say that a linkable ring signature scheme is linkable if for
a constant N , for any probabilistic polynomial-time adversary A, the function
Advlink

A (·, N) is negligible.
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Note that the definition above does not consider the scenario when two group
members are working jointly (or someone knows two private keys) to generate
three signatures such that Link returns 0 for all pairs of the three signatures
(i.e. pairwise unlinkable). In fact, this extends the first attack above by consid-
ering an adversary who knows two private keys instead of one. The attack can
be generalized to a situation where an adversary, who knows k private keys, pro-
duces k + 1 signatures such that they are pairwise unlinkable. We leave further
discussions to the end of Sec. 3.2.

3 Polynomial-Structured Schemes

Our construction approach is based on Honest-Verifier Zero-Knowledge (HVZK)
proof of knowledge protocols and in particular their signature variants, here we
follow Camenisch and Stadler [6] to call these signature schemes “signatures of
knowledge”. A signature of knowledge is a signature scheme transformed from
a HVZK proof by setting the challenge to the hash value of the commitment
together with the message to be signed [9]. Here is an example from [6]: Let
G = 〈g〉 be a group of prime order q. Let H : {0, 1}∗ → Zq be a hash function
viewed as a random oracle. The symbol || denotes the concatenation of two
binary strings (or of binary representations of integers and group elements). A
pair (s, c) ∈ Zq × Zq satisfying c = H(m||g||y||gsyc) is a signature of knowledge
of the discrete logarithm x of the element y ∈ G to the base g on message m.
We denote it by

SPK[x : y = gx](m) (1)

Now consider the following signature of knowledge.

Definition 2 (Witness Indistinguishable Proof of Equality of a Dis-
crete Logarithm).

SPK[x : y0 = hx ∧ (y1 = gx
1 ∨ y2 = gx

2 )](m) (2)

Given h, g1, g2 ∈ G such that h �= g1, h �= g2, and logh gi is unknown for i = 1, 2.
A signer shows his knowledge of x such that y0 = hx and yi = gx

i for at least one
i, i = 1, 2, without revealing the value of i in the case of only one of y1 and y2

shares the discrete logarithm to the base g1 and g2, respectively, with y0 to the
base h. This can be done by releasing a quadruple (s1, s2, c1, c2) such that c0 =
c1 + c2 mod q and c0 = H(m||h||g1||g2||y0||y1||y2||gs1

1 yc1
1 ||hs1yc1

0 ||gs2
2 yc2

2 ||hs2yc2
0 ).

In the following, we describe a generic DL-type linkable ring signature scheme
which is based on the generalization of the SPK in (2).

Our Generic Linkable Ring Signature Scheme. Let (gi, yi) ∈ G × G be
the public key of group member i, 1 ≤ i ≤ n, and the corresponding private
key be xi ∈R Zq such that yi = gxi

i . Let L = {(g1, y1), · · · , (gn, yn)}. L defines
the group. Let H′ : {0, 1}∗ → G be a hash function viewed as a random oracle.
A group member π, knowing xπ, can generate a signature on message m by
producing y0 = H′(L)xπ and a proof of the following.

SPK[xπ : y0 = H′(L)xπ ∧ (y1 = gxπ
1 ∨ · · · ∨ yn = gxπ

n )](m) (3)
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We now present two realizations of this generic linkable ring signature scheme
and show security proofs under the model given in Sec. 2.

3.1 Realization 1: A Practical Scheme

We start with proposing a polynomial-structured realization of (3) for the case
when all gi’s are the same. Let G = 〈g〉 be a cyclic group of prime order q
such that the underlying discrete logarithm problem (DLP) is hard. Let H1 :
{0, 1}∗ → Zq and H2 : {0, 1}∗ → G be distinct hash functions viewed as random
oracles. Assume that for any α ∈ {0, 1}∗, the discrete-log of H2(α) to the base
g is intractable. For i = 1, · · · , n, user i randomly picks a private key xi ∈R Zq

and sets the public key to yi = gxi . Let L = {y1, · · · , yn}. Sometimes, we may
pass in the set L for hashing and we implicitly assume that certain appropriate
encoding method is applied.

Signature Generation. For message m ∈ {0, 1}∗ and the group defined by
L, a signer π, 1 ≤ π ≤ n, generates a signature σ = (y0, s1, · · · , sn, c1, · · · , cn) as
follows.

1. Compute h ← H2(L) and set y0 ← hxπ .
2. Find cπ such that

c1 + · · · + cπ + · · · + cn mod q = H1(L||y0||m||z′
1|| · · · ||z′

n||z′′
1 || · · · ||z′′

n)

where for i = 1, · · · , n, i �= π, si, ci ∈R Zq, z′
i = gsiyci

i , z′′
i = hsiyci

0 , and
r ∈R Zq, z′

π = gr, z′′
π = hr.

3. Compute sπ = r − cπ · xπ mod q.

Signature Verification. A signature σ = (y0, s1, · · · , sn, c1, · · · , cn) on mes-
sage m and public-key set L is valid if

n∑
i=1

ci mod q = H1(L||y0||m||gs1yc1
1 || · · · ||gsnycn

n ||hs1yc1
0 || · · · ||hsnycn

0 )

where h ← H2(L).

Linkability Verification. For any two valid signatures σ′ = (y′
0, · · ·) and

σ′′ = (y′′
0 , · · ·) with respect to the same L, if y′

0 = y′′
0 , then return 1 for concluding

that they are generated by the same signer; otherwise, return 0.

We leave the security analysis to the next section after describing a variant.

3.2 Realization 2: A Variant

The scheme above can be optimized by reducing the number of si’s in the sig-
nature σ to one and modifying the checking equation to the following.

n∑
i=1

ci mod q = H1(L||y0||m|| gs

n∏
i=1

yci
i || hsy

∑n
i=1 ci

0 )
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This can be done during signature generation as follows: First randomly pick
r ∈R Zq and ci ∈R Zq for i = 1, · · · , n, i �= π. Then find cπ such that

c1 + · · · + cπ + · · · + cn mod q = H1(L||y0||m|| gr

n∏
i=1,i�=π

yci
i || hry

∑n
i=1,i�=π ci

0 )

Finally, compute s = r− cπxπ mod q and the signature is σ = (y0, s, c1, · · · , cn).
The variant can be shown to be existentially unforgeable against adaptive

chosen message and chosen public-key attacks by reducing to DLP using rewind
simulation [9, 12, 11]. The reduction involves at most N (total number of public
keys) successful rewinds to extract one of the N secret keys but in the worst
case, all the N secret keys can be extracted at once.

Theorem 1 (Existential Unforgeability). Given N public keys yi ← gxi ,
1 ≤ i ≤ N , where xi ∈R Zq, and supposing A is a (t, ε)-algorithm which takes
the public-key set U = {yi}1≤i≤N and forges a linkable ring signature on any
L ⊆ U in time at most t with success probability at least ε, there exists an
algorithm M which solves the DLP for at least one out of N random instances
in time at most Nt with success probability at least (ε/4)N .

The proof is given in the full paper. The proof technique can also be used to show
the existential unforgeability of the original, unoptimized scheme described in
Sec. 3 under the same model of adaptive chosen message and chosen public-key
attacks. We omit the details in this paper.

To argue the signer anonymity of the variant, we consider the following setup
for the Decisional Diffie-Hellman Problem (DDHP) first.

Randomly generate �0, �1, �2, �
′
0, �

′
1 ∈R Zq. Randomly pick b ∈R {0, 1}.

Set α0 = g�0 , β0 = g�1 , γ0 = g�2 , α1 = g�′
0 , β1 = g�′

1 and γ1 = g�′
0�′

1 .
Given (αb, βb, γb), find b.

Theorem 2 (Signer Anonymity). Given N public keys yi ← gxi , 1 ≤ i ≤
N , where xi ∈R Zq, and suppose there exists a (T, ε, qH2)-algorithm A which
runs in time at most T and makes at most qH2 queries to H2 random oracle
in the experiment Expanon

A (k,N) for some k ∈ N such that T is a polynomial
of k and Advanon

A (k,N) is at least ε, there exists an algorithm M which solves
the Decisional Diffie-Hellman Problem (DDHP) in the expected time of at most
NqH2T with success probability at least 1/2 + ε/4.

The proof is given in the full paper. Our original, unoptimized scheme above can
also be shown, in the same way, to be signer anonymous in Expanon

A , provided
that the DDHP is intractable. We skip the details.

Theorem 3 (Linkability). On input L = {y1, · · · , yn}, h ∈ G, if a prob-
abilistic polynomial-time algorithm (PPT) A who knows one private key xπ,
π ∈ {1, · · · , n}, produces a signature σ = (y0, s, c1, · · · , cn) with success probabil-
ity > 1/q, then y0 = hxπ provided that the DLP is hard.
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The proof is given in the full paper. This theorem implies that the variant is
secure against the two linkability attacks described in Explink1

A and Explink2
A in

Sec. 2.1. However, it does not consider the attack of having two group members
work jointly to generate three signatures such that they are pairwise unlinkable.
In fact, it is easy to find that if two private keys corresponding to public keys, say
y1 and y2 in L are given, one can generate a signature σ = (y0, s, c1, · · · , cn) such
that y0 �= hx1 �= hx2 . Hence it is possible for an adversary who knows two private
keys to generate three signatures such that they are pairwise unlinkable. This is
the third type of linkability attacks described in Sec. 2.1. If this attack is included
in the security model, the variant is no longer secure. For the original, unopti-
mized scheme, it can be shown that if a PPT algorithm who knows all the private
keys corresponding to L, produces a signature σ = (y0, s1, · · · , sn, c1, · · · , cn) with
success probability > 1/q, then y0 = hxπ for some π ∈ {1, · · · , n} provided that
the DLP is hard. Hence the original scheme is secure against this attack. We
omit the details as it can be shown easily by following the proof for Theorem 3.

4 Conclusions and Open Problems

We provide a stronger notion of signer anonymity and a new formalization of
linkability in the security model when comparing to that of [10]. We propose
two polynomial-structured linkable ring signature schemes. A subtlety on the
linkability between these two schemes is also discussed. We give strong evidence
of the security of our schemes by providing security proofs in our enhanced
security model under the random oracle model.

Besides linkability, we can see that all linkable ring signature schemes, in-
cluding ours proposed in this paper and the one in [10], allow diversion group
members (i.e. group members who are not the actual signer) to come forward
and repudiate signatures not signed by them. This can be done by revealing
their private keys (this is referred as a property called culpability in [10]), or
using standard proof-of-knowledge techniques. It would be interesting to have
a linkable ring signature scheme where diversion group members cannot repu-
diate the signature as this could give a better protection on the privacy of the
whistleblower.
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Abstract. Traitor tracing schemes are used in to detect piracy in broad-
cast encryption systems, in case that a bounded number of authorized
users are dishonest. In this paper we present, by solving a variant of the
guessing secrets problem defined by Chung, Graham and Leighton [3],
a traitor tracing scheme based in the recently discovered van Trung-
Martirosyan traceability codes.

1 Introduction

In the original “I’ve got a secret” TV game show [6], a contestant with a secret
was questioned by four panelists. The questions were directed towards guessing
the secret. A prize money was given to the contestant if the secret could not be
guessed by the panel.

A variant of the game called “guessing secrets” was defined by Chung, Gra-
ham and Leighton in [3]. In their variant , there are two players A and B. Player
A draws a subset of c ≥ 2 secrets from a set S of N objects. Player B asks a
series of boolean (binary) questions. For each question asked A can adversarially
choose a secret among the c secrets, but once the choice is made he must answer
truthfully. The goal of player B is to come up with an strategy, that using as
few questions as possible allows him to unveil the secrets.

The problem of guessing secrets is related to several topics in computer sci-
ence such as efficient delivery of Internet content [3] and the construction of
schemes for the copyright protection of digital data [1]. In [1] Alon, Guruswami,
Kaufman and Sudan realized there was a connection between the guessing se-
crets problem and error correcting codes. Using this connection they provided a
solution to the guessing secrets problem equipped with an efficient algorithm to
recover the secrets.

In this paper we modify the condition established by Chung, Graham and
Leighton, and allow questions over a larger alphabet. We call this modified ver-
sion the q-ary guessing secrets problem. We show below that this version of the
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problem will lead us to a class of codes called traceability (TA) codes, in par-
ticular to the van Trung-Martirosyan code [11], that in turn leads to the traitor
tracing problem [2].

The paper is organized as follows. Section 2 introduces the coding theory
concepts that will be used. In Section 3, a description of the game of guessing
secrets is presented. In Section 4, we present a new tracing algorithm. Finally,
in Section 5 we show the equivalence between the guessing secrets problem and
the tracing traitors problem.

2 Overview of Coding Theory Concepts

If C is a set of vectors of a vector space, IFn
q , then C is called a code. The field, IFq

is called the code alphabet. A code C with length n, size |C| = M , and alphabet
IFq is denoted as a (n,M) q-ary code. We will also denote code C as a (n,M, q)
code. The Hamming distance d(a,b) between two words a,b ∈ IFn

q is the number
of positions where a and b differ. The minimum distance of C, denoted by d, is
defined as the smallest distance between two different codewords. A code C is a
linear code if it forms a subspace of IFn

q . A code with length n, dimension k and
minimum distance d is denoted as a [n, k, d]-code.

We use the terminology in [10] to describe identifiable parent property (IPP)
codes and traceability (TA) codes. Let U ⊆ C be any subset of codewords such
that |U | = c. The set of descendants of U , denoted desc(U), is defined as

desc(U) = {v ∈ IFn
q : vi ∈ {ai : a ∈ U}, 1 ≤ i ≤ n}.

The codewords in U are called parents of the words in desc(U).
For a code C and an integer c ≥ 2, let Ui ⊆ C, i = 1, 2, . . . , t be all the subsets

of C such that |Ui| ≤ c. A code C is a c-IPP (identifiable parent property) code,
if for every z ∈ desc(C), we have that

⋂
{i:z∈desc(Ui)} Ui �= ∅, in other words,

C is a c-IPP code if the intersection of all possible sets of parents Ui of z is
non-empty.

An important subclass of IPP codes are traceability (TA) codes. For x,y ∈ IFn
q

we can define the set of matching positions between x and y as M(x,y) =
{i : xi = yi}. Let C be a code, then C is a c-TA code if for all i and for
all z ∈ descc(Ui) |Ui| ≤ c, there is at least one codeword u ∈ Ui such that
|M(z,u)| > |M(z,v)| for any v ∈ C\Ui.

Theorem 1 ([10]). Let C be a Reed-Solomon [n,k,d ]-code, if d > n(1 − 1/c2)
then C is a c-traceability code(c-TA).

2.1 Asymptotically Good TA Codes

We now present an “asymptotically good” family of TA codes due to van Trung
and Martirosyan [11]. Their construction is based on IPP code concatenation.

A concatenated code is the combination of an inner [ni, ki, di] qi-ary code,
Cinn, (qi ≥ 2) with an outter [no, ko, do] code, Cout over the field F

q
ki
i

. The
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combination consists in a mapping φ, from the elements of F
q

ki
i

to the codewords
of the inner code Cinn, φ : F

q
ki
i

→ Cinn that results in a qi-ary code of length
nino and dimension kiko.

Theorem 2. [11] Let c ≥ 2 be an integer. Let n0 > c2 be an integer and let
s0 be an integer with the prime factorization s0 = pe1

1 · · · pek

k such that n0 ≤ pei
i

for all i = 1, . . . , k. Then, for all h ≥ 0 there exists an (nh, Mh, s0) c-IPP code,
where

nh = nh−1n
∗
h−1,Mh = M

� n∗
h−1
c2

�
h−1 , n∗

h−1 = n∗
h−2

� n∗
h−2
c2

�, M0 = s
� n0

c2
�

0 , n∗
0 = n

� n0
c2

�
0 .

As stated in [11], the codes in Theorem 2 have the best known asymptotic
behavior in the literature. Also the results of Theorem 2 can be applied to TA-
codes, if the IPP codes used in the recursion are replaced by TA-codes.

2.2 The Guruswami-Sudan Soft-Decision List Decoding Algorithm

The concept of list decoding offers a potential way to recover from errors beyond
the error correction bound of the code, by allowing the decoder to output, instead
of a single codewords, a list of candidate codewords of being the sent codeword.

In soft-decision decoding, the decoding process takes advantage of “side infor-
mation” generated by the receiver by using probabilistic reliability information
about the received symbols. The simplest form of soft-decision decoding is called
errors-and-erasures decoding. An erasure is an indication that the value of a re-
ceived symbol is in doubt. In this case, when dealing with a q-ary transmission,
the decoder has (q+1) output alternatives: the q symbols from IFq, γ1, γ2, . . . , γq

and {∗}, where the symbol {∗} denotes an erasure.
Next theorem gives the condition that a codeword must satisfy in order to

appear in the output list of the Guruswami-Sudan (GS) algorithm.

Theorem 3. [7] Consider an [n, k, n−k+1] Reed-Solomon code with messages
being polynomials f over IFq of degree at most k − 1. Let the encoding function
be f � 〈f(x1), f(x2), . . . , f(xn)〉 where x1, . . . , xn are distinct elements of IFq.
Let ε > 0 be an arbitrary constant. For 1 ≤ i ≤ n and α ∈ IFq, let ri,α be a
non-negative rational number. Then, there exists a deterministic algorithm with
runtime polynomial in n, q and 1/ε that, when given as input the weights ri,α

for 1 ≤ i ≤ n and α ∈ IFq, finds a list of all polynomials p(x) ∈ IFq[x] of degree
at most k − 1 that satisfy

n∑
i=1

ri,p(xi) ≥

√√√√(k − 1)
n∑

i=1

∑
α∈IFq

r2
i,α + εmax

i,α
ri,α (1)

3 The q-Ary Guessing Secrets Problem

In this section, we discuss our version of the guessing secrets problem. The best
asymptotic solution to the problem will interestingly lead us to the van Trung-
Martirosyan codes.
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In the q-ary guessing secrets game, there are two players A and B and a set
S of N objects known to both players. Player A draws a subset of c objects,
s1, . . . , sc c ≥ 2 from S. Since s1, . . . , sc are not known by B we will call them
secrets. Now player B has to guess the secrets by asking questions whose answers
are from a q-ary alphabet that, without loss of generality, we take to be the finite
field IFq. For each question asked A can adversarially choose a secret among the
c secrets, but once the choice is made he must answer truthfully.

The series of questions that B asks will be called a strategy. We will impose
the requirement that any strategy that B uses must be invertible, that is, given
the sequence of answers given by A there exists an efficient algorithm to recover
the secrets.

First of all, we observe that guessing all the secrets is a very strong requirement
for player B. In fact, in the worst case situation, the best that B can hope for is
to guess at most one of the c secrets. This is because, without breaking any rule,
A can always answer according to the same secret. So the requirement we impose
on B is that he should be able to recover at least one of the secrets chosen by A.

We model each question B asks as a function pi from the pool of objects to
the set of potential answers, pi : S → IFq. We denote the number of questions
that B asks by n. For every question pi, 1 ≤ i ≤ n each object u in the pool has
an associated sequence of answers s = (s1, . . . , sn), where si := pi(u), si ∈ IFq.
We call the sequence p of functions pi, 1 ≤ i ≤ n B’s strategy. A strategy will
solve the q-ary guessing secrets problem, if from the answers to the pi questions
we are able to “reduce” all possible sets of c secrets down to one of the c secrets
chosen by A.

Since every object in S can be represented unambiguously by a q-ary vector
of length $logq |S|%, we can define a mapping from the universe of objects to

the sequences of answers, C : IF
�logq |S|�
q → IFn

q . The mapping C illustrates the
connection between strategies and codes, since C maps q-ary sequences of length
$logq |S|% into sequences of length n. Since in general n > $logq |S|%, then the
mapping C adds redundancy or encodes. Note that this reasoning allows us to
refer to an strategy using its associated code. In the rest of the paper, we will
refer to a given strategy by its associated code C.

We will now infer the parameters of such codes. The length of the code will
be equal to the number of questions n. Since A keeps c secrets U = {s1, . . . , sc},
then no matter how A plays, at least $n/c% of the answers will correspond to
one of the secrets, say sj . To guarantee the identification of secret sj , we have
to ensure that any sequence of answers given by A about the secrets in U only
agrees with at most $n/c%− 1 of the corresponding answers associated with any
of the secrets not in U .

More precisely, let us denote by d(u,v) the number of answers that are
different between objects u and v. Let us also define d = min(u,v)∈S d(u,v).

Using this notation, if we want to be able to recover sj ∈ U (that as we said
above is a secret from which at least $n/c% of the answers are given) we need
to ensure that for all x /∈ U

∑
si∈U (n − d(si,x)) ≤ c(n − d) < n

c ≤ $n
c % so

d > n− n
c2 .
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We observe that the parameter d, indicates the minimum distance of the code
associated with the strategy, then according to Theorem 1 any code associated
with a strategy must be a TA code. Using the results in Section 2.1, we can
assert that the van Trung-Martirosyan family of codes, provide the best known
solution for the questions to be asked in the q-ary guessing secrets problem.

4 Recovering Secrets in the Van Trung-Martirosyan
Code

We have seen in the previous section, that van Trung-Martirosyan codes provide
the best known asymptotic solution to the q-ary guessing secrets problem. But in
the guessing secrets problem,besides providing a “good” strategy for the questions,
there is also the requirement of being able to recover the secrets given the sequence
of answers in an efficient manner, in other words, the strategy must be invertible.

As we pointed out in Section 3 for the game of guessing secrets, we cannot ex-
pect to find all secrets, since some of them may correspond to a not sufficiently large
number of answers and therefore cannot be recovered. So given a sequence of an-
swers, we call any secret kept by A in an unambiguous way a positive secret. The
sequence of answers associated to a given secret corresponds to a codeword of a c-
TA code, using this correspondence the condition for a codeword to be a positive
secret is given in Theorem 4 below.

Theorem 4. Let C be a c-TA (n,M) q-ary Reed-Solomon code with minimum
distance d, if a codeword agrees in at least c(k − 1) + 1 positions with a given
sequence of answers then this codeword must be a positive secret.

Proof. If the code has minimum distance d then two codewords can agree in at
most n− d positions, therefore a given sequence of answers can agree in at most
c(n−d) positions with a codeword that is not associated with any of the secrets
kept by A. Then any codeword that agrees with the sequence of answers in at
least c(n − d) + 1 positions is a positive secret. The theorem follows from the
fact that for Reed-Solomon codes d = n− k + 1.

Corollary 1. Let C be a c-TA (n,M) q-ary Reed-Solomon code with minimum
distance d. Let z be a sequence of answers. Suppose that j already identified
positive secrets (j < c) jointly match less than n − (c− j)(k − 1) positions of
z, then any codeword that agrees with z in at least (c − j)(k − 1) + 1 of the
unmatched positions is also a positive secret.

Using the above results we are in the position to present a secret recovering al-
gorithm when the questions are asked according to a van Trung-Martirosyan code.

If we recall the code construction from Theorem 2, we started with codes:

C0 : (n0,M0, s0) c-TA code with M0 = s
� n0

c2
�

0 , and

C∗
1 : (n∗

0,M1,M0) c-TA code with n∗
0 = n

� n0
c2

�
0 and M1 = M

� n2
0

c2
�

0 .
Denoting code concatenation with the symbol ||, we have the following se-

quence of codes: C1 = C0||C∗
1 ; C2 = C1||C∗

2 ; . . . ; Ch = Ch−1||C∗
h, where
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the Cj are the inner codes, the C∗
k are the outter codes, and each C∗

k is an
(n∗

k−1,Mk,Mk−1) c-TA code.
Due to the recursive nature of the code, the decoding will be done in two

stages. In the first stage we will need to decode the code C0, this will be accom-
plished by an algorithm that we call Decoding C0.

Since at the start there is no side information at all, we set up the weights
rs,α of (1) supposing that all symbols in the descendant are “correct”. We apply
these weights to the GS algorithm. Note that at the output of the GS algorithm
we can identify at least one positive secret.

Once some positive secrets are identified, the algorithm computes the number
of remaining secrets to be found. Also all symbol positions where these already
identified secrets match the sequence of answers are erased. Then we set up the
weights again and make another run of the GS algorithm to see if any other
positive secrets can be identified. This step is repeated until it becomes clear
that there are no more positive secrets.

In the following algorithm we consider the ordering {α1, α2, . . . , αq} of the
elements of the field IFq.

Decoding C0(C,z):
Input: C: Reed-Solomon c-TA code of length n; Word z ∈ descc(U), with U ⊂ C
and |U | ≤ c.
Output: A list Ll of all positive parents of z.

1. Set i := 1, ci := c and Ei := {∅}.
2. j := 0.
3. Using the descendant z, compute the n× q weights rs,α, 1 ≤ s ≤ n, α ∈ IFq

as follows:

rs,α :=

⎧⎨⎩
1/q if s ∈ Ei

1 if zs = α and s /∈ Ei

0 otherwise
(2)

4. Apply the n × q values rs,α to the GS soft-decision algorithm. From the
output list take all codewords ui1 , . . . ,uijw

, that agree with z in at least
(ci(k − 1) + 1) of the positions not in Ei, and add them to Ll.
Set j := j + jw.

5. If jw �= 0 then
(a) Ei := {m : (zm = um) ∀ u ∈ Ll}.
(b) Go to Step 3

6. Set i := i + 1, ci := ci−1 − j and
Ei = {m : (zm = um) ∀ u ∈ Ll}.

7. If j = 0 or ci = 0 or if |Ei| ≥ (n− ci(k − 1)) output Ll and quit, else go to
Step 2.

In the second stage of the recovering algorithm we will decode the code Ch by
first decoding codes C∗

1 , . . . , C∗
h−1. To decode code C∗

i , we will use the functionDe-
coding Ci. This function has the particularity that instead of accepting a code-
word at its input, it accepts a set of lists of symbols from the alphabet code. These
lists can be processed by using soft-decision decoding techniques, and this is were
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our advantage comes from, being able to deal with more that one symbol for each
position extends the tracing capabilities of previous hard-decision decoding algo-
rithms.

In the following function we consider the ordering {α1, α2, . . . , α|Mi−1|} of the
elements of the alphabet Mi−1.

Decoding Ci(C∗
i ,S list1, . . . , S listn∗

i−1
):

Input: C∗
i : Reed-Solomon (n∗

i−1,Mi Mi−1)-ary c-traceability code; n∗
i−1 lists,

S listl = {ml
1, . . . , m

l
|S listl|} 1 ≤ l ≤ n∗

i−1 where ml
i ∈ Mi−1.

Output: A list O list of codewords of C∗
i .

1. Set j := 0, i := 0 and ci := c.
2. Using the lists S list1, . . . , S listn∗

h−1
set up the rs,α 1 ≤ s ≤ n∗

h−1, α ∈
Mi−1) weights as follows:

rs,α :=

⎧⎨⎩
1

|S listl| if ∃ ml
t = α

1/q if |S listl| = 0
0 otherwise

(3)

3. Apply the rs,α weights to the GS soft-decision algorithm. From the output
list take all codewords uj , such that uj

l ∈ S listl for at least (ci(k − 1) + 1)
values of l, and add them to O list.

4. Set i := i + 1, ci := ci−1 − j and
S listl := S listl − {ml

i : (ml
i = uj

l ) for some uj ∈ O list}.
5. If j = 0 or ci = 0 output O list and quit, else go to step 2.

The overall tracing algorithm uses the algorithms Decoding C0 and Decod-
ing Ci to identify the secrets U ⊂ Ch associated with a sequence of answers z.

Tracing Algorithm:
Input: c: positive integer; Ch: Reed-Solomon c-TA van Trung-Martirosyan code;
Sequence of answers z ∈ descc(U), with U ⊂ Ch and |U | ≤ c.
Output: A list Ll of all positive secrets of z.

1. For cont = 1 to
∏h

k=1 n∗
h−k.

– Take symbols zcont = (z(cont−1)n0+1, . . . , z(cont)n0)

– Out PListcont:=Decoding C0(C0,zcont)

2. Set j := h− 1.

3. For cont′ := 1 to
∏j

k=1 n∗
h−k. (

∏0
k=1 n∗

h−k:=1)

– Set PList(cont′−1)n∗
h−1−j+1 := Out PList(cont′−1)n∗

h−1−j+1, . . . ,

PList(cont′)n∗
h−1−j

:= Out PList(cont′)n∗
h−1−j

– With the lists PList(cont′−1)n∗
h−1−j+1, . . . , PList(cont′)n∗

h−1−j
,

use the mapping φh−j : Mh−1−j → Ch−1−j

to obtain the lists of symbols SL(cont′−1)n∗
h−1−j+1, . . . , SL(cont′)n∗

h−1−j
,

where SLl = {h1, . . . , h|SLl|}, hi ∈Mj−1.
– Out PListcont′ := Decoding Ci(C∗

h−j ,
SL(cont′−1)n∗

h−1−j+1, . . . , SL(cont′)n∗
h−1−j

)
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4. Set j := j − 1.

5. If j < 0 output Out PList1 (there is only one “surviving” list)
else go to Step 3.

Note that since for the code concatenation Ch = Ch−1||C∗
h, the size of codes

Ch and C∗
h is the same, we output the secrets as codewords of the code C∗

h.

4.1 Analysis and Correctness of the Algorithm

For c-IPP codes the runtime complexity of the tracing algorithm is in general
O
((

M
c

))
, whereas for c-traceability codes this complexity is in general O(M),

where M is the size of the code. This is where the advantage of c-traceability
codes over c-IPP codes comes from. In the van Trung-Martirosyan construction
the code C0 and all C∗

i codes are c-traceability codes, this implies that there
exists a tracing algorithm with running time complexity O(M). We achieve the
running time poly(log M) promised in [11], by using the GS algorithm that runs
in time polynomial.

To prove the correctness of the algorithm we need to show that given a
sequence of answers corresponding to questions asked according to the recursive
van Trung-Martirosyan code, there is at least one of the secrets present in the
output list Out PList1. To do this, it suffices to show that both of the algorithms
Decoding C0 and Decoding Ci identify at least one secret.

To show that the algorithm Decoding C0 outputs at least one of the secrets,
we consider the worst case situation, which is when there are still c − j secrets
unidentified, and each secret contributes equally to the sequence of answers and
with the minimum amount of information that allows their identification, so
there are Mi = n − (c − j)[(c − j)(k − 1) + 1] erased positions. Then it is clear
that at least a positive secret u agrees with the sequence of answers in at least
(c − j)(k − 1) + 1 positions. Setting up the weights rs,α 1 ≤ s ≤ n, α ∈ IFq as
in (2), we have for secret u that

n∑
s=1

rs,us
= (c− j)(k − 1) + 1 +

n− (c− j)[(c− j)(k − 1) + 1]
q

n∑
s=1

∑
α∈IFq

r2
s,α = (c− j)[(c− j)(k − 1) + 1] +

n− (c− j)[(c− j)(k − 1) + 1]
q

Therefore

( ∑n
s=1 rs,us√∑n

s=1
∑

α∈IFq
r2

s,α

)2

≥ ((c−j)(k−1)+1)2

(c−j)((c−j)(k−1)+1) > k − 1

It follows that (1) is satisfied and so the algorithm outputs all positive secrets.
For the Decoding Ci algorithm, we have that the worst case situation is

when in the input lists there is the minimum information required to trace the
remaining unidentified positive secrets. If there are c − j unidentified secrets,
this worst case situation is clearly the one in which there are (c− j)(k − 1) + 1
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lists of size c− j and n− [(c− j)(k− 1) + 1] empty lists. Since we set the entries
of the weights rs,α 1 ≤ s ≤ n∗

h−1, α ∈ Mi−1 according to (3), and we have∑n
s=1

∑
α∈Mi−1

r2
s,α = (c−j)(k−1)+1

c−j + n−[(c−j)(k−1)+1]
Mi−1

.
Since a positive secret, say u must contribute in at least (c−j)(k−1)+1 of the

positions in the sequence of answers, we have that
∑n

s=1 rs,us
= (c−j)(k−1)+1

c−j +
n−[(c−j)(k−1)+1]

Mi−1
. It follows that∑n

s=1 rs,us√∑n
s=1

∑
α∈IFq

r2
s,α

=

√
(k − 1) +

1
c− j

+
n− [(c− j)(k − 1) + 1]

Mi−1

so again (1) is satisfied and therefore Decoding Ci identifies all positive secrets
for all codes C∗

i .

5 Tracing Traitors by Guessing Secrets

In this section we show how our solution to the guessing secrets problem fits into
the problem of “tracing traitors” [2, 8, 5].

Traitor tracing schemes are generally used in the context of broadcast encryp-
tion systems [4]. Broadcast encryption systems allow the delivery of encrypted
messages to a selected group of registered users. Each registered user in the se-
lected group owns a decoder, equipped with a set of keys, that allows him to
recover the encrypted messages.

A traitor tracing scheme consists of an initialization scheme, an encryption-
decryption scheme and an identification, or tracing algorithm. In the initializa-
tion scheme each one of the M registered users is assigned a personal key u. This
personal key is a unique ordered set of n symbols over an alphabet of size q. The
sensitive data is encrypted and transmitted to the users over a channel. The
encrypted message consists of two parts, the enabling block and the sensitive
data. The enabling block contains a secret key s =

∑
si, 1 ≤ i ≤ n encrypted in

such a form that every registered user is able recover it using his personal key.
The enabling block is an n× q matrix such that the part si of the secret key,

is encrypted under every element of the ith row. A given user is allowed to access
one element in each row. This element is the one in the column corresponding
to the ith entry in the user’s personal key.

In order to use the system to their own benefit, a coalition of c malicious users
might try to build and resell pirate decoders that are able to decode the secret
key. The uniqueness of each personal key clearly rules out plain redistribution.
The real threat comes from the fact that the coalition can put together parts
of their personal keys to create a pirate decoder. In this case the goal of the
distributor is to find at least one of the participants of the coalition.

5.1 Tracing Traitors by Guessing Secrets

Wenow show the relationshipbetween theguessing secrets andtraitor tracingprob-
lems.Wefirstneed to establish a relationshipbetween the setof registeredusers and
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the set of secrets. In fact, the relationship should be established between the set of
personalkeysP andthe setof answers to the secretsS.Without lossof generality,we
assume that both sets have the same size, |S| = |P | = M , and that the length of the
keys is equal to the length of the sequences of answers associated with each secret.

So given a set of c secrets and a set of c personal keys, the process of choosing
one of the c participants in the collusion and placing one of its symbols in the
pirate decoder, is analogous to the process of choosing a secret among the set
of c secrets and answering the corresponding question. Therefore, any code that
solves the q-ary guessing secrets problem also solves the traitor tracing problem.

6 Conclusions

The importance of the q-ary guessing secrets problem lies in its connection to the
traitor tracing problem. As pointed out in [9] traceability schemes are a worth
addition to a system provided its associated algorithms provide sufficiently little
cost. The focus of this paper is on the efficient decoding traceability codes. In
particular we apply soft-decision decoding techniques to decode the van Trung-
Martirosyan code construction.
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Abstract. In this paper, we present a physical random number gener-
ator (RNG) for cryptographic applications. The generator is based on
alpha decay of Americium 241 that is often found in common house-
hold smoke detectors. A simple and low-cost implementation is shown
to detect the decay events of a radioactive source. Furthermore, a speed-
optimized random bit extraction method was chosen to gain a reasonable
high data rate from a moderate radiation source (0.1 μCi). A first eval-
uation by applying common suits for analysis of statistical properties
indicates a high quality of the data delivered by the device.

1 Introduction

Today, random numbers are well employed in numerical simulations and compu-
tations (e.g. Monte-Carlo simulations) as well as in cryptographic applications.

Many essential cryptographic primitives are are considered as probabilistic
functions, or at least need a random input, e.g., the generation of challenges and
session keys. Making random numbers available in deterministic environments
as computers is a crucial task, hence, the security of the cryptographic systems
highly depends on the quality of the employed random numbers. In this con-
text, the main property is that the random sequence is unpredictable. Based on
the source of randomness, we can distinguish between three classes of random
generators:
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Pseudo Random Numbers: A pseudo random number generator (PRNG) is
a hard- or software instantiation of a deterministic algorithm that generates a
long-periodic sequence of numbers from an initial value, called seed. Roughly
speaking, a pseudorandom generator expands a short random seed into much
longer random bit sequences that appear “random” (although they are not). In
other words, the pseudorandom bit sequences have to be unpredictable, hence
they are indistinguishable from true random sequences of the same length.

The notion of indistinguishability is strongly related to computational diffi-
culty and the properties of these generators do not apply unconditionally, rather
than for computationally restricted attackers. PRNG could be constructed from
various intractability assumptions and good generators are proven under such
assumptions.

Random Numbers Based on Complex Processes: Another possibility to
obtain random numbers is given by relying on complex processes which are in
principle physically deterministic but cannot be computed efficiently. For exam-
ple, the random fluctuations caused by air turbulence within a disk drive or de-
riving randomness from a microphone/video camera signals [1]. Even “software-
based” random generators rely on complex processes. Examples for random bases
for such generators are the elapsed time between keystrokes or mouse movement,
content of input/output buffers and operating system values such as system load
and network statistics.

True Random Numbers: A true physical random number generator (TRNG)
generates random numbers by observing a stationary physical phenomenon, like
the elapsed time between the emission of particles during radioactive decay or the
thermal noise from a semiconductor diode or resistor. The underlying phenomena
are characterized by the fact that the basic quantity only could be described in
a statistical manner. That is not because of inaccuracies in the used physical
measurement methods, rather than because of the physical model of our world.
A classic example is quantum theory, as it is intrinsically random. Hence, a
quantum process like thermal noise in a semiconductor or the radioactive decay
of an atomic nucleus provides an ideal base for a TRNG.

Devices based on those principles meet the definition of information-theoretic
secrecy in cryptography: an attacker is unable to predetermine the bit sequence
even with unbounded memory and time resources. Thus, an unconditionally se-
cure system is only information-theoretic secure if its non-deterministic functions
are founded on unpredictable random data.

Many TRNG devices for research and commercial purposes, based on quan-
tum processes, have been constructed so far. Clipped white noise gained by
thermal noise of resistors or semiconductors is used in the design of [2]. Another
approach is to use noise from neon tubes [3]. The amplified noise is evaluated
by a comparator, sampled and digitally de-skewed, i.e., processed to suppress
correlations and statistical errors. Nevertheless these devices are very sensitive
to high frequency electromagnetic disturbances. In an alternative approach [4]
noise voltage modulates a voltage controlled oscillator (VCO). The output volt-
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age is compared with a stabilized oscillator that runs at a higher frequency. Each
time a zero-crossing occurs in the VCO’s amplitude, the current value of the fast
running oscillator is interpreted as the next random number.

In [5] a physical random number generator with fairly high data rates based
on optical quantum processes is presented. Radioactive decay can be evaluated
by using a Geiger-Müller tube [6, 7]. For proper operation of the tube, high
voltages are necessary and recovery time after a detected pulse is very long
which leads to low data rates.

The true random number generator presented in this paper, is based on ra-
dioactive decay and utilizes radioactive Americium 241 from a common house-
hold smoke detector. According to [8] the total amount of radiation is not critical
for humans. For quantitative radiation monitoring a standard optical PIN diode
without glass covering is used as sensor and mounted right above the radioactive
material of the ion chamber. The blank diode generates very accurate pulses and
is sensitive to any radiation, e.g. infra red, visible light, X-ray, α−, β− and γ-
particles. Since both devices are placed in a shielded metal box, only the alpha
particles can cause an ionization event. The result is a ready-to-use random data
generator with a solid consumer market design, RS232 interface, delivering high
quality random data for cryptographic applications and fast enough for single
user applications. The data rate is approx. 1600 Bit/s which ties up with the
registered decay events.

The outlook of the paper is as follows. The statistical background of the
underlying physical process is described in Section 2. In Section 2.2 the bi-
nary number extraction method is explained. The circuit description is found
in Section 3 followed by the statistical evaluation of the derived binary random
numbers in Section 4. We conclude with an outline of our further work.

2 Theoretical Background of Random Number
Generation

The TRNG presented in this paper mainly consists of a radioactive source and
a standard PIN photo diode as sensor. The decay pulses are detected, filtered
and amplified for further digital processing. The random data is obtained by
deciding whether the time interval between two consecutive pulses has the length
of an even or odd number of timing units. The signal processing is done by a
microcontroller that sends the random data via RS232 to a host computer where
it is captured by a standard terminal program. The following sections give a
more detailed description of the statistic modelling of the radioactive decay
and the speed enhanced method to extract the random data. The aim is to
obtain a correlation free and uniformly distributed binary bit stream, i.e., the
probability that an arbitrary chosen bit from the stream is either zero or one
has the value 0.5.
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2.1 Properties of Radioactive Decay

The radioactive decay is mathematically described by the Poisson distribution
[9]. The distribution of distances between two consecutive decay events is mod-
elled through the negative exponential function p(t) = λe−λt (t ≥ 0).

λ represents the intensity parameter of the process and the mean value μ is
defined as μ = 1

λ . This formula holds if the half-life of the radioactive mate-
rial is very large compared to the measuring time, i.e., the intensity parameter
λ remains constant. Furthermore, the amount of atomic nuclei in the radioac-
tive substrate has to be large enough to be considered as constant during the
measurement time.

The probability (cumulative distribution) that a decay event X occurs within
the time interval [0,t] is described by

P (0 ≤ X ≤ t) =
∫ t

0

λ · e−λxdx = 1− e−λt,

while the probability that during the interval [0, t] no impulse occurs is

P (X > t) = 1− P (0 ≤ X ≤ t) = 1− (1− e−λt) = e−λt.

Another important aspect of the exponential distribution is its memoryless prop-
erty or Markov property. It states that the distribution of the distance between
two consecutive events is the same as the distribution of the distance between
an arbitrary chosen point and the next event point.

P (X > T + Δt | X > T ) =
P (X > T + Δt) ∩ P (X > T )

P (X > T )

=
P (X > T + Δt)

P (X > T )
(since Δt > 0)

=
e−λ(T+Δt)

e−λT
= e−λΔt

= P (X > Δt)

After the registration of a decay impulse the sensor is insensitive for a short time.
During this dead time a particle hitting its surface will not cause an impulse.
Due to the Markov property the probability of detecting the next event in a
given time interval Δt does not change after the sensor’s dead time. In fact it
is extended to a constant length by a monostable flip-flop (Fig. 5) to obtain a
constant signal quality for the processing in the microcontroller.

Not every decaying atomic nucleus reaches the sensor and causes an evaluable
impulse. The dispersion of the α-particles is spherical such that at least half of
the particles vanish into the ground where the substrate is fixed. With an in-
creasing distance between radioactive material and sensor surface the α-particles
lose kinetic energy when interacting with the air molecules. Additionally, the ra-
dioactive disintegration generates new radioactive daughter nuclides that cause
peaks of different height in the signal processing part (Fig. 6). But all these fac-
tors do not affect the statistical behaviour of the observed process. In fact, it can
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be subdivided into several statistical independent Poisson processes with differ-
ent intensity parameters λi. According to the additivity property we summarise
the parameters of all processes that provide a sufficient peak to be detected [10].
Let I be the index set of all relevant intensity parameters. Then the intensity
parameter of the relevant sub-processes λrel is defined as λrel =

∑
i∈I λi.

Consequently, for the cumulative probability holds:

P (0 ≤ X ≤ t) = 1− e−(
∑

i∈I λi)t = 1− e−λrelt

Note that the shift in λrel is assumed to be long-term and does not change within
seconds but over the years since Americium 241 has a half-life of more than 400
years. Throughout the following parts of this article, every intensity parameter
λ is implicitly referred as λrel.

2.2 Binary Number Extraction

Method 1: The generators by Gude [7] and Vincent [11] are based on the fact
that in a Poisson process the amount of impulses or elementary events within
a fixed time interval cannot be predetermined. The probability that k impulses
are registered within the interval Δt is

P (k) =
(λΔt)k

k!
· e−λΔt

Both generators trigger a toggle flip flop with the decay pulses and evaluate its
state after a constant amount of time (Fig. 1). Afterwards the flip flop is set back
at the end of the time window to guarantee a new memoryless measurement in
the following interval.

Fig. 1. Counting the pulses within a constant time window

According to Gude [12] the time window Δt should be chosen at least 10
times larger than the mean decay rate μ of the radioactive substance to min-
imize the influence of autocorrelation and hence, minimizes the error in the
equal distribution. The error decreases exponentially by the additive factor:
P (0)− P (1) = e−2λ·Δt. Vincent [11, 13] and Kraus [14] obtain the same results.
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PURAN1 by Gude [7] produced considerable true random values implementing
this algorithm but a lot of decay impulses are wasted which is ineligible if a
low-radiation source is used.

Method 2: Another approach is used by Walker’s ”hotbits” [15] and also sug-
gested by [6]. In both generators the length of two consecutive decay intervals is
compared such that the bits are obtained as shown in Figure 2. The exploit of
this method is higher than in the first one.

– t1 > t2 : interpret this
result as a 1

– t1 < t2 : interpret this
result as a 0

– t1 = t2 : discard this
event, continue with
the next pair of
intervals

Fig. 2. Time measurement between two consecutive

decays

Two decay events are necessary to extract one bit. But here, two registers of
appropriate size are necessary depending on the clock speed and the mean decay
rate μ. This causes a problem if a long-term shift in intensity occurs and the
timers produce an overflow as a consequence. As far as we know, there exist no
statistical evaluations of an implementation of this extraction algorithm.

Method 3: Our approach doubles the rate of yield of Method 2. The output
of a binary counter is captured each time a new decay impulse occurs. This
is equivalent to a time measurement between two impulses taken with a high
resolution clock as described in Figure 3: This is the highest gain of information

– the length t of the inter-
val
consists of an odd
amount of timing units
Δt:
t ≡ 1 units mod 2

– the length t of the inter-
val
consists of an even
amount of timing units
Δt:
t ≡ 0 units mod 2

Fig. 3. Time measurement between two consecutive

decays

so far compared to the other two methods: one decay delivers one random bit,
and therefore well-suited to generate reasonable high data rates out of a low-
radiation source. Even a slight shift in the mean decay rate, e.g., caused by aging
of the radioactive source does not affect the evaluation of the time interval and
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Fig. 4. Error when polling for the next decay impulse

makes this method very robust. The method can be implemented by a toggle
flip flop (T-FF) in practice. After a fixed time period Δt it is checked whether a
new impulse has occurred. In this case, the current value at the T-FF’s output is
captured as the new random bit. The T-FF has to be set back to a defined value,
e.g. Low. This is analog to a new time measurement where the clock also has
to be set back to zero. Hence, each measurement is completely memoryless and
therefore uncorrelated [12]. Note that the decay pulses are much longer than Δt
such that a random bit followed by a zero generated by the reset of the flip-flop
cannot occur. Both the output-ratio of the T-FF has to keep an exact ratio of
1:1 and the time distances Δt between two pollings for a new decay event are
obliged to have equal length (Fig. 4). Otherwise the bits would be coloured, i.e.,
the balance between 0s and 1s would not be equal any more. However, Appendix
B cites a simple method by von Neumann [16] to eliminate such a bias in the
equal distribution but at the price of a lower data rate; about 75% of the bits
would be lost. In our implementation the statistical evaluation indicates that
such a step is unnecessary.

2.3 Error Discussion

In order to obtain random bits, the exponential distribution has to be trans-
formed into the binary uniform distribution. The numerical error during this
transformation using the mod 2 time measurement decreases exponentially as
shown in Appendix A. This is hardware-independent and can be ignored since
an error also occurs in time measurements when polling for the next decay event
(Fig. 4). If this event occurs shortly after an evaluation point then it is registered
to the next sampling point and interpreted some time terr later (quantization
noise). In the worst case the maximal error is up to one timing unit Δt and
affects the measured result linear reciprocal to the applied sampling frequency
f : terr ≤ Δt = T

2 = 1
2·f .

Since the occurrence of the decay pulses is unpredictable the error is consid-
ered to be uniformly distributed, i.e., the amount of wrong-classified zeros is as
large as the amount of wrong-classified ones. This assumption is also justified
by the statistical evaluation.
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Fig. 5. Block diagram of the true random binary number generator

3 Circuit Description

Figure 5 shows the analog and digital parts of the circuit design. The low-
radiation1 source consists of Americium 241 and is dismantled from a common
ionisation smoke detector. The sensor, a standard PIN photo diode BPX61 with
removed glass cover is placed directly above the radiation source. In the analog
section the decay pulses are detected and amplified. RF-shielding and battery
powered operation reduces the influence of any noise and guaranties the func-
tionality of this section even in such a hazardous environment as a PC. Spikes
from digital ICs via supply or ground lines are excluded by using optical trans-
mission for pulses and battery monitor. Battery monitoring prevents a failure
of the TRNG in consequence of a loss in power supply. In the digital section
pulses, now on TTL level, are analyzed, the binary numbers are extracted and
transferred by RS232 interface to a host computer. A supplementary monostable
flip-flop with a timing constant of about ten times larger that the mean decay
rate triggers if the pulse stream breaks down.

The microcontroller (PIC16F628) runs at a clock frequency of 18.432 MHz,
a well-suited speed to generate both the clock for serial transmission and the
timing units2 Δt. The diode registers with its 7mm2(2.65 x 2.65mm2) radiant
sensitive area about 1700 decays per second. This number can be increased by
using a sensor with a larger surface. We omit further technical details due to
space restrictions, however, the schematics are available at [17].

Figure 6 shows the analog signal of encountered decay events at the input of
the comparator. It can be seen that the alpha particles do not have the same
energy level if they are receipted at the PIN diode and time intervals between
two consecutive pulses are strongly varying. Behind the mono-flop all pulses
have the same amplitude, same time length and are ready for microcontroller
processing.

1 0.1μCi =̂ 33000Bq, i.e. 33000 decays per second.
2 Δt = 0.217μs =̂ f = 4.608 MHz.
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Fig. 6. Signals at the comparator’s input (left) and at the μC’s input (right)

4 Experimental Results and Statistical Evaluation

Each of the following tests have been performed on several data sets. Depending
on the requirements of each test, the length of the data stream varies between
1,000,000 and almost 100,000,000 bit.

Simple counting indicates whether the amount of ’0’ and ’1’ in the bit stream
is uniformly distributed over the data set [18]. The concatenation of all five data
sets (each consists of 10 Million bit) leads to a distribution rate of 50.00126%
for the event P(1).

Table 1. Uniform Distribution Test

Set 1 Set 2 Set 3 Set 4 Set 5

amount of 0s 5,000,050 4,999,910 5,000,280 5,000,654 4,999,846
amount of 1s 4,999,950 5,000,090 4,999,720 4,999,346 5,000,154

P(1) 0.499995 0.5000009 0.500028 0.4999346 0.5000154

Diehard Suite of Tests: The DIEHARD [19] test suite was applied to three sets
of data to get a first statement about the quality of the random data produced
by the TRNG. The obtained P-values have to be uniformly distributed on (0,1).
The description of the test states that it fails big, if 6 or more values are very
close to 0 or 1. Such cumulations did not occur. According to these results of
Table 2, the extracted random data pass the DIEHARD tests.

NIST Statistical Tests: In order to ensure the quality of our obtained ran-
dom data, parts of the NIST [20] suite of tests were performed on a continuous
data stream, recorded from our TRNG. Our test and result interpretations were
performed on five different data sets with the instructions given in [20]. For ev-
ery test a new data set was recorded. The obtained P-values were within the
expected set of confidence for all applied test and were uniform distributed in
(0,1). Some typical P-values are shown in Table 3. We say, the test has been
bypassed positively if the received P-values are > 0.01 or < 0.99 [20].
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Table 2. Diehard Test

p File1 File2 File3
0.0 - 0.1 24 20 25
0.1 - 0.2 25 22 24
0.2 - 0.3 24 19 22
0.3 - 0.4 18 29 37
0.4 - 0.5 28 20 16
0.5 - 0.6 17 25 24
0.6 - 0.7 23 19 28
0.7 - 0.8 27 28 17
0.8 - 0.9 21 28 15
0.9 - 1.0 27 24 26

Table 3. Nist Test Suite

Statistical Test Set 1 Set 2 Set 3 Set 4 Set 5
Monobit 0.638423 0.316748 0.255474 0.401319 0.715166

Block Freq. 0.270766 0.591946 0.775216 0.186047 0.352641
Runs 0.018076 0.695193 0.163838 0.515480 0.309741

Long-Runs 0.859042 0.661134 0.633951 0.352641 0.053309
Serial 0.018073 0.325066 0.815960 0.465480 0.309761

CumSum 0.520113 0.495486 0.306135 0.372302 0.921552
Rank 0.852830 0.561925 0.679633 0.434292 0.631485
FFT 0.830444 0.682688 0.363646 0.024256 0.917311

Maurer 0.658820 0.787850 0.302802 0.352204 0.897875

5 Conclusion

In this paper, we introduce a true-random binary number generator based on ra-
dioactive decay of Americium 241. Moreover, we propose a method for improved
bit extraction to achieve high data rates from a low-radiation source, meeting
the demands for cryptographic applications. Several test have been applied on
different sets of random binary numbers. The experimental results show a good
quality in uniform distribution and randomness of the binary data.

Future work is marked by integrating online tests [21] monitoring the ex-
tracted random numbers in order to preclude a failure of the random data source
and to guarantee the randomness of the data. Additionally, we will consider the
use of modulo 2n-counters instead of of a toggle flip-flop (modulo 2) to ob-
tain more than one random bit per decay. This can be done up to some theo-
retic boundary which also should be analyzed. Each radioactive particle causes
some damage to the crystal structure of a semiconductor that, as a consequence,
change the electrical characteristic of the diode. Hence, a long-term analysis of
that effects have to be performed.
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A Appendix

In this section we prove how to transform the exponential distribution into a
binary uniform distribution. Let P(0) denote the probability that the next bit
extracted from the bitstream is 0 and P(1) is defined analogous. According to
the additivity of the Riemann-Integral we divide the cumulative distribution
P (0 ≤ X ≤ ∞) into two sums of integrals representing each summand either an
even or an odd timing unit Δt. Note that the first sum of integrals represents
P (0) and the second sum P (1).∫ ∞

0

λ · e−λxdx =
∞∑

N=0

∫ (2N+1)·Δt

(2N)·Δt

λ · e−λ·s ds +
∞∑

N=0

∫ (2N+2)·Δt

(2N+1)·Δt

λ · e−λ·s ds

=
∞∑

N=0

λ ·
[
− 1

λ
· e−λ·s

](2N+1)·Δt

(2N)·Δt︸ ︷︷ ︸
P (0)

+
∞∑

N=0

λ ·
[
− 1

λ
· e−λ·s

](2N+2)·Δt

(2N+1)·Δt︸ ︷︷ ︸
P (1)
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Recall that by definition
∫∞
0

λ · e−λxdx = P (0)+P (1) = 1. The following two
lemmas provide a discrete formula for both P (0) and P (1).

Lemma 1: P (0) =
∑∞

N=0(−1)N · e−λN ·Δt

proof : The sum representation of P (0) delivers

P (0) =
∞∑

N=0

λ ·
[
− 1

λ
· e−λs

](2N+1)·Δt

2N ·Δt

=
∞∑

N=0

e−λ(2N)·Δt − e−λ(2N+1)·Δt

Expanding this sum produces: e−0 − e−λ·Δt + e−λ2·Δt − e−λ3·Δt + . . .
which leads to the following series:

∑∞
N=0(−1)N · e−λN ·Δt. This series converges

because (−1)N is alternating and e−λ·N ·Δt is a monotone sequence leading to 0
(Leibnitz). �

Lemma 2: P (1) = P (0) · e−λ·Δt

proof : Analogous to the previous case P (0), we start with its sum representation
of P(1).

P (1) =
∞∑

N=0

λ ·
[
− 1

λ
· e−λs

](2N+2)·Δt

(2N+1)·Δt

=
∞∑

N=0

e−λ(2N+1)·Δt−e−λ(2N+2)·Δt

An expansion of the sum leads to: e−λ·Δt − e−λ2·Δt + e−λ3·Δt − e−λ4·Δt + . . .
summing up to this series:

∑∞
N=0(−1)N ·e−λ(N+1)·Δt. The exponent λ(N +1)·Δt

can be expanded to −λNΔt − λΔt which is equivalent to

∞∑
N=0

(−1)N · e−λN ·Δt · e−λ·Δt=P (0) · e−λ·Δt �

Lemma 3: P (1)− P (0) −→ 0 for Δt −→ 0, exponentially.
proof :

P (1)−P (0)=

( ∞∑
N=0

(−1)N· e−λN ·Δt

)
· e−λ·Δt

−
( ∞∑

N=0

(−1)N · e−λN ·Δt

)

=
∞∑

N=0

(−1)N· e−λN ·Δt·(e−λ·Δt − 1)



646 A. Alkassar, T. Nicolay, and M. Rohe

Since e−λ·Δt − 1 converges to 0 and the series remains bounded, P (1) − P (0)
becomes negligible small if Δt approaches 0. �

This leads to : P (0) ≈ P (1) ≈ 0, 5 if Δt is suitable small. q.e.d.

B Appendix

The biasing of the equal distribution of an uncorrelated bit sequence can be
achieved by the following algorithm, proposed by von Neumann [16]: The bit-
stream is divided into groups of two consecutive bits as shown in the example.
These two bits can adopt 4 different pairs of values. Each pair delivers either an
output bit (0 or 1) or no bit at all, according to the following function:

f : {0, 1}2 → {0, 1,−}

f(x1, x2) :=

⎧⎨⎩
0 : (x1, x2) = (0, 1)
1 : (x1, x2) = (1, 0)
− : otherwise

Due to the uncorrelation property, the following probabilities are independent
from the position i in the bitstream: P (xi = 0) := p and P (xi = 1) := q.
In this binary case it holds q = 1 − p such that P (0, 1) = p · (1 − p) and
P (1, 0) = (1 − p) · p. Hence, the combination (0, 1) has the same probability
to be generated than (1, 0). The resulting bitstream is uniformly distributed
under the assumption that the pairs (0, 0) and (1, 1) deliver no output bit. The
expected input is 8 bits to gain 2 bits which decreases the former generation rate
at least by factor 4.

biased stream 0 1 1 1 0 1 1 0 0 1 1 0 0 0 1 0
unbiased stream 0 - 0 1 0 1 - 1
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Abstract. The arithmetic in finite field GF (2m) is important in cryp-
tographic application and coding theory. Especially, the area and time
efficient multiplier in GF (2m) has many applications in cryptographic
fields, for example, ECC. In that point optimal normal basis give at-
tractiveness in area efficient implementation. In [2], Reyhani-Masoleh
and Hasan suggested an area efficient linear array for multiplication in
GF (2m) with slightly increased critical path delay from Agnew et al’s
structure. But in [3], S.Kwon et al. suggested an area efficient linear
array for multiplication in GF (2m) without losing time efficiency from
Agnew et al’s structure. We propose a modification of Reyhani-Masoleh
and Hasan’s structure with restriction to optimal normal basis type-II.
The time and area efficiency of our multiplier is exactly same as that of
S.Kwon et al’s structure.

Keywords: Finite fields, Massey-Omura multiplier, Gaussian Normal
Basis, ECC.

1 Introduction

Finite field arithmetic is very important in the area of cryptographic applications
and coding theory. Especially, the multiplication in GF (2m) has many applica-
tions in cryptographic areas such as ECC, XTR and AES. In these days, the fast
and small implementation of finite field multiplication is a major concern. To
get the area and time efficiency, many authors use normal basis representation
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[1, 2, 3, 4, 5, 6, 7, 9, 10]. The normal basis representation is suitable for hardware
implementation and squaring can be done by simple cyclic shift which is free in
hardware.

The Massey-Omura multiplier has a parallel-in , serial-out structure and has
a very long critical path delay. So Agnew et al. [1] significantly reduced the com-
plexity of Massey-Omura multiplier [11]. Agnew et al’s structure is Sequential
Multiplier with Parallel Output (SMPO). Recently, Reyhani-Masoleh and Hasan
[2], S.Kwon et al [3] proposed SMPOs which significantly reduced the area com-
plexity of Agnew et al [1]. Reyhani-Masoleh and Hasan significantly reduced the
area complexity of [1] with slightly increased critical path delay. For example,
in the case of type-II optimal normal basis (type-II ONB) the time complexity
of the multiplier of Reyhani-Masoleh and Hasan [2] is m(TA + 3TX) while that
of Agnew et al. [1] is m(TA + 2TX), where m is extension degree of GF (2m)
over GF (2) and TA, TX are the delay time of a two input AND gate and a two
input XOR gate. S.Kwon et al. reduced the area complexity of Agnew et al’s
SMPO without losing time efficiency [3]. So it is believed that it has more time
efficiency and the same area complexity in comparison with Reyhani-Masoleh
and Hasan’s SMPO. Therefore, among the known SMPO, S.Kwon et al’s SMPO
[3] is the best known time and area efficient SMPO.

In this paper we want to present a sequential multiplier using type-II ONB in
GF (2m). The critical path delay of our proposed sequential multiplier is reduced
from that of the multiplier of Reyhani-Masoleh and Hasan [2], and thus equally
comparable to that of the multiplier of S.Kwon et al [3]. And the area complexity
of our proposed multiplier equals to that of the multiplier of Reyhani-Masoleh
and Hasan. Therefore our proposed multiplier has exactly the same complexity
as S.Kwon et al’s multiplier [3] when k = 2.

2 Type-II Optimal Normal Basis

A type-II ONB in GF (2m) is constructed using the normal element α=γ+γ−1,
where γ is a primitive (2m + 1)th root of unity, i.e. γ2m+1 = 1 and γi �= 1 for
any 1 ≤ i < 2m + 1.

A type-II ONB can be constructed if p = 2m+1 is prime and if either of the
following two conditions also holds[14]:

1. 2 is primitive in Z2m+1, or
2. 2m + 1 ≡ 3 mod 4 and 2 generates the quadratic residues in Z2m+1

The second condition means that (-1) generates a quadratic non-residue mod-
ulo p and 2 generates the quadratic residues modulo p.

Optimal normal basis representation makes the implementation of ECC effi-
cient in hardware. So ANSI recommended type-II ONB cases (m = 191 EX4,5
and m = 239 EX4,5) and NIST recommended one type-II ONB case (m = 233)
(See [12, 13]) Note that all finite fields GF (2m) has odd m.
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3 Reyhani-Masoleh and Hasan’s Multiplier

Let α be a normal element as defined above and {α0, α1, · · · , αm−1} be a normal
basis in GF (2m) with αi = α2i

and then

ααi =
m−1∑
j=0

λijαj ,

where λij is in GF (2).
Reyhani-Masoleh and Hasan[2] approached differently in comparison with

Agnew et al. They used ααi instead of αiαj and wisely utilized the symmetric
property between ααi and ααm−i. They proposed two different architectures
i.e. XESMPO and AESMPO [2]. Both XESMPO and AESMPO have the same
critical path delay. So we will deal with XESMPO and discuss AESMPO. In [2],
the product C of A =

∑m−1
i=0 aiαi and B =

∑m−1
j=0 bjαj is computed as follows.

C =
∑
i,j

aibjαiαj =
m−1∑
i=0

aibiαi+1 +
m−1∑
i=0

∑
j �=i

aibj(ααj−i)2
i

=
m−1∑
i=0

aibiαi+1 +
m−1∑
i=0

∑
j �=0

aibj+i(ααj)2
i

When m is odd, the second term of the right side of the above equation is
written as

m−1∑
i=0

v∑
j=1

aibj+i(ααj)2
i

+
m−1∑
i=0

m−1∑
j=m−v

aibj+i(ααj)2
i

and when m is even, it is written as

m−1∑
i=0

v∑
j=1

aibj+i(ααj)2
i

+
m−1∑
i=0

m−1∑
j=m−v

aibj+i(ααj)2
i

+
m−1∑
i=0

aibv+1+i(ααv+1)2
i

,

where v = �m−1
2 �, i.e. m = 2v + 1 or m = 2v + 2.

We will be restricted to odd m because of the explanation of previous chapter.
For odd m, due to the following (Refer to [3])

m−1∑
i=0

m−1∑
j=m−v

aibj+i(ααj)2
i

=
m−1∑
i=0

v∑
j=1

aibm−j+i(ααm−j)2
i

=
m−1∑
i=0

v∑
j=1

ai+jbi(ααm−j)2
i+j

=
m−1∑
i=0

v∑
j=1

ai+jbi(ααj)2
i
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C can be written as

C =
m−1∑
i=0

aibiαi+1 +
m−1∑
i=0

v∑
j=1

(aibj+i + aj+ibi)(ααj)2
i

=
m−1∑
i=0

(aibiα1 +
v∑

j=1

(aibj+i + aj+ibi)ααj)2
i

=
m−1∑
i=0

(Fi)2
i

In above equation, Fi(A,B) = ai−gbi−gα +
∑v

j=1 zi,jδj , where δj = ααj and
g ∈ {0, 1} which determines zi,j as follows.

For 1 ≤ j ≤ v,

zi,j =
{

(ai + ai+j)(bi + bi+j), g = 0;
aibj+i + aj+ibi, g = 1.

In the case of g = 1, it was called XESMPO. The other case was called
AESMPO. Since Fm−t = Fm−1(A2t−1

,B2t−1
), the product C = AB can be

implemented by
∑m−1

i=0 F 2i

i . Using this property, Reyhani-Masoleh and Hasan
proved theorem 1.

Theorem 1 ([2]). Let A, B be elements of GF (2m) and C = AB. Then

C = (((F 2
m−1 + Fm−2)2 + Fm−3)2 + · · ·+ F1)2 + F0.

For example, Reyhani-Masoleh and Hasan’s multiplier for m = 5 is shown
in Fig. 1 where a type-II ONB is used. In Fig. 1, the structure has 2 part,
i.e. Z-array and XOR-array. Z-array computes zi,j , and XOR-array computes∑v

j=1 zi,j(ααj)2
i

and accumulate the result in register D. Depending on the
Z-array, there are two architectures, i.e. XESMPO, AESMPO.

4 Proposed Multiplier

Reyhani-Masoleh and Hasan’s SMPO uses this equation

C =
m−1∑
i=0

aibiαi+1 +
m−1∑
i=0

v∑
j=1

zij(δj)2
i

,

where zij , δj is defined as previously mentioned.
In the above section, δj is determined by the multiplication matrix (λij). We

will set some notations. First, since we consider type-II ONB, there are exactly
two 1s in each row and column except the 1st row and the 1st column of (λij).
Let l(i) denote the distance of 1s of ith row of (λij). The distance means the
number of 0s between two 1s. Since m is odd, we can count even l(i). That is,
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Fig. 1. Reyhani-Masoleh and Hasan’s XESMPO in GF (25)

if l(i) is odd, then l(i) should be a m − l(i). Otherwise, we can set l(i) itself.
Before putting second notation, we will give lemma 1. Actually, lemma 1 was
mentioned in [2] by Reyhani-Masoleh and Hasan. They suggested experimental
results for m < 5000 as conjecture.

Lemma 1. In type-II ONB of GF (2m), for 1 ≤ i �= j ≤ v,

l(i) �= l(j)

Proof. 1 The statement is equivalent to say that there is no integer s such that
(ααi)(2

s) = (ααj) for any different i, j with 1 ≤ i �= j ≤ v. For contradiction, we
assume that there is s satisfying above condition for some i and j. Because of
section 2 for type-II ONB, we can set α = γ + γ−1.

(ααi)(2
s) = (ααj)

((γ + γ−1)(γ2i

+ γ−2i

))(2
s) = (γ + γ−1)(γ2j

+ γ−2j

)

Then we can get the following equation.

(γ1+2i

+ γ−(1+2i))(2
s) + (γ−(1−2i) + γ1−2i

)(2
s)

= (γ1+2j

+ γ−(1+2j)) + (γ−(1−2j) + γ1−2j

)

By above,

1)
{

(1 + 2i)2s ≡ ±(1 + 2j)
(1− 2i)2s ≡ ±(1− 2j) or 2)

{
(1 + 2i)2s ≡ ±(1− 2j)
(1− 2i)2s ≡ ±(1 + 2j)

1 Proof of Lemma 1 was changed to simple version by anonymous referee. We would
like to thank him/her.
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Equation 1) is

1 + 2i

1 + 2j
≡ ± 1− 2i

1− 2j

(1 + 2i)(1− 2j) ≡ ±(1− 2i)(1 + 2j)
2i+1 ≡ 2j+1 or 2 ≡ 2(i+j+1)

Since 1 ≤ i �= j ≤ v and o(2) is m in Z∗
2m+1 =< −1, 2 > or 2m in Z∗

2m+1 =
< 2 >, both of them are impossible. So, s which satisfies 1) doesn’t exist.
Similarly, equation 2) is

2i+1 ≡ −2j+1 or 2 ≡ −2(i+j+1)

Using similar causes of 1), both of them are impossible. Therefore, there does
not exist s that satisfies (ααi)(2

s) = (ααj). ��

In second lemma, we will put second notation.

Corollary 1. Let γi be the count of right shift of the ith row of (λij) for each
1 ≤ i ≤ v. If we shift each ith row of (λij) γi-times, then each column of
(λij)1≤i≤v,0≤j≤m−1 has unique 1 except the last column.

By lemma 1, we know that l(i) are even and distinct. Because 1st to vth row of
(λij) have exactly two 1s and distinct even l(i), we can shift above half of multi-
plication matrix in order to have unique 1 in each column. (For understanding,
refer example 1) For each 1 ≤ i ≤ v, shifting ith row of (λij) γi-times, you will
get the shifted matrix (λ′

ij):

(λij) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ0

λ1

...
λv

λv+1

...
λm−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⇒ (λ′

ij) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ0

(λ1 → γ1)
...

(λv → γv)
λv+1

...
λm−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ0

(· · · 1 0s︸︷︷︸
l(1)

1 · · · 0)

...
(· · · 1 0s︸︷︷︸

l(v)

1 · · · 0)

λv+1

...
λm−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

where λi = (λi0, λi1, · · · , λi,m−1) and (λi → γi) means γi-times right shifted λi.
Since the entries of the last column of (λ′

ij)1≤i≤v,0≤j≤m−1 are all 0s and the
1st row of (λ′

ij) is (010 · · · 0), we will set γ0 to m − 2. Then shifted matrix of
(λ′

ij)0≤i≤v,1≤j≤m−1 has unique 1 in each column. For understanding γi, we give
small example for m = 9.
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Example 1. For m = 9, type-II ONB multiplication matrix λij and shifted mul-
tiplication matrix λ′

ij are as below.

(λij) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 1 0
0 0 0 0 0 0 1 0 1
0 1 1 0 0 0 0 0 0
0 0 0 0 0 0 1 1 0
0 0 0 1 0 1 0 0 0
0 0 1 0 0 1 0 0 0
0 0 0 1 0 0 0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⇒ (λ′

ij) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0 0
1 0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 1 1 0
0 0 0 1 0 1 0 0 0
0 0 1 0 0 1 0 0 0
0 0 0 1 0 0 0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Therefore, γi, 0 ≤ i ≤ 4 as follows.

i 0 1 2 3 4

γi 7 6 7 1 2

Theorem 2. In type-II optimal normal basis, one can find the γi for each 0 ≤
i ≤ v.

Proof. By Lemma 1 and Corollary 1, the theorem is clear.

Using above theorem 2 we can modify the equation of Reyhani-Masoleh and
Hasan[2].

C =
m−1∑
i=0

aibiαi+1 +
m−1∑
i=0

v∑
j=1

zij · δ2i

j

=
m−1∑
i=0

ai+γ0bi+γ0αi+γ0+1 +
m−1∑
i=0

v∑
j=1

zi+γj ,j · δ2i+γj

j

=
m−1∑
i=0

(ai+γ0bi+γ0αγ0+1 +
v∑

j=1

zi+γj ,j · δ2γj

j )2
i

Gi(A,B) = ai+γ0bi+γ0αγ0+1 +
v∑

j=1

zi+γj ,j · δ2γj

j

Therefore,
C = ((G2

m−1 + Gm−2)2 + · · ·+ G1)2 + G0

By Gm−t(A,B) = Gm−1(A2t−1
,B2t−1

), we get the multiplication algorithm.
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Modified Reyhani-Masoleh and Hasan’s Multiplier

INPUT : A = (a0, a1, · · · , am−1),B = (b0, b1, · · · , bm−1)
OUTPUT : C = (c0, c1, · · · , cm−1)
1. Find the proper γi for 0 ≤ i ≤ v where each column of

(λ′
ij)0≤i≤v,0≤j≤m−1 has exactly one 1s.

2. A,B are loaded in m-bit registers respectively.
All intermediate values D0, D1, · · · , Dm−1 are set to zero.

3. For i = 0 to m− 1, do the following.
3.1 D = D2 + Gm−1(A,B) ,where the computation is done in parallel

for all αi’s.
3.2 A ← A2,B ← B2.

4. After m-th iteration, we have Di = ci for all 0 ≤ i ≤ m− 1,
where AB =

∑m−1
i=0 ciαi

5 Small Examples

5.1 k = 2 Example

For example, there is a type-II ONB in GF (25). In [3], S.Kwon et al. suggested
a method to compute ααi easily. By the method, we can get the multiplication
matrix (λij):

(λij) =

⎛⎜⎜⎜⎜⎝
0 1 0 0 0
1 0 0 1 0
0 0 0 1 1
0 1 1 0 0
0 0 1 0 1

⎞⎟⎟⎟⎟⎠→ (λ′
ij) =

⎛⎜⎜⎜⎜⎝
0 0 0 0 1
1 0 0 1 0
0 1 1 0 0
0 1 1 0 0
0 0 1 0 1

⎞⎟⎟⎟⎟⎠
We can set γi, 0 ≤ i ≤ 2 as follows.

γi =

⎧⎨⎩
3, if i=0;
0, if i=1;
3, if i=2.

Gi(A,B) = ai+γ0bi+γ0αγ0+1 +
v∑

j=1

zi+γj ,j · δ2γj

j

Since m− 1 = 4 and v = 2, we get

G4(A,B) = a2b2α4 + z4,1 · δ1 + z2,2 · δ23

2

Originally, Reyhani-Masoleh and Hasan [2] computed z4,1, z4,2 first. But our
structure computes z4,1, z2,2 first and then sequentially accumulate the result.
Then the target structure is like as Fig.2.
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Fig. 2. Proposed modification of Reyhani-Masoleh and Hasan’s XESMPO[2]

6 Complexity Analysis

The proposed multiplier has the same area complexity with Reyhani-Masoleh
and Hasan[2]. With restriction of type-II ONB, the proposed method improves
the time efficiency of Reyhani-Masoleh and Hasan [2]. Therefore, it is more area
efficient and has the same time efficient structure as Agnew et al.’s SMPO [1]
and it has the same area and time complexity with S.Kwon et al.’s SMPO [3].
Consequently, we can get complexity results of table 1.

Table 1. Complexity Analysis of SMPO Multipliers for type-II ONB case

Critical path delay AND XOR flip-flop

Agnew et al[1] TA + 2 TX m 2m-1 3m

Reyhani-Masoleh TA + 3TX m 3m−1
2 3m

and Hasan[2]

S.Kwon et al[3] TA + 2TX m 3m−1
2 3m

Proposed TA + 2TX m 3m−1
2 3m

7 Conclusion

In type-II ONB of GF (2m), we get the time efficiency of Reyhani-Masoleh and
Hasan’s multiplier[2]. The area and time efficiency of our proposed multiplier is
the same as S.Kwon et al’s multiplier[3]. We expect that for general type k it
could be possible to expand our method. But to show that, it needs that the each
column of (λ′

ij)0≤i≤v,0≤j≤m−1 has the smallest number of 1s possible. Although
our proposal applies to XESMPO, it can be also expanded to AESMPO.
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Abstract. Non-supersingular curves are useful to improve the secu-
rity of pairing-based cryptosystems. The method proposed by Brezing
and Weng is computational inexpensive which can build suitable non-
supersingular elliptic curves for pairing-based cryptosystems when the
embedding degree is larger than 6. In this paper we propose a new
method which extends Brezing and Weng’s method to generate more
non-supersingular elliptic curves suitable for pairing-based cryptosys-
tems. Furthermore, we show how our proposed method can be used in
the method proposed by Scott and Barreto. Some examples are given to
show that new non-supersingular curves can be built.

1 Introduction

Since the identity-based encryption scheme [1] and the short signature scheme
[5] were proposed, pairing-based cryptosystem has been one of the most active
topics in Elliptic Curve Cryptography (ECC). Most of these earlier works were
based on supersingular elliptic curves. However, they were less reliable than
those of non-supersingular curves [8, 12, 14]. Miyaji, Nakabayashi and Takano
[4] proposed the novel idea for building these special curves. Such curves are
often cited as the MNT curves. In 2002, Barreto et al. [6] proposed an algorithm,
here called BKLS Algorithm, for fast computing pairing. The advantage of the
algorithm is that it can use MNT curves to speed up the pairing computing.
However, from the work of [18], the authors concluded that the number of such
special non-supersingular curves is small.

Miyaji’s method [4] for building MNT curves has some strict restrictions as
only few curves can be built. In recent years, several new methods [2, 3, 8, 9, 7, 20]
have been proposed to find additional non-supersingular curves for pairing-based
cryptosystems. However, elliptic curves built by these methods [2, 8] result in
longer signatures or larger cipher text in pairing-based cryptosystems [2, 3]. As
such, they are rarely used in real world applications. How to find an algorithm to
construct non-supersingular elliptic curves with suitable parameters was an open
problem for the researchers in the area of Elliptic Curve Cryptography. Scott and

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 657–664, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



658 S. Cui, P. Duan, and C.W. Chan

Barreto [3] proposed a method that generates very suitable non-supersingular
curves for pairing-based cryptosystems, but the embedding degree must be less
than or equal to 6. In 2003, Brezing and Weng [9] proposed a simple and compu-
tational inexpensive method to build non-supersingular curves for pairing-based
cryptosystems. Their method builds non-supersingular curves over Fp with em-
bedding degree larger than 6, and the order of elliptic curves has a large prime
factor r such that p is much smaller than r2. Those pairing-based cryptosystems
based on such curves have better performance than those stated in [2, 8]. In addi-
tion, [7, 20] also gave two methods to generate non-supersingular elliptic curves
with embedding degree larger than 6. However, the method is more complicated
than that proposed by [9].

In this paper, we extend the work of Brezing and Weng to build more non-
supersingular curves suitable for pairing-based cryptosystems. Our method mod-
ifies the condition of Brezing and Weng’s method such that additional non-
supersingular curves suitable for pairing-based cryptosystems are built. The pro-
posed method also can be adopted in other methods [2, 3, 8] to construct more
non-supersingular curves for pairing-based cryptosystems.

This paper is organized as follows. In Section 2, the method proposed by
Brezing and Weng is reviewed. Section 3 describes our proposed new method,
which is an extension of Brezing and Weng’s method to obtain new non-super-
singular curves. We provide an analysis of the method and give examples. We
discuss the effect of the new method when applied to Scott and Barreto’s method
in Section 4. Finally, the conclusion is drawn in Section 5.

2 Review of Brezing and Weng’s Method

Suppose that an elliptic curve E over a finite field Fq has order n which is the
product of a small integer h and a large prime r. If k is the smallest integer
such that r divides qk − 1, then E is thought as having embedding degree k.
Let t denote the trace of Frobenius endomorphism on E, it is well known that
n = hr = q+1− t. Since r divides qk−1 but does not divide qi−1 for 0 < i < k,
thus (t− 1)k ≡ 1 (mod r) can be deduced by (hr + t− 1)k ≡ 1 (mod r). (t− 1)
is thought as a primitive kth root ζk of unity modulo r. The authors of [9]
attributed this contribution to Cock and Pinch.

Definition 1. An algebraic integer of the form a + b
√

D forms an imaginary
quadratic field, where D is a negative squarefree integer. It is usually denoted as
Q(
√

D).

An elliptic curve E over Fp is called ordinary if E[p] ( Zp. It is called su-
persingular if E[p] ( 0. Let End(E) denote the ring of endomorphism of E.
When E is ordinary, End(E) is an order in Q(

√
D). Then, an ordinary elliptic

curve E has complex multiplication in Q(
√

D). Suppose that K = Q(
√

D) is
an imaginary quadratic field, and OK represents the largest subring of K. Brez-
ing and Weng used the following strategy to build non-supersingular curves for
pairing-based cryptosystems:
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First, randomly choose a negative squarefree integer D, set an imaginary
quadratic field K = Q(

√
D). Second, find a prime r which must satisfy the

conditions of r splitting in OK and r ≡ 1 (mod k), then find a primitive kth
root ζk of unity modulo r in Q(

√
D). Third, select an element from some order

of discriminant −D in Q(
√

D), ω = a+b
√

D
2 , where a = ζk + 1 (mod r) and

b = ±a−2
δ (mod r) (δ is square root of d modulo r. d = D

4 if D ≡ 0 (mod 4),
otherwise d = D). Actually, a is equal to the trace t. Finally, if p = NormK/Q(ω)
is a prime (or a prime power q), by the complex multiplication method [10],
construct elliptic curves over Fp with embedding degree k. Its discriminant is
−D, the order of E(Fp) is:

#E(Fp) = NormK/Q(ω − 1) =
(a− 2)2 + Db2

4
. (1)

It is easy to verify #E(Fp) ≡ 0 (mod r). From [6], it is known that such curves
can be used to speed up the Tate Pairing computation.

3 Extension of Brezing and Weng’s Method

Brezing and Weng used the relationship between the trace and the primitive
kth roots of unity to successfully find a desirable prime p, and then built non-
supersingular curves over Fp by the complex multiplication method. The rela-
tionship, t = ζk +1 (mod r), is essential to this method. Here a new relationship
between t and ζk is proposed, which allows Brezing and Weng’s method to build
more non-supersingular curves. It is noticed that the first part of the following
lemma is summarized from [9].

Algorithm 1 provides the detailed description of the method of Brezing and
Weng and its modification under Lemma 1. It is noticed that no modular re-
duction is needed in Step 5, and in Step 2, a(x) ← 1 − g(x) (mod f(x)) is
available only if k is even. Furthermore, rmin is at least 160 to resist the Pohlig-
Hellman attack [15]. pmin must satisfy klg(p) ≥ 1024 to resist the index-calculus
attack [15].

Lemma 1. An elliptic curve E over Fq with embedding degree k has order n
that is the product of a small integer h and a large prime r, t is the trace of
Frobenius, then not only (t−1) is the primitive k-th roots of unity modulo r, but
also (1− t) is the primitive k-th roots of unity modulo r when k is even.

Proof: It has been known that (t− 1)k = ζk (mod r) for all k in [9]. When k is
even, there exists (1− t)k = (t− 1)k ≡ 1 (mod r), thus, (1− t) is the primitive
k-th roots of unity modulo r when k is even. ��

To illustrate the effect of the new method, we will analyze some examples
in the rest of this section. All the examples are obtained under the Magma
environment [13] which runs on a Pentium IV PC, 1.7 GHz and 256 Mb RAM.
Furthermore, to verify whether the obtained curves are suitable for pairing-based
cryptosystems or not, the value of lg(p)/lg(r) is required. From [3], the closer
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the value of lg(p)/lg(r) is to 1, the better the performance of pairing-based
cryptosystems.

Example 1: k = 8, D = −1, M is Q(ζ8,−1), f(x) = x4 + 1, the primitive 8th
roots of unity are represented by the polynomials:

x,−x, x3,−x3.

The square roots of -1 are denoted by the polynomial: ±x2. Whatever t = 1− ζ8
or t = 1 + ζ8, there must be a(x) = (1 ± x) or (1 ± x3), all non-supersingular
curves based on t = 1 − ζ8 are identical with those based on t = 1 + ζ8. Thus,
when k = 8 and D = −1, there are no new non-supersingular curves.

Algorithm 1

Input: a positive integer k and a negative squarefree integer D
Output: prime number r, p

1. Set up a cyclotomic field M = Q(ζk), if
√

D � M then M = Q(ζ2k);
2. Compute the defining polynomial f(x) of M ;
3. Compute the primitive k-th roots g(x) of unity ;

4. h(x) ← √
D, a(x) ← 1 ± g(x) (mod f(x)), b(x) ← a(x)−2

h(x) (mod f(x));

5. p(x) ← a(x)2−Db2(x)
4 ;

6. Find an congruence class x0 mod (−D) such that b(x0) ≡ 0 (mod −D);
7. If p(x) is irreducible and p(x0) is an integer then
8. For i from 1 to imax do
9. xi ≡ x0 (mod −D);
10. if b(xi) ≡ 0 (mod −D) then
11. x1 ← xi

12. if f(Dy + x0) is irreducible in Z[y], then
13. r ← f(x1) and p ← p(x1)
14. if p is prime and r is prime then
15. if bits(r) ≥ rmin and bits(p) ≥ pmin then

16. #E ← (a(x1)−2)2−Db2(x1)
4 ;

17. output r, p, #E;
18. end if;
19. end if;
20. end if;
21. end if;
22. end for;
23. end if.

Example 2: k = 10, D = −1, M is Q(ζ20,−1), f(x) = x8− x6 + x4− x2 + 1, the
primitive 10th roots of unity are represented by the polynomials:

x2,−x4, x6,−x6 + x4 − x2 + 1.

The square roots of -1 are denoted by the polynomial: ±x5. When ζ10 = −x6 +
x4−x2+1, a(x) = 1−ζ10 = 1−(−x6+x4−x2+1) = x6−x4+x2, h(x) = ±x5, then
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b(x) = ±a(x)−2
h(x) = ±(x5 + x3) (mod f(x)). Compare it with b(x) = ±(x5 − x3)

(mod f(x)) when a(x) = 1+ζ10 = −x6 +x4−x2 +2 in [9]. It is easy to find that
these two b(x) are different. Search suitable integer x1 such that r = f(x1) =
x8

1−x6
1 +x4

1−x2
1 +1 and p = NormK/Q(a(x1)+b(x1)

√−1
2 ) are prime. Since b(x) is

different, p must be different. Thus we can build new non-supersingular curves
over Fp for pairing-based cryptosystems, where lg(p)/lg(r) ≈ lg(x12

1 )/lg(x8
1) = 3

2 .

Example 3: k = 10, D = −5, M is Q(ζ20,−5), f(x) = x8− x6 + x4− x2 + 1, the
primitive 10th roots of unity are represented by the polynomials:

x2,−x4, x6,−x6 + x4 − x2 + 1.

The square roots of -5 are denoted by the polynomial: ±(2x7−x5 + 2x3). When
ζ10 = x2, a(x) = 1 − ζ10 = 1 − x2, h(x) = ±x7, then b(x) = ±a(x)−2

h(x) =

± (3x7−x5+4x3−2x)
5 (mod f(x)). In [3], a(x) = 1+ ζ10 = 1+x2, b(x) = ±x7−x5+2x

5
(mod f(x)) which is different from the above b(x). Search suitable integer x1 ≡ 2
(mod 5) such that r = f(x1) = x12

1 − x10
1 + x8

1 − x6
1 + x4

1 − x2
1 + 1 and p =

NormK/Q(a(x1)+b(x1)
√−5

2 ) are prime. We can build new non-supersingular curves
over Fp for pairing-based cryptosystems, where lg(p)/lg(r)≈ lg(x14

1 )/lg(x8
1) = 7

4 .

Example 4: k = 14, D = −1, M is Q(ζ28,−1), f(x) = x12−x10 +x8−x6 +x4−
x2 + 1, the primitive 14th roots of unity are represented by the polynomials:

x2, x6,−x4,−x8, x10,−x10 + x8 − x6 + x4 − x2 + 1.

The square roots of -1 are given by the polynomial: ±x7. When ζ14 = x8, a(x) =
1 − ζ14 = 1 − (−x8) = x8 + 1, h(x) = ±x7, then b(x) = ±a(x)−2

h(x) = ±(x7 + x)
(mod f(x)). If a(x) = 1 + ζ14 = −x8 + 1, then b(x) = ±(x5 − x) (mod f(x)).
It is easy to find that the second b(x) is different from the first one. Search
some integer x1 such that r = f(x1) = x12

1 − x10
1 + x8

1 − x6
1 + x4

1 − x2
1 + 1

and p = NormK/Q(a(x1)+b(x1)
√−5

2 ) are prime, then we can build new non-
supersingular curves over finite field Fp for pairing-based cryptosystems, where
lg(p)/lg(r) ≈ lg (x16

1 )/lg(x12
1 ) = 4

3 .

Example 5: This example is different from the above. Let M be Q(ζ60,−3), the
defining polynomial of M is f(x) = x16+x14−x10−x8+x6+x2+1. We consider
the case of k = 10, 20 and 30, respectively.

(1) k = 10, the primitive 10th roots of unity in M are represented by the
polynomials:

x6,−x12, x14 + x12 − x6 − x4 + 1,−x14 + x4.

The square roots of -1 are denoted by the polynomial: ±x15. When ζ10 = −x12,
a(x) = 1− ζ10 = 1+x12, the b(x) = (−x12+2x10+2x2−1)

3 . There is no x0 satisfying
b(x0) ≡ 0 (mod 3).
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(2) k = 20, the primitive 20th roots of unity are represented by the polynomials:

x3,−x3, x9,−x9, x11 − x,−x11 + x, x15 − x11 − x9 + x3 + x.

The square roots of -3 are denoted by the polynomial: ±(2x10 − 1). When
ζ20 = x15 − x11 − x9 + x3 + x, a(x) = 1 − (x15 − x11 − x9 + x3 + x) =
−x15 +x11 +x9−x3−x+1, then b(x) = (−x15+x11+2x10+x9+2x7−x3−x−1)

3 , search

x1 ≡ 2 (mod 3) such that r = f(x1) and p = NormK/Q(a(x1)+b(x1)
√−3

2 ) are
prime, we can construct non-supersingular curves over Fp, where lg(p)/lg(r) ≈
lg (x30

1 )/lg(x16
1 ) = 15

8 .

(3) k = 30,the primitive 30th roots of unity in M are represented by the poly-
nomials:

x2,−x4,−x8, x14, x12 − x2,−x14 + x10 + x8 − x2 − 1,

x14 − x10 − x8 − x6 + x2 + 1,−x14 − x12 + x8 + x6 + x4 − 1.

The square roots of -3 are denoted by the polynomial: ±(2x10− 1). When ζ30 =
−x14−x12+x8+x6+x4−1, a(x) = 1−(−x14−x12+x8+x6+x4−1) = x14+x12−
x8−x6−x4+2, then b(x) = (x14+x12+2x10+x8−x6−x4)

3 , search x1 ≡ 1 (mod 3) such

that r = f(x1) and p = NormK/Q(a(x1)+b(x1)
√−3

2 ) are prime, we can construct
non-supersingular curves over Fp, where lg(p)/lg(r) ≈ lg(x30

1 )/lg(x16
1 ) = 15

8 .
Cryptosystems based on such non-supersingular curves with the value of

lg(p)/lg(r) close to 1, will generate shorter signatures and smaller ciphertext.
It is obvious from the observation that Example 4 is the most desirable case.

4 For the Other Method

Lemma 1 not only allows the method of Brezing and Weng to build more
non-supersingular curves, but also extends other methods to build more non-
supersingular curves. The methods included are proposed by Dupont et al.
[8] and by Scott and Barreto [3]. The authors of [3, 8] thought that r divides
Φk(t−1), where Φk(x) is the kth cyclotomic polynomial [11]. So when k is even,
by Lemma 1, r divides Φk(1− t), too. Hence, the proposed method permits [3, 8]
to find more non-supersingular curves. Especially, [3] can build non-supersingular
curves with lg(p)/lg(r) ≈ 1 when k is 6. Example 6 is the result of the extension
of Scott and Barreto method [3].

Example 6: Let y2 = x3 + Ax +B denote the corresponding elliptic curve equa-
tion, a suitable curves with the following parameter has been constructed by [19]:

D = 190587,
p = 20882089245911089102184498673386735484553422206640829, (a 174 bits
prime)
r = 248596300546560584549815459537304207955629003396551, (a 168 bits
prime);
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A = −3;
B = 19130657142612667912176666428455428219574104052452909,

where lg(p)/lg(r) ≈ 174
168 ≈ 1.04. Apart from the results presented in Example

6, we are still in the process of looking for new curves and have found some
new non-supersingular curves suitable for pairing-based cryptosystems. We will
include these curves in our future report.

5 Conclusion

In this paper, we presented a method that extends the Brezing and Weng’s
method to build more non-supersingular curves. We described the proposed new
method and how they are used to build more non-supersingular curves which
are suitable for pairing-based cryptosystems. Analysis of some examples were
provided. We also applied the new method in Scott and Barreto method. The
result obtained is favorable.
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Abstract. The Advanced Encryption Standard (AES) specifies an al-
gorithm for a symmetric-key cryptosystem that has already found wide
adoption in security applications. A substantial part of the AES algo-
rithm are the MixColumns and InvMixColumns operations, which in-
volve multiplications in the binary extension field GF(28). Recently pro-
posed instruction set extensions for elliptic curve cryptography (ECC)
include custom instructions for the multiplication of binary polynomi-
als. In the present paper we analyze how well these custom instructions
are suited to accelerate a software implementation of the AES. We used
the SPARC V8-compatible LEON-2 processor with ECC extensions for
verification and to obtain realistic timing results. Taking the fastest im-
plementation for 32-bit processors as reference, we were able to achieve
speedups of up to 25% for encryption and nearly 20% for decryption.

Keywords: Advanced Encryption Standard, Rijndael, 32-bit implemen-
tation, software acceleration, instruction set extensions.

1 Introduction

A lot of research has been conducted towards the efficient implementation of
AES in both hardware and software. There exists a considerable literature about
hardware architectures for AES, which target a wide spectrum of platforms
ranging from high-end servers [11] to smart cards [10] and RFID tags [4].

Even highly optimized software implementations of the AES are, in general,
orders of magnitude slower than dedicated hardware solutions. This is partly due
to the fact that secret-key cryptosystems (and also some public-key systems)
have to carry out operations which are not very well supported by general-
purpose processors. An example for such operations are multiplications in the
binary extension field GF(28), which are used in some modern block ciphers like
the AES or Twofish. General-purpose processors do not provide an instruction
for the multiplication of binary polynomials, and therefore this operation must
be “emulated” using Shift and XOR instructions.

A recent trend in embedded processor design is to extend a general-purpose
instruction set architecture (ISA) by special instructions for performance-critical
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operations. The concept of instruction set extensions, which may be considered
as a hardware/software co-design approach, can significantly improve the per-
formance of certain applications, e.g. secret-key or public-key cryptosystems. In
general, such extensions allow to achieve much better performance compared to
a “conventional” software implementation, but require less silicon area than a
dedicated hardware solution like a cryptographic co-processor [7, 9]. One possi-
ble application that could make use of ECC instruction set extensions are secure
sensor nodes which authenticate connections and exchange session keys with
ECC mechanisms and perform secure data transfer using AES encryption.

In this paper we analyze a typical AES software implementation to show
that the MixColumns and InvMixColumns transformations can be optimized
with instruction set extensions. We try to estimate the achievable performance
gain for two implementation strategies of AES and present timing figures for an
extended version of the SPARC V8 LEON-2 embedded processor [5, 8].

The rest of the paper is organized as follows. In Section 2 we consider im-
plementation options of AES for 32-bit processors. Section 3 shows how ECC
instruction set extensions can be employed to accelerate AES. We also try
to estimate the number of instructions for important parts of MixColumns
and InvMixColumns in this section. In Section 4 we present the timing mea-
surements on the LEON-2 processor implemented on an FPGA prototyping
board. In Section 5 conclusions are drawn and a short outlook on future work is
given.

2 AES Implementations on 32-Bit Processors

The AES transforms the input data in a number of rounds, where each round
consists of four individual transformations. For encryption these transformations
are SubBytes, ShiftRows, MixColumns and AddRoundKey. Decryption uses the
inverse of these functions, where AddRoundKey is its own inverse. The order of
functions for a decryption round is InvShiftRows, InvSubBytes, AddRoundKey
and InvMixColumns. The final round of both encryption and decryption dif-
fers in that it has no MixColumns and InvMixColumns, respectively. An initial
AddRoundKey is done at the start of both encryption and decryption.

The 128 bits of the input are grouped into 16 bytes which are logically ar-
ranged in a 4×4 matrix. SubBytes and InvSubBytes substitute each byte of the
state individually using a non-linear function. ShiftRows and its inverse perform
a bytewise rotation of the rows of the state matrix. MixColumns and InvMix-
Columns calculate new state columns, where each byte completely depends on
the respective old column. Finally, the AddRoundKey operation is a bitwise
XOR of the current state and the current round key, which is derived from the
cipher key in an operation called the key expansion. For more details on the
AES transformations refer to the NIST specification [12].

The first four bytes of the input to AES constitute the first column of the state
matrix, the next four bytes the second column, and so on. On 32-bit platforms it
is therefore a common choice to hold the four columns of the state in four 32-bit
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words. The AES implementation of Brian Gladman [6], which we have used as
reference, is a good example of such a column-oriented implementation.

On 32-bit platforms most of the AES operations can be implemented with
table lookups [3]. One or four tables with 256 32-bit entries, i.e. 1 kB per table,
can be used. Different tables are required for encryption and decryption so that
the total size of the lookup tables can be up to 8 kB. Depending on the accept-
able code size, these tables can be static or generated at runtime. However, our
experience shows that table lookup does not necessarily deliver the best per-
formance. Especially on systems with slow memory and no or minimal cache, it
can be faster to calculate the AES round transformations directly. Cryptographic
instruction set extensions are mainly designed for use in embedded processors.
Embedded systems are limited in size of working memory, memory access latency
and also maximal power consumption. A table lookup implementation of AES
for such a system therefore puts a strain on working memory and its performance
will depend primarily on the memory access time.

A software AES implementation requires at least a lookup table of 256 bytes
for SubBytes and InvSubBytes, respectively. The other AES round transforma-
tions can be done without lookups. SubBytes and InvSubBytes can be combined
with ShiftRows and InvShiftRows, respectively, if the bytes are arranged accord-
ingly after substitution. This is possible because SubBytes and ShiftRows and
their inverses are consecutive operations and their order of execution can be
switched arbitrarily. The combination delivers the shifting of the rows at no
additional cost. As almost all microprocessors offer bitwise XOR instructions,
AddRoundKey can be implemented very efficiently. The MixColumns and Inv-
MixColumns operations interpret the state bytes and state columns as elements
of finite fields and require operations which are normally not supported by com-
mon microprocessors. These finite field operations must instead be done with
logical and integer instructions. Therefore, a considerable part of AES is spent
on calculating the MixColumns and InvMixColumns operations.

Bertoni et al. [1] have presented a more effective method of calculating Mix-
Columns and InvMixColumns by operating on the rows of the state matrix instead
of the columns. Although this strategy requires a transposition of the state matrix
at the beginning and end of AES, a transposition of the cipher key and a more com-
plex key expansion, the whole AES operation is commonly faster than a column-
oriented implementation. The performance gains are especially significant for de-
cryption, because InvMixColumns is much easier to calculate with the rows of the
state than with the columns. The algorithms for calculating MixColumns and In-
vMixColumns using the state columns and state rows, as well as possible optimiza-
tions using ECC instruction set extensions, will be discussed in the next section.

3 Optimizing AES Using Instruction Set Extensions

MixColumns and InvMixColumns require addition and multiplication of ele-
ments of the binary extension field GF(28) and of polynomials over GF(28). Ad-
dition in GF(28) is defined as a bitwise XOR. Multiplication in GF(28) can be
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seen as multiplication of binary polynomials (i.e. coefficients mod 2), followed
by a reduction with an irreducible polynomial. Arithmetic with polynomials
over GF(28) follows the conventional rules for polynomials, using addition and
multiplication in GF(28) for the coefficients. More details on the mathematical
background can be found in the original Rijndael specification [3].

For our work we have used three of the instructions described in [7] for the
MIPS32 architecture. Table 1 lists the instruction names for SPARC and MIPS32
(as given in [7]) with a short description. In this paper we will use the SPARC
names. All three instructions work on a dedicated accumulator whose size must
be at least twice the word size, i.e. at least 64 bits in our case.

Table 1. The employed ECC instruction set extension

SPARC MIPS32 Description
gf2mul mulgf2 Multiply two binary polynomials

gf2mac maddgf2 Same as gf2mul with addition to accumulator

shacr sha Shift lowest word out of accumulator

The instructions gf2mul and gf2mac interpret the two operands as binary
polynomials, multiply them and put the result in the accumulator. They differ
in that gf2mul overwrites the previous accumulator value while gf2mac adds the
polynomial product to it. The shacr instruction writes the lowest word of the
accumulator to a given destination register and shifts the accumulator value 32
bits to the right. All timing estimations presented in this paper are based on the
following properties of the SPARC V8 architecture:

– No rotate instruction (rotate must be done with two shifts and an OR/XOR).
– Setting a constant value (> 13 bits) in a register takes 2 instructions.
– There are enough free registers to hold up to three constants throughout

calculation of MixColumns or InvMixColumns.

3.1 Column-Oriented Implementation

For MixColumns and InvMixColumns, each new column can be calculated sepa-
rately from the old column. This property is used if the state is held in four 32-bit
words corresponding to its columns. The following code performs MixColumns
for a state column contained in the variable column without using extensions.

1 byte double, triple;
2 double = GFDOUBLE(column);
3 triple = double ^ column;
4 column = double ^ ROTL(triple,8) ^ ROTL(column,16) ^ ROTL(column,24);

MixColumns for a single state column (conventional)
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The function GFDOUBLE interprets the four bytes of column as four elements
of GF(28) and doubles them individually. The function ROTL rotates the word to
the left by the given number of bits. The basic idea behind the code is that each
byte of the resulting column consists of a weighed summation of the four bytes
of the old column. The multiplication with the constant factors is done for four
bytes each in line 2 and 3 and the bytes are rotated into the correct positions and
summed up in line 5. GFDOUBLE takes about 10 instructions, which will be shown
in Section 3.2 in more detail. ROTL takes between one and three instructions
depending on whether the processor offers a dedicated rotate instruction. We
will consider ROTL to take three instructions in the following. The calculation
of a single column in MixColumns therefore takes about 23 instructions for one
GFDOUBLE, three ROTL and four XOR.

Using the ECC instruction set extensions it is possible to calculate a column
much faster. This can be done using the three instructions described in Table 1.
We use the original definition of MixColumns, which is a multiplication of two
polynomials of degree 3 with coefficients in GF(28) [3]. Hereby the column makes
up the first polynomial, while the second polynomial is constant. The following
code calculates MixColumns for a single column.

1 word mask, low_word, high_word;
2 mask = column & 0x80808080; // MSBs (s0 s1 s2 s3)
3 mask = mask >> 7; // logical shift right
4 GF2MUL(column, 0x01010302); // Polynomial multiplicaton
5 GF2MAC(mask, 0x00011a1b); // GF(2^8) coefficient reduction
6 SHACR(low_word); // Degrees 0-3 of polynomial
7 SHACR(high_word); // Degrees 4-6 (== 0-2) of polynomial
8 column = low_word ^ high_word; // Polynomial reduction mod (x^4 + 1)

MixColumns for a single state column (using extensions)

Using the instruction set extensions the functions GF2MUL, GF2MAC and SHACR
can be done with the corresponding processor instructions. The main idea be-
hind this code is illustrated in Figure 1. There are three phases in the whole
calculation: Polynomial multiplication, coefficient reduction and polynomial re-
duction. Line 4 performs the multiplication of the column with the constant
polynomial x3 + x2 + 03x1 + 02. Note that as the bytes of the column represent
the polynomial coefficients with ascending degree (i.e. the byte at the word’s
most significant position is the coefficient of x0) [3], the coefficients of the con-
stant polynomial have been rearranged accordingly to arrive at a product with
ascending coefficient degree. The polynomial multiplication puts the first block
of coefficients in Figure 1 in the accumulator.

The coefficients si, which have been multiplied with the value 03 or 02, may
no longer be elements of GF(28). More specifically, 3si or 2si are no elements of
GF(28) if the most significant bit (MSB) of si is 1. Such values are called residue
values and they can be reduced to an element of GF(28) by adding the reduction
polynomial of the finite field, which is x8 +x4 +x3 +x+1 (0x11b) in the case of
AES. To get an element of GF(28) we need to add a reduction value ri for each
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Fig. 1. Polynomial multiplication and reduction to yield a column in MixColumns

coefficient 3si and 2si, which has value 0x11b if MSB(si) is 1 and 0 if MSB(si) is
0. In Figure 1 the reduction values are shown in the middle with corresponding
coefficients and reduction values marked in the same grey tone. After adding the
reduction values to the result of the polynomial multiplication, all coefficients
are reduced to elements of GF(28). In order to calculate the reduction values we
extract the corresponding MSBs (line 2 and 3) of the coefficients si and multiply
them with the value 0x00011a1b (line 5), which is the sum of 0x11b aligned to
the two lower bytes of the word. In line 5, the reduction values are also added
to the previous multiplication result in the accumulator.

In line 6 and 7, the polynomial is read into two variables and in line 8 the
reduction of the polynomial is performed. Due to the special nature of the reduc-
tion polynomial x4 + 1, the coefficients for degrees 4 to 6 must be added to the
coefficients of degree 0 to 2, respectively. This is easily done by an XOR of the
low and the high word of the accumulator. The calculation of a single column for
MixColumns requires 13 instructions. This includes the generation of the three
constant values which are used in the process (0x80808080, 0x01010302 and
0x00011a1b). But these values need only be generated once per MixColumns, so
that in average it takes about 9 instructions to calculate a single column.

The optimizations for InvMixColumns work in a similar fashion, with the
exception that the reduction values are generated with an additional GF2MUL
operation by performing the polynomial multiplication with the highest three
bits of each coefficient alone. It takes approximately 16 instructions to calculate
one column, which is much faster than the conventional approach.

3.2 Row-Oriented Implementation

In a row-oriented AES implementation [1] the MixColumns and InvMixColumns
operations are calculated for the whole state altogether. The strength of this
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method lies in the possibility to reuse intermediate results for all four columns
of the state. This advantage is especially significant in the relatively complex
InvMixColumns operation. The conventional row-oriented MixColumns uses 4
GFDOUBLE operations, while InvMixColumns requires 7. This code shows a con-
ventional implementation of GFDOUBLE for the value in poly.

1 word mask;
2 mask = poly & 0x80808080;
3 mask = mask >> 7;
4 mask = mask * 0x1b // reduction mask
5 poly = (poly & 0x7f7f7f7f) << 1;
6 poly = poly ^ mask;

GFDOUBLE for row-wise MixColumns/InvMixColumns (conventional)

Here the reduction information is extracted from poly in lines 2 to 4. After
the actual doubling in line 5, the reduction is performed (line 6). This version
of GFDOUBLE takes 10 instructions, but the reuse of the bitmasks in consecutive
GFDOUBLE leads to a lower instruction count. There are four consecutive doublings
in both MixColumns and InvMixColumns, which can be done in an average of 7
instructions each. Using the GF2MUL, GF2MAC and SHACR instructions, GFDOUBLE
can be done slightly faster than with conventional instructions. An optimized
GFDOUBLE is shown in the following.

1 word mask;
2 mask = poly & 0x80808080;
3 mask = mask >> 7; // reduction mask
4 GF2MUL(poly, 0x2);
5 GF2MAC(mask, 0x11b); // GF(2^8) coefficient reduction
6 SHACR(poly);

GFDOUBLE for row-wise MixColumns/InvMixColumns (using extensions)

The reduction information is extracted in a similar manner, but doubling
and reduction are done with GF2MUL and GF2MAC, respectively. The optimized
version takes about 7 instructions. When reusing the bitmask in four consecutive
doublings, the average instruction count goes down to approximately 6.

4 Practical Results

We have used a version of the SPARC V8-compatible LEON-2 processor [5]
which includes the instructions described in Table 1 developed in course of the
ISEC project [8]. The processor has been implemented on the GR-PCI-XC2V
FPGA board from Gaisler Research and features a (32×16)-bit integer/poly-
nomial multiplier with a 72-bit accumulator (including 8 guard bits for integer
multiply-accumulate). A gf2mul instruction executes in three cycles, while a
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Table 2. Execution times of AES-128 encryption, decryption and key expansion in

clock cycles

Key expansion Encryption Decryption
Gladman NOTABLES 522 1,860 3,125
Gladman NOTABLES optimized 522 1,755 1,906
Column-oriented 497 1,672 2,962
Column-oriented optimized 497 1,257 1,576
Row-oriented 738 1,636 1,954
Row-oriented optimized 738 1,502 1,567

Speedup 23.1% 19.8%

gf2mac instruction takes one cycle1, provided that the next instruction does
not depend on its result. The shacr instruction always finishes in one cycle.
To estimate the hardware cost of the extensions, we have compared the syn-
thesis results of a “conventional” LEON-2 with a (32×16)-bit integer mul-
tiplier and one with the ECC extensions as described in [7]. The extended
version requires about 3.5% more gates than the reference version, whereby
the added functionality encompasses not only all the extensions from [7], but
also a signed multiply-accumulate instruction. Unfortunately, the LEON-2 does
not offer a configuration with a (32×16)-bit multiply-accumulate unit, so the
sole cost of the instructions for binary polynomials cannot be determined
easily.

We have made tests with Gladman’s AES code using it both as reference as
well as an instance of a column-oriented implementation. However, Gladman’s
code only allows to optimize the calculation of a single column and not the
whole MixColumns operation. Therefore, we have implemented our own ver-
sion of a column-oriented AES, which can be better optimized. Furthermore, we
have implemented a row-oriented AES. Our column- and row-oriented versions
are written in C and support both encryption and decryption for a precom-
puted key schedule and also for on-the-fly key expansion. Moreover, all versions
feature a conventional and an optimized implementation of MixColumns and
InvMixColumns using the ECC instruction set extensions.

Timing measurements have been done using the integrated cycle counter of
the extended LEON-2. The code which performs the measurements has been
derived from Gladman’s code. In order to get a fair comparison of the different
implementation options, we have used a LEON-2 processor with a very large
instruction and data cache (4 sets with 16 kB each, organized in lines of 8 words).
This was done to get rid of cache effects with one-way associative caches, where
the performance of different implementations depended on the actual memory
addresses of their stack variables. The results therefore reflect performance in a
environment with fast memory access or with “perfect” cache.

1 This is possible because the LEON-2 processor allows to execute other instructions
in parallel to a gf2mac instruction (similar to MIPS32 processors [7]).
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4.1 Precomputed Key Schedule

Table 2 lists the timing results for AES-128 encryption and decryption when
using a precomputed key schedule. The time for doing the key expansion is also
stated. The speedup is calculated between the best conventional implementa-
tion and the best optimized implementation. The row-oriented AES is best for
both conventional encryption and decryption. For the optimized variants, the
column-oriented implementation is best for encryption, while the performance
for decryption is nearly identical for the column- and row-oriented versions.

4.2 On-the-Fly Key Expansion

The timing results in Table 3 refer to AES-128 encryption and decryption with
on-the-fly key expansion. As Gladman’s code does not support this mode, only
the results for our column- and row-oriented versions are stated. Note that the
last roundkey is supplied to the decryption routine, so that it does not have to
do the whole key expansion at the beginning.

Table 3. Execution times of AES-128 encryption and decryption with on-the-fly key

expansion in clock cycles

Encryption Decryption
Column-oriented 2,254 3,357
Column-oriented optimized 1,674 2,018
Row-oriented 2,328 2,433
Row-oriented optimized 2,230 2,176

Speedup 25.7% 17.0%

For conventional encryption, the column-oriented AES is slightly better, while
for decryption, the row-oriented version is fastest. For the versions which use
the ECC extensions, the column-oriented AES is better for both encryption and
decryption. The speedup is again calculated considering the best conventional
and optimized version.

4.3 Code Size and Side-Channel Attacks

The code size for the implementations ranges between 2.5 and 3.5 kB, where
the optimized variants are always smaller than the non-optimized ones. Note,
however, that the implementations have been optimized for speed and not for
code size. Savings through optimizations go up to 15% (column-wise decryption
with precomputed key schedule).

The susceptibility to side-channel attacks is not changed through the use
of the instruction set extensions. It is therefore necessary to integrate counter-
measures into a system which calculates AES using the presented methods, if
resistance against side-channel attacks is required. However, a detailed treat-
ment of countermeasures against side-channel attacks is outside the scope of
this paper. We refer the interested reader to the relevant literature on this topic,
ranging from secure logic styles [14] to masking schemes [2, 13].
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5 Conclusions and Future Work

In this work we have demonstrated how to use instruction set extensions origi-
nally designed for elliptic curve cryptography to accelerate software implementa-
tions of the AES. Although not specifically designed for that purpose, the use of
the three instructions gf2mul, gf2mac and shacr allows performance gains of up
to 25%. This speedup can be considered as “free” on processors which already
feature these instructions. Generally, the column-oriented AES implementations
can be optimized very well with the instruction set extensions.

As future work we will investigate the potential of dedicated instructions for
AES. A possible instruction could interpret the four bytes in a 32-bit word as
elements of GF(28) and perform multiplication and reduction in one step. Such
an instruction would be very useful for InvMixColumns.
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Abstract. This paper is on the functional architecture for the access
control capable policy based network management system for TCP/IP
enterprise networks. The network management system structures pro-
posed in this paper works in parallel with the policy based real-time
access control function to make the utmost use of the network resources
and to provide a high-quality service to the user which is distinguishable
to the network management policy for simple network infrastructure.
This paper illustrates an effective interface and interworking functions
among the policy server, the access control server, and the network man-
agement server. With the proposed policy based network management
system, the network operator can recognize network problems in real-
time and can effectively figure out how the network infrastructure should
be reconfigured in order to resolve the problems.

1 Introduction

With a tremendous increase of Internet users, the Internet backbone, which is
a core of the transport network, is getting more complicated along with the
lower network structure in order to support diverse traffic characteristics. The
network traffic has also continuously increased with remarkable growth. With
the advent of various multimedia applications that needs real-time processing
and high capacity processing power, the development of the SOC (System On
Chip) technology have surpassed the terminal and network equipment processing
power which exceeded the Moore’s Law level.
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minals to control network disorder or malicious attack to provide high quality
service needed by the users and to maximally use the network resources [4].

If it is possible to construct business policy to provide network manage-
ment policies and services to apply the changes in the network and management
environment, converged network management solution is absolutely needed to
automatically and effectively reflect the network management policy. Also, these
solutions must have the infrastructure to be use effectively in the optical based
NGcN (Next Generation converged Network), which will appear in the near
future [5][6][7][8].

The rest of this paper is organized as follows. The proposed access control
capable network management architecture and functional components are de-
scribed in section 2 and 3, respectively. Finally, the paper concludes in Section 4.

2 AC-PBNMS

The PBNMS (Policy-Based Network Management System) is one of the most
remarkable issues of these days, which is a policy-based network management so-
lution that can be easily applied to both the conventional network infrastructure
and the next generation Internet [9][10][11][12].

The PBNM is a network management method that increases processing ca-
pability by interoperating the network management, the service management,
and the business process with the network infrastructure in quick and efficient
manner. The policy mentioned in this paper refers to rules, conditions, and op-
eration method. Each policy consists of more than one rule and also includes
conditions. Only when the conditions are met, the operation is executed. The
PBNM solution recognizes these policy rules for the entire conditions that can
occur in the network and performs automatic management by executing policy
defined operation method if the conditions are met.

The AC-PBNMS (Access Control capable PBNMS) that provides access con-
trol function is a policy-based network management system. The AC-PBNMS
processes Web-based system management function and network management
function, thus it can be efficiently used in different network configuration. AC-
PBNMS is a network policy and service policy based converged network man-
agement system that monitors and analyzes the complex and diverse user system
and network and automatically performs configuration, performance, and fault
management of the networks and systems.

Especially, AC-PBNMS will provide the MPLS/GMPLS (MultiProtocol Label
Switching/Generalized MPLS) based traffic-engineering function in the near fu-
ture. The traffic-engineering function can be efficiently provided using OTN (Op-
tical Transport Network) or ATM (Asynchronous Transfer Mode) in the Internet
backbone and MAN (Metropolitan Area Network) as a transmission system. The
conventional networking environment, which does not use the ATM, will option-
ally use source routing technique to provide the traffic-engineering function.

AC-PBNMS has a web-based system management function and perform dis-
tributed possessing in managing the network. AC-PBNMS is a policy-based net-
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quickly comprehend the network situation single handedly though the visible
network topology map provided by the AC-PBNMS.

The AC-PBNMS also supports WAP (Wireless Application Protocol) to pro-
vide interface for the wireless and mobile terminal so that the network opera-
tor does not have to be restricted in management location. Therefore, the net-
work operator can always perform network management regardless of time and
location.

As shown in Fig. 3 and Fig. 4, the proposed AC-PBNMS is consists of many
independent software packages and provides function to reconfigure the network
suitable for the network situation. Therefore, AC-PBNMS can be easily adapted
to the MSP environment such as Trunkey MSP, Internet MSP, and Infrastructure
MSP, with out change. Therefore, AC-PBNMS is an efficient solution for the
network environment, which consists of independent network configurations.

In the future, the Internet backbone and MAN will evolve to WDM/DWDM
(Wavelength Division Multiplexing/ Dense Wavelength Division Multiplexing)
based optical Internet. Therefore, the AC-PBNMS will provide MPLS/GMPLS
based traffic-engineering function using source routing.

The AC-PBNMS functions can be summarized as follows.

• Hierarchical and distributed management function by distinguishing network
management domain,

• Wireless terminal interface function using WAP protocol,
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• Real-time fault surveillance and report function,
• Network performance analysis and fault surveillance function,
• Network traffic analysis function,
• Network consultant function based on knowledge based fault analysis,
• System management function,
• Traffic engineering function,
• Routing protocol interworking function,
• Policy based server function.

3 AC-PBNMS Configuration and Functions

NMS is one of the important parts of AC-PBNMS along with the policy server
and the access control server and its function is to manage the real network
based on the decisions made by the policy server. But, most of the new net-
work management function is correlated with the access control function and
the policy based server.

In order to perform distribute network management, NMS can be configured
into different level. The conventional system management function is provided
through the interoperation with the system management. Fig. 3 and Fig. 4 il-
lustrate the configuration of the NMS used in the AC-PBNMS and the function
of each modules that configures in the NMS is as follows.

• Resource Management Module : This module performs registration and can-
cellation of the network equipment such as switch and router in the managed
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domain network. It also performs retrieval and modification function of the
registered network equipments. The modification history management func-
tion is also included in this module.

• Fault Analysis Module : The fault analysis module analyzes failures that
may occur in the network equipment or network link. The performance and
fault (error rate, packet delivery failure rate, etc.) thresholds are set for those
failures. If the threshold exceeds, the threshold fault analysis module deter-
mines the fault and the trap analysis module collects the trap information
that occurs in the network in real-time.

• Performance Analysis Module and Utility Module : The performance anal-
ysis module analyzes network performance parameters, such as usage rate,
packet delivery rate, accumulated in the database. There are the accumu-
lated performance analysis module, which examines the accumulated data in
the specified amount of time, and the real-time analysis module, which an-
alyze data in real-time. The utility module has lots of tools that are needed
by the operator in order to manage the registered network equipments. The
tools includes ping function that is used to check the operational state of
the equipment, traceroute function to figure out the path of the equipments,
telnet-type program that can access the server systems to perform other
tasks, and MIB (Management Information Base) browser to retrieve MIB
value of the equipment that support MIB-II. The self-implemented tools or
other network management tools are executed through single interface.

• Map Management Module : The map management module manages network
topology of the managed domain network through network map. There is
map creation module to manage basic network topology and monitoring



Access Control Capable Integrated Network Management System 683

module that observes the network up/down state in real-time though the
use of network tools such as ping.

• Report Management Module : The report management module generates
network management report to the operator. The reports include network
resource, performance, and fault information for the network equipments and
lines in the managed domain. Basically, there are report generation function
that generates theses report and report management function that manages
the generated reports.

• Management Setup Module and Knowledge Management Module : The man-
agement setup module setups environmental parameters of the network man-
agement systems. There are user management setup for managing login user
and user authority, polling cycle setup in collecting network information, and
other setup functions. The knowledge management module records manage-
ment actions, opinions, and measures made by the operators as a result of the
performance analysis and the fault analysis. There is also consultative infor-
mation input function and retrieval function. The consultative information
are stored in the database, and there are many retrieval function.

• Client Management and Communication Module : Client Management Mod-
ule is a part that manages connections between web applications such as
server and applet. This module is needed when the server and the applet
needs to send/receive real-time data. The client communication module man-
ages socket communications between server and web applications. The re-
trieved data are analyzed and stored in the database. If there is a request
for the information, the requested information is retrieved from the database
and is transmitted to the requester.

• Database Interface Module and Data Gathering Module : Database interface
module manages the database. The database can be access using the JDBC.
The information of the database is used form of Javabeans. Data Collection
Module uses SNMP protocol for network equipment that has SNMP agent or
RMON agent and collects information using polling technique. The collected
information are stored in the database through database interface module.

• GUI Module : GUI Module is a user interface for the operator to perform
operation. This network management interface is created using JSP/servlet
and applet. Web server is needed in order to access the web environment, and
a driver module such as Tomcat is needed in using JSP/Servlet technique to
implement the GUI.

• WAP Interface Module : WAP interface module makes management possi-
ble through WAP protocol communication mode by interoperating with the
TCP/IP in a wireless Internet environment. This function has to overcome
limited bandwidth and limited screen size in the wireless terminal. Through
the wireless terminal, network operator can always perform network man-
agement function without any restriction to time and places, thus, network
operator can have larger activity area and management domain. In order
to implement WAP protocol, WML language is used which is an extension
of XHTML to configure web page and also need to interoperate with the
JSP and database. Therefore, in order to develop WAP interface module,
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knowledge in WML Tag is also needed. Dynamical and graphical manage-
ment information will be also shown in the wireless terminal, in the near
future. The wireless application programming technique such as J2ME or
Qualcomm’s BREW will be used to provide that kind of screen interface.

• Access Control Module : Fig. 5 shows the model of proposed access control
function in real LAN environment. There are two types of access control
system. The first type is the access control system, which is not support
VLAN (Virtual Local Area Network). Another type is the access control
system, which is support VLAN. In Fig. 5, the manager executes the policy to
block the unauthorized users by AC-PBNMS agent in the network. It updates
generic hosts with the incorrect MAC (Media Access Control) address of
the IP to be blocked in the LAN. AC-PBNMS agent can be installed in
each broadcast domain to monitor packets generated within the domain.
The AC-PBNMS can create the ARP (Address Resolution Protocol) packet
under the order from the management system to confirm the up/down status
of the network nodes, and to obtain the MAC address, additionally shutting
down the network against an unauthorized IP. Fig. 5 also shows AC-PBNMS
that supports VLAN environment. When all broadcast, multicast, unknown
unicast packets destined to the router are forwarded to the default VLAN
port, the final trunk link to the router will receive all these traffic. Switch
trunk links that are nearer to the router will receive more broadcast traffic
than trunk links that are further away from the router. When an AC-PBNMS
is run in the network, blocking unauthorized and administration user can be
applied same as generic LAN Environment.

4 Conclusions

The main purpose of the conventional network management system is to setup
and configure the network equipment and process network faults through contin-
uous surveillance. With the influence of the ATM based MPLS, the emergence
of the high-speed network made it possible to actively and effectively control
the Internet compared to the conventional method. Also, explosive increase of
usage bandwidth request does not only require a simple network management
system with configurations and surveillance functions, but also a policy based
network management system which operates with the limited network resources
and provides high service quality and efficient network resource usage.

The main concern of network management system is not providing individual-
ized network management but establishing network infrastructure that supports
high quality service through interoperation between network services providers
based on a standardized policy. This paper presents a converged network man-
agement system structure that manages network through network management
policy. The proposed policy based network management system structure does
not use the network management policy for applying it to the simple network
infrastructure.
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The proposed system provides high quality service to the operators by per-
forming policy-based real-time traffic engineering function and by maximally
using the network resources. This paper also describes an efficient interface and
interoperating methods between policies based server, traffic engineering server,
and network management server. With the use of the policy based network man-
agement system proposed in this paper, the network operator can understand
the network problem in real-time and acquire answer on how to reconstruct the
network infrastructure to resolve the problem.
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Abstract. Directional antennas have been extensively used in designing MAC
protocols for wireless ad hoc networks in recent years. Directional antennas pro-
vide many advantages over the classical antennas which are omnidirectional.
These advantages include spatial reuse and increase in coverage range. One of the
main considerations in designing MAC protocols for static wireless networks is to
reduce power consumption at the sensor nodes. This is usually done by imposing
transmission and receiving schedules on the sensor nodes. Since it is desirable for
a sensor network to be self managed, these schedules need to be worked out by
individual nodes in a distributed fashion. In this paper, we show that directional
antennas can be used effectively to design an energy efficient MAC protocol for
wireless sensor networks. Our MAC protocol conserves energy at the nodes by
calculating a scheduling strategy at individual nodes and by avoiding packet col-
lisions almost completely.

1 Introduction

Traditional wireless devices use omnidirectional antennas. Such an antenna propagate
the electromagnetic energy of transmission all around it, i.e., in all directions. Since the
transmission range of a signal depends on the power level of transmission, it is usually
inefficient to propagate a signal in omnimode when there may be only a few intended
recipients for a signal. In other words, energy is wasted in propagating a signal in all
directions instead of directing the signal towards the intended recipients.

Directional antennas solve this problem by directing the signal in a narrow angular
band. There are two benefits of this type of transmission. First, power can be con-
served by not transmitting in an omnimode; and second, the range of the signal can be
extended by concentrating power in a narrow region. Moreover, multiple senders and
receivers can use the same region of space for communicating without interfering with
each other’s communication. However, it is necessary to design efficient Medium Ac-
cess Control (MAC) protocols to take advantage of directional antennas. Inspite of sev-
eral advantages, directional antennas introduce several difficulties in designing MAC
protocols. In particular, directional antennas increase the chance of packet collisions
due to enhancing the hidden terminal problem. Moreover, packets can be lost due to the
problem of deafness. Korakis et al. [6] discuss these problems in details.
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Most of the proposed MAC protocols that take advantage of directional antennas are
based on the IEEE 802.11 standard for wireless transmission. The basic mechanism is
to use CSMA/CA with Request to Send/Clear to Send (RTS/CTS) handshaking mech-
anism. The focus in most of these protocols is to design MAC protocols for mobile ad
hoc networks.

Several different MAC protocols [11, 10] have been designed specifically for wire-
less sensor networks. These networks are usually static and they have different re-
quirements for MAC protocols compared to mobile ad hoc networks. Wireless sensor
networks are usually deployed in difficult terrains without any infrastructural support.
Hence, it is important that they operate as long as possible without the need of changing
batteries. Any MAC protocol designed for a sensor network should help the individual
nodes to conserve battery power. Moreover, it is desirable to reduce control packet over-
head such as ACK, RTS and CTS.

In this paper, we present a MAC protocol using directional antennas for static wire-
less networks. This protocol is suitable for wireless sensor networks. Since nodes in a
sensor network usually participate in regular data exchange, most MAC protocols work
out a scheduling strategy in a distributed manner. The aim of such a scheduling strategy
is to determine clear time slots when a node needs to either send or receive messages
from its neighbors. Our protocol is also based on a similar idea. However, this schedul-
ing is more difficult in our case as each node has several directional sectors and it either
listens to or sends message in one of these sectors. Each node needs to synchronize
its schedule with its neighbors so that the sending and receiving slots are synchronized
among the neighbors.

There are two phases in our protocol. The nodes start working using the normal
CSMA/CA MAC protocol in IEEE 802.11 standard in the first phase. The aim of the
first phase is to exchange schedules between the neighbors so that we can establish a
network-wide schedule. This exchange of schedules is done in a completely distributed
fashion. A node enters the second phase of operation once it has stabilized and syn-
chronized its schedule with all its neighbors. Each node sends and receives messages
according to its schedule in the second phase.

The rest of the paper is organized as follows. We discuss some related work on MAC
protocols using directional antennas and for sensor networks in Section 2. We present
our protocol in Section 3. We discuss our experimental results in Section 4. Finally, we
make some concluding remarks in Section 5.

2 Related Work

2.1 MAC Protocols Based on Directional Antennas

Most MAC protocols try to take advantage of the enhanced range of directional trans-
mission. Some protocols mix both omnidirectional and directional transmission to trans-
mit packets in order to solve the disadvantages of IEEE 802.11 CSMA/CA. Nasipuri et
al. [9] propose a basic directional MAC (DMAC) protocol. In this protocol, the trans-
mission of RTS and CTS are omnidirectional, DATA and ACK are directional. The
main purpose of this protocol is to inform all neighbors of the sender and the receiver
of a potential transmission.The neighbors that successfully receive the RTS/CTS can
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determine which node it cannot transmit to at that period of time. Compared with the
DMAC protocol, DRTS MAC protocol by Ko et al. [5] uses directional RTS and om-
nidirectional CTS transmissions before starting transmitting of data. Korakis et al. [6]
propose a circular directional RTS MAC protocol. In this protocol, a source node sends
directional RTS in consecutive circular directions until it scans all the area around the
node. Each node that receives the RTS will defer transmission for a certain period of
time. After this, the destination sends a CTS directionally. And then the source transmits
data and receives its ACK in a directional manner from the destination.

In the MAC protocol by Roy Choudhury et al. [1], a source uses multihop RTSs to
establish links with distant nodes. It then transmits CTS, DATA and ACK over a single
hop. All the protocols in [5, 1, 6, 9] are designed by keeping in mind a particular type
of directional antenna. All of these protocols have better performance compared to the
basic CSMA/CA protocol and this can be seen from the simulation results in [5, 9, 6].
However, none of them can guarantee the delivery of data. They cannot eliminate the
hidden terminal problem completely.

2.2 MAC Protocols for Sensor Networks

Since the nodes in a sensor network are static and they usually have periodic exchange
of packets with their neighbors, it is possible to design MAC protocols that essentially
find efficient scheduling strategies. Most of the MAC protocols designed for sensor net-
works take this approach. Ye et al. [11] developed the S-MAC protocol for scheduling
communication in sensor networks. S-MAC organizes the sensor nodes into slots. Each
slot in S-MAC is a fixed duty cycle consisting of a short listen period of 300ms and
sleep period. All nodes in the network are free to choose their slots. S-MAC puts a
node into sleep mode for a period of time and then wakes it to allow the node to lis-
ten to its neighbors. This scheme requires synchronization among neighboring nodes to
minimize clock drift. Thus at the beginning of each cycle a node broadcasts a SYNC
packet and the neighboring nodes update each other’s schedules. To avoid collisions,
S-MAC uses RTS/CTS mechanism. However, the fixed listening period of S-MAC may
not be sufficient in high traffic loads. Also, it allows a node that has more data to send
to monopolize the wireless channel.

Dam and Langendoen [2] proposed the Timeout MAC (T-MAC) protocol to alle-
viate S-MAC’s fixed duty cycle problem. T-MAC implements an adaptive duty cycle
that consists of a variable length active period and a sleep period. Lu et al. developed a
data gathering MAC (D-MAC) protocol for sensor networks. Each slot in this protocol
is divided into a receiving, a sending and a sleeping period. D-MAC is limited to data
gathering applications and not suitable for general data exchange applications.

There are also several proposed MAC protocols using Time Division Multiple Ac-
cess (TDMA) scheme. TDMA-based MAC protocols separate nodes in time, i.e., nodes
do not interfere with each other’s transmissions and hence collision is avoided. The
Lightweight Medium Access (LMAC) protocol is developed by van Hoesel and Havinga
[10]. In this protocol, a node can own a time slot for transmitting and receiving mes-
sages without contending for medium access. When an active node controls a time slot,
it can broadcast a control message section of its frame and transmit the data afterwards.
Neighboring nodes listen and check the control message. If they are the intended re-
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ceiver of the packet, they receive the data packet afterwards. Otherwise, they go to the
sleep mode and wake up at the next time slot. In contrast to the other MAC protocols for
sensor networks discussed above, LMAC does not use RTS/CTS/ACK scheme and puts
the issue of transmission reliability at the physical layer. Nodes maintain a scheduling
table and select a slot number that is not in use within a two-hop neighborhood. A time
slot is only reused at least three hops apart. Kulkarni and Arumugam [7] proposed the
Self-Stabilizing TDMA (SS-TDMA) protocol that uses a fixed schedule for the life-
time of a network. SS-TDMA is designed to operate on a regular grid topology such as
rectangular, hexagonal and triangular.

In all the MAC protocols designed for sensor networks, the central theme is to save
energy and avoid collisions. Hence, all these protocols work by working out a schedul-
ing policy in the network by which each node knows when to send or receive messages.
Since each node negotiates a schedule with its neighbors, it is ensured that collisions
do not occur while neighbors are communicating. However, collisions still may occur
due to transmissions by nodes that are one-hop away. In our protocol, we try to avoid
collisions by working out a global schedule by which nodes send and receive messages.
This global schedule is worked out in a completely distributed manner.

3 Our Protocol

We divide the space surrounding each node into a number of sectors. In general we can
use any number of sectors depending on the capability and number of elements in the
directional antenna. However, all our simulations are done assuming six sectors, each
with an angular range of 60o. The protocol has two phases. In the first phase each node
tries to work out a schedule according to which it communicates with its neighbors in
the second phase. The main aim of our protocol is to reduce energy consumption in
each node of the network. This is achieved in two different ways.

Our protocol reduces collisions significantly by scheduling the communication among
neighboring nodes (i.e., nodes that are within the transmission range of each other). The
nodes start working in the first phase by transmitting in the omnidirectional mode accord-
ing to the normal CSMA/CA protocol possibly enhanced by the RTS/CTS mechanism.

However, this phase is used for working out a schedule and hence much shorter
in duration compared to the overall lifetime of a sensor network. The nodes enter the
second phase once they have worked out schedules which are consistent with their
neighbors’ schedules.

The most significant change in terms of wireless transmission between the first and
second stages is the direction of transmission. The nodes communicate in the omnidi-
rectional mode in the first stage. As a result, each node knows about its neighbors that
are within the omnidirectional transmission range. However, the nodes communicate in
directional mode in the second phase, i.e., during the remaining part of the lifetime of
the network. The energy spent in the directional mode of transmission is significantly
smaller compared to the omnidirectional mode. Hence the nodes can reach the same
neighbors that they have discovered in the first phase by spending less energy in the
second phase. This prolongs the lifetime of the network.



690 S. Zhang and A. Datta

3.1 Physical Layer Facilities

Each node is assumed to have only one radio transceiver, which can transmit and receive
only one packet at any given time. The transceiver is assumed to be equipped with six
directional antennas, each antenna responsible for receiving or transmitting in a 60o

angular sector. It is assumed that the transmissions by adjacent antennas never overlap,
that is, complete attenuation of the transmitted signal occurs outside the angular sector
of the directional antenna. The MAC protocol is assumed to be able to switch every
antenna individually or all the antennas together to the active or passive modes. The
radio transceiver uses only the antennas that are in active mode. The receiver node
uses receiver diversity while receiving on all antennas. This means that the receiver
node uses the signal from the antenna which receives the incoming signal at maximum
power. In the normal case, this selected antenna would be the one whose sector pattern
is directed towards the source node whose signal it is receiving. It is assumed that the
radio range is the same for all directional antennas of the nodes. In order to detect the
presence of a signal, a threshold signal power value is used. A node concludes that
the channel is active only if the received signal strength is higher than this threshold
value. It is assumed that the orientation of sectors of each antenna element remains
fixed and same. Moreover, the distance covered by the directional and omnidirectional
transmission are same.

3.2 Phase 1 of the Protocol

There are two main tasks in Phase 1 of the protocol. First, each node discovers its neigh-
bors and their locations with respect to its own sectors. Next, each node determines its
own receiving and sending schedule by which it either receives from or sends messages
to its neighbors. These schedules are exchanged among the neighbors until the point
when each node arrives at a satisfactory schedule. All the communication in the first
phase is done by using the CSMA/CA protocol.

Location of Neighbors. We assume that each node is equipped with a global position
system (GPS) device. Each node knows only its own location. Initially each node in-
forms its neighbors about its location by exchanging location packets. When a node
receives a location packet, it calculates the receiving sector and the sender’s sending
sector by using the locations of the sender and its own location. The sectors are calcu-
lated with respect to a fixed global coordinate system, so that the sector calculations are
uniform across all nodes.

Computing and Exchanging Schedules. The exchange of schedules start once each
node has discovered its neighbors. In its pure form, each node sends its schedule to each
of its neighbors and each node tries to revise its schedule according to its neighbors’
schedules. This process continues until each node arrives at a stable schedule. However,
this process is usually very long for a large network. In other words, nodes need to go
through many rounds before the schedules are stabilized. Hence we have introduced
several measures to arrive at fast schedules for the nodes in this phase.

Nodes in the network are given different priorities for arranging their schedules.
Higher priority nodes arrange transmission time first. The nodes are assigned priorities



A Directional-Antenna Based MAC Protocol for Wireless Sensor Networks 691

depending on the number of neighbors a node has. The node or nodes with highest
number of neighbors are given the highest priority. The other nodes are given priorities
according to decreasing number of neighbors. The first phase starts with each node
announcing its presence to all its neighbors through a hello message. Each node counts
the number of its neighbors and then sends another message to its neighbors with this
number. As all of these communications are in CSMA/CA mode, each node waits until
it has received the neighbor counts from all of its neighbors. Moreover, each node knows
its priority in its neighborhood and waits until all the other nodes with higher priority
have adjusted their slots.

Each node maintains a location table. The location table contains all the information
about a node’s neighbors and two-hops-away nodes. The first column and first row of
the table represent transmissions about the node itself. Each row number is mapped to
a sender identity, and a column number is mapped to a receiver’s identity.

A node arranges a suitable communication slot based on its location table. Each
node is able to decide at what slot it transmits/receives and in which sector so that the
transmissions do not conflict with its neighbors’ transmission schedules in the same sec-
tor. In the location table of a node, the entries in the first row represent the information
of the node transmitting to its neighbors and the entries in the first column represent the
information of the node receiving from its neighbors. Table 1 shows the location table
of node A. The first row indicates the information of node A transmitting to its neigh-
bors, node B and C. The first column indicates the information of node A receiving
from node B and C. The protocol needs to arrange time for those entries for avoidance
of collision and packet loss.

Table 1. The location table of node A which is holding the transmission. For example, entry
B → A means that the transmission from node B to A

A B C
A A → B A → C
B B → A B → C
C C → A C → B

Every time the node receives a new packet it updates its location table. It checks
whether there are more than one entries having same slots in the table. If there is, it
means that the node needs to do more than one job in the same slot. For example, if there
are two entries in the same slot in a row, the node needs to send two messages at the
same slot to two of its neighbors in the same sector. Similarly, if there are two entries in
the same slot of a column, the node needs to receive two messages from two of its neigh-
bors at the same slot and in different sectors. These are the conflict situations that a node
should avoid while updating its location table. It is necessary for a node to ensure that
there is only one entry in each slot. For example, both entry A → B and entry C → A
of node A contains slot 1 in table 2. Only one of them can be used in one time slot.

The order of arranging time slots depends on the priorities of nodes in their local
area. The local area refers to the node and its neighbors. This order can significantly
reduce the time of determining time slots among neighbors. However, this does not
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mean that only one node determines its slots in its local area at a time. It is possible to
have more than one node to arrange time slots simultaneously. In this case, two or more
nodes with the same priority choose the same slot for transmission in the same sector.
This causes collisions or packet loss. When potential collision or packet loss occurs at
a node, we need to clarify who is responsible for changing the slots.

First, we clarify that the modifications of communication time for a node may be done
by another node. This is because a higher priority neighbor may arrange both transmit-
ting and receiving communication for the lower priority nodes. In a location table, each
entry has an ID of a node associated with it that is responsible for changing the entry.
The responsibility of changing an entry in a slot is on a node with a smaller number
of neighbors. If the transmissions of two nodes occupy the same slot, the node that has
lower number of neighbors will change the time. This is a reasonable assumption since
the node with a lower number of neighbors has greater flexibility in arranging its slots.

Table 2. Transmission time slots gained in node A’s location table. Two entries A → B and
C → A uses time slot 1 to transmit packets. Node A cannot do two actions at one time slot.
Therefore, node A must rearrange the conflict

A B C
A Slot 1 Slot 2
B Slot 3
C Slot 1

3.3 Time Conversion

The nodes communicate with each other in the second phase according to a cyclic or
round-robin schedule. Each node uses its sectors in a cyclic fashion Each node in the
second phase uses only directional transmission. This directional transmission follows
the cycle of tasks that are assigned in phase one. However, each node has different
cyclical periods. For example, node A’s cycle may include 4 time slots, but node B’s
cycle may include 8 slots depending on the number of their neighbors. Suppose node
A receives node B’s schedule with the information that node B will transmit packets to
it at B’s time slot 2. A does not know which of its own slots corresponds to B’s slot 2.
Furthermore, although all the nodes in the network have same length cycle, at any time
they can be in different position of their own cycles. Hence, it is necessary for a node
to understand a neighbor’s time slots in terms of its own time slots.

The first task is to normalize the cycles for each node depending on the cycles of
its neighbors. The idea here is to choose the maximum cycle in a neighborhood as the
normalized cycle for each node in the neighborhood. In other words, if a node has less
number of neighbors compared to its neighbors, it still accepts a cycle that is the largest
among its neighbors. In this case, a node may use one or more idle slots in its cycle
so that it can synchronize its cycle with a neighbor that needs to accommodate more
neighbors.

Since the transmission in the first phase is through the CSMA/CA protocol, there
is considerable chance of collision while the nodes exchange their schedules. Hence it
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is very important that the nodes correctly exchange their schedules before they enter
the second phase. Since higher priority nodes get the opportunity to fix their sched-
ules earlier than the lower priority nodes, it is possible that higher priority nodes in a
neighborhood will be ready to enter the second phase earlier.

Instead, when a higher priority node is ready to enter phase 2, it still continuously
broadcasts its schedule omnidirectionally in CSMA mode. This gives more chances to
the nodes that did not receive the arranged slots before because of collisions. When
the least priority nodes finish their slot arrangements, they broadcast a prepare-to-enter
message including a waiting time to their neighbors, and then enter the second phase
when the waiting time is reached. The other nodes receive the message with the time
and prepare to enter the second phase.

4 Simulation Results

To evaluate the performance of our MAC protocol compared with normal CSMA, we
developed a network simulator in C. In our simulator, time is divided into slots. Trans-
mission channel is implemented as a buffer. A packet in the channel is held in one buffer
element. A node in a time slot can only take one action, transmit or receive. Further-
more, propagation delay of packet transmission is considered to be zero. That means a
node in a time slot transmits a packet to another node. The receiver will receive it at the
same time slot. This is a realistic assumption considering the speed of propagation of
wireless signals.
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Fig. 1. Comparison of total number of packets delivered when each node has a maximum of eight
neighbors

In order to evaluate the performance of our MAC protocol, we compare the packet
delivery ratio of our protocol with that of the CSMA/CA protocol. Packet delivery ratio
is the number of delivered data packets divided by the total number of transmitted data



694 S. Zhang and A. Datta

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5000  10000  15000  20000

P
ac

ke
t D

el
iv

er
y 

R
at

io

Time Slots

Comparison of Packet Delivery Ratios

0.9-persistent CSMA
0.9-persistent CSMA based DA MAC

Fig. 2. Comparison of packet delivery ratio when each node has a maximum of eight neighbors

packets. We refer to our protocol as directional MAC or DA-MAC and the normal
CSMA/CA protocol as CSMA.

We generated a topology by randomly distributing 200 nodes in a fixed 400x400
square meters area. We ensure that the network is connected. In two sets of experiments,
each node was restricted to have a maximum of three and eight neighbors respectively.
The traffic in the network is generated in the following way. For our protocol DA-MAC,
each node sends a message to its neighbors in each time slot. In other words, a node A
sends a message to a node B in the directional mode whenever the sending sector of A
matches with the receiving sector of B. For CSMA/CA, each node sends a message to
all its neighbors in each time slot in omnidirectional mode. We evaluate the performance
on the new protocol compared with 0.9-persistent CSMA. Each node, when it finds the
channel unused transmits with a probability of 0.9 in the 0.9 persistent CSMA protocol.
We use the 0.9 persistent CSMA protocol in the first phase of our protocol as well. Our
simulation is run for 20000 time slots.

Some results from our simulations are shown in Fig. 1 and 2. We compare the
packet delivery numbers of our protocol with that of CSMA in Fig. 1. Each point in
this graph represents the total number of packets transmitted in 200 time slots. The per-
formance of CSMA is consistent throughout the simulation as the number of collisions
in CSMA is almost the same. Our protocol behaves like the CSMA protocol in the first
phase as it uses the same 0.9 persistent CSMA. Then it behaves worse than CSMA
briefly as the nodes prepare to enter the second phase and broadcast their schedules
continuously for a brief period. However, the performance of our protocol improves
drastically once the nodes enter the second phase. Fig. 2 shows the corresponding
packet delivery ratios. The packet delivery ratio of our protocol is much better in the
second phase.
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Abstract. The proportional differentiation model is receiving a lot of
attention recently as an effective solution for quantitative service differ-
entiation in IP networks. we introduce the proportional differentiated
service and its general framework. This general framework for propor-
tional differentiated service in an IP network consists of three major
modules at routers: the packet dropper, the packet scheduler, and the
proportional policy unit. In this paper, we propose an extended frame-
work for the proportional differentiated service based on the combination
of TCP congestion control (TCC), active queue management (AQM),
and packet scheduling to provide a unified, simple, robust, and scalable
framework. In our opinion, an appropriate combination of the packet
dropper and packet scheduler at intermediate router and the TCC re-
action at source/sink system would provide an effective solution for the
proportional differentiated service.

1 Introduction

The Internet which originally started as a means of moving files from one com-
puter to another has now evolved into a global communications network. The
number and variety of applications on the Internet has increased considerably.
The IP based Internet is now serving users ranging from ordinary home users
to huge corporations. In spite of this tremendous growth in usage, the Internet
architecture has under gone very little change.

The Internet is still based on the best-effort service model. Although the best-
effort service, which was used in the early days of the Internet, was adequate
as long as the applications using the network were not sensitive to variations in
losses and delays, it is no longer adequate, due to the explosion in the number
of different applications.
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To solve this problem, in the last few years, there has been a wave of interest
in providing network services with performance guarantees and in developing al-
gorithms supporting different levels of services. The various solutions that have
been proposed to solve these problems can be summarized under the general
heading of Quality-of-Service (QoS). The need for such quality assurance, ser-
vice guarantee, and reliability drove the Internet Engineering Task Force (IETF)
to define two QoS solutions - Differentiated Services (DiffServ) and Integrated
Services (IntServ). Of these two methods, the DiffServ gained popularity due to
its inherent scalability, ease of implementation, and reduced operation complex-
ity at the core of the Internet.

However, the DiffServ can only guarantee that traffic of a high priority class
will receive no worse service than that of a low priority class. Recently, it has
been further refined into a quantitative scheme: the proportional differentiated
service. For this proportional differentiated service is controllable, consistent,
and scalable, it provides network operators convenient management of services
and resources even in a large-scale network.

Proportional differentiated service, initially proposed by Dovrolis et al. [1],
has been an effort to quantify the differentiation between classes of traffic and
to enforce that the ratios of delays or loss rates of successive priority classes be
roughly constant.

Most mechanisms for proportional differentiated service have been used inde-
pendent algorithms for delay and loss differentiation. For example, proportional
differentiation of delays has been implemented with appropriate scheduling al-
gorithms [2] [4] [5] and proportional differentiation of loss has been implemented
by queue management algorithms [3] [6]. Recently, a joint queue management
and scheduling algorithm on proportional differentiation was reported in [9].

Various QoS metrics have been used for proportional differentiation. The first
QoS metric discussed in proportional differentiation is average packet delay with
the Wait Time Priority (WTP) scheduler [2]. The work in [3] extended propor-
tional differentiation to packet loss rate using a proportional loss rate (PLR)
dropper. The performance of real-time applications does not depend on average
packet delay. As a result, the proportional differentiation has been applied to
deadline violation probability in [7]. Recently, jitter has also been included in
this proportional differentiation [8]. However, all these algorithms perform only
in terms of not end-to-end but per-hop or edge-to-edge.

The rest of the paper is organized as follows. In section 2 and 3, we introduce
the proportional differentiated service and its general framework. This general
framework for proportional differentiated service in an IP network consists of
three major modules at routers: the packet dropper, the packet scheduler, and
the proportional policy unit. In section 4, we provide details of proportional
differentiation on various QoS metrics. In section 5, we propose an extended
framework for the proportional differentiated service based on the combination
of TCP congestion control (TCC), active queue management (AQM), and packet
scheduling. This goal is to provide a unified, simple, robust, and scalable frame-
work.
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2 Proportional Differentiation Model

In the proportional differentiation model, the service differentiation can be quan-
titatively adjusted to be proportional to the differentiation factors that a network
service provider sets beforehand. If qi is the QoS metric of interest and si is the
differentiation factors for class i, i = 1, · · · , n, in the proportional differentiation
model, we should have:

qi

qj
=

si

sj
(1)

If the desired differentiation among n classes are quantified as the ratios, δi,
the proportional differentiation of delay(di) and loss(li) can be rewritten as

di

dj
=

δi

δj
,
lm
ln

=
δm

δn
. (2)

The proportional differentiation model has gained attention recently as an
effective solution for quantitative service differentiation in IP networks.

3 General Framework for Proportional Differentiation

In this section,wedescribeageneral framework for theproportionaldifferentiation.
A general framework for proportional differentiated service in an IP network

consists of four major modules at routers: 1) the packet classifier that can distin-
guish packets and group them according to their different requirements, 2) the
packet dropper that determines both of the following: how much queue space
should be given to certain kinds of network traffic and which packets should
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Fig. 1. General framework for proportional differentiated service
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be discarded during congestion, 3) the packet scheduler that decides the packet
service order so as to meet the bandwidth and delay requirements of different
types of traffic, and 4) the proportional policy unit that takes the real-time mea-
surement of the QoS metrics and manages the packet dropper and scheduler.

4 QoS Metrics for Proportional Differentiation

In this section, we provide details of proportional differentiation on various QoS
metrics. Broadly, there are two metrics for proportional differentiated service,
characterized by the way they observe. One is rate based metrics such as the
packet arrival rate and the other is backlog based metrics such as the number
of packets in the queue, the average queue size, the average queue delay, and
the queue delay jitter. These various metrics directly affect either the packet
dropper or the packet scheduler. Recent efforts are reported on proportional
differentiation using multiple QoS metrics simultaneously.

Next, we give a formal description of the basic metrics used in the propor-
tional differentiation. We assume that the link has a capacity C and a total
queue space Q. We use a(t), l(t), and r(t), respectively, to denote the arrivals,
the amount of traffic dropped, and the service rate at time t.

We now introduce the notions of arrival curve, input curve, and output curve
for a traffic in the time interval [t1,t2]. The arrival curve A and the input curve
Rin are defined as

A(t1, t2) =
∫ t2

t1

λ(x)dx, (3)

where λ(t) is the instantaneous arrival rate at time t, and

Rin(t1, t2) = A(t1, t2)−
∫ t2

t1

ξ(x)dx, (4)

where ξ(t) is the instantaneous drop rate at time t. From Eqn.(2), the difference
between the arrival and input curve is the amount of dropped traffic. The output
curve Rout is the transmitted traffic in the interval [t1,t2], given by

Rout(t1, t2) =
∫ t2

t1

r(x)dx, (5)

where r(t) is the instantaneous service rate at time t. From now on, we will use
the following shorthand notations to denote the arrival, input and output curves
at a given time t, respectively:

A(t) = A(0, t),
Rin(t) = Rin(0, t),
Rout(t) = Rout(0, t).

In figure 2, the vertical and the horizontal distance between the input and
output curves, respectively, are the queue length Q and the delay D. The delay
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D at time t is the delay of an arrival which is transmitted at time t. Queue
length and delay at time t are defined as

Q(t) = Rin(t)−Rout(t), (6)

and

D(t) = max
x<t

{x|Rout(t) ≥ Rin(t− x)}. (7)

We also obtain the average delay by averaging the instantaneous delay D(t)
over a time window of length τ .

Davg
t (τ) =

1
τ

∫ t

t−τ

D(x)dx. (8)

We denote the loss rate as P (t), which expresses the fraction of lost traffic
since the beginning of the current busy period at time t0. A busy period is a time
interval with a positive queue length of traffic. So, P (t) expresses the fraction of
traffic that has been dropped in the time interval [t0,t], that is,

P (t) =

∫ t

t0
l(x)dx∫ t

t0
a(x)dx

= 1− Rin(t0, t−) + a(t)− l(t)
A(t0, t)

. (9)

with
t− = sup{x|x < t}.

With the metrics just defined, therefore, we showed that we can now for-
mally describe the QoS metrics for the proportional differentiation. The above
three performance metrics do not fully expressed all network characteristics for
proportional differentiation, but they will be added if needed.
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Table 1. Analytical Models of Packet Scheduler

Packet Scheduler Analytical Model

WTP Max
{

tcurrent−ti.arrival
δi

}
EDD Min{ti.arrival + di}
FCFS Max{tcurrent − ti.arrival}

Uniform Max
{

tcurrent−ti.arrival−di
δi

}
tcurrent: local time when a packet need to be scheduled

Parameters ti.arrival: class i packet’s arrival time
di: deadline for class i

The analytical models for each packet scheduler are derived in [5], as sum-
marized in Table 1.

The analytical models for each packet dropper are derived in [5], as summa-
rized in Table 2.

Table 2. Analytical Models of Packet Dropper

Packet Dropper Analytical Model

DropTail N/A

RED Pa = Pb
(1−count·Pb) , Pb =

maxp

maxth−minth
× (Qavg − minth)

p(t) = p(t − 1) + α
�
e (t),

DRED
�
e (t) = (1 − β)

�
e (t − 1) + βe(t),

e(t) = q(t) − T (n)

PI p(t) = p(t − 1) + a(q(t) − qref ) − b(q(t − 1) − qref )

Pa: drop probability
Pb: intermediate drop probability
maxp: maximum drop probability
maxth: higher threshold, minth: lower threshold

Parameters p(t): drop probability at time t
�
e (t): filtered error signal at time t
e(t): error signals at time t
α: control gain, β: filter gain
q(t): queue size at time t
T (t): control target at time t, i.e., queue threshold

5 Extended Framework: Integration with TCC
Mechanism

In this section, we introduce the requirement of the extended framework and
propose an extended framework for the proportional differentiated service based
on the combination of TCC, AQM, and packet scheduling.
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The extended framework for the proportional differentiation is required as
the following evaluation considerations: 1) The extended framework should be
capable of controlling all two (delay and loss) proportional differentiation simul-
taneously. 2) Such a framework must be very simple to implement. 3) Although
simple, it must be robust to handle the highly varying traffic loads. 4) For a
network that is as wide as the Internet, it must be highly scalable.

Therefore, we suggest to combine the TCC mechanism with the packet drop-
per and packet scheduler described the previous section. This goal is to provide a
unified, simple, robust, and scalable framework. The analytical models for each
TCC mechanism are derived in [11], as summarized in Table 3.

Table 3. Analytical Models of TCC Mechanisms

TCC Mechanism Analytical Model

Reno x̄ = 1−qi(t)
τ2

i
− 1

2qi(t)x
2
i (t)

Vegas x̄ = 1
(di+qi(t))2

sgn
(
1 − xi(t)qi(t)

αidi

)
τi: equilibrium round trip time for source i
xi(t): source rate for source i at time t

Parameters qi(t): end-to-end marking probability for source i at time t
di: round trip propagation delay for source i
α: control gain
x̄: average source rate for source i at time t

Finally, we refer to a article [12] on an analysis of the reciprocal relation-
ship between TCC mechanisms and AQM schemes, by considering the average
packet loss rate and average delay. It has demonstrated that an appropriate
combination of the packet dropper and packet scheduler at intermediate router
and TCC source reaction would provide an effective solution for the proportional
differentiated service.

6 Conclusion and Future Work

In this paper, we introduced the proportional differentiated service and its gen-
eral framework. This general framework for proportional differentiated service
in an IP network consists of three major modules at routers: the packet dropper,
the packet scheduler, and the proportional policy unit, while our proposed frame-
work for the proportional differentiated service was based on the combination of
the TCC, AQM, and packet scheduling. The TCC mechanism plays a significant
role in the proportional differentiation that it should be included in QoS frame-
work as one of the major components for the proportional differentiation. In
future, we will demonstrate that our extended framework is more robust, stable,
and scalable than the general framework in the proportional differentiation via
simulation.
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Abstract. Mobility management and QoS provisioning are both key techniques 
in the future wireless mobile networks. In this paper we propose a framework 
for supporting QoS under an enhanced “Fast Handovers for Mobile IPv6” 
(FMIPv6) architecture. By introducing the key entity called “Crossover Router” 
(CR), we shorten the length of packet forwarding path before the MN completes 
binding update. For QoS guarantee, we extend the FBU and HI messages to 
inform the NAR of the MN’s QoS requirement and make advance resource 
reservation along the possible future-forwarding path before the MN attaches to 
the NAR’s link. We keep RSVP states in the intermediate routers along 
overlapped path unchanged to reduce reservation hops and signaling delays. 
The Performance analysis shows that the proposed scheme for QoS guarantee 
has lower signaling cost and latency of reservation re-establishment, as well as 
less bandwidth requirements in comparison with MRSVP.  

1   Introduction 

Wireless devices are expected to increase in number and capabilities in the following 
years. Mobile and wireless access will become more and more popular. Thus Mobile 
IPv6 (MIPv6) protocol [1] is proposed to manage mobility and maintain network 
connectivity in the next generation Internet.  

However, there are still two problems to be resolved in MIPv6 environment. 
Firstly, the handover latency and packet loss in basic MIPv6 protocol are not ideal, 
which raises the need for a fast and smooth handover mechanism. A number of ways 
of introducing hierarchy into IPv4 as well as IPv6 networks, and realizing the 
advanced configuration have been proposed in the last few years [2-4]. Secondly, as 
real-time services grow, the desire for high quality guarantee of these services 
becomes eager in MIPv6 networks. As we know, two different models are proposed 
to guarantee QoS in the Internet by IETF: the integrated services (IntServ) [5] and 
differentiated services (DiffServ) [6] models. However, only IntServ model which 
uses RSVP protocol [7] to reserve resources can provide end-to-end QoS.  

In this paper we propose a scheme for QoS provisioning in an enhanced “Fast 
Handovers for Mobile IPv6” (FMIPv6) architecture [2]. Two enhancements are 
introduced to improve the performance of basic FMIPv6. To reduce tunnel distance 
between the Previous Access Router (PAR) and the New Access Router (NAR), we 
propose that the Crossover Router (CR) intercept packets destined to MN and forward 
them to the NAR. CR is the first common router of the old path and the new 
forwarding path. We also use an efficient mechanism to eliminate the long Duplicate 
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Address Detection (DAD) latency. As for QoS guarantee, we use extended FBU and 
HI messages to inform the NAR of the MN’s QoS requirement. Upon receiving the 
information, the NAR initiates an advance reservation process along the possible 
future-forwarding path before the MN arrives the NAR’s link. Again the CR is used 
to reduce the length of reservation path.  

The rest of the paper is organized as follows. Section 2 presents some related work. 
Section 3 presents the overview of proposed scheme. Section 4 describes the detailed 
handover and resource reservation process. Section 5 gives the performance 
measurement, and Section 6 concludes the paper and presents some areas for future 
work.  

2   Related Work 

2.1   Fast Handover for MIPv6 

FMIPv6 aims to decrease packet loss by reducing IP connectivity latency and binding 
update latency. The MN uses L2 triggers to discover available access points (APs) 
and obtain further information of corresponding access routers (ARs) when it is still 
connected to its current subnet. After that, the MN may pre-configure the New CoA 
(NCoA) and register it to the PAR to bind previous CoA (PCoA) and NCoA. Through 
these operations the movement detection latency and the new CoA configuration 
latency are reduced. To reduce the binding update latency, a bi-directional tunnel 
between the PAR and the NAR is used to forward packets until the MN completes 
binding update. When the MN moves to the new subnet link, it will announce its 
attachment to launch forwarding of buffered packets from the NAR.  

However, there are two disadvantages in basic FMIPv6 protocol. One is that the 
tunnel between the PAR and the NAR is fairly long. The other is that the DAD 
procedure for NCoA validation causes large handover latency. We’ll discuss the 
solutions later.  

2.2   Techniques of QoS Provisioning 

Due to host mobility and characteristics of wireless networks, there are several 
problems in applying RSVP to mobile wireless networks. In the past several years 
many RSVP extensions were proposed to solve the problems. Talukdar et al. [9] 
proposed the MRSVP protocol in which resource reservations are pre-established in 
the neighboring ARs to reduce the timing delay for QoS re-establishment. However, 
too many advance reservations may use up network resources.  

Chaskar et al. [10] proposed a solution to perform QoS signaling during the 
binding registration process. This mechanism defines the structure of “QoS OBJECT” 
which contains the QoS requirement of MN’s packet stream. One or more QoS 
OBJECTs are carried in a new IPv6 option called “QoS OBJECT OPTION” (QoS-
OP), which may be included in the hop-by-hop extension header of binding update 
and acknowledgement messages. Fu et al. [11] applied QoS-OP in the Hierarchical 
Mobile IPv6 (HMIPv6) [3] architecture. Both schemes make use of intrinsic mobility 
signaling and achieve faster response time for effecting QoS along the new path.  
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Moon et al. [12] explained the concept of CR, which is the beginning router of the 
common path. And the common path is the overlapped part of the new path and 
previous path. Fig. 1 presents an example of the common path and the CR. Shen et al. 
[13] presented an interoperation framework for RSVP and MIPv6 based on the “Flow 
Transparency” concept, which made use of common path by determining the “Nearest 
Common Router” (just like CR) too. In both schemes the CR ensures that reservation 
will not be re-established in the routers along common path. Thus the QoS signaling 
overheads and delays as well as data packet delays and losses during handover can be 
greatly reduced.  
 

 

Fig. 1. Common Path and Crossover Router (CR) 

3   Overview of Proposed Solution 

The proposed solution includes two parts: some improvements to basic FMIPv6 and 
an efficient framework for end-to-end QoS guarantee in the enhanced FMIPv6 
architecture.  

Assuming that we have determined the location of CR, data forwarding path using 
the bi-directional tunnel of FMIPv6 would be CN-CR-PAR-CR-NAR. Obviously we 
can shorten the path to CN-CR-NAR. The method for CR determination will be 
introduced later. Though the bi-directional tunnel is eliminated in our scheme, a 
unidirectional tunnel from PAR to NAR is still included because the CR does not 
know when to intercept packets that destined to the MN’s PCoA. When tunneling 
process begins, the PAR sends a TUN_BEGIN message which enables the CR to 
intercept the packets destined to the MN’s PCoA and forward them to the NAR. In 
the opposite direction, the NAR directly sends packets with the CN’s address filled in 
the destination address field. The CR intercepts these packets, sets the source address 
field to the MN’s PCoA and forwards them to the CN.  
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A further modification to the basic FMIPv6 is the elimination of DAD procedure. 
We adopt the method of “Address Pool based Stateful NCoA Configuration” [8]. The 
NCoA pools are established at NAR or PAR. Each NCoA pool maintains a list of 
NCoAs already confirmed by the corresponding NAR. Thus the NCoA assigned to 
the MN at each handover event is already confirmed so that the DAD procedure can 
be ignored.  

Now come to the part of QoS guarantee. As we know in FMIPv6 architecture, the 
NCoA is pre-established. Thus we can set up reservation along several possible 
future-forwarding paths (one or more NARs may be detected in FMIPv6) in advance 
when the MN still locates in the PAR’s link. Just like MRSVP, active and passive 
Path/Resv messages and reservations are defined in our proposal. The NAR, which 
makes advance reservation and maintains soft state on behalf of the MN, acts as 
remote mobile proxy. To inform the NAR of the MN’s QoS requirements, we extend 
the FBU and HI messages with QoS-OP in the hop-by-hop extension header.  

Then we can initiate advance reservation along possible future path. Since there 
may be more than one NARs detected by the MN, all the possible future-forwarding 
paths must perform advance reservation. If the MN is a receiver, the CR issues the 
passive Path message to the NAR on behalf of the CN and the NAR in turn sends the 
passive Resv message to the CR. If the MN is a sender, the NAR issues the passive 
Path message. Upon receiving Path message, the CR immediately replies with a 
passive Resv message to the NAR. By performing these operations, the passive RSVP 
messages are restricted within the truly new part of the possible future path, which 
results in decreased RSVP signaling overheads and delays.  

When the MN attaches to certain NAR’s link, the packets sent from or destined to 
it can acquire QoS guarantee without any delay. At the same time advance 
reservations in other NARs’ link must be released immediately. The modified 
FMIPv6 handover and resource reservation procedures when the MN acts as a 
receiver are depicted in Fig. 2.  

 
Fig. 2. Handover and Reservation Procedures of a Mobile Receiver 
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In conclusion, our proposed QoS provisioning scheme has the following 
advantages:  

1. The transmission of QoS requirement makes use of intrinsic mobility signaling 
of FMIPv6, which results in faster response time for effecting QoS along the 
new path.  

2. The advance reservation along the possible future path decreases the delay of 
reservation re-establishment and provides QoS guarantee for the MN until it 
completes binding update.  

3. The CR keeps reservation along common path unchanged. Thus the reservation 
delay and signaling cost can be minimized, which in turn minimizes the 
handover service degradation.  

4. The duration of advance reservations in our proposal is much shorter than 
MRSVP.  

4   Detailed Operations 

First of all, we assume that the MN moves into the boundary of the PAR so that the 
fast handover procedure launches. The procedures of proposed fast handover and 
resource reservation are as follows:  

Q-FBU

Path
Q-HI

Resv
Internet

MN

CN

GW

CR

PAR NAR
(1)

(2)
(3)

(4)

     

Q-FBU

Path
PATHREQ
Q-HI

Resv Internet

MN

CN

GW

CR

PAR NAR

(5)

(1)

(2)

(4)

(3)

 
 

(a) Mobile Sender                                    (b) Mobile Receiver 

Fig. 3. Procedures of Advance Resource Reservation 

1) The MN discovers available APs using link-layer specific mechanisms and then 
sends a Router Solicitation for Proxy (RtSolPr) message including the identifiers 
of the APs to the PAR.  

2) After the reception of the RtSolPr message, the PAR resolves the access point 
identifiers to subnet router(s) (i.e. the [AP-ID, AR-Info] tuples). Though several 
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NARs may be discovered, the following description will just focus on the 
operations of certain NAR. Using the “PAR-based stateful NCoA configuration” 
proposed in [8], the PAR obtains a confirmed NCoA and responds the NCoA as 
well as the [AP-ID, AR-Info] tuple (via PrRtAdv) to MN.  

3) In response to the PrRtAdv message, the MN sends a Q-FBU message to the 
PAR before its disconnection from the PAR’s link. The Q-FBU message includes 
a QoS-OP (contains one or more QoS OBJECTs) in the hop-by-hop extension 
header. The QoS OBJECT may contain RSVP objects such as FLOW_SPEC, 
SENDER_TSPEC and FILTER_SPEC.  

4) On reception of the Q-FBU message, the PAR again includes the MN’s QoS 
requirement in the Q-HI message and sends it to the NAR. The Q-HI message 
should also contain the CN address corresponding to each QoS OBJECT, which 
will be used as the destination address of the PATHREQ message when the MN 
acts as a receiver.  

Case 1. When the MN acts as a sender,  

5a) The NAR directly issues the passive Path message. A RSVP router decides if it is 
the CR just by comparing the home address, the CoA and the previous RSVP hop 
carried in the passive Path message against the same information stored in the 
Path State. If there is a Path state related to the home address of passive Path 
message, and for the same home address both the CoA and the previous RSVP 
hop have been changed, then the router decides it is the CR. The binding of PCoA 
and NCoA is also included in a hop-by-hop extension header of the passive Path 
message. The CR will use the binding to prevent packet forwarding between the 
PAR and NAR.  

6a) The CR does not forward the Path message further to the CN, but immediately 
replies with a passive Resv message to the NAR. By performing these operations, 
the RSVP states in the routers along the common path will not change. Fig. 3a 
describes the advance reservation process when the MN acts as the sender.  

Case 2. Otherwise, the MN acts as a receiver,  

5b) The NAR sends a PATHREQ message  which has the CN’s address as destination 
address (thus the CR can intercept this message) to request passive Path message. 
A RSVP router decides if it is the CR by searching the home address in 
PATHREQ against the same field in PATH state on the downlink direction. If 
there is a match of the home address in the PATH state in the downlink direction, 
then the router decides it is the CR. The PATHREQ message, which contains 
MN’s home address and new CoA as introduced in [13], is extended to include 
the binding of PCoA and NCoA.  

6b) The CR then issues the passive Path message to the NAR on behalf of the CN 
because the path between the CR and the CN is the common path and needn’t any 
change. Finally the NAR will issue the passive Resv message towards the CR. 
Fig. 3b depicts the advance reservation process when the MN acts as the receiver.  

7) At the same time as advance reservation process initiates, the NAR replies with a 
HACK message to the PAR, which may in turn issue the FBack message. The 
PAR may ignore sending this message because the NCoA is already confirmed.  
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8) When packet tunneling launches, the PAR will send a TUN_BEGIN message 
which has the CN’s address as destination address. Upon receiving this message 
the CR begins to intercept packets destined to the PCoA and forward them to the 
NAR. Reversely, the NAR directly sends packets with the CN’s address filled in 
the destination address field. The CR intercepts these packets, sets the source 
address field to the MN’s PCoA and forwards them to the CN.  

9) As soon as the MN attaches to the NAR, it sends the FNA message to the NAR. 
As a response, the NAR forwards buffered packets to the MN.  

Finally, the MN can send a binding update to the HA and the CN. After it completes 
binding update, the CR stops intercepting packets sent from or destined to the MN. The 
packets will be forwarded with QoS guarantee along the new RSVP path.  

5   Performance Analysis 

In this section we study the performance of handover and resource reservation. We 
consider a network environment with a single domain made up of 16x16 square-
shaped subnets and model the MN’s mobility as a two-dimensional (2-D) random 
walk, which is similar to reference [14]. In a 2-D random walk, an MN may move to 
one of four neighboring subnets with equal probability. Under FMIPv6 architecture, 
only when the MN moves into the overlapped area of two or more APs, it may 
achieve information of the possible future NARs. Thus the number of the NARs is 
less than two. Under other simulated or real environments, the number of possible 
NARs is always less than the number of neighboring ARs in MRSVP.  

  Parameters:  

  Np average number of possible NARs in FMIPv6; 
  Nn average number of neighboring ARs of current AR in MRSVP; 
  dx_y average number of hops between x and y; 
  Bw bandwidth of the wired link; 
  Bwl bandwidth of the wireless link; 
  Lw latency of the wired link (propagation delay and link layer delay); 
  Lwl latency of the wireless link (propagation delay and link layer delay); 
  Pt routing table lookup and processing delay; 
  sa average size of a signaling message for resource reservation; 
  Br amount of the actual resource requirement of the handover MN; 
  tr average time the MN will resident in certain AR’s link; 
  tpl time from completion of reservation to the beginning of L2 switch; 
  tl2 time to complete L2 switch. 

With the above parameters, we define t(s, dx_y) as the transmission delay of a 
message of size s sent from x (an MN always) to y via the wireless and wired links. 

tyxw
w

yxwl
wl

yx PdL
B

s
dL

B

s
dst ×+++×++= )1()()(),( ___  (1) 
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5.1   Handover 

Our proposed handover scheme affects the handover performance of FMIPv6 in three 
aspects. Firstly, the elimination of DAD procedure can reduce significant delays in 
FMIPv6. Secondly, decreased length of packet forwarding path during handover 
saves packet delivery time. When the MN attaches to the NAR’s link, it can receive 
these packets from the NAR more quickly. This is necessary for real-time applications 
for that more packets’ latency will be less than the threshold so that the application 
can use them for real-time audio and video playback. However, we should also 
consider the signaling cost of TUN_BEGIN message and additional overheads of 
PCoA and NCoA binding notification to the CR.  

Finally, our proposed QoS guarantee mechanism also influences the handover 
performance. The Q-FBU and Q-HI messages size is enlarged to hold QoS 
requirement. So the signaling cost is larger than the basic FMIPv6 protocol. Since the 
size of QoS requirement is small in proportion to the total signaling cost, the 
additional latency introduced by the Q-FBU and Q-HI messages can be ignored.  

Further analysis is not presented and we focus the discussion on the performance 
analysis of resource reservation.  

5.2   Resource Reservation 

1) Total signaling cost of resource reservation: In our proposed scheme, signaling 
messages for resource reservation include Q-FBU, Q-HI, PATHREQ, Path and Resv 
messages. sa is the average size of these messages. Q-FBU message travels from the 
MN to the PAR; Q-HI message from the PAR to the NAR; PATHREQ, Path and 
Resv messages from NAR to CR. The total signaling cost of resource reservation is 
denoted by C and is computed as the following.  

pCRARARARARMNaRFMIPv NdddsC ××++×=− )3( ___6  (2) 

If MN acts as a sender, the PATHREQ message is not used.  

pCRARARARARMNaSFMIPv NdddsC ××++×=− )2( ___6  (3) 

In MRSVP, Spec, MSpec, Path, active Resv and passive Resv message are the 
signaling messages for resource reservation. We consider the scenario that the sender  
acts as the receiver_anchor node [9].  

)1(2)( ___ +××++××= nCNARaCNARnARARaMRSVP NdsdNdsC  (4) 

2) Reservation establishment delay: We compute the total delay since the MN issues 
Q-FBU to PAR. As the signaling cost, total delay of QoS establishment delay is 
affected by the same messages. The total delay of reservation establishment is 
denoted by D.  

),(3),()( ___,6 CRARaARARaARMNaRFMIPv dstdstdstD ×++=−  (5) 
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),(2),()( ___,6 CRARaARARaARMNaSFMIPv dstdstdstD ×++=−  (6) 

),(3),( __ CNARaARARaMRSVP dstdstD ×+=  (7) 

Note that the delays we compute here are reservation establishment delays. 
Actually, except for switch operation between active and passive reservation, the 
resource reservation can be used immediately when the MN attaches to the new 
subnet both in our FMIPv6 based advance reservation mechanism and in MRSVP.  

3) Bandwidth requirements: The duration of advance reservation along the paths 
between CR and possible NARs is tpl plus tl2. When the MN arrives certain NAR’s 
link, reservation status on this link changes to active while other passive reservations 
are released. We use B to denote the total bandwidth requirements including active 
and passive reservation during the period a MN residents in certain AR’s link.  

rCNCRCRARrFMIPv tddBB ×+×= )( __6  

                    plplCRARr NttdB ×+××+ )( 2_  

 

(8) 

)1(_ +×××= nrCNARrMRSVP NtdBB  (9) 

Now we can compare the performance of our proposal and the MRSVP. Let’s 
focus on three pairs of parameters: dAR_CR against dAR_CN, Np against Nn, and tpl+tl2 
against tr. The comparison results are identical: the former is much less than the latter. 
Thus we can draw the conclusion that the total signaling cost of resource reservation 
and the reservation establishment delay, as well as bandwidth requirements in our 
scheme are much less than those in MRSVP.  

6   Conclusion 

This paper proposes a framework for QoS guarantee based on an enhanced FMIPv6 
architecture. We introduce a key entity which called “Crossover Router” (CR) to 
reduce the length of packet forwarding path before the MN completes binding update. 
Furthermore we use “Address Pool based Stateful NCoA Configuration” mechanism 
to eliminate the long DAD latency. The proposed QoS guarantee scheme achieves 
low signaling cost and reservation re-establishment latency by making use of the FBU 
and HI signaling messages of FMIPv6 to transmit QoS requirements and adopting the 
idea of advance reservation and common path. Performance analysis shows that our 
proposal outperforms MRSVP in terms of signaling cost, reservation re-establishment 
delay, and bandwidth requirements. 

The simulation based on NS2 [15] platform for our scheme will be done soon to 
achieve the further performance analysis under various environments. When and how 
to release passive reservations on other NARs’ link after the MN attaches to certain 
NAR’s link, should be considered. Furthermore, we are also making efforts to apply 
the idea of our QoS provisioning scheme to F-HMIPv6 architecture [4].  
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Abstract. We propose a method to compute the delay of the slotted ALOHA 
protocol with Binary Exponential Backoff (BEB) as a collision resolution algo-
rithm. When a message which tries to reserve a channel collides n  times, it 
chooses one of the next 2 n frames with equal probabilities and attempts the res-
ervation again. We derive the expected access delay until an arbitrary message 
reserves a channel. Then the expected transmission delays for real time mes-
sages and non-real time messages are calculated analytically. The accuracy of 
our analytic model is checked against simulation. 

1   Introduction 

Slotted ALOHA(S-ALOHA) protocol has been widely adopted in local wireless 
communication systems as a random multiple access protocol. In these systems, 
each frame is divided into small slots and each mobile terminal contends for the slot 
to transmit its packets at the beginning of each frame. If two or more mobile termi-
nals contend for the same slot, then a collision occurs and none of them can trans-
mit their packets. The colliding packets are queued and retry after a random delay. 
The way to resolve the collision is called the collision resolution protocol. One of 
the widely used collision resolution protocol is the BEB algorithm, forms of which 
are included in Ethernet and wireless LAN standards: Whenever a node's message is 
involved in a collision, it selects one of the next 2

n

 frames with equal probabilities, 
where n is the number of collisions that the message has ever experienced, and 
attempts the retransmission. 

Soni and Chockalingam [1] analyzed three backoff schemes, namely, linear back-
off, exponential backoff, and geometric backoff. They calculated the throughput and 
energy efficiency as the reward rates in a renewal process and illustrated that the 
truncated BEB, which is considered in this paper, performs better since the idle length 
should grow only until a maximum value by numerical result. More recently, Chen 
and Li [2] proposed the quasi-FIFO algorithm, which is another novel collision reso-
lution scheme. They showed, by simulation, that the proposed scheme shares the 
bandwidth more equally and maximizes the throughput, but no analytic model was 
given in [2] as well. 

Delay distributions of slotted ALOHA and CSMA are derived in Yang and Yum 
[3] under three retransmission policies. They found the conditions for achieving finite 
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delay mean and variance under the BEB. Their assumption, however, that the combi-
nation of new and retransmitted packet arrivals is a Poisson process is not valid be-
cause the stream of the retransmitted packets depends on the arrivals of new packets. 
This dependency makes the Poisson assumption invalid. Chatzimisios and Boucou-
valas [4] presented an analytic model to compute the throughput of the IEEE 802.11 
protocol for wireless LAN and examined the behavior of the Exponential Backoff 
(EB) algorithm used in 802.11. They assumed that the collision probability of a 
transmitted frame is independent of the number of retransmissions. As we will show 
later in this paper, however, this probability is a function of the number of competing 
stations and also depends upon the number of retransmissions that this station has 
ever experienced. Kwak et al. [5] gave new analytical results for the performance of 
the EB algorithm. Especially, they derived the analytical expression for the saturation 
throughput and expected access delay of a packet for a given number of nodes. Their 
EB model, however, is assumed that the packet can retransmit infinitely many times. 

Stability is another issue on BEB algorithm and there are many methods dealing 
with this. As pointed in Kwak et al. [5], however, these studies show contradictory 
results because some of them do not represent the real system and they adopt different 
definitions of stability used in the analyses. The dispute is still going on so we do not 
focus on this topic but on the analytic model to analyze the performance of the BEB 
algorithm.  

In this paper, we propose a new analytical model to find the performance measures 
to evaluate the system which adopts BEB algorithm, including the throughput, ex-
pected medium access delay and transmission delay. A simulation model is performed 
to verify our analytical model. 

2   System Description 

The following Fig. 1 illustrates the procedure considered in this paper and the access 
delay and transmission delay.  

 

Fig. 1. Transmission Procedure 
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New messages arrive from infinite number of Mobile Terminals (MTs) forming a 
Poisson process with rate λ  to the system. The time is divided into slots which are 
grouped into frames of fixed size. A frame is divided into two groups of multiple 
slots, request slots for reservation of channel and transmission slots for transmission 
of the actual information. The numbers of request slots and transmission slots in a 
frame are V andT , respectively.  

The types of messages are divided into real time traffic such as voices and multi-
media, and non-real time traffic like data. Newly arrived message is assumed to be 
real time messages and non-real time messages with probabilities α  and β , respec-
tively ( 1α β+ = ). For notational simplicity, we use the terms voice message or call for 
real-time message and data message or call for non-real time message. Let the num-
bers of packets in a voice message and a data message are geometrically distributed 
with means 1/ε  and1/δ , respectively. It is essential that a priority is given to the 
voice traffic, but an effort is made to accommodate data traffic, whenever possible. 
When a message (whether it is voice or data) arrives at the system, it waits until the 
beginning of the next frame and randomly accesses one of the request slots to reserve 
a channel for transmission. If the message succeeds in the reservation, then a channel 
is allocated in any cell. If, however, two or more messages contend for the same re-
quest slot, then a collision occurs and none of the messages can reserve the request 
slot.  

The message which fails to get a request slot retries under the BEB algorithm: 

whenever a message is involved in a collision and if it was the thb  ( 0,1, ,15b= ) colli-

sion, then it selects one of the next 2i frames with probability 1/ 2i  and attempts the 
reservation again, where min( , 10)i b= . If a message collides 16 times, then it fails to 
transmit and is dropped. Those messages reserved slots then enter the queues and 
transmit their packets according to the proper scheduling method.  

3   Steady-State Analysis of the Contention Phase 

We obtain the SSD of the number of messages at the beginning of the frame. Let 
n

A  

be the number of new messages arrived during the n th frame and 
n

N  be the total 

number of messages waiting in the system at the beginning of the n th frame. Also, 

denote 
n

J by the number of messages which successfully reserve a request slot at the 

n th frame. Then it can be shown that  

1

,    1,

,   0,
n n n n

n
n n

N J A N
N

A N+

⎧ − + ≥⎪
= ⎨

=⎪⎩
 (3.1) 

and { }, 1nN n≥  is a Markov chain. Let us denote , 0,1, 2,
j

a j =  by the SSD of
n

A , 

where Pr( ) ( ) / !, 0,1,2, .d j
j na A j e d j jλ λ−= = = =  Let us introduce a random variable nY  

that is the number of messages which actually participate in the contention at the n th 

frame. Then for ( ) ( ), Prlim n n
n

J y k J k Y y
→∞

= = =  and ( ) ( ), Prlim n n
n

Y i y Y y N i
=∞

= = = , from [6],  
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for ( )0 min ,k V y≤ ≤ and   

where r  is the probability that an arbitrary message participates in the contention. We 
derive this probability by conditioning the number of collisions that an arbitrary mes-
sage waiting in the system has experienced as following: 

where cγ  is the probability that an arbitrarily chosen (tagged) message experiences a 

collision when it contends for a request slot, which will be derived in the next subsec-

tion. Now we can calculate the one-step transition probability ( )1Pr n nij
p N j N i+= = =  as 

given below: 

for 1i≥  and 
0 j j

p a= . The Steady State Probability Distribution (SSPD) 

( ) ( )Pr Prlimj n
n

N j N jπ
→∞

≡ = = =  of the number of messages in system at the beginning of 

the frame can be obtained by solving the steady state equations  
0

i ij
i

pπ π
∞

=
=∑  and 

0
1.i

i
π

∞

=
=∑  

Now, we derive the collision probability, cγ , that a tagged message experiences 
a collision given that it actually participates in the contention for a request slot in 
this subsection. This probability has not been found in an analytic form in the pre-
vious studies and we calculate it for the first time in this paper. Let M  be the num-
ber of messages in the system at the beginning of the frame in which the tagged 
message is included. It is known that M is differently distributed from N  because it 
contains the tagged message [7]. The Probability Distribution (PD) of M is given 
by  

( ) ( ) ( ) ( )
( ) ( ) ( )

( )min ,1 ! !
, 1

! ! ! !

k y m
V y

m

y
m k

V y V m
J y k

V k m k V m y m

−

=

− −
∑= −

− − −
 (3.2) 

( ) ( ), 1 , 0,1, , ,
i yyi

Y i y r r y i
y

−⎛ ⎞
= − =⎜ ⎟⎜ ⎟⎝ ⎠

 (3.3) 
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When y  messages including the tagged message participate in the contention, the 

probability that the tagged message collides is 
1

1

1

1 1 1
1

i y i
y

i

y

i V V

− −
−

=

−⎛ ⎞⎛ ⎞ ⎛ ⎞−∑ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
. Therefore, we 

have the following: 

Note that the probability that a message is eventually blocked is 16

c
γ . In order to 

obtain 
c

γ  in Equ. (3.7), we need 
j

π  but in turn 
c

γ  should be given to obtain
j

π . So 

we perform a recursive computation, i.e., we initially set 
c

γ  to be an arbitrary value 

between 0 and 1 and compute , 0,1, 2,
j

jπ = . Then with this
j

π , we update 
c

γ  using 

the Equ. (3.8) and this updated 
c

γ  is utilized to update 
j

π  again. This recursive com-

putation continues until both values converge.  

4   Expected Access Delay and Throughput 

Now we derive the expected medium access delay of a message which is defined as 
the time from the moment that a message arrives at the system to the moment that it 
successfully reserves a request slot. It can be obtained by counting the number of 
frames from which a newly arrived message contends for a slot for the first time until 
it successfully reserves a slot. If a message reserves in the first trial with no collision 
(i.e., 0b= ), then it experiences, on average, 3/2 frame length's delay, which is the sum 
of 1/2 frame length (average length from the message's arrival epoch to the beginning 
of the next frame) and 1 frame length. Suppose a message collides exactly ( )1 10b b≤ ≤  

times then it selects one of 2
b states with equal probability and thus the average num-

ber of frames it has spent in the system is 1 2

0 0

1 1
2

2 2

bb
i

b
i j

j
−

= =
+ +∑ ∑ . In the same manner, if 

11 15b≤ ≤ , the average delay is ( )
1010 210

10
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1 1
2 11 2
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b j

= =
∑ ∑+ + − ⋅ + . We obtain the ex-

pected access delay, Access( )E D , in frames, as the following:  
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The PD of the number, Z , of messages which reserve request slots successfully in a 
frame can be obtained by conditioning  Y and N  as following: 

The expected number ( )E Z is given by 

where the second equality comes from the Equ. [6]. 

5   Transmission Delay  

Now we consider the expected transmission delay of a message, which is the time 
duration elapsed between a message succeeds in the contention and it is successfully 
transmitted. A fundamental requirement in the voice communication is prompt deliv-
ery of information. In our study, we put a buffer of size B  for voice messages, with 
which one can adjust the allowable delay of voice message until its successful trans-
mission. For example, if a longer delay for voice is allowed with low packet dropping 
probability then we make B  bigger. This is in contrast to the data messages which 
respond to congestion and transmission impairments by delaying packets in queue. So 
we assume the buffer size for data messages is unlimited.  

Each voice message uses one slot in a frame and transmits one packet per frame, 
which accommodates the real time transmission requirement on the voice messages. 
All T  transmission slots are available for voice transmission, so maximum T voice 
messages can transmit simultaneously, while the data messages can transmit their 
packets only when there are less than T  slots occupied by the voice messages. Even 
during a data message is sending its packets, if an arriving voice message finds no 
idle slots, then the data message interrupts its transmission and hand over one slot to 
the voice message. That is, the voice messages are preemptive. The interrupted data 
message resumes its transmission whenever there are any slots available. We analyze 
transmission delays for each type of messages in the sequel. 

5.1   Transmission Delay of Voice Messages 

Notice that the transmission of voice messages is independent of the transmission of 
data messages. Denote nK  by the number of voice messages which succeed in the 

contention during the n th frame and newly join at the voice transmission queue. 
Since a message is voice message with probabilityα , the PD of nK  can be obtained 

from the Equ. (4.2) as following: 
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Then 
n

X , the number of voice messages in the system at the beginning of the n th 

frame has the relationship 1 ( ) ,n n n nX X X Kξ+ = − + where ( )n nXξ  is the number of 

voice messages which complete the transmission at the n th frame given 
n

X . The PD 

of ( )n nXξ  when nX i= , assuming the number of packets in a voice message is geomet-

ric with mean 1/ε , is given by 

( )min( , )min( , )
Pr( ( ) ) 1 (min( , ), ),

n n

i T k ki T
i k i T k

k
ξ ε ε ξ−⎛ ⎞

= = − ≡⎜ ⎟⎜ ⎟⎝ ⎠
 (5.2) 

for 0,1, ,min( , ),k i T=  Let lim
n

nX X
→∞

= , lim
n

nK K
→∞

= , lim
n

nξ ξ
→∞

= . It can be shown 

that { }, 1nX n≥  is a Markov chain. Then we can obtain the one-step transition prob-

abilities ijq  of this chain as following: 
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for all 0,1, ,i T B= +  and ( , ) ( , )i k i iξ ξ=  if k i≥  and ( , ) 0i kξ =  if 0k < . Now the 

SSPD, 0 1( , , , )T Bη η η η += , where Pr( )j X jη = = , of the number of voice messages to 

be transmitted in the system at the beginning of the frame is given by solving the 
equations: 

 
0 0

,   1.
T B T B

j i ij j
i j

qη η η
+ +

= =

= =∑ ∑  (5.4) 

The expected transmission delay of voice message in frames is  

voice( ) ( ) / ( )E D E X E K=  (5.5) 

by applying the well-known Little’s result [7]. 

5.2   Transmission Delay of Data Messages 

As explained before, the data message can transmit its packets whenever there are 
slots available. Therefore, the PD of the number of packets waiting to be transmitted 
in the queue depends on how many slots are currently being held by voice transmis-
sion. Denote nU  by the number of data messages which succeed in the contention 

during the n th frame and newly join at the data transmission queue. A message is 
data message with probability β , and thus 
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and the PD, ,  0jw j≥ , of the number of data packets arrived during a frame is: 

,   
1

1
(1 ) 1

1
l k l

lj
l

j
w u j

l
δ δ

∞ −
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and 0 0w u= . Let k  be the number of slots which are occupied for voice transmission.  

    By means of the probabilities
j

w , we can find the steady state conditional PD, 
( ) ( ) ( ) ( )

0 1 2
( , , , )

k k k kν ν ν ν= , of the number of data packets in the system at the begin-

ning of the frame, when k  voice messages are transmitting, by solving the following 
steady-state equations:  
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Finally, the unconditional PD 
0 1 2

( , , , )ν ν ν ν=  is: 

( )
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0
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=
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Now we can calculate the expected number of data packets at the beginning of the 

frame, that is 
0

j
D j

L jν
∞

=
∑= . Then / is the expected number of frames 

to transmit one data message, which gives the transmission delay in frames of a data 
message.  

6   Performance Analysis 

In numerical study to verify our approach proposed, we compute the expected (access 
and transmission) delays for voice and data messages using the parameters 

30,  95,  10,  5,  0.3V T B λ α= = = = =  and the expected number of packets of a data 
message is set to be 1000 (i.e., 0.001δ = ). Expected delays are calculated as the ex-
pected number of packets in a voice message (i.e., 1/ε ) varies. The same was found 
using simulations as well. The plots in Fig. 2 show close agreement between analytic 
results and the simulation, especially in the voice message, thus validating the analy-
sis. As for the data message, however, analytical results tend to overestimate than the 
simulation (but are still within the confidence intervals). This is because we first de-
rived the probability distribution of the number of data packets in the system under 
the condition that there are k  voice messages transmitting, and then unconditioned it. 
This is based on the assumption that the number of data packets reaches steady state 
before k  changes. 

 

( ( ))T E X−( )DLδ ⋅
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Fig. 2. Expected delays  

7   Conclusion 

In this paper, we considered the performance evaluation of the BEB policy, which is a 
collision resolution algorithm often adopted in the random access packet networks. We 
obtain the SSD of the number of messages waiting in the system, which is utilized to get 
the probability that a tagged message experiences a collision given that it actually par-
ticipates in the contention for a request slot in a frame, which has never been investi-
gated in the literature. With these, the expected access and transmission delay of frames 
that a message experiences from its arrival to the system until the successful transmis-
sion are found analytically. In addition, a numerical study to compare the expected 
delays computed from the analytic model with simulation results is provided. It shows 
that our analytic method gives an excellent agreement with the simulation.  
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Abstract. In this paper, the simulation and the design results about the algo-
rithm of symbol timing recovery and frequency offset using the PLCP pream-
ble, and sampling clock offset using the cyclic prefix in time domain for an 
IEEE 802.11a high-speed wireless LAN modem are presented. The algorithm 
of frequency offset estimation and compensation for making the frequency off-
set converge fast below the allowable limit is proposed. For the efficient im-
plementation of the algorithm, the method that H/W size can be reduced up to 
80% in the cross correlation block is designed and the method for the high 
speed processing of the divider block in the phase estimation is designed. And 
the newly proposed sampling clock offset estimation method makes it possible 
to adjust the optimum sampling point. 

1   Introduction 

In recent years, there has been a lot of interest in applying Orthogonal Frequency Divi-
sion Multiplexing (OFDM) in wireless systems because of its various advantages in 
lessening the severe effects of frequency selective fading. However, OFDM systems are 
vulnerable to synchronization error [1]. Because of the increase of the wireless multi-
media service request, an IEEE 802.11a high-speed wireless LAN standard draft in 
OFDM systems of a 6~54 Mbps transmission speed in 5GHz was achieved [3]. This 
paper is organized as follows. In Section 2, the advantage of OFDM and the simple 
overview of signal format in IEEE802.11a physical layer are given. In Section 3, fre-
quency offset synchronization, symbol timing synchronization and sampling clock 
offset synchronization about synchronization problems as a transmission technique in 
OFDM systems are observed. Section 4, simulation and design results of proposed 
methods about the algorithm of symbol timing recovery, frequency offset using the 
PLCP preamble and sampling clock offset using the cyclic prefix is observed.  

2   Signal Format in IEEE802.11a Physical Layer 

It is required for the physical layer of wireless LAN to be robust, maintaining the QoS at 
even high-speed data rate, under the indoor multi-path fading environments. When high 
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rate symbols are transmitted in OFDM system, the symbol duration is increased in IFFT 
block. As a result, the OFDM signal is affected less by delay spreads and ISI under the 
frequency selective fading channel, because of the longer symbol duration. The data rate 
can be changed into 6, 9, 12, 18, 24, 36, 48, 54Mbps and the modulation method is used 
as BPSK, QPSK, 16-QAM, 64-QAM in each sub-carrier and the FEC is employed as 
1/2, 2/3, 3/4 convolutional coding. 64-point IFFT, FFT per one frame in signal part are 
carried out and the cyclic prefix is added as a guard interval, which can be used in the 
frequency domain equalizer for compensating the degrading due to fading channel. The 
short training symbol and long training symbol for signal detection, automatic gain 
control, frequency offset estimation, and channel estimation are ahead of data frames. 

3   The Receiving Environment of OFDM  

Problems of synchronization that can be considered in the OFDM systems are divided 
into timing synchronization and frequency synchronization. 

(A) Frequency synchronization 
Frequency synchronization is to maintain the coherency of RF sub-carrier frequency 
between the transmitter and the receiver, and if there is the frequency offset, the shift 
of frequency happens in the frequency spectrum of a received signal, and it let or-
thogonality of sub-carrier disappear. Thus two serious impacts on FFT output is pre-
sented. That is, 
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In this part, 
kX , 

kY , 
kH  is the transmitted signal, the received signal and the channel 

transfer function for k-th sub-carrier respectively. The ε  as the normalized frequency 
offset is defined as the rate of actual frequency offset per the distance of frequency 
between sub-carriers. The frequency offset can be cause of reducing the size of signal, 
phase rotation, and interfering with inter sub-carriers. The third item presents the effect 
by AWGN.     

(B) Timing Synchronization 
The timing synchronization comes from uncertainty in the two views. First, it consists in 
restoration of location in symbol window for parallel processing of the accurate signal, 
as we cannot know the arrival time of OFDM symbol, and the restoration of sampling 
clock that controls sampling clock of analog to digital converter (ADC), in order to 
sample the location of the most SNR.  

The inaccurate symbol timing can cause inter-symbol interference (ISI) and degrade 
the performance of OFDM systems [3]. The sampling clock frequency error can cause 
inter-carrier interference (ICI) [4]. Furthermore, the sampling clock frequency error can 
cause a drift in the symbol timing and further worsen ISI. For instance, if the sampling 
clock specification is 10 parts per million (ppm) and the sampling frequency is 5 MHz, 
then the clock has a drift of about 50 samples per second. Thus, sampling clock syn-
chronization is also an important issue that needs to be addressed in OFDM systems [1]. 
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4   Acquisition Methods of Synchronization  

OFDM systems have to carry out the synchronization in the first stage of system. For 
the synchronization of the receiver, PLCP preamble is transmitted before transmitting 
data. PLCP preambles consist of ten short training sequences and two long training 
sequences.  

(A) Acquisition technique of frequency offset 
In this paper, the method that carries out simultaneously the estimation and compen-
sation of the frequency offset, after a quick signal detection is proposed. The signal 
detection is designed by cross correlation using short training sequence. A large H/W 
size is necessary in the cross correlation. Total thirty two multipliers must be used. 
But, because of the symmetry of the short training sequence, the broadcast structure 
instead of direct form and also the shift and adder scheme make the H/W size reduced 
80% less than the direct form.  

Figure 1 shows the simulation of the cross correlation in case of data of 8 bit and 
12 bit quantization of the multiplier output under the SNR=7dB, 1=ε  and multi-path 
fading of indoor. Figure 2 shows case of 2=ε . And Figure 3 shows the design of 
signal detection.  

                           Fig. 1. ( 1=ε )                                                  Fig. 2.  ( 2=ε ) 
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Fig. 3. Signal detection 
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In general, the coarse frequency offset is estimated using short training sequence in 
the first stage of system and the fine frequency offset is estimated using long training 
sequence. The general algorithm of frequency-offset estimation is as follows. 
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In the case of the coarse frequency offset estimation, after the 32 clocks, the first 

estimation value can be obtained. If the estimation and the compensation are carried 
out simultaneously by the lookup table that the compensation value corresponding to 
the output of the divider is stored, after the 16 clocks, the second estimation value can 
be obtained. Therefore, if the signal detection is carried out quickly, the frequency 
offset can be estimated many times. Figure 4 shows the design of frequency offset 
estimator and compensator. 

Figure 5 shows the simulation of the frequency-offset estimation and compensation 
after the four times iteration. In the case of the coarse frequency offset estimation and 
compensation, the processing speed of the divider is important. In order to reduce the 
processing speed of the divider, only the integer part of θ  is considered. After quan-
tizing tanθ  corresponding toθ , in the case of the coarse frequency offset estimation, 
if three times shift and subtraction using the four bit from MSB are carried out, the θ  
can be estimated quickly. 

Fig. 4. Frequency offset estimator 
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Also, In the case of the fine frequency offset estimation, using the six bit from 
MSB, the more accurate frequency offset can be estimated. Figure 6 shows the algo-
rithm of the divider used in the fine frequency offset.  

 

Fig. 5. Compensation values 

 
(B) Acquisition technique of symbol timing 
The symbol timing synchronization using the PLCP preamble must be estimated be-
fore the long training sequence, because of the channel estimation and the frequency 
offset estimation using the long training sequence. 

 

Fig. 6. The algorithm of the divider 
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can also be reduced efficiently. Figure 7 shows the simulation of the cross correlation 
in case of data of eight bit and twelve bit quantization of the multiplier output under 
the SNR=7dB, ε =0.5 and no fading. Figure 8 shows the case of the multi-path fading 
of indoor. Figure 9 shows the algorithm of the symbol timing synchronizer.  

    Fig. 7. No fading                                        Fig. 8. Fading 

 
(C) Acquisition technique of sampling clock offset 
Sampling clock adjustment is the function of maintaining the optimal sampling tim-
ing. If the sampling clock offset happens, the skip and duplicate of the symbol occur, 
so that it results in additional symbol timing offset. 
 

Fig. 9. The symbol timing synchronizer 
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( )1161162121),( kkkkkkkkskip CCCCCCCCPXCP ⋅−⋅<⋅−⋅==                       (5) 

( )16151615148116),( 1 kkkkkkkkdu CCCCCXCCPXCP ⋅−⋅>⋅−⋅== −
                 (6) 

 
Where, ),( XCP : the probability, k : the frame of k - th, C : the cyclic prefix, X : 

the valid symbol, XC ⋅ : the sampling symbol between the symbol C and the symbol 
X . In case of the skip, ),( XCPskip

is above ),( XCPduplicate
, and in case of the dupli-

cate, ),( XCPskip
 is below ),( XCPduplicate

. For the large ppm, after the over sampling, 

using the sum of the on time clock sample and late clock sample, and the sum of the 
on time clock sample and early clock sample, the number of sample can be increased. 
First of all, after the absolute value of the subtraction is obtained. Secondly, after 
comparing of the size, as estimating sum of counting value, the skip and duplicate 
phenomenon of sampling clock offset can be estimated. 

Figure 10 and Figure 11 shows the simulation of the skip in the case of 20 ppm. 
Figure 12 and Figure 13 shows the simulation of the skip in the case of 100 ppm. The 
threshold of the sampling clock offset is determined by dint of the worst case. Figure 
14 shows the synchronization block model. After signal detection is carried out using 
short training sequence, firstly, short frequency offset, secondly, long frequency offset 
and lastly sampling clock offset is estimated by the control signal of the synchronizer. 
 
(D) Channel environment and design 
In this paper, the Eb/N0 of 7dB, -2<ε <2 and the multi-path fading channel are as-
sumed. Furthermore, the multi-path fading channel of indoor environment with 20 
path and Jakes model that maximum Doppler frequency is 24Hz are used. For per-
formance analysis, two EPF10K100ARC240-3 devices of Altera Corporation are 
used. The total usage of gates is 90%. 

                        Fig. 10. On time + late                                     Fig. 11. On time + early 
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   Fig. 12. On time + late                             Fig. 13. On time + early  

Fig. 14. The Synchronization block model 

5   Conclusions 

In this paper, the efficient design technique of symbol timing and frequency offset for 
an IEEE 802.11a high speed wireless LAN modem and the sampling clock offset 
acquisition algorithm for an OFDM systems with the cyclic prefix is proposed. It is 
demonstrated that the proposed method improves the efficiency of the H/W design. 
Furthermore, in the case of the algorithm of sampling clock offset, this method makes 
it possible to adjust the optimum sample point and can be used in every communica-
tion system with the copied cyclic prefix. 
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Abstract. In this paper, we propose an automatic subtraction radiography algo-
rithm for detection of periodontal disease in dental radiography. For these goals, 
this paper proposes the method of an automatic image alignment and detection 
of minute changes, to overcome defects in the conventional subtraction radiog-
raphy by image processing technique, that is necessary for getting subtraction 
image and ROI(Region Of Interest) focused on a selection method using the 
structure features in target images. Therefore, we use these methods because 
they give accuracy, consistency and objective information or data to results. In 
result, easily and visually we can identify minute differences in the affected 
parts whether they have problems or not, and use application system in a real-
time internet environment. 

1   Introduction 

Recently it is possible to a digital x-ray image because of a development of x-ray 
image sensor, so a study of analysis a digital x-ray image and a diagnostic method is 
progressing[1]. The one of theses study is a subtraction to detect minute changes in a 
sequential radiography. The subtraction radiography to detect minute changes in a 
series of dental radiography refers to a method where two dental x-ray images take at 
some intervals and overlapped with each other shows a difference between the two 
images, serving as a standard of judgment for some cures and diagnoses of almost all 
dental disease[2-4]. 

The dental x-ray subtraction radiography contributes to quickly detecting and cop-
ing with changes in surrounding bony tissues affected by teeth. But, so far, almost all 
such works have been manually handled with a use of reference film, which would 
result in a lack of accuracy, consistency and objectivity in their results. And recently 
digital x-ray image is generally used, so studies of digital x-ray subtraction radiogra-
phy needs[5-7]. 

 
* Corresponding author ; Oksam Chae. 
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There are three types of methods concerning the works; one is a use of reference 
film with cross stripes, which is selected reference points by user and then it is fol-
lowed by the manual subtraction using the selected points[8-9]. Another is the sub-
traction after image alignment using edge detection by edge operator[10-11], and the 
other is to measure a bone loss of teeth by a probe and digitalizes it[12]. 

In the case of the former method using reference film, however, its simple subtrac-
tion of the whole x-ray image could lead to difference information due to some 
movements during acquisition the image or other status of the x-ray equipments. And 
in the case of the method using edge operator, as had appeared to solve such prob-
lems, processes transformation on the whole image to minimize a difference of edge 
information after edge detection, but it has a lot of processing time and perform image 
alignment covering the orientation of the image alone so that its position and defor-
mation, and the subtraction of the whole image only after the alignment could result 
in its detection of difference information more from errors than from real minute 
changes. Specially, it has high error information because the ROIs segment in manu-
ally. In the final case of the method using a probe, it is a usually method but result in a 
lack of accuracy, consistency and objectivity due to each tooth measures a bone loss 
using a probe by user. 

In this paper to overcome those problems, a structural analysis of tooth is used to 
segment the region of interests(ROI) on which edge-based matching in the image 
alignment is worked upon for its automatic subtraction and the resulting accurate 
segmentation. 

2   Automatic Subtraction Radiography Algorithm 

Proposed in this study is an algorithm to quickly and automatically detect minute 
changes in surrounding bony tissues of teeth and to recognize pieces of structural 
information on the tooth. But a matching on the target of the whole image has a lack 
of accuracy due to change input environment and it is so difficult that determines an 
optimal threshold value. 

To solve these problem, this study propose that the derived ROI is used to more 
quickly and precisely process matching and generate relating difference images. Also, 
considering characteristics that concern minute changes, it predicts their location and 
marginal region to recognize the ROI and then to display only difference information 
about the relating region.  

After two x-ray images are input, the following procedure is gone through as 
shown in Fig.1. 

2.1   Teeth Contours and Lines Detection 

The important region in the digital images from the x-ray dental radiography is the 
surroundings of the gingiva. So, information about its starting point can be search for 
based on the lines that include information about the range of either side of the giniva 
between teeth.  
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Teeth contours detection is not difficult because it has high intensity in dental ra-
diography, relatively. The lines can be detected as follows; First, it is to detect accu-
racy teeth edges by canny edge detection algorithm[14] in dental radiography. De-
tected edges structure the unit of segments and the independent object having 
relation information between each segments as shown Fig.2. So, using structured 
edge information removes a noise edge and a small edge segments, and it can 
improve the performance[15]. 

Fig. 1. The proposed algorithm 

Point Segment Vertex

Geometricinheritance
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Fig. 2. Structure of edge class 

Then, the edge information detected on the x-ray images, it is to detect the con-
tours of teeth left-right only as shown in Fig.3 (b), using gradient direction and 
edge segments information, which include edge information as edge segments. 
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And it can detect teeth lines using the line fitting algorithm[16] at the contours as 
shown in Fig.3 (c). 

 

 
(a) teeth image (b) teeth contours (c) teeth lines detection 

Fig. 3. Teeth contours and lines detection 

2.2   Segments ROI 

It is so difficult that the conventional methods using a global threshold value are de-
tecting change regions because pixel values surrounding staring the gingiva in the x-
ray images have minute changes. So, in this paper proposed summation method to get 
region information increasing minute differences. The main purpose of summation 
method is to get ROI having a starting point of the gingiva and to get more reliable 
results, it is performed the summation method according to rotation angle if images 
are rotated. 

 

 
(a) Initial ROI position 

 
(b) The initial ROI 

 
(c) segments ROIs 

Fig. 4. Segments initial ROI 

In this study, after the middle line between the teeth, the right line, as shown in 
Fig.4 (a) has been searched for, the values of the pixels of the position corresponding 
to the line intersecting itself with the middle line at right angles are accumulated. And 
then, there comes to smooth what is less than their accumulative average, showing 
that the accumulative value increases at the starting point of the gingiva. An ROI can 
be obtained with the point set as a starting point of the gingival as shown in Fig.4 (b). 
If those processes are applied to each teeth of the two x-ray images, all the ROI can 
be obtained as shown in Fig.4 (c). 
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2.3   ROIs Alignment 

The purpose of ROIs alignment is to match with accuracy between two x-ray images 
to get with some intervals. It is the important process to get the reliable difference 
information. 

In this paper uses the computed contours and lines information of the teeth images. 
As the information provides orientation and position information of the teeth, the 
processing time of the alignment can decreased a lot. To reduce processing time, in 
this paper, it is that used the GHT(General Hough Transform) for an arbitrary object 
detection[5] using the computed orientation and position information of teeth. Edges 
are to get in the ROI of the first image to make a reference pattern while matching is 
processing on the second image using the GHT, when limiting an extent of the accu-
mulator to the computation location and direction, and using the error range of the 
computed value enables its processing time to be lessened, elevating its accuracy. 

The method has great advantage of search for the position, even if it was some dif-
ference between the model and the matching model or lost some information of the 
matching model. 

2.4   Display of Difference Information of the ROIs Only 

After the alignment of the ROI in the two images segmented by a structural analysis, 
a difference image is generated to show the difference between the ROIs only in two 
images. The difference image is as follows equation (1); 

|),(),(|),( 21 INPUTINPUTROI yxROIyxROIyxsub −=  (1) 

Where ),( yx refers to each coordinate in a x-ray image, and ),( yxROI means 

the ROI segmented from the input images, the first and the second image, respec-
tively. 

Because the region infected by bone loss around tooth projects itself as dark on the 
x-ray image, a region with some change displays its minute changes on the difference 
image. So, a local threshold value should be computed to segment the gingiva from 
the background based on the information about approximate gingival boundary ob-
tained through analysis of the structure of teeth. The value is applied to the difference 
image of ROIs as shown in equation (2) for the thresholding. 

≤
>
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iROI

iROI
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i                                  (2) 

Where )y,x(subROI  refers to a difference image from the i th ROI while iT  

and ),( yxg  means a computed i th local threshold value and a threshold image, 

respectively. 
The segmented region of bone loss is labeled to compute its area and perimeter 

which are numerically displayed.  
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3   Performance Analysis 

The proposed algorithm has been implemented under such the environment as is sup-
ported by Pentium IV 2.0GHz, RAM 512M, Visual C++ 6.0TM and Microsoft Win-
dows 2000 TM, in usually. The algorithm has been developed with the internal function 
of MTES[17], an image processing algorithm development tool. 

The algorithm is such method as is detected and recognized quickly minute 
changes of bone loss surrounding teeth based on subtraction radiography. But the 
conventional methods, the focus of the whole image, are reduced an accuracy because 
of a change of the input environments and so difficult that determine an optimal 
threshold value. 

The test results of the algorithm to the x-ray images from six dental patients 
showed that the proposed algorithm was efficient enough to serve as real-time system 
as shown in Table.1. 

Table 1. The result of performance 

Dental patients P1 P2 P3 P4 P5 P6 P7 P8 

Image size (8b) 450 670 450 670 450 670 450 670 450 670 450 670 450 670 450 670 

Processing time 
(second) 1.612 1.804 2.015 2.317 1.914 1.962 2.212 2.003 

general average 
(second) 1.980 

Table.2 is a test result of image alignment using RMS(Root Mean Square Differ-
ence) as shown in equation (3) compares the conventional methods, a subtraction 
method using reference film[9] and an image alignment method using edge opera-
tor[11], with the proposed algorithm.  

M

)II(

RMS

M

1j

22
j

1
j

=

−
=  

(3) 

Where I refers to the j th ROI image and M  means total pixels in image. Then, 
perfect alignment equals 0. 

The proposed algorithm could align of teeth accurately compared with the existing 
methods as shown in Table.2. 

The proposed algorithm could detect difference of teeth bony tissue accurately 
compared with the existing methods as shown in Table.3. 
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The reason why the algorithm as proposed in Table.2 and Table.3 showed a rela-
tively high level of success rate is that it focuses only the ROI to use a local threshold 
value and to exactly segment changes in surrounding dental bony tissues alone, com-
pared with the existing methods which detect a change in around noises more greatly 
than as they are, using a general matching and global threshold value. 

Table 2. Comparisons alignment of the existing methods with the proposed algorithm 

Patients The proposed 
method 

A subtraction 
method[9] 

Image alignment 
method[11] 

P1 3.17 16.28 17.78 

P2 5.32 15.69 18.49 

P3 3.06 15.46 18.74 

P4 4.14 15.81 18.34 

P5 4.62 17.24 17.96 

P6 3.84 16.62 19.28 

P7 2.94 16.51 19.72 

P8 3.26 17.43 18.46 

average 3.79 16.38 18.60 

Table 3. Comparisons detection of the existing methods with the proposed algorithm 

algorithms 
rate 

The proposed algo-
rithm 

A subtraction 
method[9] 

Image alignment 
method[11] 

bone loss exist not exist exist not exist exist 
not 

exist 

Successful  
detection 
rate(%) 

99.7 98.9 23.1 11.6 72.4 63.8 

Error  
detection 
rate(%) 

0.3 1.1 76.9 88.4 27.6 36.2 

General  
success rate(%) 99.3 17.35 68.1 

Successful detection rate = (the number of detected regional pixels of the region with bone loss / the num-
ber of the whole detected regional pixels)  100 

Error detection rate = (the number of detected regional pixels of the region without bone loss / the number 
of the whole detected regional pixels)  100 

General success rate = (Successful detection rate + Error detection rate) / 2 
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4   Conclusion 

This study proposed the automatic subtraction radiography algorithm of a medical 
image processing to detect minute changes of bony tissue surrounding teeth. The 
proposed algorithm segments the ROI by structural analysis of teeth, and it solves the 
problem of the conventional methods, such as include difference information resulting 
from the erroneously directed projection of x-ray equipments and others.  

The result showed that can segment the minute changes of bony tissue surrounding 
teeth and the affected region only, and solved the problem in the whole matching. 
And it showed the result of objectivity and accuracy, also. 

For its more reliable results, the future works should do upon some experiments 
and corrections based upon a variety of data so that it could consider changeable vari-
ables depending upon thins and make a structure of the whole system to serve internet 
services. 
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Abstract. In the W-CDMA network authentication, three nodes, the Mobile 
Station (MS), the VLR/SGSN, and the HE/HLR are involved. We propose an-
other protocol which use public key in VLR/SGSN-HE/HLR link except for 
MS-VLR/SGSN link. W-CDMA network authentication procedure consists of 
two-stage. One is MS- Visitor Location Register (VLR)/SGSN link and the 
other is VLR/SGSN-HE/HLR link. Since VLR/SGSN link is based on implicit 
trust model, there exist security threats. To complement the threat, we propose 
two protocols using asymmetric key. First protocol uses asymmetric key in MS, 
VLR/SGSN, and MS. Second protocol uses secret key in MS-VLR/SGSN link, 
and public key in VLR/SGSN-HE/HLR link. 

1   Introduction 

The first generation mobile communication system had little security methods to 
protect users. The second generation mobile communication system such as GSM, IS-
95 CDMA made a partial improvement including confidentiality. In spite of these 
improvements, there left many weak points in 2G system. With the advent of 3G 
systems, an effort to make consistent security architecture is being progressed based 
on several threats. 

The technical specification of W-CDMA networks has been developed by 3GPP. 
The W-CDMA security architecture which is based on 2G security architecture has 
various new security features. In W-CDMA network security architecture, User 
Equipment (UE) can authenticate Serving Network (SN) and integrity function of 
signaling data is added. Using 128 bit key, the confidentiality of mobile data is 
strengthened [1, 2, 3].  

The Authentication and Key Agreement (AKA) consists of two stages in W-
CDMA networks. Authentication procedure involves three elements: MS,  
VLR/SGSN, Home Location Register (HLR)/AuC. In first stage, Authentication Vec-
tor (AV) is transferred from the Home Environment (HE) to the Serving Network 
(SN). The second stage is where the SGSN/VLR performs the challenge-response 
procedure between the USIM and the SGSN/VLR. The authentication procedure 
between USIM and the SGSN/VLR is based on the long term preshared secret key K 
(e.g., 128 bit). The master key K is stored in the AuC/HLR as well as UICC/USIM. 
To maintain security, it is important that the master key must not be exposed.  
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But the two stages AKA procedure assumes implicit trust model. The two stages 
AKA require a level of trust between the roaming partners with respect to handling 
foreign subscribers. This is persuasive in an environment where a few telephone op-
erators had a monopoly on all telecommunication operators. But this is not effective 
when there is various telephone operators exist.  

The description of this paper is as follows. In Section 2, we discuss the W-CDMA 
networks authentication scheme. In Section 3, we make some proposals to enhance 
authentication scheme using asymmetric key. Also the analysis of proposed protocol 
is given in Section 4. In the final section, the conclusion and some direction for fur-
ther research are mentioned.  

2 Related Work  

Fig. 1 gives an overview of the complete 3G security architecture developed by 
3GPP. Five security feature groups are defined. Each of these feature groups meets 
certain threats and accomplishes certain security objectives [3]. 

 

Fig. 1. Overview of the security architecture 

– Network access security: the set of security features that provide users with se-
cure access to 3G services, and which in particular protect against attacks on 
the (radio) access link.  

– Network domain security: the set of security features that enable nodes in the 
provider domain to securely exchange signaling data, and protect against at-
tacks on the networks.  

– User domain security: the set of security features that secure access to mobile 
stations.  

– Application domain security: the set of security features that enable applica-
tions in the user and in the provider domain.  

– Visibility and configurability of security: the set of features that enables the 
user to inform himself whether a security feature is in operation or not and 
whether the use and provision of services should depend on the security feature.  
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2.1   Identification of User  

The principal user identity is the International Mobile Subscriber (IMSI) number in 
Fig. 2. The IMSI number is not the subscriber number. IMSI number is used for sys-
tem internal identification and routing.  If the permanent identity IMSI is visible over-
the-air interface, this is undesirable since it can be used for tracking location of user. 
To solve the problem, a Temporary Mobile Subscriber Identity (TMSI) is used on the 
radio access link. The TMSI, when available, is normally used to identify the user on 
the radio access path, for instance in paging requests, location update requests, attach 
requests, service requests, connection re-establishment requests and detach requests. 
Since there is no apparent relationship between IMSI and TMSI, the use of TMSI 
provides identity and location confidentiality. 

 

 
Fig. 2. The structure of IMSI 

2.2   Authentication and Key Management 

The authentication mechanism achieves mutual authentication by the user and the 
network showing knowledge of a secret key K which is shared between and avail-
able only to the USIM and the AuC in the user's HE. In addition the USIM and the 
HE keep track of counters SQNMS and SQNHE respectively to support network 
authentication. The sequence number SQNHE is an individual counter for each user 
and the sequence number SQNMS denotes the highest sequence number the USIM 
has accepted. 

This mechanism has maximum compatibility with the current GSM security archi-
tecture and facilitates migration from GSM to W-CDMA. The method is composed of 
a challenge/response protocol identical to the GSM subscriber authentication and key 
establishment protocol. 

An overview of the mechanism is shown in Figure 3. Upon receipt of a request 
from the VLR/SGSN, the HE/AuC sends an ordered array of n authentication vectors 
(i.e., the equivalent of a GSM "triplet") to the VLR/SGSN. The authentication vectors 
are ordered based on sequence number. Each authentication vector consists of the 
following components: a random number RAND, an expected response XRES, a 
cipher key CK, an integrity key IK and an authentication token AUTN. Each authen-
tication vector is good for one authentication and key agreement between the 
VLR/SGSN and the USIM.  
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Fig. 3. Authentication and key agreement 

When the VLR/SGSN initiates an authentication and key agreement, it selects the 
next authentication vector from the ordered array and sends the parameters RAND and 
AUTN to the user. Authentication vectors in a particular node are used on a first-in / 
first-out basis. The USIM checks whether AUTN can be accepted and, if so, produces a 
response RES which is sent back to the VLR/SGSN. The USIM also computes CK and 
IK. The VLR/SGSN compares the received RES with XRES. If they match, the 
VLR/SGSN considers the authentication and key agreement exchange to be success-
fully completed. The established keys CK and IK will then be transferred by the USIM 
and the VLR/SGSN to the entities which perform ciphering and integrity function.  

VLR/SGSN can offer secure service even when HE/AuC links are unavailable by 
allowing them to use previously derived cipher and integrity keys for a user so that a 
secure connection can still be set up without the need for an authentication and key 
agreement. Authentication is in that case based on a shared integrity key, by means of 
data integrity protection of signaling messages. 

3   Proposed Protocol 

The two-staged AKA approach implicitly assumes a trust model in which the roaming 
partners must trust each other. This can be effective for distributed processing and 
load sharing. But the absence of global AKA procedure can be drawback of this sys-
tem. Although the processing time of global AKA procedure affect call set-up time, 
an improved mechanism is necessary for security. 
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3.1   Authentication Mechanism Using Asymmetric Key 

The MS, VLR, and HLR use the pair of public and private key for authentication and 
key agreement. The notation used here are as follows: 

 
- PUMS: public key of MS       - PRMS: private key of MS  
 
- PUVLR: public key of VLR    - PRVLR: private key of VLR  
 
- PUHLR: public key of HLR    - PRHLR: private key of HLR. 

 
VLR/SGSN transmits authentication data request to HE/HLR for acquiring the in-

formation of authentication and key agreement. This message is encrypted by HLR's 
public key. After HLR decrypts this message by its private key, HLR generates key 
information such as CK, IK, and RAND which is used by MS. HLR transmits the 
generated key information and MS's private key to the MS after encrypting with 
HLR's private key.  

VLR encrypts the received key information (i.e., CK, IK, and RAND) with public 
key of MS and transfers to MS. The MS decrypts the received message with its pri-
vate key. The CK is used for data encryption and the IK is used for integrity of signal-
ing information. The MS encrypts RAND with its private key and sends to the VLR 
an acknowledgement message. This procedure is shown in Figure 4.  

 

 

Fig. 4. Authentication using asymmetric key 

3.2   Authentication Using Asymmetric Key and Symmetric Key 

In authentication process node, the MS-VLR/SGSN link uses symmetric secret key 
and VLR/SGSN-HE/HLR link uses symmetric key. 
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Fig. 5. Authentication using asymmetric key and symmetric key 

VLR sends authentication data request to the HLR for acquiring the information of 
authentication and key agreement. This message is encrypted with HLR's public key. 
After the HLR decrypts this message with HLR's private key, HLR generates authen-
tication vector (AV) which will be used by MS. The HLR sends the generated key 
information and AV to the VLR encrypting with HLR's private key.  

The VLR retrieves RAND and AUTN from the received key information and sends 
RAND and AUTN to the MS. The USIM checks AUTN and generates RES if it can 
be accepted. Also the USIM generates CK and IK. The USIM sends RES to 
VLR/SGSN. The VLR/SGSN compares the received RES with previously stored 
XRES. If two values are consistent, VLR/SGSN decides that the authentication and 
key agreements are successfully completed. The established CK and IK are used for 
confidentiality and integrity. This proposed procedure is shown in Figure 5.  

3.3   Identifying the Attack Methods 

Having identified the assets to be protected and the threat agents which may be the 
subject of attack, the next step is to identify the possible attack methods which could 
lead to a compromise of the assets.  

This will be based on what is known regarding the TOE security environment. 
There is a very important thing must be considered. If you want to consider all attack 
methods already known, maybe it is impossible because the attack methods are too 
various and created or found everyday. Therefore, if you want to describe the threats 
about the TCP/IP, should use the phrase not flooding, spoofing or DoS but ‘TCP/IP 
vulnerabilities already known’. 

4   Performance Analysis 

4.1   Analysis of Security 

(1) Authentication 
The proposed two protocols authenticate user and network using RAND. In the first 
protocol which uses asymmetric key, HE/HLR sends RAND to VLR/SGSN. Only the 
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VLR/SGSN can decrypt the received message which is encrypted with PUVLR. 
VLR/SGSN sends RAND to MS. Since user authentication request message is en-
crypted with PUMS, only intended MS can decrypt the received message. 
VLR/SGSN sends RAND to MS. After the VLR/SGSN receives RES through user 
authentication message, VLR/SGSN compares RES with previously stored XRES. If 
two values are matched, the VLR/SGSN can authenticate the MS. 

In second protocol, MS receives RAND and AUTN through user authentication re-
quest. If the MS computes XMAC, VLR/SGSN compares XMAC and MAC in 
AUTN. If two values are match, the MS can authenticate network. VLR/SGSN re-
ceives RES using user authentication response message. VLR/SGSN compares RES 
with expected response XRES. If they are equal, VLR/SGSN can authenticate MS. 

(2) Confidentiality 
In first proposed protocol, we use asymmetric protocol. Due to the slow speed of 
public key, it is inefficient to use public key in data encryption. We use public key for 
authentication and key agreement. The distributed session key is used for data encryp-
tion. 

In second protocol, session key CK is used for data encryption. Session key CK is 
generated in HE/HLR and transferred to user. The f8 function is used for encryption. 
Both protocols guarantee confidentiality with session key. 

(3) Integrity 
Integrity Key (IK) is distributed during authentication and key agreement procedure. 
The f9 function is used for data integrity. Comparing MAC of sender and receiver, 
integrity can be guaranteed. 

The first protocol can implement authentication procedure simply applying asym-
metric key. But public key must be distributed to VLR/SGSN, HE/HLR and MS. Also 
use of public key in MS can be a load due to the slow data rates it can offer.  

In second protocol, since MS-VLR/SGSN link uses symmetric key, processing 
overhead is not loaded to MS. Because only VLR/SGSN-HLR/HE link uses symmet-
ric key, management of public key is relatively easy. Both protocol uses session key 
when encryption and decryption are executed. The processing time for confidentiality 
and integrity is equal to both protocols. 

5   Conclusions 

This paper applied asymmetric key to the W-CDMA authentication and key agree-
ment procedure. This improves the problem of existing authentication scheme which 
is based on trust of VLR/SGSN and HE/HLR. But the use of public key in the MS has 
some problems. Because the processing speed of public key is lower than secret key, 
the use of public key may burden to MS. Although modern smart cards are capable of 
executing public key algorithm, user faces the extra cost of more expensive smart 
cards and slightly higher computational delay.  

But this problem will be solved near future by the enhancement of smart card, the 
continual decline of smart card price, and the development of fast public key algorithm, 
etc. And the use of public key in MS would be very useful for e-commerce purpose.  
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Since the processing of public key in MS has some burden today, we propose an-
other protocol which use public key in VLR/SGSN-HE/HLR link except for MS-
VLR/SGSN link. This protocol can be used until user's terminal has enough process-
ing capability. 
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Abstract. In this paper, we simply present a memory reused multiplication im-
plementation. This scheme could efficiently reduce the number of computations 
for cryptography system or other computation algorithms. 

1   Introduction 

To protect the information, Shannon suggested two encryption concepts for frustrat-
ing the statistical endeavors of the cryptanalyst. He termed these encryption  
transformations confusion and diffusion. Confusion involves substitutions and com-
putations that render the final relationship between the key and cipher-text as  
complex as possible [1, 2]. This makes it difficult to utilize a statistical analysis to 
narrow the search to a particular subset of the key variable space. Confusion ensures 
that the majority of the key is needed to decrypt even very short sequences of cipher-
text. Diffusion involves transformations that smooth out the statistical differences  
between characters and between character combinations. For example, in the typical 
cryptography systems (e.g. DES and RSA algorithm), the multiplications over field 
are widely used in puzzles [3, 4]. In those cryptography algorithms, the implementa-
tion of the multiplications is very complex following the increase of the number and 
security. Therefore, in this paper, we present a simple modified multiplications im-
plementation, and introduce a memory reuse scheme to build the cryptography  
system. 

2   Modified Multiplications Implementation 

In the field )( mqF , the multiplications of two elements could be represented by 

)()()( ααα BAZ ×=  
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=
1
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))((
m

i

i
i Ab αα   
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110 )(...)()( −

−+++= m
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and the primitive element α  is a root of the prime polynomial of the field )( mqF , q  

is prime. The prime polynomial of the field )( mqF  could be given as 
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To reduce the number of computation, we can easily modify the (1) by using the 
formula as below. 
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In this formula, we found that there is only one computation pattern, which is  
given as 

)()( αα AbK h+ ,  }2,...,1,0{ −∈ mh ,                 (4) 

 
and we can write a recursive function for )(αK as 

( )αααα )()()( 11 AbKK nmnn −−− += ,  }1,...,2,1{ −∈ mn ,          (5) 

 
where ααα )()( 10 AbK m−= . Thus the multiplication of two elements could be formed 

as 
)()()( ααα BAZ ×=  

                                        )()( 01 αα AbK m += − .                                                     (6) 

Therefore, the multiplications of two elements will be translated to a recursive cir-
cuit on the function αα )(A . By using (2), we can simply write that 
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Based on above mathematical model, the efficient implementation diagrams can be 
drawn as Fig.1 and Fig.2. The implementation of the basic unit of αα )(A  only need 

m  bit-wise multiplications and )1( −m  bit-wise additions, which saved )1( −m  bit-

wise additions from the directly form. Otherwise, as illustrated in the Fig.2, we im-
plement )(αZ  by using only one αα )(A  unit and the recursive functions, which 

could remarkably reduced m/(m-1) complexity of the directly calculation form. 
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Fig. 1. Unit of implementation of αα )(A  
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Fig. 2. Multiplication of two elements by using recursive function and the unit of αα )(A  

3   Memory Reused Multiplications Implementation 

Based on the modified unit of multiplications, we now present a novel memory reused 
multiplications implementation for the RSA algorithm over the Galois Field )2( mGF . 

The scheme developed by RSA makes use of an expression with exponentials [3, 4]. 
Plaintext is encrypted in blocks, with each block having a binary value less than some 
number n . That is, the block size must be less than or equal to )(log 2 n ; in practice, 

the block size is k  bits, where 122 +≤< kk n . Encryption and decryption are of the 
following form, for some plaintext block M  and cipher-text block C :  

                        nMC e mod=   

                nMnCM ded mod)(mod == .                                                       (8) 
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Both sender and receiver must know the value of n . The sender knows the value 
of e , and only the receiver knows the value of d . And we should set  

                        )(mod1 ned φ−≡ ,                         (9) 

where )(nφ is the Euler totient function. The implementation of the RSA algorithm is 

the mathematical model to calculate the multiplications of M . Now we define that   

eMMMMnMMMnM
ee

e ∗==⋅=
ΔΔ

....mod.....mod
,        (10) 

where  is the multiplications mod n . If given )...( 0121 eeeeee kkk −−= , a binary 

representation, we have 

( ) ( ) ( ) ( )02)12)....)22)12)(...( eMeMkeMkeMkeMeM ∗∗∗∗−∗∗−∗∗∗=∗ ,  

(11) 

where we force that 1=ke . Additionally, we set two memory units as  

         ( ) MMA 2∗=    Number of Multiplications = 2    

( ) AAB 22∗=     Number of Multiplications =3,           (12) 

 

where MM
Δ
=0 , MMM

Δ
=∗ 2 , and this multiplications of two elements could be 

realized by using the (6), and the modified diagram as shown in section 2 

Example: If )1011111011100111(=e  

The conventional algorithm needs   
( )

MMMM

MMMMMMMMeM

)2)2)2)2

)02)2)2)2)2)02)02)2)2)2)02(...

∗∗∗∗
∗∗∗∗∗∗∗∗∗∗∗=∗  

where the number of “ 2* ” is 15, and number of “ M ” is 11. Then total number of 
operation is  261115 =+ . 

Proposal: The binary representation could be modified as == )1011111011100111(e  

)010010( BBA , thus we can write  

( ) )2)2)2)2( 563 BBMAMeM ∗∗∗∗=∗  

thus the operation of this function is  

1915161113 =+++++++ .  

By adding the operations of the reused memories A, and B, we get  

24321919 =++=++ BA   (Total number of operations)  

As result, we save 2 operations from the conventional calculation. In general, if the 
length of e  is much longer, then the operations will be saved more. The implementa-
tion of the proposed computation can be drawn as Fig.3. 
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Fig. 3. The implementation of nM e mod  by using memories reused 

4   Conclusions 

This paper proposed a simple implementation, and the memories reused algorithm for 
multiplications in the cryptography systems. The contributions of this work will effi-
ciently improve the complexity of the encryption and decryption. Moreover, this algo-
rithm can be widely applied for communications and the number theory over finite 
fields to reduce the operations and computation time. 
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Abstract. This paper proposes information sharing scheme which is able to 
change information between Information Security Systems (ISS) with/without 
changing network topology of ISS. Because it is impossible to communicate di-
rectly between adjacent ISS in current hierarchical topology network, we sug-
gest a direct information sharing method using P2P technique based on JXTA. 
The advantage of this system can make direct communication among ISS with-
out change of hierarchical network topology. 

1   Introduction 

In the progress of information society, the whole world is connected by internet and 
the dependency of information system has been deepening. Therefore, intrusion inci-
dent frequency is getting higher and the main attack object of intrusion is unspecified 
information system rather than specified information system [1, 2]. 

A technique is needed that detects intrusions on the important system and responds 
with it quickly. However, it is not easy to correspond appropriately under the commu-
nication method of current intrusion detection systems [3, 4]. So, new intrusion corre-
sponding technique is needed, and for that reason, this study would like to show a 
communication method of intrusion detection system which is to inform the whole 
network when attacks occur. And the damages of information assets will be prevented 
more effectively through this method. 

2   Related Work 

2.1   Requirement for Network Construction Using P2P 

P2P (Peer-to-Peer) is a solution of communication schemes which are to share infor-
mation and resource services among multi devices. And it should enable to solve 
problems as follows [5]. 

• A method that one device knows the existence of the other one 
• A method that devices unites for the common interests 
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• A method that one device shows its own functions 
• A Information to identify the devices 
• A data exchanging method among devices 

The features of P2P are as follows. 

• It is a system based on interactions among peers. 
• It is a system which does not need services or resources from the central server. 
• It is a very flexible system on changes of network topology. 
• It is a system that can stand well on network environment which has non- deterministic 

topology. 
• It is easy to expand into a large scale of user. 

2.2   Information Sharing System Using JXTA 

Both current server/client architecture and hierarchical server architecture require a 
strong and stable server group for the user management. In this system environment, 
when there are more users, storage capacity and bandwidth must be increased with 
computing ability of central server. However, P2P system only depends on interac-
tions among peers because peers communicate with clients (other peers) without pass-
ing through central server. And it means that peers have to have both client function 
and server function for bidirectional communication. 

2.2.1   JXTA Framework 
JXTA is an abbreviation of juxtapose and it is a library of common functions that are 
needed to implement P2P system. It reduces ineffectiveness that each P2P system 
programmer has to develop his own networks and protocols. On the P2P network, 
there must be available some service while peers are connected [6]. 

JXTA is open protocol for P2P network. This protocol defines complex operations 
such as peer discovery, end point routing, connection binding, basic queries/replies 
message exchange and propagating network through rendezvous peer. JXTA network 
is consisted of components as shown in Fig.1 [7, 8]. 

Fig. 1. JXTA Framework 
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   Peer 
A peer is any networked device that implements one or more of the JXTA protocols.  
Each peer operates independently and asynchronously from all other peers, and is 
uniquely identified by a Peer ID. Peers publish one or more network interfaces for use 
with the JXTA protocols. Each published interface is advertised as a peer endpoint, 
which uniquely identifies the network interface. Peer endpoints are used by peers to 
establish direct point-to-point connections between two peers. 

   Peer group 
A peer group is a collection of peers that have agreed upon a common set of services. 
Peers self-organize into peer groups, each identified by a unique peer group ID. Peers 
may belong to more than one peer group simultaneously. By default, the first group 
that is instantiated is the Net Peer Group. All peers belong to the Net Peer Group. 
Peers may elect to join additional peer groups. The JXTA protocols describe how 
peers may publish, discover, join, and monitor peer groups; they do not dictate when 
or why peer groups are created. 

   Pipes 
JXTA peers use pipes to send messages to one another. Pipes are an asynchronous and 
unidirectional message transfer mechanism used for service communication. JXTA 
pipes can have endpoints that are connected to different peers at different times, or may 
not be connected at all. Pipes are virtual communication channels and may connect 
peers that do not have a direct physical link. In this case, one or more intermediary peer 
endpoints are used to relay messages between the two pipe endpoints. Pipes offer two 
modes of communication, point-to-point and propagate. 

A point-to-point pipe connects exactly two pipe endpoints together: an input pipe 
on one peer receives messages sent from the output pipe of another peer. A propagate 
pipe connects one output pipe to multiple input pipes. Messages flow from the output 
pipe (the propagation source) into the input pipes. All propagation is done within the 
scope of a peer group. That is, the output pipe and all input pipes must belong to the 
same peer group. 

   Messages 
A message is an object that is sent between JXTA peers; it is the basic unit of data 
exchange between peers. The JXTA protocols are specified as a set of messages ex-
changed between peers. There are two representations for messages: XML and binary. 
The JXTA J2SE platform binding uses a binary format envelop to encapsulate the 
message payload. Services can use the most appropriate format for that transport . 
Binary data may be encoded using a Base64 encoding scheme in the body of an XML 
message. 

The use of XML messages to define protocols allows many different kinds of peers 
to participate in a protocol. Because the data is tagged, each peer is free to implement 
the protocol in a manner best-suited to its abilities and role. If a peer only needs some 
subset of the message, the XML data tags enable that peer to identify the parts of the 
message that are of interest. 
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   Advertisements 
All JXTA network resources (such as peers, peer groups, pipes, and services) are 
represented by an advertisement. Advertisements are language-neutral metadata struc-
tures represented as XML documents. The JXTA protocols use advertisements to 
describe and publish the existence of peer resources. Peers discover resources by 
searching for their corresponding advertisements, and may cache any discovered 
advertisements locally. 

2.2.2 JXTA Software Architecture 
JXTA software architecture is shown in Fig.2. Main component of JXTA software is 
depicted as follows. 

 

Fig. 2. JXTA Software Architecture 

   Platform Layer (JXTA Core) 
The platform layer, also known as the JXTA core, encapsulates minimal and essential 
primitives that are common to P2P networking. It includes building blocks to enable 
key mechanisms for P2P applications, including discovery, transport (including fire-
wall handling), the creation of peers and peer groups, and associated security primi-
tives. 

   Services Layer 
The services layer includes network services that may not be absolutely necessary for 
a P2P network to operate, but are common or desirable in the P2P environment. Ex-
amples of network services include searching and indexing, directory, storage systems, 
file sharing, distributed file systems, resource aggregation and renting, protocol trans-
lation, authentication, and PKI (Public Key Infrastructure) services. 

   Applications Layer 
The applications layer includes implementation of integrated applications, such as 
P2P instant messaging, document and resource sharing, entertainment content man-
agement and delivery, P2P Email systems, distributed auction systems, and many 
others. The boundary between services and applications is not rigid. 
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3   System Design 

3.1   Prototype Design 

The present information protection system network has typical server/client architec-
ture. In this architecture, information sharing is impossible among intrusion detection 
system nodes. All information should transmit to the highest central server on the 
network. And also it is a structure that information needed every node starts from 
central server to terminal node as like an intrusion detection pattern. In hierarchical 
structure like this, each node can only have hierarchically dependent information in 
Fig. 3. 

 

Fig. 3.  Hierarchical Network of IDS 

This paper proposes a structure that communicates information among the inside 
nodes horizontally. This causes each node to interoperate organically like a system. 
This horizontal and organic relationship propagates intrusion detection results which 
are not offered by current independent systems to adjacent nodes. 

The advantage of this system can share attack-signature mutually regardless of ex-
istence of central server and it can be applied without adjustment on current network. 
Unlike Fig 3, ISS shares information among adjoining nodes directly in Fig 4. 

 

Fig. 4. Information Sharing System 
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3.2   Characteristics of Prototype 

The suggested system uses JXTA which is open P2P protocol and Java language, 
which makes it possible to port all platforms. 

The system designed for information sharing and automatic propagation among the 
nodes can apply to situations as follows. 

   Propagate intrusion information detected to whole network 
   Update and propagate the new detection rules to whole network 
   Presentation of information propagation method among intrusion detection sys-

tems 

A prototype for information sharing has functions as follows. 
   Management of sharing files in each peer 
   Client component that has a function which can query what is in the service. 
   Client GUI that shows file lists which are available to be used in each service 

instance of group. 
   Client component that requests and receives files form other peers 

A prototype network has a characteristic above and consists of 3 nodes and its op-
erating is as shown in Fig 5. 

Fig. 5. Operating Process of the System 

The characteristics of designed system are as follows. 
   It is possible to share information only if there is a peer in the network. 
  It can be operated through non-deterministic network topology that can be dis-

connected and does not reconnect peers anytime. 

4   Implementation 

In Fig.1, a part of snapshot of this system (agent), contents of each box are informa-
tion which is obtained from each IDS. Agents installed in each IDS show system 
information where agents are installed. Also, it shows that they achieve and bring 
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information of other IDS. In Fig.6, inside contents of dashed boxes are internal infor-
mation of current IDS and outside contents of dashed boxes are external information 
achieved form other IDS. 

As we mentioned above, it is impossible to achieve information of adjacent IDS or 
internal information of other IDS of the same network system which had a current 
hierarchical structure. As a result of adding P2P form by using JXTA suggested in 
this study, it is clear that nodes from the same network share all security attributes. 
The advantage of this system is that it does not change current network topology and 
makes each IDS communicate horizontally at the same time. This information sharing 
structure can apply current implemented IDS without structural changes. 

 

Fig. 6. Partial Snapshot of the System 

5   Conclusions 

The attacking trends on network have been intellectualized, decentralized and auto-
matized gradually. It makes the exact detection difficult and lowers the reliability on 
intrusion detection system. However, there are a lot of difficulties for intrusion detec-
tion systems based on current communication structure to deal actively with every 
attack. Therefore, it needs to study about the concept of effective and active commu-
nication structure for intrusion detection system. 

For the effective intrusion protection network construction, we have studied about 
an effective communication scheme among systems which are formed of existing 
intrusion detection system with hierarchical network structure. Current intrusion de-
tection systems with hierarchical network structures depend on central management 
method in order to propagate attack patterns detected by individual intrusion detection 
system. To improve this, this paper suggests the communication method of effective 
intrusion detection system network that keeps pure P2P characters and is linked with 
resources and file sharing method in the internet environment.  

When you apply this method to the network, it is possible to search file effectively 
using P2P and you can relocate node and sharing resources to adapt to distributed 
environment using this resource sharing function. Appling this relocation function, it 
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is possible to change current IDS and network to interactive systematic environment. 
Intrusion detection system network that applied this method is maintained by commu-
nicating pre-defined messages (intrusion detection pattern, rules, blocking addresses 
and so on) and offers expansion abilities and conveniences that P2P network has. And 
it is clear for network environment organized by this technique is more flexible and 
simple compared to current hierarchical structure. 

 This P2P application could be used on the internet environment in any area or on 
the intranet environment applied to special isolated circumstance. As the result, intru-
sion detection systems which operate on the base of current network topology would 
communicate directly and security information among systems would be propagated 
and offered with ease regardless of topology change. It would be expected that those 
would improve current hierarchical IDS network environment effectively and operate 
more effectively and efficiently against attacks. 
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Abstract. The UML activity diagram is useful to model business process and 
workflow for its suitability to present dynamic aspect of system. However, it is 
difficult to present precise semantics which is important in mobile workflow 
system with the guide provided by OMG to the UML activity diagram. This pa-
per suggests mobile workflow system modeling methodology by applying ASM 
semantics to the healthcare B2B after extending semantics to corresponding 
workflow system characteristics. To extend the action node timing, the timing 
element and the state element of the action node are added. Through the exact 
definition of formal semantics based on ASM the efficient   workflow modeling 
can surely be expected.  

1   Introduction 

Recently, In the field of information technology, remarkable change has been ob-
served in switch over from the data-driven information technology to the process-
driven information technology.  

The common core concept based on the process-driven information technology  is 
the business process. The workflow technology enables automation of process man-
agement [1, 2]. Unified Modeling Language (UML) is the only OMG standard nota-
tion for modeling software, among these notations, the UML Activity Diagram is 
well-known for describing dynamic behaviors of systems [3]. Activity diagram is 
applied efficiently for workflow modeling included in business process. Workflow 
modeling should be exploited    understandable, general and easy to work even for 
unprofessional person. The method of modeling must contain the formal meaning and 
analyzability.  

In this paper we provide the ASM semantics expression for mobile workflow mod-
eling based on UML activity diagram.  
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2   Related Work

In general, the workflow specification describes how the workflow system to do. 
Therefore, it is necessary to define the semantics of activity diagram and give the 
meaning of related workflow system.  

The research community tries to formalize UML activity diagram in various ways. 
The methods of expression for the semantics of activity diagram are OCL (Object 
Constraint Language) [8], pi-calculus [9], FSP(Finite State Processes) [4] and 
ASM(Abstract State Machine) [6].  

ASM adopted in this paper was presented ten years ago. Since then, ASM has been 
successfully used in specifying and verifying many software systems [10]. The ASM 
methodology has the following desirable characteristics of classical mathematical 
structure to describe states of a computation, thus, distinguishing ASM from informal 
methodologies. ASM uses extremely simple syntax to read and write for improved 
understanding. Although existing methods are useful in a specific domain, ASM 
maintains useful popularity in a wide variety of domains.  

Holding positive merits as mentioned in this paper, semantics for mobile workflow 
modeling activity diagram using ASM provides the definition of semantics with basic 
formalization.  

3   ASM Semantics Expression for Workflow Modeling  

3.1   Information Needed for Workflow Modeling  

The existing workflow systems are not suitable for modeling the timely category of 
systems and are not suitable for modeling modern business processes either. In par-
ticular, if these are to model interconnected real time asynchronous systems like mo-
bile environment one's modeling ability is required as followings. To exploit entire 
workflow models anticipated changes from the environment, exceptions, dynamic 
change, a quantum of workflow that can be chained to develop the full workflow 
model and timing factors should be modeled. A workflow model also can contain 
conditions or constraints because activities cannot be executed in an arbitrary way.  

Two types of conditions can be applied in a workflow model, these are pre-
conditions and post-conditions. Moreover, in a workflow modeling information 
should be associated with each activity.  

The information are required on who control over the activity through the assign-
ment of activities for qualified users or application function, on other activi-
ties required to complete the activity, on the input or output of the activity and on the 
data and control information required for task accomplishment. The necessary infor-
mation for workflow modeling is presented in the table 1 according to workflow 
characteristics.  
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Table 1. Workflow Elements and Definition 

Elements Definition 

Data Represents the data that will be used or produced in an action 

Conditions Represents the conditions of an action 

Resources Represents the resources  required for an action done 

Participants Represents employees who will do an action 

Action 
Represents piece of work, it enables manual action or automatic 

action 

Timing 
Represents time elements which involves time or deadline while 

accomplish the workflow action 

3.2   Expression of the ASM Semantics  

On the basis of the workflow elements and the definition as mentioned above, we 
tried to express the extended ASM semantics to extend the existing UML activity 
diagram.  

The existing action node is short of representation on the state of the action node, 
and could not express the timing element that is important in workflow system. 
Therefore, to extend the action node timing, the timing element and the state element 
of the action node are added. The expression of ASM semantics for extended action 
node is presented in the table 2. 

In the Table 2, action node are of form node (in, in_data, A, out, out_data, isDy-
namic, dynArgs, dynMult, action_type, time) where the parameter in and out denotes 
the incoming and outcoming arc, A an atomic action, isDynamic if A may be executed 
dynMult times in parallel, each time with an argument iL came from a set dynArgs of 
sequences of objects },...,{ 1 nLL .

Where the parameter out_data should be created after action node A accomplished.  
Where the parameter action_type presents either manual action or automatic action, if 
action_type is manual, the participant must be accompanied. Finally, the parameter 
time will be exited if time is exceeds the deadline.  

ASM semantics will be extended to meet the information required for the condi-
tioned element. The pre-conditions need to be satisfied so that an action can be en-
acted, and pre-conditions must be satisfied prior to action node. If the pre-conditions 
are existent, then pre-conditions are to be accomplished, and if the pre-conditions are 
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true, the out semantics will be activated. The expression of ASM semantics for ex-
tended pre-conditions node is presented in the table 3.  

Table 2. The Expression of ASM Semantics for Extended Action Node 

Table 3. The Expression of ASM Semantics for Extended Pre-condition Node 

Post-conditions are needed to be satisfied when its action finished. After the action 
was accomplished, the post-conditions are to be accomplished contingent to post-
conditions are existent, If post-conditions are true, they will provide the next action 
node accomplished. The expression of ASM semantics for extended post-conditions 
node is presented in the Table 4.  

Table 4. The Expression of ASM Semantics for Extended Post-condition Node 

Finally, resources node is required to do an action, that describes required machine, 
tool and device to accomplish the work. Resources node is considered as special ac-
tion node without parameters of initial node and final node.  
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4   Extension of the Activity Diagram in Mobile Workflow Modeling  

In the present step, activity diagram will be extended by applying the concepts of 
extended ASM semantics. The inscribed method for activity diagram notation of 
extended action node is presented in the Fig. 1.  

Fig. 1. Extended Nodes 

From the figure 1, to distinguish between the manual action type and the automatic 
action type, if the action type is manual, action node is filled with color  as shown in 
(a), and otherwise is not colored as in (b). Upper and down the rectangle parts present 
the input data needed by the action node and output data from the action node. Also 
the item of the timing element can be assigned for action attributes, and, the notation 
can be extended remarkably. The pre-condition and post-condition notation nodes are 
presented in the Fig. 1, (c) and (d). (a) represents manual action, (b) represent auto-
matic action, (c) represent pre-conditions and (d) represent  post-conditions.  

5   Performance Evaluation 

In this paper, we defined the workflow as a part of the healthcare B2B which is order-
ing and purchasing the healthcare items (e.g., goods). As In this business process  

Fig. 2. The Workflow Modeling for Mobile Health B2B 



 Workflow System Modeling in the Mobile Healthcare B2B 767 

formed by cooperation between the various automatic system and human system is 
modeled by means of activity diagram. In a case study, we apply the workflow case 
that supply company rebates the item ordered by mobile tools. The workflow model-
ing for treating rebated items is presented in the figure 2.  

The existing workflow systems are not suitable for modeling the timely category of 
systems and are not suitable for modeling modern business processes either. In par-
ticular, if these are to model interconnected real time asynchronous systems like  
mobile environment one's modeling ability is required as followings. The steps can be 
expressed the ASM semantics in table 5. 

Table 5. The Steps Expressing the ASM Semantics 

The workflow modeling technology presented in this paper is the ASM semantics 
adopted from the activity diagram. The existing methods applying Pi-calculus and 
FSP semantics express only the semantics of the UML activity diagram itself, and is 
not extended modeling techniques in accordance with the workflow characteristics.  
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No study on the activity diagram has been extended and customized based on seman-
tics.  Up until now, UML activity diagram itself has been expressed by semantics only. 

The studies on the part of the UML activity diagram has been expressed partly by 
the semantics. Jablonske and Bussler discussed the main components of a workflow 
model [12]. They discussed them as perspectives of the workflow model. There are 
five perspectives which are so important that every workflow model should obtain.  

The function perspective describes the functional units of a work process that will 
be executed, and the operation perspective describes how a workflow operation is 
implemented. The Behavior perspective describes the controlled flow of a workflow, 
and the information perspective describes the data flow of workflow. Finally, the 
organization perspective describes who has to execute a workflow or a workflow 
application.  

Table 6. Comparison Our Method with The Other Methods

Methods 
Perspective Lee et. al. method Eshuis's study(Petri-

Net method) 
Yang's study(applying 
Pi-calculus semantics) 

dynamic support supprot support 

function 

Goal- driven 
the exit of activity 

daigram is not goal-
approach 

-
the exit of activity 
diagram is not goal 

approach 

conditions and 
constraints 

express the pre-condition 
and post-condition 

the lack of  expression
express the constraints 

using transition 

behavior 

timing  
define the semantics but 

node notation is not 
supported 

support the perpect 
timing elements 

the lack of the timing 
elements 

data flow  
data flow using input and 

output data 
data flow is not 

supported 
data flow is not 

supported 

information 

event- driven itself is event-driven 
event-driven because 

event modeling 
itself is event-driven 

participants  expressed by swimlane 
participants are not 

supported 
express by swimlane 

organization 

resources use the resource node  
resources are not 

supported 
don't use the resources 

notation 
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In this paper, we evaluate those of four perspectives mentioned above except the 
operation perspective. The perspectives include function, behavior, information and 
organization perspective. Because operation perspective describes how a workflow 
operation is implemented and bring to focus on the implementation.  

The evaluation is presented in the table 6. We compare our method with Petri-net 
method proposed by Eshuis's study [13] and with the activity diagram method apply-
ing Pi-calculus semantics proposed by Yang [9]. 

6   Conclusion 

UML activity diagram has been well-known for describing systems of dynamic be-
haviors.  It has been usefully applicated to model business process and workflow 
modeling. In this paper, the alternative approach of using Abstract State Ma-
chine(ASM) to formalize UML activity diagrams is presented. Therefore, activity 
models can be of rich process semantics. It is suggested that ASM semantics is ex-
tended in correspond with workflow system characteristics in the mobile healthcare 
B2B.

Through the exact definition on the formal semantics based on ASM, it is possible 
to model the workflow effectively. If we use our method, we will use the more usable 
and treat the exception of various variations occurred during workflow accomplish-
ment procedure.  
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Abstract. In this paper, efficient and economical methods for water area detec-
tion during flood event in mountainous area is proposed. To accomplish this, 
various case studies were preformed based on SAR image processing methods 
with the support of additional information such as Gray Level Co-occurrence 
Matrix (GLCM), Digital Elevation Model (DEM), and Digital Slope Model 
(DSM). As a result of various test2, the case when Synthetic Aperture Radar 
(SAR) image was classified with DSM applied by MIN filter gave the best per-
formance, even in small streams of different elevation categories in mountain-
ous terrain. 

1   Introduction 

Numerous investigations have been carried out to examine the capabilities of micro-
wave sensors for water area mapping and monitoring flooding area. In the previous 
works, since target areas were performed in relatively flat terrain that has not serious 
radiometric distortions, it was relatively easy to identify water extent (Giacomelli, 
1995; Birkett, 2000; Liu et al., 2002; Costa, 2004). However, the radiometric distor-
tions in SAR imagery increase significantly in mountainous areas, which should be 
corrected by a backscattering model or other additional information for better classifi-
cation results. 

When the accurate DEM is available, it may be possible to correct topographic ef-
fects by backscattering model, but it requires huge amount of time and complicated 
procedures. Currently most DEM data, however, contain some uncertainties in height 
information and it is conceivable that more noise could be introduced when local 
slopes are calculated. In rugged terrain areas such as Korean peninsula radiometric 
slope correction technique may not completely remove those errors due to very steep 
slopes (Goering et al., 1995; Goyal et al., 1998; Sun et al., 2002). In the case of radar 
shadow, there is no signal to normalize, and no improvement is to be expected. Thus 
SAR images are of limited use for flood monitoring in high terrain relief regions.  

SAR image itself is rather hard to use for the analysis of floods because of speckles 
noise, poor visual interpretation and single radar tonal channel, so additional data 
such as optical satellite images, texture information referring to the spatial distribution 
of tonal variation and terrain shape information can improve the classification results. 
Previous studies have shown that tonal classification of single-date SAR image pro-
duced poor classification results. Water area detection of SAR imagery could be sig-
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nificantly improved by using multi-date and multi-sensor images (Shang, 1996; Wang 
et al., 1998; Milne et al., 2000; T yr , 2002). However, multi-date and multi-sensor 
images are not always available. The texture information of a SAR image is a valu-
able characteristic for discriminating among different land cover types. Texture meas-
ures computed from GLCM have been widely used for land cover classification with 
optical and radar.  

While numerous researches using various images or texture information have been 
carried out, there are few existing studies that apply SAR images and terrain informa-
tion for land cover mapping. Peng and others (2003) mapped land covers in moun-
tainous areas of southern Argentina using the texture analysis of radar imagery and a 
DEM generated from the same data source of a radar stereo pair. The study showed 
that DEM was useful for land cover mapping in mountainous areas. 

In short, SAR image is very applicable in water related research, but the topog-
raphic effects by terrain relief may cause a large effect on image quality and mislead 
the classification results in the rugged areas. For analyzing flood event, it is critical to 
accurately and efficiently identify water area extent. Therefore, this research investi-
gates an efficient water area detection method based on SAR image during flood event 
without clumsy and tedious procedures applying in high-relief mountainous area. 

2   Area and Data Description 

Every year, flood-related disasters have been the most serious and highly frequent 
events in South Korea and caused substantial suffering, severe losses of life, and eco-
nomic damage. In 1998, a couple of typhoons, Yanni and Penny, gave tragic effects 
on the middle of Korean peninsula, and one of affected areas was Ok-Chun and Bo-
Eun residential areas and agricultural lands. Penny had visited this area between Au-
gust 11 and 12, 1998 and had caused heavy rainfalls during those days. 

The characteristics of topography in these areas are narrow and high relief region, 
so the flash flood has been recorded frequently. The elevations over the areas are 
ranged from 28 to 830m, meaning high relief areas, and the maximum slope is up to 
64 . A single-date RADARSAT path image(SGF), acquired on 12 August with HH 
polarization and standard 6 beam mode, was used for this study. Fig. 1 shows 
RADARSAT-1 amplitude image and the location of the study area. 

     

Fig. 1. Study area RADARSAT-1 image on the study area 
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3   Method for Water Area Detection 

As shown in Fig. 2, we tested five cases for the most efficient water area detection 
applying in mountainous areas; (i) preprocessed SAR image, (ii) GLCM texture 
measures from preprocessed SAR image (iii) preprocessed SAR image performed 
radiometric slope correction, (iv) preprocessed SAR image with DEM and (v) pre-
processed SAR image with DSM. Preprocess encloses general SAR image processing 
methods to correct radiometric and geometric distortions of SAR imagery. 

Generally water areas are highly possible to have relatively low slope, elevation 
and radar backscattering coefficient, so water flow direction during a flood event is 
also greatly affected by the shape of terrain. Therefore, we expect that terrain infor-
mation is a useful data source for the improvement of water area detection during a 
flood in mountainous area. The results from SAR image with both DEM and DSM 
together were similar to the using DEM only as additional information, so the results 
are excluded here. The maximum likelihood method was applied for the classification 
of water area. The classification accuracy was analyzed by a visual interpretation, the 
ratio graph and an error matrix constructed using land use maps and Annual Disaster 
Report (1998) provided by National Disaster and Prevention and Countermeasure 
Headquarters. 

P r e p r e c e s s  p r o c e d u r e
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Fig. 2. Schematic diagram for water area detection 

Preprocess Procedure 

The task of calculating 0 (dB) from digital numbers (DN) is necessary for quantita-
tive analysis of radar imagery and can be performed by the Equation (1). 

 
))Ilog(sin()A/)ADNlog( jjjj 1010 0

20 ++=σ                        (1) 
 

A0 and Aj are the automatic gain control factors, and Ij is the incidence angle of 
each pixel across the range direction. The calculated backscattering coefficients 
ranged from –24.2 ~ 6.7 dB and water areas usually have low dB values around –
20dB. Most of the dark areas in Figure 1 correspond to water or shadow areas. 
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The antenna pattern causes different pixel values for same or similar objects in 
SAR image, and the radiation distortion occurs along the range, that is to say, the 
central part of the radar image is brightest and its brightness gradually decreases from 
the central line to its two sides. The second polynomial method was performed for 
antenna pattern compensation.  

The most distinctive characteristic of SAR is speckles. The presence of speckle in 
an image reduces the detectability of ground targets, obscures the spatial patterns of 
surface features, and decreases the accuracy of automated image classification. There 
are a number of filters to reduce speckle noise in SAR image, and Rio and others 
(2000) analyzed the behavior of various speckle filters according to window size and 
iteration for RADARSAT images. The study showed that two iterations with a square 
window size of three were not enough to reduce speckle noise in RADARSAT data. 
Three iterations for Lee-Sigma filters presented a significant improvement against the 
unfiltered image. But four iterations improved classification accuracy, however, this 
was not statistically better and there was greater loss of resolution and edges. There-
fore Lee-sigma filter with 3×3 window size was applied three times for the radiomet-
rically correct the image in this study. 

Interpretations of SAR images in area with high relief require rigorous geometric 
correction if one is to be able to perform meaningful multi-source analysis using im-
ages acquired with different geometries and geographical data. Accurate geometric 
correction is immediately necessary to flood monitoring, but no less important is the 
rapid geometric correction for near real time data process. For this, we applied a sin-
gle control point geometric correction method using systematic shift error calculated 
from ephemeris data. The systematic error in satellite orbit can be determined by 
extrapolation of Kepler elements provided by header information. The RADARSAT 
image was transformed into map geometry, Transverse Mercator (TM) coordinate 
system on Bessel 1841 ellipsoid. The geometric corrected image has 20m spatial 
resolution, which is the same as DEM resolution. The geometric accuracies for 16 
check points are 1.5 pixels for range direction and 1.8 pixels for azimuth direction, 
respectively. 

Radiometric Slope Correction 

The gray value of the SAR imagery is the backscatter of the ground object recorded in 
the image. The radar equation describes the relationship among the energy by radar, 
systematic parameter and ground object parameter as follows: 
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rP denotes the energy received, tP  is the energy emitted, λ  is the radar wave-
length, R is the distance between antenna to the scattering area, G is antenna ampli-
fier, and 0σ  is backscattering coefficient for the resolution unit AΔ . In Equ. (2), AΔ  
is defined as the Equ. (3), when the ground is flat without terrain relief or spherical 
earth. 
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η is the incidence angle, and rδ  and aδ  are the slant range and azimuth pixel spac-

ing, respectively.  In reality, the resolution unit varies resulted from terrain relief 
according to the ground slope and the azimuth direction when it acquired. The 
changed resolution unit ( 'AΔ ) is calculated by Equ. (4). 
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rθ  is the tilt of the surface in the range direction and aθ  is the tilt of the surface in 
the azimuth direction. Therefore, the error introduced by using Equ. (3) instead of 
Equ. (4) is the value of ratio /A A′Δ Δ . Fig. 3 illustrates the geometry of resolution unit 
by local terrain relief. The backscattering coefficient was corrected up to 6 dB in high 
relief areas by Equ. (2), (3), (4) and 20m spatial resolution DEM generated from 
1/5,000 scale digital topographic maps. 

 

Fig. 3. Geometry of resolution unit 

GLCM Texture Measures 

Water areas with larger sizes and smoother textures tend to show lower accuracy 
when a window size for generation of GLCM increases. If the window size is too 
large, the misclassification seemed to be occurred at the borders of the adjacent. Also, 
excessively large windows tend to interfere with determination of small streams that 
have linear shapes. The window size and the combination of texture measures have 
been considered as two important factors that affect water area detection results using 
texture channels. To determine which combinations of texture measures produce 
better results at what window size, we performed many experiments on various com-
binations of texture measures at different window sizes. The final three texture infor-
mation selected are the mean, the contrast, and the variance at window size 3 × 3 for 
water area classification. 
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Terrain Information 

DEM was generated from 1:5,000 scale digital topographic maps supported by Korea 
NGII(National Geographic Information Institute). The overall accuracy of the 1/5,000 
scale digital topographic map compiled photogrammetically from 1:20,000 scale 
aerial photos are about 2m horizontally and vertically. The spatial resolution of the 
final resampled DEM is 20m. The DSM was calculated from DEM and has the same 
pixel spacing as DEM. If DSM is used for water area detection, normal water extent 
can be detected effectively but inundated areas by a flood may be lost. In order to 
resolve the problem, MIN filter that selects the smallest value within the filter win-
dow was applied to the DSM. Because the window size and the number of iteration 
are very critical factors for the best result, we performed many experiments on vari-
ous the number of iteration at different window sizes. Consequently, the MIN filter 
with two iterations and widow size 3 × 3 applied to the original DSM to regard for 
water boundary expansion factor by a flood. 

Water Area Detection 

The supervised classification of maximum likelihood method was applied for the 
detection of water area. Out of many classification methods, the prevailing method in 
SAR is a neural network algorithm, because it is not affected by the statistical distri-
bution of image data. SAR  normally  shows  the Rayleigh  distribution.  There were, 
 

 

Fig. 4. Results of water area detection 
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however, frequently met some technical obstacles to apply due to long process time 
and the divergence in training processes. The method used here is the maximum like-
lihood method, one of the most commonly used in classification technique in satellite 
imagery. The rationale of this method here is that the preprocessing through spatial 
filtering not only reduced the variance but also the skewness of the distribution to an 
extent that a Gaussian distribution applies (Lee 1981; Giesen, 2000). 

For input images of classification process, false color composite images were gen-
erated by layer stacking operation in case 2, 4, 5. Case 2 was combined three textures 
that are mean as red, contrast as blue and variance as green band. In case 4 and 5, 
preprocessed RADARSAT image was assigned to a green band, DEM or DSM to a 
red band, a blank layer that has constant value to a blue band, respectively.  

The classification for water area detection was performed with 22 training sites. 
The training sites for classification of water and non-water areas were 12 and 10 sites 
over an image, respectively. Since this study was merely focused on identifying water 
or non-water areas, water areas accumulated in various terrain areas were carefully 
selected over the region. The final results of water area detection are shown in Fig. 4. 

4   Numerical Results 

The reference data for accuracy estimation were land use map and Annual Disaster 
Report of NDPCH. We generated manually ground truth ROI(Region of Interest) 
from the reference data to analyze detection result and constructed an error matrix as 
shown in Table 1. 

Table 1. Error matrix of each case 

Prod. accuracy (%) User accuracy (%) 
 

Water Non-water Water Non-water
Overall    

accuracy (%)
Kappa coeffi-

cients  
Case 1 99.25 96.02 86.54 99.80 96.67 0.90 
Case 2 88.43 98.90 95.40 97.07 96.75 0.89 
Case 3 97.73 97.02 89.42 99.40 97.16 0.91 
Case 4 96.20 99.88 99.50 99.03 99.12 0.97 
Case 5 98.20 99.66 99.54 98.68 99.36 0.98 

The overall accuracy of all cases exceeds 95% and the case 5 records the highest 
accuracy 99.36%. The kappa coefficients results range from 0.89 to 0.98, and case 5 
also records the highest kappa coefficient, 0.98. Although accuracy of case 4 is simi-
lar to that of case 5, the result images are drastically different. The detail assessments 
of visual interpretation on each case are as follows. 

The case 1 clearly shows the errors from topographic effect such as shadow areas 
where the high relief areas lie. The region A and B in Fig.4 was mainly misclassified 
into water areas because of topographic effect. This misclassification occurred all 
over the study area. In case 2, although the classification errors come from topog-
raphic effect were somewhat corrected, the misclassification was occurred at the bor-
ders of water areas. Regions at the border of water areas were not classified into water 
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area. The case 3 seems to correct most misclassification in high relief areas located in 
the northwestern part of the test site. The classification errors, however, are not com-
pletely removed where severe steep areas cause shadow effects, for example region C 
in Fig.4. Case 4 greatly improved on steep areas in the northwestern section. The 
result, however, did not detect water areas in high elevation and steep areas such as 
the upper middle section, for example region D in Fig.4. As seen on Fig.4 (d), the 
result significantly is corrected misclassified areas in areas caused by topographic 
effects such as shadow areas, but lost water area on high elevation. The case 5 gave 
the best classification results of all cases. This correctly classified the areas caused by 
topographic effects and also greatly improved on high elevation and steep areas. For 
better performance assessment, we plotted a chart that showed calculated water area 
detection ratio values according to slopes. The ratio value calculates the number of 
pixels with a certain slope classified into water areas to the number of pixels with a 
certain slope. 

 i  slope withpixels of number the

 area  waterintoclassified islopewithpixelsofnumberthe
valueratio =  

Fig.5 explains for all five cases and the ratio value substantially decreases in slope 
0  to 24  for all cases, but the patterns of graph seemed to be different over slope 
30 . Case 1 contains all candidate pixels of water area, although it has many mis-
classified pixels in high slope areas. It is obvious that pixels classified as water in low 
slope region must be actual water areas and pixels classified as water in higher slope 
area are almost misclassified areas due to topographic effect. Therefore, it would be 
the optimal classification case that is similar to the pattern of case 1 in low slope area 
and has low ratio value in high slope area. In lower slope areas, case 3 and case 5 
have similar patterns to case 1, but case 3 includes higher classification errors than 
case 5 in higher slope areas. As a result we concluded that case 5 is most possible 
case to classify water areas in mountainous regions based on the error matrix, visual 
interpretations, and the ratio analysis. 

 

Fig. 5. Water area detection ratio according to slope 
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5   Conclusions 

SAR images have been frequently used in flood analysis since SAR image, an active 
sensor image, is advantageous on bad weather conditions, such as a thick-clouded 
condition. This study performed the detection of water area in high relief regions 
during a flood event based on RADARSAT-1 SAR image. 

The radiometric slope correction technique seems to correct most misclassification 
in high relief areas. The classification errors, however, are not completely removed 
where severe steep areas cause shadow effects in spite of complicated process. DEM 
and GLCM texture measures eliminate some steep slope areas from classified water 
areas, but the former mistakenly eliminates the water areas lying in high elevation areas 
and the latter bring about underestimation at the border of water areas. These are not 
appropriate for water area detection under mountainous environment. The water area 
detection using a SAR image is greatly improved by DSM. Accordingly, the combina-
tion of a SAR image and DSM applied by MIN filter is the most time and effort effi-
cient method for water area detection in mountainous area during flood event. 
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Abstract. It is widely accepted that the coverage with high user densities can 
only be achieved with small cell such as micro- and pico-cell. The smaller cell 
size causes frequent handovers between cells and a decrease in the permissible 
handover processing delay. This may result in the handover failure, in addition 
to the loss of some packets during the handover. In these cases, re-transmission 
is needed in order to compensate errors, which triggers a rapid degradation of 
throughput. In this paper, we propose a new handover scheme in the next gen-
eration mobile communication systems, in which the handover setup process is 
done in advance before a handover request by predicting the handover cell 
based on mobile terminal’s current position and moving direction. Simulation is 
focused on the handover failure rate and packet loss rate. The simulation results 
show that our proposed method provides a better performance than the conven-
tional method. 

1   Introduction 

Next generation wireless communication systems are considered to support various 
types of high-speed multimedia traffic with packet switching at the same time. To do 
that, more upgraded quality of service and system capacity are needed. Due to the 
limitations of the radio spectrum, the next generation wireless networks will adopt 
micro/pico-cellular architectures for various advantages including higher data 
throughput, greater frequency reuse, and location information with finer granularity. 
In this environment, because of small coverage area of micro/pico-cells, the handoff 
rate grows rapidly and fast handoff support is essential [1]. The handover algorithm for 
the current 3G system is based on the received signal strength. As a mobile terminal 
(MT) moves further away, towards the edge of a cell the received signal strength de-
creases. The MT continuously measures this signal strength and that of the neighboring 
cells at the allotted broadcast channels. The MT passes this information to the BS. If the 
signal strength in the current cell is lower than a certain threshold, it fines out which 
neighboring cell has the highest signal strength and request it to setup a session for the 
MT. However, in small cell areas, handovers occur more frequently and the permissible 
handover processing delay is smaller than in large cell areas. These would incur situa-
tions where the network cannot complete the handover before the deadline [2], which is 
when a MT cannot continue communications via the old (i.e., before the handover) base 
station (BS) because of radio signal degradation (i.e., handover failure). 
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A major problem arises in providing real-time services due to frequent handoffs re-
sulting from mobility [3]. When a MT moves from one BS to another, packets arrived 
in the previous one are either dropped or forwarded to the new one without QoS sup-
port. The most common way to make this handoff adjustment period faster is to send 
all packets to the potential future BS in addition to the current BS [4-6]. When the 
current BS knows the position of the MT, it does not need to send packets to all of its 
neighboring BSs. Instead, it can specify the BSs that are in the direction of the move-
ment and only send to them. This eliminates the packet loss in handoff and time inter-
val between packets is reduced. This is important for satisfying quality of service for 
real time data. 

We propose a new method that makes it possible to avoid a handover failure by 
performing the handover setup process in advance before a handover request in order 
to shorten the handover delay, in which the handover cell is selected based on the 
direction information from a block information database and the current position 
information from Global Positioning System (GPS). For predicting the MT’s move-
ment to the handover cell, we also propose the use of a block information database 
composed of block objects for mapping into the positional information provided by 
GPS.  

2   Defining Location 

The process of making a block object, which is the constituent of the block informa-
tion database and comprise of handover cell information and so on, is described in 
this section. The position of a MT within a cell can be defined by dividing each cell 
into tracks and blocks, and relating these to the signal level received by it at that 
point. It is done automatically in two phases of track definition and block definition. 
Then the block information database is constructed with these results. The system 
scheme estimates in stepwise the optimal block at which the MT locates with the help 
of the block information database and the position information for GPS. 

(x, y)

(x1, y1)

(x11, y11) (x12, y12)

(x13, y13)(x14, y14)Track_1

Track_2

Track_3

(x, y)

(x1, y1)

(x11, y11) (x12, y12)

(x13, y13)(x14, y14)Track_1

Track_2

Track_3

 

Fig. 1. Dividing a cell into tracks and Identifying the block using the vector 

Three classified tracks are used to predict the mobility of the MT as shown in Fig-
ure 1. Each cell consists of track_1 as a serving cell area, track_2 as a handover cell 
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selection area, and track_3 as a handover area, where the handover area is defined to 
be the area where the received signal strength from the BS is between the handover 
threshold and the acceptable received signal threshold. Within this area, a handover is 
performed to the BS with the highest signal strength.  

The track_1 does not need pre-established sessions since the handover probability 
of the MT is very low. In track_2, the number of pre-established sessions is dynami-
cally changed according to the MT’s moving direction and neighboring cells. The 
track_3 needs handover. Track_2 is divided into n blocks by the location information, 
and block objects are created for each block. The MT’s position information from 
GPS is valid only in track_2, and is ignored in other tracks. 

The collection of block information is called the block object as shown in Figure 2. 
The block object contains the following information: BlockId, BlockLocationInfo 
indicating the information on the block’s location within a cell comprised of one cen-
ter point and four of area point; HandoverCellId indicating the adjacent cells to which 
a MT may hand over in this block; NextBlockId indicating another block within 
track_2 which may be traveled by a MT; VerificationRate indicating verification rate 
for the selected handover cells. 

class BlockObject
{ 
private: 

int BlockId; 

int BlockLocationInfo[4]; 
int HandoverCellId[i]; 
int NextBlockId[j];

int VerificationRate;

public: ...
}

class MobileObject
{

private: 
int MtId
int BlockId; 
int HandoverCellId[i]; 
int NextBlockId[j];
int MovementPath [n]; 
int VerificationRate;

public: ...
}  

Fig. 2. Object information for a MT and a block 

Each MT updates periodically his mobile object which represents his current state 
for handover as shown in Figure 2. The Mobileobject contains the following informa-
tion: MtId, BlockId, HandoverCellId, NextBlockId, MovementPath, VerificationRate. 
BlockId is ID of the block in which a MT is located, HandoverCellId is IDs of the 
cells which a MT may hand over, and MovementPath is the moving course of a MT. 

3   Direction Based Handover Method 

In this section a new handover method, which is based on the direction information 
from a block information database described in Section 2 and the current position 
information from GPS, is presented. The basic principle of the prediction based hand-
over is list as follow: 

1. The position of each active MT is detected by active BS based on the use of the 
position information provided by GPS receiver for predicting the MT’s position 
within a cell. 

2. Handover system knows and determines the target cell for handover based on the 
selection of handover cells from a handover cell selection algorithm. 
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3. Handover system will inform each MT the information about the BS in the selected 
handover cells. 

4. MT will search the neighboring BSs based on the handover cell information. 
5. MT will be synchronized with the target BS based on the execution of the hand-

over pre-processing procedure before handover. 

3.1   Selection of a Handover Cell 

The basic principle of the handover cell selection is list as follow:  

1. Position information creation and the measurement of the received signal strengths 
from the active cell and Surrounding�cells, the GPS engine of each MT determines 
his position from the triangulation based on the distance between the satellites and 
the GPS receiver. First candidate cell set is obtained from the measurement of the 
downlink channel quality of the active cell and the surrounding cells.� 

i = 0, n
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exception handling
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CPU calculates the MT’s position information by 
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MT’s position within a cell is computed based on 
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CPU calculates the MT’s position information by 
triangulation using the pseudo range
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the produced information

MT measures the downlink channel quality from 
the active cell and the surrounding cells

Handover system registers the first candidate cell set 
and handover cell set in the cell management table

Is the position value included to 
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object ii

Is the position value included to 
BlockLocationInfo of a block 

object ii

T_1<
signal strength from active cell 

< T_3

A
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Fig. 3. Flowchart of a handover cell selection algorithm 
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2. Block selection, system selects the corresponding block object by comparing the 
computed position by GPS with the BlockLocationInfo of each block object. Hand-
over cell set is obtained from the selected block object. 

3. The first effectiveness inspection, the first effectiveness inspection between the first 
candidate cell set and the handover cell set is done. The exception handling is done 
if there is no correspondence between the two. 

4. Handover cell selection, if an effectiveness inspection for the selected block is 
completed, handover cells are determined from HandoverCellId information of the 
block object. 

5. The registration of the handover cell information, the handover cell information is 
registered to a cell management table. 

Figure 3 shows a handover cell selection procedure. Each MT’s position informa-
tion from GPS is valid only in track_2. Therefore, the handover cell selection process 
is terminated if a MT is located at other tracks. The first effectiveness inspection be-
tween the first candidate cell set and the handover cell set is done, and if there is no 
correspondence between the two, the exception handling is performed. If one more 
cells are same, Handover system selects an optimum handover cell based on the re-
source availability. 

3.2   Handover Pre-processing 

Using information on the MT’s handover cells determined from the above handover 
cell selection algorithm, two level handover process, radio level and network level, is 
performed. 

 The radio level handover process is performed for the conversion of radio link – 
modem reconfiguration, synchronization setting and so forth - from previous 
access point to new access point.  

 The network level handover process is performed for packet buffering and re-
routing, for the purpose of supporting the radio level handover. 

3.3   Handover Decision 

For a handover decision, a MT will search the neighboring BSs using the information 
on the handover cells selected from the above handover cell selection algorithm. 
Three types of handover can be provided, namely forward handover, backward hand-
over and reconfiguration as shown in Figure 4. A forward handover is done if the 
handover cell set is identical with the set of the second candidate cells, and backward 
handover with MAHO procedure is done if the handover cell set does not correspond 
with the second candidate cell set, and reconfiguration is done if the position traveled 
by the MT is another block within track_2. The MT reports his handover completion 
to a handover system through the target cell, and the handover system requests the 
release of the connections related with the MT. Old cell releases all the resource allo-
cated for the MT, reports the result to the handover system. 
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Fig. 4. Flowchart of a handover decision method 

4   Simulation Result  

Figure 5 shows the handover failure rate versus the session arrival rate. The solid 
curve represents the prediction based handover method applied and the dashed curve 
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Fig. 5. The comparison of handover failure rate 
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represents a previous handover method. The major cause of the handover failure is 
because of the prediction error caused by GPS resolution error. It can be seen that the 
prediction error does very largely with increase in the GPS resolution error. The pro-
posed method performs the handover setup process in advance before a handover 
request by predicting the handover cell based on each MT’s current position so that 
the handover failure can be reduced. 

Figure 6 shows the effect of the proposed method on packet loss rate. It is observed 
that the proposed method provides a noticeable improvement over the conventional 
scheme, because the MT has already established synchronization to the BS in target 
cell and switches its Tx to target BS while stop communicating with the original BS at 
the same time after the cell search procedure so that there will be data lost for uplink 
0f 2~4 frames due to the uplink synchronization and there’s no data lost for downlink. 
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Fig. 6. The comparison of packet loss rate 

5   Conclusion 

This paper main goal is to address the problem of handover failure for MTs as they 
move from one position to another at high speeds in small cell environment. This is 
achieved through mobility information such as the current position and the moving 
direction that is presented with a set of attributes that describes the user mobility. In 
this scheme, the handover connection setup process is established prior to the hand-
over request. The handover cell is predicted by the MT’s position and direction and a 
database that includes the MT’s position information. We have focused in improving 
the overall system performance. The proposed scheme shows a great improvement of 
the handover failure probability and packet loss rate. It is because our handover 
method is more adaptive than previous handover methods. The determination of the 
optimal direction should be studied consecutively. Also further researches are re-
quired on their implementation and applications to the handover. 
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Abstract. The main purpose of this paper is to present a method for determin-
ing yellow time of left-turning traffic flow based on dilemma zone concept. The 
results of comparative analysis show that estimated yellow times obtained from 
the model proposed in this paper are much different from actual yellow times 
obtained from the field. Actual yellow times are considerably shorter than the 
estimated yellow time. These results would be very significant for signalized in-
tersection networks in terms of improving traffic safety and traffic signal opera-
tion. A method for improving yellow time of left-turning movement by Intelli-
gent Transportation Systems (ITS) is presented. 

1   Introduction 

The initiation of yellow time requires all vehicles approaching the signalized intersec-
tion to be clear of the intersection conflicts area by the end of the yellow time and the, 
each vehicle must either stop prior to entering the intersection or pass through without 
stopping. If the vehicle cannot stop and cannot pass through the intersection within 
the yellow time scheduled, it will be caught in a “dilemma zone.” Thus, yellow time 
is very significant in traffic signal operation in terms of preventing collision at the 
signalized intersection networks. While yellow time of straight moving traffic flow 
has been determined by using GHM (Gazis-Herman-Maradudin) formulation [1] 
based on dilemma zone concept, yellow time of left-turning traffic flow has been 
using the same value as straight moving traffic flow. However, clearance time of left-
turning movement is always longer than that of straight moving traffic flow, so yel-
low time of left-turning traffic flow is not enough for completing safe movements at 
the signalized intersection. This fact mainly yields vehicles’ collision between left-
turning and straight moving traffic flows at the signalized intersection. 

The main purpose of this paper is to improve the yellow time of left-turning traffic 
flow. To do this, a model for estimating the yellow time of left-turning traffic flow 
reasonable well has developed based on the dilemma zone concept. In this study, the 
model’s performance has been assessed by comparing actual yellow times collected 
from several signalized intersections with estimated yellow times of the model.  
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2   Related Work 

In GHM formulation, minimum yellow time, , of vehicles passing straight the signal-
ized intersection at the constant travel speed has been estimated as 

   

v
v W

a
0

0

2
++= δτ                                                     (1) 

where  is the driver perception-reaction time, v0 is initial approach speed of vehicle, 
a is constant deceleration rate and W is width of the signalized intersection ,w, includ-
ing average length of the vehicles, L. LHG (Liu-Herman-Gazis) model [2] has simply 
substituted vl that is the speed limit at the signalized intersections for v0. In the model, 
yellow time is consisted of entering time into the intersection, y =  + vl/2a, and clear-
ance time from the intersection, r = W/vl, as 
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This model has tried to solve the problem of vehicles approaching at the speed of 
v0 < vl , where the vehicles are supposed to exist within the dilemma zone by the end 
of the yellow time. 

William [3] has attempted to reduce the yellow time estimated by GHM Model, since 
longer yellow time is not good for improving traffic signal operation. His model is: 
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where v0.85 and a0.85 are the 85th percentile of approach speed and deceleration rate, 
respectively, 

crossδ  is the driver perception-reaction time of cross-flow traffic, d is the 

distance between vehicles and cross-flow traffic, and acc  is maximum acceleration 
rate of cross-flow traffic which was assumed as 4.9 m/sec2. 

LOY (Liu-Oey-Yu) model [4] has applied the trajectory of left-turning vehicles for 
reflecting various geometric conditions of signalized intersection as (refer to Fig. 1) 
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where L is yellow time of left-turning traffic flow, S is the length of the curve section 
measured from the stop line to L feet ahead of the clearance line, v  is the average 
speed of the turning vehicles, vl-turn is the speed limit of turning movements, g is the 
acceleration due to gravity,  is turning angle and , ,  are coefficients. In the equa-
tion, Smin and Smax are: 
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This model employs many parameters which are not readily available. Moreover, yL 
is derived based on unreasonable assumption that the stopping distance of straight mov-
ing vehicles and that of left-turning vehicles are the same. In fact, the stopping distance 
of left-turning vehicles is relatively shorter than that of straight moving vehicles.  

Fig. 1. Typical geometry of signalized intersection for LOY model 

3   Proposed Model  

3.1   Basic Assumptions 

In this study, a model for determining yellow time of left-turning traffic flow based on 
dilemma zone concept was developed to improve the limitations of the existing mod-
els. To do this, several assumptions have been employed for the model formulation. 
The assumptions are as follows (refer to Figure 2); (1) there is an exclusive lane for 
left-turning traffic flow, (2) left-turning traffic flow decelerates constantly for ap-
proaching the stop line associated with Section B-D and accelerates constantly for 
traveling Section A-B, and (3) left-turning traffic flow approaches the intersection 
with constant deceleration rate within Section C-D and with critical deceleration rate 
within Section B-C for making complete stop at the stop line. 

 

Fig. 2. Typical geometry of signalized intersection for the model proposed 
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The yellow time for the left-turning traffic flow of the model is consisted of yL and 
rL same as LOY model: 

rLyLL τττ +=                                                          (8) 

3.2   Determination of yL 

yL is the sum of driver perception-reaction time and stopping time. Left-turning 
traffic flow approaching the intersection at speed v0 starts to decelerate for making 
turning movement at Point D and reaches speed vB at Point B. Deceleration rate, aB-
D, in Section B-D is maintained constant through the section. The length of Section 
B-D can be calculated as 
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If left-turning traffic flow meets yellow phase before passing stop line, it deceler-
ates and stops at stop line. The left-turning traffic flow approaching intersection at 
speed v0 decelerates at Point D and meets yellow phase at speed vC at Point C and then 
stops at Point B. The lengths of Section B-C and Section C-D can be estimated as 
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and 
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Therefore, the length of Section B-D can be express as 
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From Equation (12), the vehicles’ speed at Point C, vC , can be estimated as 
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When the left-turning traffic flow meets yellow time, the time passing critical dis-
tance xB-C without stopping, yL, can be expressed as 
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3.3   Determination of rL and L 

Left-turning vehicles approaching the stop line at speed vB start to accelerate at Point 
B and reach the speed vA at Point A. Section A-B is associated with the trajectory of 
turning vehicles traveling the curve section with the spinning radius, R [5]. Assuming 
the super-elevation, e, of the curve section is zero, the spinning radius, R, can be cal-
culated as 
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where 
Lv  is average value of the two speeds vA and vB. With R, the length of Section 

A-B, S, can be expressed as 
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Side friction factor, f, is selected using the relation graph between turning speed 
and side friction factor [5].  Then,  can be explained as 
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where Wh = wh + L (refer to Figure 2). 
The clearance time, rL, that the left-turning vehicles completely pass Section A-B is 
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Therefore, total yellow time of left-turning traffic flow, L, is as follows; 
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3.4   Determination Dilemma Zone of Left-Turning Traffic Flow 

When the left-turning vehicle that was decelerating and traveling at the speed vC can stop 
at the stop line without entering intersection, the distance from the stop line, xcL, is then, 
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When the left-turning vehicle can clear intersection, the distance from the stop line, 
x0L, is 
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Therefore, if x0L is longer than xcL, the vehicle can stop safely. However if x0L is 
shorter than xcL, the vehicle cannot stop at stop line before the end of yellow phase 
and also cannot clear intersection. Thus, the vehicle cannot help violating a traffic 
signal. In this case (i.e., x0L < x < xcL ), we say that the vehicle exists within the di-
lemma zone. The length of dilemma zone can be estimated as  
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4   Performance Evaluation 

The model’s performance has been assessed for three cases. To do this, three signal-
ized intersections located in urban area in Seoul, Korea were selected. The layouts of 
the three study sites and some key input values of the model have presented in Figure 
3 and Table 1.  In the table, the data for vA, vB, rL, v0 and r were collected directly 
from the filed. The average length of the vehicles, L, was assumed as 5 meters, driver 
perception-reaction time, , as 1.0 second, the deceleration rate of straight moving 
vehicles for stopping, a, as 5 m/sec2 [6] and the deceleration rate of left-turning vehi-
cles, aB-D, as 3 m/sec2

  [7]. Side friction factor, f, was selected from Figure 4 [7]. 

Table 1. Some key input values for the analysis of the model’s performance 

geometric conditions  
(units: meter and degree) 

speed (m/sec) some coefficients 
Sites 

wh wv w  vB vA v0 f  R (m) S (m) 

#1 21.0 15.0 27.0 90.0 6.6 6.9 9.5 0.25 0.95 18.50 35.02 

#2 20.5 31.0 38.8 96.0 6.4 7.8 9.1 0.25 1.17 20.64 48.29 
#2 25.7 11.0 38.8 97.0 6.9 8.0 10.6 0.25 0.76 22.73 34.52 

Fig. 3. Layouts of three study sites 

Fig. 4. Relation between side friction factor and the 95th percentile speed 
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In order to assess the model’s performance, the estimated yellow times of left-
turning vehicles and straight moving vehicles were compared with the times measured 
from the filed as well as the times scheduled for the signal traffic. The analysis results 
were presented in Table 2. In the tables, the values within ( ) were related to the esti-
mated yellow times when the turning vehicles are approaching the intersection at the 
speed limit. As can be seen from the three tables, the estimated values of the straight 
moving vehicles, r, are close to the observed reasonably well. This may be a strong 
evidence to support the model’s soundness. Although our target is the yellow time of 
the left-turning traffic flow, the good agreement of the yellow times for the straight 
moving traffic flow indicates that the basic assumptions and parameter values em-
ployed in the model were reasonably established. With respect to the left-turning 
traffic flow, the model overestimated the clearance time, rL, for the sites #1 and 2, but 
underestimated for the site #3. However, the difference between the estimated and the 
observed values ranged from 0.4 to 0.7 second. It should be noted that the difference 
tends to be increased as the vehicle’s speed increases. This result indicates that the 
slow moving vehicles require longer time for safely passing the intersection than the 
vehicles traveling at the speed limit. One important thing to be noted here is that the 
scheduled yellow time which has been used for the signal operation, 3 seconds, are 
obviously not appropriate for both straight moving and left-turning vehicles for all 
cases. It seems that the yellow time currently used in the filed should be increased for 
traffic safety, even though the increase of yellow time may decrease the capacity of 
signalized intersection networks in urban area. 

Table 2. Comparisons of the yellow times for field tests (unit: second) 

Site #1 observed scheduled estimated 
yL - - 2.3 (3.0) 
rL 4.5 - 5.2 (2.9) Left-Turning 
L - 3.0 7.5 (5.9) 
y - - 2.0 (2.7) 
r 3.3 - 3.4 (2.0) Straight mov-

ing 
 - 3.0 5.4 (4.6) 

Site #2 observed scheduled estimated 
yL - - 2.3 (3.0) 
rL 6.3 - 6.8 (3.7) Left-Turn 
L - 3.0 9.0 (6.7) 
y - - 1.9 (2.7) 
r 5.1 - 4.8 (2.6) Straight 
 - 3.0 6.7 (5.3) 

Site #3 observed scheduled estimated 
yL - - 2.3 (3.0) 
rL 5.0 - 4.6 (3.0) Left-turn 
L - 3.0 7.0 (6.1) 
y - - 2.1 (2.7) 
r 4.8 - 4.2 (2.6) Straight 
 - 3.0 6.2 (5.3) 
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This paper has presented a model which is able to estimate the yellow time of left-
turning vehicles at the signalized intersection. The model has required some parame-
ters which are not readily available, so it may expected that the model will not be 
good for traffic engineers to estimate the yellow time reasonably well for the practical 
purposes. However, it does not necessarily mean that the model is not sound. The 
model has showed quite promising performances, so the model is good enough for the 
analysis purpose. Nevertheless, this study has presented another method for improv-
ing the yellow time for the practical purpose. That is how to adjust the yellow time 
considering the time-varying traffic conditions. Recently, signalized intersections in 
major cities have been implemented by many kinds of vehicle detectors which were 
developed based on the various detection technologies included video image detec-
tion, radar, Doppler microwave, passive acoustic, and a system based on inductive 
loops. Thus, we can obtain traffic data for the intersection from the vehicle detection 
facilities. By using the traffic data, it is possible to estimate the actual times of left-
turning as well as straight moving vehicles required for passing the intersection under 
various traffic situations. Previously, traffic data collected from the vehicle detectors 
have been used for only the purpose of traffic signal operation. However, the data can 
be very usefully used for improving the yellow time of signalized intersection. The 
locations of detector installation will be determined based on traffic signal phases. 
The yellow time can be estimated by simply measured the time difference, called as 
trigger time-lag, between the pair of vehicle detectors when the two detectors were 
first trigged by the vehicles moving during the same signal phase. 

5   Conclusions 

A model for estimating the yellow time of left-turning traffic flow was presented in 
this study. The model has showed quite promising performances, so the model is good 
enough for the analysis purpose. By using the model, the appropriateness of yellow 
time traditional used for traffic signal operation have been were assessed based on the 
results obtained from both the model and field observations. It was confirmed that the 
scheduled yellow time, typically used 3 seconds, were obviously not appropriate for 
both straight moving and left-turning vehicles under all traffic conditions; and the 
slow moving vehicles require longer time for safely passing the intersection than the 
vehicles traveling at the speed limit. To solve this problem, this study has presented a 
method for improving the yellow time for the practical purpose considering time-
varying traffic conditions. That is to estimate the yellow time by simply measured the 
time difference between the pair of vehicle detectors when the two detectors were first 
trigged by the vehicles moving during the same signal phase. 
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Abstract. This paper proposes a semantic-based video retrieval system that 
supports semantic-based retrieval of large-capacity video data in a mobile envi-
ronment. The proposed system automatically extracts content information from 
video data and retrieves video data using an indexing agent. The indexing agent 
analyzes a user's basic queries while extracting actual keywords from the que-
ries. It then makes the meaning of key frame annotations more concrete through 
the use of dependence weight values. In addition, the indexing agent compares 
query images and database key frames through the use of the proposed binary-
image histogram technique and retrieves the most similar key frame image that 
is displayed to the user. In the evaluation of a performance experiment, the pro-
posed semantic-based video retrieval system shows higher retrieval perform-
ance than existing techniques in terms of scene retrieval from video data. 

1   Introduction 

Amid recent Internet developments, rapid progress is being made in image compres-
sion technologies as well as multimedia content service technologies. As a result, the 
demand for information on video data is increasing, and a wide variety of video data 
need to be effectively managed in order to meet the vast and varying needs of differ-
ent users [1]. To ensure effective management of video data, there is a need for tech-
nologies that allow for systematically classifying and integrating information on large-
capacity video data. In addition, video data need to be retrieved and stored in an effi-
cient manner to provide different users with services that meet their varying needs [2].  

Studies currently being conducted on content-based video data retrieval are largely 
classified into the following: 1) a feature-based retrieval scheme that uses similarity 
by extracting features from key frames; and 2) an annotation-based retrieval scheme 
in which a comparative retrieval is performed on a user's annotation that has been 
inputted and saved for a key frame. However, both content-based video data retrieval 
methods have some disadvantages. 

In the feature-based retrieval scheme, retrieval is performed in such as way as to 
extract low-level feature information (i.e., color, texture, region, and spatial color 
distribution) from video data [3]. In the case of the feature-based retrieval scheme that 
focuses on comparative retrieval through extraction of visual features from the videos 
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themselves to calculate similarity, extracting visual features is very important. How-
ever, correctly extracting feature information from a lot of videos is quite difficult. In 
addition, matching extracted feature information to a vast amount of video data is not 
easy in the performance of retrieval. 

In the case of the annotation-based retrieval scheme, retrieval is performed in a 
way that by using characters, the user attaches annotations to the semantic informa-
tion of individual video data whose automatic recognition is difficult [4]. This scheme 
offers the advantage of correctly expressing and retrieving video contents because the 
user can deal with video contents with annotations while watching a video. However, 
the user has to attach annotations to each individual video one by one through the use 
of characters. This not only involves a lot of time and effort, but also causes a vast 
amount of unnecessary annotations. In addition, it cannot achieve retrieval accuracy 
since many different annotators attach their own meanings to videos. 

2   Video Retrieval Scheme 

2.1   Feature-Based Retrieval Scheme 

QBIC (Query by Image and Video Content) [5] developed by the IBM Almaden 
Laboratory is a system that supports image-example-based similarity queries in addi-
tion to usersketch-based queries, and color and texture queries. Since it supports both 
images and video data, QBIC performs data retrieval using feature information such 
as shot detection, shot-to-key frame creation, and object movement. 

VisualSEEK [6] developed by Columbia University is an image database system 
supporting color and spatial queries in which images are distinguished by features 
(i.e., color and histogram etc.), and additional features (i.e., image area/color, size, 
spatial location etc.) are used for image comparison. 

Venus [7] developed by Taiwan's National Chinghwa University is used for image 
retrieval through establishing time and spatial relationships among objects that are 
displayed in each video frame through the use of metadata. 

In the case where feature-based retrieval has few camera techniques or scene con-
versions, detecting the boundary between two shots is a very challenging task. In 
particular, it is very difficult to detect the boundary of scenes that make up a single 
story. Many existing studies have been conducted on detecting the boundary between 
scenes and shots using color histograms and typical colors. However, they have yet to 
fully support semantic-based retrieval. 

2.2   Annotation-Based Retrieval Scheme 

The AVIS (Advanced Video Information System) [8] developed by the University of 
Maryland in the United States defines metadata such as objects, events, and behaviors 
that are displayed in a video, and proposes an effective retrieval scheme by linking the 
metadata with video segments. 

VideoSTAR (Video Storage and Retrieval) [9] developed by the Norwegian Uni-
versity of Science and Technology is a database system based on the relational data-
base model in which various attributes such as characters, locations, and events make 
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up a metadata, a structured video data. Those attributes are classified back into basic, 
primary, and secondary contexts that allow for the easy reusing and sharing of metadata, 
and enable the user to easily configure queries through the use of fixed attributes. 

In the case of the annotation-based retrieval scheme, it is difficult to derive accu-
rate retrieval results because annotators define attributes(i.e., objects, locations, 
events, etc.) in a simple manner when constructing a system, and attach their own mean-
ings to videos. In addition, inputting detailed annotations into every scene that consist of 
a vast amount of video data requires a lot of effort and time. This leads to many difficul-
ties in building a system that enables retrieval of a vast amount of video data. 

With hindsight, this paper presents a semantic-based multimedia database system 
in which an annotation-based retrieval scheme and a feature-based retrieval scheme 
are combined in a mobile environment. 

3   System Architecture 

The propose system consists of a video server, an agent middleware and a mobile 
client. The video server stores all information on video data and its metadata. 

’’

 

Fig. 1. The System Architecture 

If a video data is inputted into the system, the system extracts annotation and fea-
ture information while updating its metadata in a continuous manner. The agent mid-
dleware processes users' queries coming in through the WAP gateway through the use 
of a query processor, and creates queries accessing the video server. It then receives 
responses for the queries to deal with key frame annotations and images, and sends 
the processed key frame images and WAP responses to the client. The mobile client 
accesses the agent middleware via wireless networks where mobile service-enabled 
terminals, its infrastructure, and a WAP gateway are in use. Figure 1 shows the over-
all architecture of the proposed system. 
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4   Indexing Technique 

4.1   Dependence Weight Value 

A dependence weight value indicates the dependence between annotations. If the user 
inputs a keyword, the inputted keyword and the existing dependence weight value are 
calculated in the order of dependence to assist the user in inputting the next keyword. 
The dependence weight value is added and/or subtracted by the formulas (1) and (2). 

(1) Addition of Dependence Weight Values 
As shown in Formula (1), the dependence is increased due to the effect of learning if 
there are more than two keywords inputted by the user, and if there is an existing 
dependence between two annotations. This is useful when a keyword inputted by 
another user is inputted improperly, or when a wrong keyword is selected. 

bKframeaKframe

baKframe
abDepabDep NN

N
WW

__

_
__ +

+= ∩
                                     (1) 

− abDepW _ : Dependence weight values of the annotations a and b; 

− aKframeW _ : Number of key frames that have the annotation a in the whole anno-

tation DB; 

− bKframeW _ : Number of key frames that have the annotation b in the whole anno-

tation DB; 

− baKframeW ∩_ : Number of key frames that have annotations a and b in the whole 

annotation. 

(2) Subtraction of Dependence Weight Values 
In the case where the keyword inputted by the user contains the annotation a without 

any annotation b, and there are dependence weight values ( abDepW _ ) of the annota-

tions a and b, these dependence weight values should be decreased as shown in For-
mula (2):  
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−=                                     (2) 

( bKframe _  is a DB annotation, not a keyword inputted by the user.) 

− abDepW _  : Dependence weight values of the annotations a and b;  

− aKframeW _  : Number of key frames that have the annotation a in the whole anno-

tation DB;  

− bKframeW _  : Number of key frames that have the annotation b in the whole anno-

tation DB;  

− baKframeW ∩_  : Number of key frames that have annotations a and b in the 

whole annotation. 
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If an inputted keyword combination isn't included in the DB, the addition of a de-
pendence weight value allows for decreasing the dependence weight value in such a 
way as to search dependence weight values corresponding to each keyword. In this 
case, subtracted dependence weight values should be lower than the added ones. 

4.2   Image Information Using Binary Histograms 

Compared with users' image queries, this similar image retrieval uses color distribu-
tions, allowing for extracting similar images in a fast and efficient manner. However, 
different images with similar color distributions might be mistaken as similar images. 
This retrieval method can increase similar image detection rates by analyzing shape 
information through the use of binary image conversions and width-length histograms 
showing color distribution-based result frames. 

To convert images extracted by key frames into binary images, the average of the 
entire image is calculated. Each pixel value is then converted into either 0 (black) if it 
is lower than the average, and 1 (white) if it is equal to or above the average. In the 
case of existing binary image conversions, pixel values are converted into black or 
white based on the value 128, which is half of the color values between 0 and 255. 
The existing methods cannot ensure accuracy in extracting shape information in the 
case of images where darker or brighter colors are widely distributed. In this case, 
binary images must be searched by means of the average. To draw a width-height histo-
gram for binary images, a histogram should be drawn such that white pixels have a pixel 
value of 1. Skewness and kurtosis obtained in each width-height histogram can be used 
as feature information for image shapes. Figure 2 shows image conversion width-height 
histograms that are used to extract the shape information of binary images. 

 

Fig. 2. Binary images conversion and width-height histograms 

(1) Conversion of Query Images Into Binary Images 
As shown in Formula (3), the conversion of query images into binary images is per-
formed in a manner that finds the average of the entire query image pixel and converts 
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pixels whose values are below the average into black, while converting pixels whose 
values are above the average into white. 

≥=
otherwiseif

XyxFrameif
yxBinary img
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)),((,1
),(_                   (3)  

- ),(_ yxBinary img
 : Value of (x, y) pixels for binary images;  

- ),( yxFrame  : Value of (x, y) pixels for inputted frames;  

- X  : Average of the entire pixel for inputted frames. 

(2) Calculation of skewness and kurtosis using width-height histograms for 
query images 

A binary image displays white and black where white has a value of 1. Skewness and 
kurtosis can be calculated by drawing a histogram that has a frequency of the number 
1 in width. The skewness of a width histogram can be calculated as in Formula (4): 
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- 
3α̂wBF  : Skewness of a width histogram for binary images; 

- 
wF _  : Length of the width of a binary image; 

- 
wiH _  : Frequency of the ith column in the width histogram; 

- S  : Standard deviation of a binary image. 

Skewness is a relative measure of the asymmetry of a frequency distribution as 

compared to the normal distribution. If 
3α̂wBF > 0, the left side is asymmetric, and if 

3α̂wBF < 0, the right side is asymmetric. If
3α̂wBF  = 0, both sides are entirely sym-

metric. A binary image histogram has white pixel values and features image asymme-
try. In addition, kurtosis, which describes the peakedness of a frequency distribution, 
is deemed sharp in the case of higher pixel values. In the case of normal distribution, 
a pixel value has a value of 0. Formula (5) is used to calculate the skewness of a width 
histogram. 
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- 
4α̂wBF  : Kurtosis of a width histogram for binary images; 

- wF _  : Length of the width of a binary image; 

- 
wiH _  : Frequency of the ith column in the width histogram; 

- S  : Standard deviation of a binary image. 

5   Experiments and Evaluations 

To assess the retrieval accuracy of the proposed system, user queries were performed 
over five hundred times. Figure 3 shows the reproduction rate and retrieval accuracy 
of the proposed system. 
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Fig. 3. The Reproduction Rate and Retrieval Accuracy of the Proposed System 

As illustrated in Figure 3, the proposed system shows high reproduction rates and 
retrieval accuracy. As the number of query languages increases, the retrieval accuracy 
of the proposed system increases because the agent learns query languages as well as it 
updates annotation information. 

6   Conclusion 

In this paper, a multimedia database system that allows the user to search various 
meanings through the use of the annotation- and feature-based retrieval of large-
capacity video data has been proposed. In the case of the performance of annotation-
based retrieval, the proposed system reduces keyword errors by the user using de-
pendence weight values, allowing the user to make queries using more accurate and 
concrete keywords. In addition, in the case of feature-based retrieval, this system uses 
the skewness and kurtosis of a histogram as key frame image features through the use 
of binary image conversions. It is believed that future research should be focused on 
the method for extracting voice from video data and performing similarity retrieval, 
allowing for searching video scenes using both keywords and the user's voice through 
application of speech recognition technologies. 
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Abstract. This paper deals with the optimal Call Admission Control
(CAC) problem in DS-CDMA cellular network supporting multiple traf-
fic types with different Quality of Service (QoS) requirements. We present
a general analysis framework to solve the problem, that is, Generalized
semi-Markov Decision Process (GSMDP). It discards any restrictive un-
realistic assumptions and therefore can be applied to any complex cases
including non-Markovian environment. Besides, incorporating a weighted
linear function of new call and handoff call blocking probabilities for each
service type, we attain the goal of maximizing network revenue while
minimizing the blocking probabilities. Finally, through a form of rein-
forcement learning algorithm known as Q-learning, the optimal policy is
worked out with requiring neither explicit state transition probabilities
nor any assumptions behind the network model.

1 Introduction

With the growing interest in the integration of voice, data, and video traffic
in telecommunication networks, direct sequence code-division multiple access
(DS-CDMA) appears increasingly attractive as the wireless access method of
choice. To efficiently utilize of the scarce radio resources and at the same time
provide necessary quality of service (QoS) guarantees for multiple services, it is
of critical importance to design efficient call admission control (CAC) policies.
Whereas the CAC mechanisms in DS-CDMA systems [1, 2, 3] rely on the unique
“soft” capacity nature determined by the level of multi-access interference ratio,
often characterized by signal-to-interference ratio (SIR).

Currently, many studies have been engaged in the optimal CAC problem, and
Markov Decision Process (MDP) and Semi-Markov Decision Process (SMDP) as
popular techniques are applied to this field [1, 4]. However, to hold Markov prop-
erty, these schemes all have to make the common assumption that new/handoff
users arrive according to Poisson processes and have exponential call holding
time. Unluckily, recent field investigations [5] are shown that, except for the case
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of exponentially distributed cell residence time, the call holding time is not ex-
ponentially distributed, the handoff traffic is not Poisson, and the merged call
traffic to a cell is not Poisson. In fact, due to users mobility and the irregular
geographical cell shapes, the cell residence time also typically has a general dis-
tribution and therefore does not hold Markov property at all. So the analytical
framework based on an Markov/semi-Markov formulation does not hold true for
many systems with realistic traffic patterns, especially for the next generation
wireless network. Nevertheless, suppose that we drop the classical Markov as-
sumption, the CAC problem can be formulated as a generalized semi-Markov
process (GSMP) [1]. And yet it is well known that there are not many quantita-
tive results available [6] for GSMP. The difficulty significantly prevents GSMP
from modeling the realistic stochastic discrete systems.

In this paper, we propose a novel approach to formulate and solve the optimal
SIR-based CAC problem for the uplink of a DS-CDMA cellular network. The
main contributions include:

1. We propose a general solution to the optimal CAC problem with any traf-
fic models via constructing a GSMDP framework dropping any restrictive
assumptions.

2. This paper transform GSMDP to a solvable problem in terms of a General
State-Space Markov Chain (GSSMC). Since GSSMC satisfies the Markov
property, we settle the problem through a real time Reinforcement Learning
(RL) technique known as Q-learning not to care about the network dimen-
sionality and accurate state transition probabilities.

3. At the time of maximizing the network revenue, balancing new call blocking
and handoff dropping probabilities are considered by joining a weighted lin-
ear cost function. Therefore, we can find an optimal CAC policy that gives
attention to both network revenue and the blocking costs.

The remaining of this paper is organized as follows. Section 2 describes a
SIR-based CAC scheme in DS-CDMA cellular network. In Sect.3 we formulate
the optimal CAC problem as a GSMDP framework while satisfying QoS require-
ments, and the Q-learning solution and its implementation issues are discussed
respectively in Sect.4 and 5. Finally, conclusions and future work are given.

2 SIR-Based CAC Scheme

In DS-CDMA multicellular network, all users share the same total frequency
band W Hz. The capacity of a cell varies over time with the loading of the con-
sidered cell (intra-cell) and the surrounding cells (inter-cell). Then the decision
of the admission controller like [2, 3] is based on the measured bit-energy-to-noise
density ratio, Eb/Io denoted by Δ, at receiver (base station, BS).

2.1 Model of Multiple-Class Calls

Suppose the system supports data and kv classes of voice services, where each
class presents different QoS requirements and calls from the same class have the
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same QoS requirements. Namely, a class-l call requires a bit rate and a minimum
bit-energy-to-noise density ratio, denoted by Rl and Δmin

l , respectively.
Call requests are classified into handoff call and new call requests. We give

higher priority to handoff calls than new calls within the same class, and a new
call request of high-priority class may have higher priority as compared with a
handoff call of low-priority class. If m < n, the admission priority of a class-m
call is higher than that of a class-n call.

Hereafter, the suffix notation used in our paper are listed below:

d = data users;
v,i = voice users of the class i;
h = handoff;
kv = the total number of voice classes, i ∈ {1, 2, · · · , kv} .

Note that if the suffix h combines with the suffix d or v,i, it represents handoff
users of relevant traffic classes. And let C ={d,(v,1),(v,2),· · ·,(v,kv)} denote all
user classes the network supports.

2.2 Network State Admissibility

We take network states in a cell to consist of the number of users of each class
in the cell with sl mobiles of class l. Let Pl denote the power of a class-l call
received at the base station, and Pintra,l, Pinter,l the power of the interference
within the cell and from other cells. For a class-l user request, the BS will first
compute the relative Pintra,l and Pinter,l:

Pintra,l = (sl − 1)Pl +
∑

j �=l,j∈C

sjPj , Pinter,l = β

⎛⎝∑
j∈C

s̄jPj

⎞⎠ .

Here s̄j is the average number of class-j calls per cell surrounding the considered
cell. And β is a relative other cell interference factor according to [2], which is
considered to compute the received interference power from other cells. Then in
order to check the network state feasible if accepting the class-l call request, BS
will estimate Δ for each class since their values vary by the change of sl:

Δj =
W

Rj

Pj

Pintra,j + Pinter,j

, ∀j ∈ C. (1)

Assumed that background noise is negligible. Only if the following conditions
for each class j are satisfied, the network state is called admissibly:

Δj ≥ Δmin
j , ∀ j ∈ C.

Note that the process above as the elementary restriction is used to construct
the state space of the optimal CAC problem in the next section.

In brief, the CAC problem is described by the call arrival, traffic, and depar-
ture processes; the revenue payments; QoS metrics; and network model [8]. In
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this paper, the interarrival and the service time distribution of a new/handoff call
are all general distributions independently different from the common Markov
models. Ultimately, our goal is to find a policy π that for every system state s
chooses the correct control actions so that network maximizes revenue.

3 The Proposed GSMDP Framework for the Optimal
CAC Problem

In this paper, one of the main contribution is designing a GSMDP framework for
the optimal CAC problem. In theory, dropping any restrictive assumptions en-
dows GSMDP sufficient modeling power to capture many other complex discrete-
event stochastic systems. The paper just utilizes it to formulate the optimal
CAC problem in general traffic environment, which Markov models are not able
to handle.

In [9] the definition of GSMDP is adding a decision dimension to the formal-
ism by distinguishing a subset of the events as controllable and adding rewards
based on a GSMP model of discrete event systems. Unlike an MDP/SMDP, a
GSMDP remembers if an event enabled in the current state has been continu-
ously enabled in previous states without triggering. It holds history dependence
and therefore breaks the Markov property.

3.1 Description of a GSMP

First, we introduce the basic concept of a GSMP model. Its basic building com-
ponents are a countable set of states S and a finite set of events E. At any
time, the process occupies some state s ∈ S in which a feasible subset E(s)
of the events is enabled. With each event e ∈ E is associated a positive dis-
tribution Ge governing the time until e triggers if it remains enabled, namely
sampling a residual lifetime (or clock) te, and a next-state probability distri-
bution p(s′, s, e). The enabled events race to trigger, and the event e∗ with the
smallest clock value that triggers causes a transition to a state s′ ∈ S according
to p(s′, s, e∗). At each event epoch, in state s, the ensuing interevent time γ(s)
is given as γ(s) = mine∈E(s) te. See [9] for details.

3.2 Constructing a GSMDP Framework for the Problem

Later development elaborates on the components of our proposed GSMDP frame-
work one by one so as to analyze the optimal CAC problem in DS-CDMA net-
work. Note that the admission control is performed by a BS of each cell in a
distributed way. The following discussion is based on a cell.

State Space. Let S denote the state space and s(t) ∈ S ⊂ Z
1+kv
+ denote

the state of the BS at time t, where t ∈ R+ . The state vector is given by
s(t) = [sd(t), sv,1(t), sv,2(t), · · · , sv,kv(t)]T , where it denotes the number of ac-
tive users of all classes. The other two vectors, R = [Rd, Rv,1, Rv,2, · · · , Rv,kv]T
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and Δ = [Δmin
d ,Δmin

v,1 ,Δmin
v,2 , · · · ,Δmin

v,kv]T , respectively characterize the corre-
sponding required bit rate and minimum bit-energy-to-noise density ratio of dif-
ferent classes users. For the current state s(t) = s, let Δj(s) denote the estimated
bit-energy-to-noise density ratio of all active class-j users, and is computed by
(1). The state space S in the considered cell is defined as

S =
{
s = [sd, sv,1, · · · , sv,kv]T ∈ Z

1+kv
+ : Δj(s) ≥ Δmin

j , ∀ j ∈ C
}
.

Obviously the interference restrictive conditions cut down the cardinality of the
state space. Besides, bit-energy-to-noise density ratio threshold values may be
adjusted in term of [3]; thereby the priorities among call classes are assigned.
Note that since the arrival and departure of calls are random, {s(t)}t∈R+ is a
finite-state stochastic process.

Events, Clocks. The set of all possible event E that can occur in a cell is
defined as

E ={ad, ad,h, av,1, av,1,h, · · · , av,i, av,i,h, · · · ,av,kv , av,kv,h, dd, dv,1, · · · , dv,i, dv,kv},

where ad, av,i denote users’ arrival, ad,h, av,i,h denote handoff users’ arrival,
dd, dv,i denote users depart the cell including the service termination or handoff
to another cell.

We associate a real-valued clock te with each e ∈ E(s). For s ∈ S , the set
C(s) of possible clock-reading vectors in state s is defined as

C(s) =
{

(te1 , · · · , tej
, · · · , tek) | tej

> 0, ∃ j ∈ [1, k]
}

,

assumed that the number of events being enabled in state s is k. In addition, we
respectively denote Ga

d, Ga
v,i, G

a
d,h, Ga

v,i,h the general interarrival time distribu-

tions of new and handoff user, and Gs
d, Gs

v,i the general service time distribu-
tions. In general, each general distribution is represented by two useful concepts
consisting of the mean of a distribution μ and the variation σ2 (their notation
is uniform with their corresponding distribution).

Before we discuss actions, policies, and rewards for the GSMDP, we introduce
the following concepts [9]:

An extended state-space X: In order to maintain the Markov property, the
state space S must be extended with the clock-readings of the enabled events.
Thus we obtain an extended state space X ⊂ S×R

|E|
≥0 . We can define a Markov

chain {(sn, C(sn)) : n ≥ 0} with state space X (it is called as a GSSMC) that
corresponds to a GSMP with state space S.

The next state distribution for the GSSMC f(x′|x): Given that an extended
state x ∈ X, and fe(t) is the probability density function of the distribution Ge
associated with event e, f(x′|x) is defined as

f(x′|x) = p(s′, s, e∗)
∏
e∈E

f̃e(t′e|s′, x),
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where

f̃e(t′e|s′, x) =

⎧⎨⎩
fe(t′e) , if e ∈ E(s′) ∩ ({e∗} ∪ (E \ E(s)))
δ(t′e − (te − te∗)) , if e ∈ E(s′) ∩ (E(s) \ {e∗})
δ(t′e −∞) , if e /∈ E(s′)

.

Here δ(t− t0) is the Dirac delta function with the property that
∫ x

−∞ δ(t− t0)dt
is 0 for x < t0 and 1 for x ≥ t0.

Observation Model : Since the time that an event has been enabled is known to
the system, this knowledge is sufficient to provide the system with a probability
distribution over extended states. Then we set up an observation model based
on GSSMC. Let O ⊂ S × R

|E|
≥0 be the set of observations. An observation is

o = 〈s,u〉 ∈ O, where a vector u with elements ue for each e ∈ E being the time
that the event e has been enabled (ue = 0 if e /∈ E(s)). These two components
are both observable.

Function obs:X ×O×S −→ O: Given an extended state x, an observation of x,
and the observable part s′ of a successor x′ of x, it can obtain the observation
of x′. Namely, obs(x, o, s′) = 〈s′,u′〉, where u′ consists of elements u′

e for each
e ∈ E, with

u′
e =

{
ue + te∗ , if e ∈ E(s′) ∩ (E(s) \ {e∗})
0 , otherwise .

Actions. Given a GSMP with a event set E, we identify a set A ⊂ E of con-
trollable events, or actions [9]. In our GSMDP model, the set of actions A is the
same with E, which can be disabled at will.

Policies. A control policy π determines which actions should be enabled at
a given time in a state. We allow the action choice to depend on the entire
execution history of the process, which can be captured in an observation o ∈ O.
Thus a policy is a mapping from observations to sets of actions:

Π = {π : O → 2A},

where Π denotes the set of admissible CAC policies. Given an observation o, the
set of actions being enabled in state s is π(o) for the policy π.

A GSMDP controlled by a policy π is a GSSMC with E(s) replaced by
Eπ(o) = π(o) in the definition of e∗, f(x|o), and obs(x, o, s′). The probability
density function over X is defined as

f(x|o) =
{∏

e∈E f̃e(te|te > ue, s) , if x = 〈s, t〉
0 , otherwise

,

where f̃e(te|te > ue, s) is fe(te > ue) if e ∈ E(s) and δ(te −∞) otherwise. The
next-state distribution is defined as

f(x′|x, o) = p(s′, s, e∗)
∏
e∈E

f̃e(t′e|s′, x, o),
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where f̃e(t′e|s′, x, o) is defined as f̃e(t′e|s′, x) with Eπ(o) replacing E(s) and
Eπ(obs(x, o, s′)) replacing E(s′).

Rewards. Based on the actions being enabled in a state, the network earns
revenue due to the carried traffic in the cell. So, let the being enabled actions
in state S associates a continuous reward rate r(s,π(o)). Moreover, we assume
the transition from state S to S′ triggering by the event e associates a lump
sum reward k(s′, s, e). The expected lump sum reward if e triggers in state s is
k̂(s, e) =

∑
s′∈S p(s′, s, e)k(s′, s, e). Since policies can switch actions at arbitrary

time points, reward rates can vary over time in a given state.

Balanced Costs Payed by Blocking Operations. From user’s opinion, the
network needs to pay for the blocking of new and handoff call at the same time.
In this paper, we weight these two blocking probabilities appropriately to reflect
their relative importance following the idea of [7]. We define a weighted linear
function of new call blocking and handoff dropping probability for each service
type as a cost during each interevent time γ(s),

c(γ(s)) =
∑
j∈C

(
wj

μa
j

μa
j + μa

j,h
B

γ(s)
j + wj,h

μa
j,h

μa
j + μa

j,h
B

γ(s)

j,h

)
,

where wj , wj,h respectively represent the blocking cost rate of new and handoff
call request with w

j,h > wj expressing the fact that rejecting a handoff request is

more undesirable than blocking a new call attempt, and B
γ(s)
j , Bγ(s)

j,h denote the
measured new call blocking and handoff dropping probability respectively during
γ(s). In particular, we set w

j,h > wj > w
j+1,h > wj+1 > · · · > wkv > wd,h >

wd, j ∈ {(v, 1), · · · , (v, kv−1)} to show rejecting a higher priority request costs
much than rejecting a lower one. Formulating the ranking expenses due to the
blocking operations for different priority classes in the reward value function, we
can choose actions towards gaining revenue farthest. For convenience, we denote
G(s,π(o)) = r(s,π(o))− c(γ(s)).

Value Function. Thereupon, for a fixed policy π , the expected discounted
value of an observation o over an infinite-horizon is given by

vπ
α(o) =

∫
X

f(x|o)

⎛⎝ te∗∫
0

e−αtG(s,π(o))dt + e−αte∗
∫
X

f(x′|x, o)
(
k(s′, s, e∗)

+ vπ
α(obs(x, o, s′))

)
dx′

⎞⎠ dx

=
∫
X

f(x|o)
(

1
α

(1− e−αte∗ )G(s,π(o))

+ e−αte∗
(

k̂(s, e∗) +
∑
s′∈S

p(s′, s, e∗)vπ
α(obs(x, o, s′))

))
dx, (2)
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where the parameter α(0 ≤ α < 1) is the discount rate, and indicates the impact
or not of future actions and their associates rewards [9]. Via (2), we give attention
to both network rewards and the blocking costs; thereby we can find an optimal
policy to balance them best.

In this paper, the controller objective is to determine a policy π∗ ∈ Π that
satisfies

vπ∗
α (o) = max

π∈Π
vπ

α(o), ∀ o ∈ O. (3)

Here π∗ is called the optimal policy, and π∗(o) is the set of actions chosen to be
enabled in state s.

4 Our Solution Using Q-Learning

Although few available quantitative results [6] for GSMP significantly prevent
its applications, our GSMDP framework is defined in terms of GSSMC (it satis-
fies the Markov property). At present, a number of researchers have successfully
explored many approaches to solve the optimal control problems in Markov en-
vironments, such as dynamic programming with a perfect Markov model [1].
However, they require extremely large state space to model these problems ex-
actly. Consequently, the numerical computation is intractable due to the curse
of dimensionality. Also, a priori knowledge of state transition probabilities is
required. Alternatively, many researchers turns to use the reinforcement learn-
ing (RL) [7, 8] to approach an optimal solution online, which avoided the above
disadvantages.

In this paper we introduce a real time RL technique known as Watkin’s Q-
learning [10] as an efficient method for computing vπ∗

based on a reformation
of a Bellman equation. We denote Q-value, Qπ(s,π(o)), as the expected return
starting from s, being enabled the actions π(o), and thereafter following policy π:

Qπ(s,π(o)) =

te∗∫
0

e−αtG(s,π(o))dt + e−αte∗
∫
X

f(x′|x, o) (k(s′, s, e∗)

+vπ
α(obs(x, o, s′))) dx′

=
1
α

(1− e−αte∗ )G(s,π(o)) + e−αte∗
(

k̂(s, e∗)

+
∑
s′∈S

p(s′, s, e∗)vπ
α(obs(x, o, s′))

)
. (4)

The object is to estimate Q-values for an optimal policy. Namely, given optimal
Q-values, Qπ∗

(s,π∗(o)) ≡ Q∗(s,π∗(o)), the optimal policy π∗ is defined by

π∗(o) = arg max
π∗(o)∈E

Q∗(s,π∗(o)), ∀ o ∈ O. (5)

To learn optimal Q-values, our Q-value function is updated recursively at each
decision epoch as follows. Available information being used consists of current
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extended state xn, observation on, selecting and being enabled action set π(on),
the subsequent state s′

n(= sn+1), etc. The learning rule is:

Qn+1(s,π(o)) =

⎧⎨⎩
Qn(s,π(o)) + ηn(s,π(o))�Qn(s,π(o)) , if s = sn andπ(o)

= π(on)
Qn(s,π(o)) , otherwise

�Q(s,π(o)) =

te∗∫
0

e−αtG(sn,π(on))dt + e−αte∗
(

k(s′
n, sn, e∗)

+ max
π(obs(xn,on,s′

n))∈E
Qn

(
s′

n,π(obs(xn, on, s′
n))
))
−Qn(s,π(o)). (6)

ηn(s,π(o)) ∈ (0, 1] is the stepsize or learning rate, n is an integer variable to
index successive updates.

It has been proved in detail [10] that if the Q-value of each admissible action-
state pair is visited infinitely often, and if the learning rate is decayed appro-
priately, then as t → ∞ , the above learning algorithm Qn(s,π(o)) converges to
Q∗(s,π∗(o)) with probability 1.

5 Algorithm Implementation Issues

In this paper, we simply mention some key issues in an online implementation
of the Q-learning algorithm [12] for solving the optimal CAC problem.

5.1 Q-Values Representation

In practice, an important issue is how to represent and store Q-values. Cur-
rently, two different approaches, which are lookup table and neural network, are
very popular to be used. Although the lookup table is the most straightforward
method, it is prohibitive in the face of very large state space because it requires
a huge amount of memory units. Fortunately, neural network, such as the mul-
tiplayer perceptron with a single hidden layer architecture [11, 12], can reduce
the storage requirement.

5.2 Exploration

Exploration implies that each action should be executed in each state an infinite
number of times to guarantee the convergence of a RL algorithm. Therefore, we
may take decisions other than that with the highest action value with a small
probability [11]. Or we select the being enabled actions that leads to the least
visited configuration instead of selecting using (5) in order to overcome slow
convergence [12].

Furthermore, to ensure the convergence of the Q-learning algorithm, we may
use the Darken-Chang-Moody search-then-convergence procedure [11] to decay
the learning rate ηn. Namely, we use the equation: ηn = θ0/(1 + ζn), where
ζn = n2/(θr + n), and θ0 and θr are constants.
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6 Conclusion

This paper shows that the optimal CAC problem for DS-CDMA cellular net-
work can be solved via constructing a general GSMDP framework and learning
by a Watkin’s Q-learning algorithm. In fact, the formulation is quite general
and can be applied to many other cases including realistic non-Markovian cases
that cannot be solved by the previous approaches. And we incorporate the QoS
guarantee into the measure criteria of the optimal policy. Our future work will
look for a better way to enhance the convergence rate of the learning algorithm.

References

1. Sumeetpal Singh, Vikram Krishnamurthy, H. Vincent Poor: Integrated Voice/Data
Call Admission Control for Wireless DS-CDMA Systems. IEEE Transactions on
Signal Processing. 50 (2002) 1483–1495.

2. Christoph Lindemann, Marco Lohmann, Axel Thmmler: Adaptive Call Admission
Control for QoS/Revenue Optimization in CDMA Cellular Networks. Wireless Net-
works. 10 (2004) 457–472.

3. Wha Sook Jeon, D.G.Jeong: Call admission control for CDMA mobile communi-
cations systems supporting multimedia services. IEEE Transactions on Wireless
Communications. 1 (2002) 649–659.

4. Bin Li, Lizhong Li, Bo Li, Sivalingam K.M., Xi-Ren Cao: Call Admission Control
for Voice Data Integrated Cellular Networks - Performance Analysis and Com-
parative Study. IEEE Journal on Selected Areas in Communications. 22 (2004)
706–718.

5. Yuguang Fang, Imrich Chlamtac, Yi-Bing Lin: Channel Occupancy Times and
Handoff Rate for Mobile Computing and PCS Networks. IEEE transactions on
computers. June 1998, 47(6): 679 - 692. 47 (1998) 679–692.

6. Cao Xi-Ren, Ho Yu-Chi: Models of Discrete Event Dynamic Systems. IEEE Control
Syst. Mag. 10 (1990) 69–76.

7. El-Sayed El-Alfy, Yu-Dong Yao, Harry Heffes: A learning approach for call admis-
sion control with prioritized handoff in mobile multimedia networks. IEEE Vehicle
Technology Conference (VTC), Greece. (2001) 972–976.

8. Hui Tong, Timothy X Brown: Adaptive Call Admission Control Under Quality of
Service Constraints: A Reinforcement Learning Solution. IEEE Journal on Selected
Areas in Communications. 18 (2000) 209–212.
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Abstract. This paper presents a heuristic algorithm for detecting traffic condi-
tions from loop detector information at signalized intersections.  With use of the 
characteristic of occupancy data from each cycle, the algorithm determines the 
level of traffic conditions. Several variables were introduced for this algorithm, 
and the detailed descriptions of flow chart of the initial algorithm were included 
in this paper.  The proposed algorithm has a simple logic, however, the per-
formance of the algorithm could be improved by performing calibration or by 
introducing additional variables. 

1   Introduction 

Traffic congestion is a common problem in urban cities. Although there are some 
differences in levels of congestion and its duration, most cities have experienced traf-
fic congestion on a recurring basis.  Identifying of traffic conditions in real-time is 
crucial information for effective operation and management of traffic facility.  Re-
cently, the concept of intelligent transportation systems (ITS) enables to consider 
more surveillance systems that provide real-time traffic information.  Consequently, a 
lot of surveillance systems have been installed on highways such as detectors and 
closed circuit television (CCTV). 

Generally, a vision-based detection system provides very reliable and accurate traf-
fic information, but it requires huge investment.  Therefore, the detector-based system 
installed on roadway is a key equipment for traffic information collection in most 
surveillance systems.  However, the traffic information from detector-based system is 
limited in direct applications due to lack of accuracy and reliability as compared to 
the vision-based system.  The collected detector data should be processed with some 
types of algorithms to become informative. 

At signalized intersections, a presence-type loop detector is commonly installed to 
collect traffic data.  The detector data could be used to generate traffic signal control 
parameters for either actuated control systems or computer controlled systems.  How-
ever, the data could be used not only for direct signal control purpose, but also for 
identifying real-time traffic conditions by adopting an appropriate procedure or algo-



 Heuristic Algorithm for Traffic Condition Classification with Loop Detector Data 817 

 

rithm.  If detector data can be used for identifying traffic conditions, the effectiveness 
of management activities and system performance is significantly improved. 

This paper investigates a heuristic data processing algorithm for identifying traffic 
conditions with loop detector data at signalized intersections.  The suggested algo-
rithm is based on the occupancy data collected from a single loop detector.  By inves-
tigating the characteristics of occupancy data and resulting statistics, the status of real-
time traffic conditions is determined.  The optimal parameter values could be esti-
mated from field data, but the estimation result of the parameters was not included in 
this paper.  The key concepts and working flow of the algorithm are presented as well 
as the operational characteristics of the algorithm.  

2   Literature Review 

A study had investigated optimal type and location of loop detector to measure accu-
rate traffic conditions influenced by traffic variation (Lee and Lee, 1996).  In this 
study, the optimal types and location of loop detectors for application of adaptive 
signal control systems have been proposed for each direction of traffic flows by 
checking confidences of occupancy time.  Estimation of link travel time using loop 
detector information was investigated (Kim et al. 1997).  The study proposed three 
different methodologies; VPLUSKO model, method from fuzzy theory, and method 
from neural networks theory. The study showed that the fuzzy theory model provided 
the best performance in term of estimation errors. 

A study presented a methodology to estimate link travel times directly from the 
single-loop loop detector flow and occupancy data without heavy reliance on the 
flawed speed calculation (Petty et al. 1998).  It was shown that the single-loop based 
estimation of travel time could accurately track the true travel time through many de-
grees of congestion.  Recently, an innovative method for speed estimation from traffic 
count and occupancy data was proposed (Hazelton, 2004).  By assuming a simple ran-
dom walk model for successive vehicle speeds, an MCMC approach to speed estimation 
can be applied, in which missing vehicle lengths are sampled from an exogenous data 
set.  The test results provided quite reasonable estimation accuracy. 

For freeway systems, a vehicle re-identification algorithm for consecutive detector 
stations on a freeway was proposed to estimate vehicle speed using vehicle length 
measured at dual loop speed traps (Coifman and Cassidy, 2000).  In addition, a new 
algorithm was proposed for estimating velocity from single loop detector data (Coif-
man, 2001). The algorithm was simple enough for real-time application, and it could 
be extended to automatic tests of detector data quality at dual loop speed traps. 

An estimation of traffic measurement using a signature from a single loop detector 
was suggested (Oh et al. 2001).  It was identified that an individual vehicle speed 
could be estimated from single loop detectors by integrating existing inductive loop 
detectors with advanced loop detector cards.  A travel time estimation algorithm was 
developed which used the loop detector data with theoretical considerations (Oh et al. 
2002).  It was also shown that the information from point detectors had a deficiency 
in estimating travel times under congested traffic condition.  Test results showed that 
the proposed algorithm produced improved travel time estimates as compared to other 
methods.  
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3   Algorithm 

When the signal turns green, traffic begins to discharge from the stop line, and a loop 
detector records the on or off status bits. The sum of “on” state bits is referred to as 
the vehicle occupancy time (May, 1990). Likewise, the duration of absence of vehi-
cles is easily estimated by the sum of “off” status bits.  In general, the patterns of 
these detector outputs are different according to prevailing traffic conditions. For 
undersaturated conditions, there is enough unused green time during a given phase, 
but green time is fully utilized at saturated conditions. In oversaturated conditions, 
occupancy time per vehicle could be increase.  Therefore, it is postulated that traffic 
conditions may be easily identified by analyzing these patterns of the detector outputs. 

The proposed algorithm is designed to identify traffic conditions by using variation 
of occupancy time. From loop detector outputs, two indices could be extracted for 
control purpose: percent occupancy time and average occupancy time.  The percent 
occupancy time is calculated using Equation (1) (McShane et al. 1990). 

                                    

                                             (1) 

 

Where OCCper = percent occupancy time, 

  tocc = occupancy time of each vehicle n, 

N = number of vehicles detected during time period T, and 

T = time period. 

The average occupancy time is estimated using Equation (2). 

                                    

                                                (2) 

 

Where OCCavg = average occupancy time during time period T. 

Generally, percent occupancy time will be increased as the discharge volume in-
creases.  When approaching the capacity of an intersection, the increasing pattern of 
the percent occupancy time versus discharge volume will be scattered.  That is, the 
values of percent occupancy time are distributed within some ranges near capacity 
because the occupancy time is no longer a function of traffic volumes only.  There-
fore, the magnitude of percent occupancy time cannot be used as a reliable indicator 
of traffic conditions. 

The traffic condition may be characterized by a mixture use of those two variables: 
percent occupancy time and average occupancy time.  As traffic conditions become 
worse, occupancy time increases as compared to normal traffic conditions because 
occupancy time is an indirect measure of traffic density.  Applying these characteris-
tics of the detector outputs, the level of traffic conditions could be identified.  To 
make the algorithm working, a set of reasonable threshold values of the two variables 
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should be determined.  Considering these characteristics, the algorithm has the fol-
lowing procedures. 

Step 1. Check the beginning of green phase i and collect loop detector data. 

Step 2. Check the end of the green phase i. 

If sum of headway time is equal to green time, then compute the sum of oc-
cupancy time. Proceed to Step 3. 

Otherwise, perform Step 2. 

Step 3. Examine traffic flow characteristics. 

Compute the percent occupancy time and average occupancy time. 

Step 4. Decide traffic conditions. 

Condition 1:  If the percent occupancy time is smaller than , then it is an 
under-saturated condition.  Go to Step 1. 

Otherwise check the Condition 2. 

Condition 2:  If the percent occupancy time is smaller than , then it is a satu-
rated condition. Go to Step 1. 

Otherwise check the Condition 3. 

Condition 3:  If the percent occupancy time is greater than  and average oc-
cupancy time is greater than , then it is an oversaturated condi-
tion. Go to Step 1. 

The flow chart of the proposed algorithm was also illustrated in Figure 1. 

4   Characteristics of the Algorithm Validation 

To validate the suggested algorithm, extensive data collection should be made.  Cur-
rently, however, enough data were not collected for the validation of the proposed 
algorithm.  Therefore, important concepts for the validation work are briefly de-
scribed, and no performance test result is provided in this paper. 

First, a set of the threshold values of the parameters should be decided.  The selec-
tion of reasonable range of values is critical for the good performance of the algo-
rithm.  Several methods can be used to estimate the threshold values such as heuristic 
search techniques, statistical techniques, and neural network models. Each technique 
tries to capture the certain patterns from the data.  It is recommended that the use of a 
heuristic algorithm unless there is clear performance difference among the techniques. 

Second, it is necessary to check the minimum required number of data set.  In gen-
eral, as the number of data points increase, the reliability of the model will be im-
proved. However, there may be practical limitations to obtain enough data set.  There-
fore, the minimum data set should be defined by using a statistical method before the 
field study is performed. 

Third, the decision interval of the proposed algorithm is dependent on the cycle 
lengths for a given location.  To test the algorithm, loop detector data collected from a 
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given cycle should be sequentially processed by the proposed detection algorithm.  
Since the test is conducted on a cycle basis, the detection interval of the algorithm is a 
cycle.  This operational characteristic is a good feature for demand responsive traffic 
signal control systems. To evaluate the performance of the algorithm, both detection 
rate and false alarm rate should be calculated. 

Fig. 1. Working Flow of the proposed algorithm 

Last, the proposed algorithm has limited variables and a simple structure, thus, the 
model may have wide application areas.  However, the accuracy of the estimation is 
also affected from other factors such as overall quality of detection systems, espe-
cially for congested traffic conditions.  Thus, it is necessary to check the status of the 
detector system in a regular basis. 

5   Conclusions 

A heuristic data processing algorithm for identifying traffic conditions at signalized 
intersections was introduced in this paper.  The logic and flow of each element of the 
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algorithm are described. The algorithm mainly uses the characteristics of occupancy 
data collected from a single loop detector. The estimation of traffic conditions will be 
obtained through the algorithm introduced by extracting two occupancy-based vari-
ables. The model can be used for many real-time application purposes in urban areas 
because of a simple algorithm structure. However, it is necessary to validate the algo-
rithm with extensive field data set. In addition, the performance of the algorithm 
could be improved by performing calibration or by introducing additional variables. 
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Abstract. With growing popularity of mobile devices and wireless communica-
tions, mobile location-based services that deliver location dependent and con-
text sensitive information to mobile users are emerging as one of the hot topics 
of mobile. In this paper, we introduce a mobile navigation solution and discuss 
spatial data management strategies for mobile navigation service to answer the 
challenge of providing spatial map data efficiently. And a model, Spatial Data 
Channel, is devised for integrating various strategies including data preparation, 
transmission and management. Finally, we present some conclusions. 

1   Introduction 

The convergence of mobile communication and location technology is creating new 
opportunities for mobile services. Mobile location-based services that deliver location 
dependent and context sensitive information to mobile users are emerging like one of 
the topics in the mobile communication area [1][2]. In various services, mobile naviga-
tion service is special because location context geographic information, i.e. spatial 
map data, needs to be provided along with position information. 

It is noted that mobile devices use small batteries for their operations, and the 
bandwidth of wireless communication is in general limited [3]. And moreover, it is 
difficult for applications on mobile devices to store huge data, i.e. more than 100MB, 
in local environment because of limited memory. So we cannot put the huge spatial 
data in local memory. How to provide spatial map data efficiently is one of the key 
problems in mobile navigation services. Developing proper infrastructure and spatial 
data management strategies for mobile navigation service has been a major challenge. 
To answer this challenge, we devise Spatial Data Channel to provide dynamic and 
efficient access to location context spatial map data. 

2   Related Work 

Many GIS software vendors provide various Web publishing tools that convert map 
files into images. Some vendors further give plug-in components to display vector 
maps in popular Web browsers [4]. Others embed JavaScript code or Java applets in 
Web pages. Among them, http://map.pku.edu.cn features integration of local and 
Internet data on the client side. However, they all have a common dilemma between 
large sizes of GIS datasets and limited bandwidth available for ordinary wireless 
users. As a result, only simple or small maps are available for general public viewings. 



 Spatial Data Channel in a Mobile Navigation System 823 

 

Internet transmission of vector spatial data remains a challenge [5]. Many recent re-
searches have been conducted on how to transmit spatial vector data efficiently. Such 
methods take advantage of map generalization to realize the efficient transmission of 
spatial vector data on the Internet. According to the display scale on the client, invisi-
ble spatial objects are eliminated to reduce transmission cost and response time [6]. 

However, our work differs from previous works in which we consider the problem 
from a global view. We integrate various strategies including data preparation, trans-
mission and management into a data channel. Especially, some efficient caching and 
pre-fetching strategies are introduced in this paper to enhance spatial data providing. 

3   Our Mobile Navigation Solution 

JNavigator, our java-based mobile navigation solution, is an integrated system includ-
ing client applications and remote services. Solution architecture is shown as figure 1. 

Fig. 1. Architecture of Our Mobile Navigation Solution 

Client applications are independent of the target device, yet automatically can ex-
ploit specific features of the device and provide customized content depending on the 
availability of such features. To provide real-time location information for mobile 
user, we integrate a positioning module with client applications. The GPS satellite-
based positioning system requires an unobstructed view of the sky for a positional fix 
to be made, however, in an urban environment for which a vehicles navigation service 
is designed for, this may not always be possible. GSM cellular-based positioning 
systems aren’t as accurate as GPS, but have the advantage of being able to work both 
indoors and outdoors. A hybrid of the two can provide the solution to the system 
requirements for a location-calculate based tourist application. Currently, an imple-
mentation of a vehicles navigation service has been developed that uses GPS position-
ing technology. 
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In remote server, JNavigator provides a variety of portal services as listed below. 

(1) Navigation. Navigation refers to real-time directions. In practice, this means 
instead of receiving a simple list of directions all at once, navigation services 
automatically provide the user with prompts of the correct directions in real-
time, as he approaches road junctions and intersections. Navigation service 
can be combined with vehicles management and tracking services. 

(2) Location-context service. This service gives answers to questions such as 
what’s nearby, where am I, how can I get there, etc. This provides the user 
with access to large datasets that are contextualized by the user’s location, and 
provide maps to a chosen location. 

(3) Group service. These services link a community or individual mobile users and 
allow them to quickly locate each other (subject to individually predefined pri-
vacy restrictions) and subsequently communicate, meet and interact. 

(4) Advertising/Promotions. This provides alerts to mobile users when they are 
within certain geographical areas to advertise or give discounts on a product 
or service available in the vicinity. 

Between the portal services described above and various spatial data sources, 
JNavigator provides a set of geographical enabling functions that enable pre-
integrated mobile-enabled services for location related queries. This enables to easily 
ingest different sources of location services providers worldwide using a single, con-
sistent Java interface. These interfaces allow seamless integration with existing loca-
tion service vendors. Typical functions include: 

• Mapping - Map rendering. Mapping enables users with capable devices to visu-
alize location-related data. 

• Geocoding - converting a location/address into a geographic coordinate. 
• Reverse geocoding - converting a coordinate into an address. 
• Routing - providing a list of directions between two geocoded points. Routers 

might also provide maps of each turn and of the complete route. The router 
might also supply a list of point coordinates along the route, to enable the re-
questing user to perform some spatial analysis (for example, to identify which 
customers can be visited along the route). 

• Spatial searching – searching spatial entities in specified region. 
• Directory services - determine a list of businesses matching a specified region. 

Location-context business services are also supplied in our solution. Typical ser-
vices include grouping and pushing service. 

• Grouping – different users can be grouped together to provide club-like ser-
vices. A group can be established or dismissed according to its members’ de-
mands. A user can join or quit a group freely. 

• Pushing - By keeping track of user’s purchasing habits and current location, a 
very targeted advertising campaign can be performed. Mobile users are in-
formed about various on-going specials. Messages can be sent to all users who 
are currently in a certain area (identified by advertisers or even by users) or to 
certain users in all locations. 

. Luo
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Spatial data channel can be seen as a pipe. On one side of the pipe, huge spatial 
data are collected and selected according to specified strategies. After a series of 
processes, on the other side of the pipe, lightweight spatial data block will be provided 
for the client applications running on handheld devices. 

4   Spatial Data Channel 

Spatial data channel is a way to provide data. Through the control of precision and 
extension of spatial data, huge spatial data that have been arranged by spatial data 
channel will turn to be lightweight spatial data block. This lightweight spatial data 
block is preferred by mobile terminal. 

The establishment of spatial data channel requires two steps for data: 

• Prepare different scales of spatial data. 
• Divide the spatial data into virtual partitions to control the extension. 

Figure 2 describes the architecture of spatial data channel. 

Huge
Spatial
Data

Virtual PartitionScale

Lightweight
Spatial Data

Block

Caching

Pre-Fetching

Strategies

 

Fig. 2. Spatial Data Channel 

4.1   Virtual Partition 

Virtual partition means we not only partition the spatial map data into map blocks, but 
also operate this partition in a virtual way. Map data after the process of virtual parti-
tion is the same as before. Through a partition grid, the map data will be viewed as 
being constituted of many map data blocks, just as virtual partition grid layer being 
inserted between the map data and data visitor. 

Just as the following figure 3 shows, VP is a virtual partition of Real map. Real 
map will not be divided to many blocks actually. 

When receiving request from clients, according to the extension of requested area, 
the service will calculate which virtual partitions blocks overlapped with the area and 
return map data located in these blocks as the result. As figure 3 shows, client sends 
request Req and the request’s area overlaps virtual partitions 1, 2, 3 and 4, so the map 
data in these four blocks are sent back to the client as the response. 

The size of virtual partition is determined by three factors: the screen size of hand-
held device, zoom scale of mobile user and map extension. 
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Fig. 3. Virtual Partition 

4.2   Precision Strategy 

By using the strategy of virtual partition, users only have to request the related data 
blocks and usually this will reduce the amount of transmit data largely. But when the 
whole map is requested, all partitions will be transmitted. In that case, only using the 
strategy of virtual partition is not enough. Different scales of spatial data are prepared 
to solve this problem. That is the precision strategy of spatial data. 

What is the precision strategy of spatial data? The precision of spatial data means 
the scale that spatial entity shows. We use the term precision to mean both the amount 
of entities contained in the spatial data and the information stored about such entities, 
for instance, their geometry. Therefore, for example, changes of detail in a representa-
tion can be caused by the addition or elimination of some entities, as well as by the 
refinement or coarsening of the representation of existing entities (e.g., change of 
dimension or shape)[7]. 

Why the precision strategy of spatial data can solve problems? In the perspective 
of handheld device users, the extension and precision of map can be inverse ratio: 
When the map extension is large, i.e. users want to view a whole map in the screen, 
the coarse map is acceptant for users, while when the extension is small, such as in 
one small section, the highly detailed map is needed. 

How to design the precision strategy of spatial data? For each map, we prepare dif-
ferent spatial map data with different scales, i.e. 1:500, 1:10,000 and etc, each scale 
corresponding to a precision. A solution is to pre-compute a sequence of multiple 
representations of the data to be stored on the server site. So when receiving requests 
from mobile client, the remote service will gather spatial data from the specific data 
source in which the scale matches the requested scale. 

4.3   Caching Strategy 

The primary goal of caching strategy is to reduce user-perceived response time. Thus, 
effective use of cached blocks is critical to the performance improvement. 

Many contributions in computer science such as processors, databases and web 
browsers all support caching. The basic unit in our caching strategy is a lightweight 
spatial data block (LSDB). When a LSDB is gathered from remote service, if not exist 
in the cache, it can be stored into the cache bundled with a unique key that is identi-
fied by block boundary and precision. 

 Y  et al. . Luo
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Considering the characteristics of area and time localization, the general-purpose 
caching replacement mechanism such as the LFU (least frequently use) and LRU 
(least recently use) policy can often work. However, these general-purpose policies 
sometimes mismatch users’ operation interests or navigation trends. Therefore we 
propose three location-based caching replacement mechanisms: furthest neighbor, 
least recently navigation and least recently operating. 

4.3.1   Furthest Neighbor 
LSDBs in current screen are defined as Center LSDBs. In furthest neighbor 
replacement mechanism, LSDBs that are further from Center LSDBs than others will 
be replaced earlier. As figure 4 shows, Center LSDBs are provided in current screen. 
When caching replacement operation is executing under furthest neighbor 
replacement mechanism, Tier 2 LSDBs will be replaced earlier than Tier 1 because 
Tier 2 LSDBs are further from Center LSDBs than Tier 1 LSDBs. 

Fig. 4. Furthest Neighbor Replacement 

4.3.2   Least Recently Navigation 
Vehicles will have definite tracks while being navigated. From navigation tracks we 
can obtain navigation history, which means we can know which LSDBs are traversed 
by the navigation tracks. In least recently navigation replacement algorithm, LSDBs 
are replaced according to their replacement priorities that are determined by 
navigation history. 

LSDB is classified into two types: navigation-sensitive LSDBs (s-LSDBs) and 
navigation-free LSDBs (f-LSDBs). The replacement priority of any s-LSDB is higher 
than any f-LSDB. All f-LSDBs have equal replacement priorities while priorities of s-
LSDBs are correlative with navigation history. The earlier any s-LSDB is traversed 
by navigation tracks, the higher replacement priority the s-LSDB has. The rules that 
determine the replacement priorities of s-LSDBs can be described as follows. 

The replacement priority of an s-LSDB can be represented by a value pair (ps, pn). 
The ps value of each s-LSDB means the replacement priority of the screen that is 
using the s-LSDB, and the pn value represents replacement priority of the navigation. 
The smaller the value is, the higher the replacement priority is. 

Rules to Determine ps Value. All the LSDBs used in the same screen have equal 
replacement priorities. Different screens have different replacement priorities that are 
determined by the order of arrival, that is to say, earlier screen has higher priority. If a 
LSDB is used in more than one screen, in which case the LSDB has multiple screen 
priorities, the lower one will be selected as the ps value. As figure 5 demonstrates, 



828 

 

Screen 1 and Screen 2 both have used LSDB D, so the replacement priority of D can 
be 1 or 2. According to the above rules, the ps value of D will be 2. 

Rules to Determine pn Value. Considering whether the LSDBs are traversed by 
navigation vehicles, we can classify all the LSDBs into two types: traversed and non-
traversed. The non-traversed LSDBs have the same pn value 0 (min value) while the 
traversed LSDB are ranked in the order of being traversed by navigation vehicles, the 
earlier being traversed, the higher rank the LSDB has. As figure 5 shows, the naviga-
tion vehicle sequentially traverses LSDB C, D, E, F, H, I, so their replacement priori-
ties of the navigation decrease in the traversing order. 

Fig. 5. Least Recently Navigation Replacement 

Following above determined rules of replacement priorities, we introduce a re-
placement algorithm based on priorities, which can be described as following steps: 

• Rank all the s-LSDBs according to ps value, those s-LSDBs with smaller ps 
value will be replaced earlier; 

• If ps values of some s-LSDBs are equal, rank these s-LSDBs according to pn 
value, those s-LSDBs with smaller pn value will be replaced earlier; 

So s-LSDBs appeared in figure 5 will be replaced in the order of A or B, C, G, D, 
E, J, F, H, I. 

4.3.3   Least Recently Operating 
Move, Zoon In and Zoom Out are common GIS operations for which the caching 
strategies are available. The replacement mechanisms are different for different opera 
tions. Replacement mechanisms in different operations are described simply as follows: 

• Move - According to users’ Move Operations History, the LSDBs used by ear-
lier screens will be replaced earlier. This replacement mechanism is same as 
Least Recently Navigation. 

• Zoon In According to users’ Zoom In Operations History, the LSDBs used 
by earlier screens will be replaced earlier. 

• Zoon Out  The same as Zoom In operation. 

4.3.4   Procedure Using Caching Strategy 
No matter which replacement mechanism is adopted, the procedure of requesting map 
data using caching strategy will be the same, which can be described as following steps: 
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(1) Construct OriginReq [x1, y1, x2, y2][scale] 
(2) Search map data in the cache and determine whether the data that not only 

overlap the request area but also match request scale exist. 

a)  If existed, use and display the searched map data, then calculate the absent 
data, and form as a new request, turn to b) 

b)  If no, send request to remote service. 

(3) Construct RemoteReq [rx1, ry1, ry1, ry2][scale] and send it to remote service. 
(4) Match RemoteReq with virtual map block, 

a)  If matched,  ReturnResp = spatial entities located in matched map blocks 
b)  If no, ReturnResp = spatial entities located in overlapped map block 

(5) Send ReturnResp back to mobile clients, clip out the requisite part of map from 
ReturnResp and display it. 

4.4   Pre-fetching Strategy 

A unique strategy in our Spatial Data Channel is the location-based Pre-fetching 
mechanism. What is Pre-fetching? In the Spatial Data Channel, different screens have 
different spatial data blocks. That is to say, each spatial data block can only be used 
for one screen, so when the screen changes, the relevant spatial data block will also 
change. If the new data block has not been downloaded from remote service, we can 
only view former old map on the next screen. Therefore to reduce user perceived 
response time, pre-fetching strategy is adopted. Figure 6 describes the relations 
among screen, next screen and pre-fetched map. The arithmetic of pre-fetching strat-
egy is same as that described in 4.3.4, just regarding OriginReq there as next screen. 

Next screen

Pre-fetched Map

Discard

Screen

N ForwardNN ForwardForward

Screen = +

Next Screen = +

 

Fig. 6. Relations in Pre-fetching Strategy 

Move, Zoon In, Zoom Out and Navigation are common GIS operations for which 
the pre-fetching strategies are available. The arithmetic of constructing pre-fetching 
requests are different for different operations. How to construct pre-fetching requests 
in those operations is described simply as follows: 

(1) Move - The move direction and distance of next Move operation are presumed 
according to user’s Move Operations History. Then the extension of data that the 
Next screen needs will be calculated while the scale equals current value. 
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(2) Zoon In - Two different situations are concerned: 

• For free Zoon In operation, the scaling of next free Zoon In operation is pre-
sumed according to user’s Zoon in Operation History. Then the extension and 
scale of data which the Next screen needs can be calculated 

• For fixed Zoon In operation, the scaling of next operation is set as a default 
(such as 2), and then the extension and scale of next screen can be calculated. 

(3) Zoon Out - similar to Zoon In. 
(4) Navigation - The calculation of pre-fetching extension is somewhat compli-

cated while the pre-fetching request scale is unaltered. When users use navigation, the 
move track may relate to the counterpoint in map. For example, when I’m walking 
along the road, the shape of my move track is similar to that of the road entity. Also 
the move track may be irrelevant with any entity in the map data, i.e. when a naviga-
tor is walking through a meadow, no relevant entities matches this track. So two dif-
ferent situations are concerned: 

• Entity-sensitive: when move track T is relevant to map entity E, the arithmetic 
can be described as follows: 1) Determine whether point of intersection be-
tween E and the boundary of current map block (MB) exists; 2) If yes, construct 
the pre-fetching area centered with the point of intersection; 3) If no, it is con-
cluded that the relation between T and E has already ended up before navigating 
objects reaches the boundary of MB, then E is replaced by next E that is E’s 
next neighboring entity, and return to 1). 

• Entity-free: when move track T has no relation to map entity E, the arithmetic 
can be described as follows: 1) Based on Move Operations History of navigat-
ing objects, we conclude the T’s simulate curve C; 2) Determine whether point 
of intersection between C and the boundary of current map block (MB) exists; 
3) If yes, construct the pre-fetching area centered with the point of intersection; 
4) If no, first calculate the point of intersection between C and Block Median 
Boundary (BMB) which refers to the boundary in the middle of the center and 
MB, then calculate the tangent of C, and finally return to 2). 

1
2 3

1: Current Screen Center

2: Time to Send Pre-fetching Request

3: Next Screen Center

1
2 3

1: Current Screen Center

2: Time to Send Pre-fetching Request

3: Next Screen Center  

Fig. 7. Pre-fetching Occasion 

Another consideration is pre-fetching occasion. When current operation is in status 
of Move, Zoom or Zoom Out, pre-fetching request is sent instantly after current op-
eration is executed. While in Navigation status, pre-fetching request is sent when 
navigating objects move on BMB. Figure 7 describes pre-fetching occasion. Here, 

 Y  et al. . Luo
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when navigating objects move to Location 2 which is on BMB, Navigation Pre-
fetching Request which request spatial data block centered by Location 3 will be sent. 

5   Conclusion 

This paper introduces a mobile navigation solution and discusses spatial data man-
agement strategies for mobile navigation service to answer the challenge of providing 
spatial map data efficiently. JNavigator is an integrated system including client appli-
cations and remote services. Spatial Data Channel is devised to provide dynamic and 
efficient access to location context spatial map data between client and remote sides. 
We integrate various strategies including data preparation, transmission and manage-
ment into a data channel. Especially, some efficient caching and pre-fetching strate-
gies are introduced to enhance spatial data providing. 

There are two main parts of our future work. One is to define models to compare 
different caching and pre-fetching strategies in terms of storage and transmission 
costs. The other is the investigation of how to specify the size of virtual partition 
dynamically to reduce user perceived response time. 
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Abstract. Recently, retrieval of various video data has become an important is-
sue as more and more multimedia content services are being provided. To effec-
tively deal with video data, a semantic-based retrieval scheme that allows for 
processing diverse user queries and saving them on the database is required. In 
this regard, this paper proposes a semantic-based video retrieval system that al-
lows the user to search diverse meanings of video data for electrical safety-
related educational purposes by means of automatic annotation processing. If 
the user inputs a keyword to search video data for electrical safety-related edu-
cational purposes, the mobile agent of the proposed system extracts the features 
of the video data that are afterwards learned in a continuous manner, and de-
tailed information on electrical safety education is saved on the database. The 
proposed system is designed to enhance video data retrieval efficiency for elec-
trical safety-related educational purposes.

1   Introduction 

With advancements in network and multimedia data compression technologies, rapid 
progress has recently been made in technologies that enable multimedia content ser-
vices. As a result, user demand for large-capacity video data in mobile environments 
is growing. To meet the diverse needs of different users, a vast amount of video data 
needs to be effectively managed [1]. The effective and efficient management of video 
data requires a technology that enables systematic classification and integration of 
large-capacity video data. In addition, a system allowing for effective retrieval and 
storage of video data should be in place to provide users with information on video 
data according to diverse user environments, for example, on mobile terminals [2]. 

However, compared with desktop computers, mobile terminals have many inherent 
restraints such as low CPU processing rate/bandwidth/battery capacity, and small 
screens[3,4]. In particular, low CPU processing rates and bandwidths are key inhibi-
tors to servers that aim to provide seamless multimedia data. To ensure the effective 
retrieval and playout of video data on mobile terminals, CPU performance of termi-
nals must be improved, and network technologies and systematic video data indexing 
technologies must be developed. Currently, studies that focus on addressing such 
restraints on mobile terminals and effectively indexing video data are being actively 
conducted [5,6]. However, such video indexing methods are based on simply classify-
ing video genres or types, rather than on reflecting user needs. 
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To attach various types of information to video data is difficult since video data 
contain no textualized information relative to typical text data. As such, there is a 
need for semantic-based retrieval using additional information such as frames, key 
frames, and annotations, in video. It is very important to make information on video 
data more systematic and concrete so that the user can perform content-based retrieval 
of such video data [7]. 

2   Video Retrieval Scheme 

Studies currently being conducted on content-based video data retrieval are largely 
divided into the following: 1) a feature-based retrieval scheme that uses similarity by 
extracting features from key frames; and 2) an annotation-based retrieval scheme in 
which a comparative retrieval is performed on a user's annotation that has been input-
ted and saved for a key frame [8]. However, both content-based video data retrieval 
methods have some drawbacks. 

In the case of the annotation-based retrieval scheme, retrieval is performed such 
that, if the user attaches annotations using characters to the semantic information of 
individual video data whose automatic recognition is difficult, the video data are 
saved on the database and extracted by already attached annotations during re-
trieval[9]. This scheme offers the advantage of correctly expressing and retrieving 
video contents because the user can process video contents with annotations while 
watching a video. However, the user has to attach annotations to each individual 
video one by one through the use of characters. This not only involves a lot of time 
and effort, but also causes a vast amount of unnecessary annotations. In addition, it 
cannot achieve retrieval accuracy since many different annotators attach their own 
meanings to videos. 

In the case of the feature-based retrieval scheme, retrieval is performed in such as 
way as to extract low-level feature information (i.e., color, texture, regional informa-
tion, and spatial color distribution) from video data[10]. Since this scheme focuses on 
performing similarity retrieval through extraction of visual features from the videos 
themselves, extracting visual features is very important. However, extracting accurate 
feature information from a lot of videos is a challenging task. In addition, matching 
extracted feature information to a vast amount of video data is not easy in the per-
formance of retrieval. 

This paper proposes a semantic-based video retrieval system that allows an auto-
matic indexing agent to learn users' queries and their results as a means of automati-
cally updating the video server's metadata in a continuous manner. 

3   Video Retrieval System Based on Mobile Agent 

3.1   Automatical Indexing Processing 

The indexing agent extracts keywords from the queries submitted from the user for 
video retrieval, and matches them with basic annotation information stored in the 
metadata. Then, it detects the keyframes that has the same keywords as annotation 
information, and sends them to the user. 
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Figure 1 presents the architecture of annotation-based retrieval performed by the 
indexing agent in the Agent Middleware. 

Fig. 1. Architecture for Mobile Indexing Agent & Multimedia DB Server 

Once entered, queries submitted from the user are analyzed, and keywords are ex-
tracted. The user's keywords extracted are matched with the annotation information of 
metadata stored in the annotation database. As a result of matching, the keyframes 
having exactly matched keywords are detected in the database, and then they are sent 
to the user. Additionally, the keywords that do not exactly match annotation informa-
tion among queries received from the user are defined as potential keywords. 

Fig. 2. Automatical Annotation Processing 
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If the mobile agent receives queries on retrieval of video contents from the user, it 
extracts keywords among query words and matches them to the basic annotation in-
formation of the metadata. It then detects key frames that have the same keywords as 
the annotation information and sends them to the user. Figure 2 shows an overall 
schematic of how annotations are automatically processed by the mobile agent. 

As illustrated in Figure 2, once a user's query is inputted, a corresponding keyword 
is extracted following an analysis of the user's query. The extracted user's keyword is 
matched to the corresponding annotation information of metadata in the annotation 
database. As a result, the key frames that have correctly matched keywords as annota-
tion information are extracted from the database and forwarded to the user. In addi-
tion, the keywords among users' query words that aren't correctly matched to the 
annotation information are defined as potential keywords. 

The candidate key frames that are extracted according to the user's queries sent by 
the mobile agent are transmitted to the user in the form of exemplified image lists. 
They are displayed in descending order. If the user selects his/her desired key frame 
among key frame lists, the selected key frame becomes the secondary query image. 
Then, potential keywords are included in the annotation information of a correspond-
ing key frame to make the meaning of the key frame more concrete. In addition, every 
time annotations are automatically processed by users' queries, the keywords ex-
tracted from individual users' queries and the selected example images are matched 
together. The similar weight values of accurately matched keywords are increased 
while those of unmatched keywords are decreased. This leads to making the meaning 
of annotations for corresponding key frames more concrete. 

Once the annotator has inputted basic annotation information, the annotation in-
formation on key frames is automatically updated whenever the user performs a re-
trieval of video contents. This significantly reduces the problems that may occur when 
all individual users do not use identical vocabularies to express video scenes. 

3.2   Automatic Annotation Processing Mechanism 

Once a user's query consisting of one or more words is inputted, a corresponding 
keyword is extracted. The key frames containing users' key words are searched by the 
extracted keyword inputted by the user. The users' keywords are then classified into 
"real keywords" and "potential keywords". The accurately matched keywords among 
keywords in the annotation information are classified as "same keywords", while the 
accurately unmatched keywords are classified as "difference keywords". Figure 3 
shows the classification of keywords which is a preprocessing step to automatic anno-
tation processing. 

The agent extracts key frames containing identical keywords and displays key 
frame lists to the user. If the user selects a specific key frame among the key frame 
lists, semantic weight  values are calculated for each individual keyword that belongs 
to the specific key frame. 

Where annotation keywords in the keyframe are same keywords, new semantics 
weight is calculated as Equ (1): 

             SKKframe
oldKeywordnewKeyword N

WW
_

__

1+=
                           (1) 
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While  newKeywordW _   is the new semantics weight for annotation keywords and 

oldKeywordW _  is the previous semantics weight for annotation keywords. 

SKKframeN _

1
 is the number of keyframes with same keywords. 

In the meantime, where annotation keywords in the keyframe are difference key-
words, new semantics weight is calculated as Equ (2): 

           SKKframe
oldKeywordnewKeyword N

WW
_

__

1−=
                            (2)  

4   Implementation and Experimental Evaluation 

4.1   Implementation 

Figure 4 shows the interface that allows the user to perform semantic-based retrieval 
on a mobile terminal. The user can search key frames for his/her desired scenes by 
inputting several search words. 

Fig. 4. Mobile Client Interface for Annotation-based Retrieval 

4.2   Experimental Evaluation 

MPEG formatted movie video files were used as domains for video data in order 
to evaluate the proposed system. For the purpose of this study, we used some 20 mov-
ies for electric safety education that had corresponding videos totaling 38 video clip 
files, and detected a total of 20,292 keyframes. By default, a single annotation was 
attached to 3,714 keyframes, except that a keyframe has duplicate portions due to 
successive cuts or that individual objects of a keyframe are indistinguishable. 

In order to evaluate the proposed system for overall retrieval precision and recall, 
user queries were performed more than 500 times. Figure 5 illustrates the precision 
and recall of retrieval for this system. 



A Video Retrieval System for Electrical Safety Education      837 

Fig. 5. Retrieval Recall & Precision of the Proposed System 

5   Conclusions 

This paper presents a video retrieval system that allows the user to perform various 
semantics retrievals using automatical indexing techniques for large capacity multi-
media data in wireless network. 

As with experiment results, the proposed system was able to improve retrieval pre-
cision for semantics-based video data retrieval as well as produce high precision at an 
approximate rate of 95.9% as a result of testing and evaluating user queries. Proposed 
system showed precision that improve more using optimized comparison area detec-
tion and reduced overhead of system and retrieval time in mobile phone. 

Acknowledgements

This research is supported by the Electric Power Industry R&D Fund 2004 supported 
by Ministry of Commerce, Industry and Energy in republic of Korea. 

References 

1. Sibel Adali, et. al., "The Advanced Video Information System : data structure and query 
processing," Multimedia System, pp.172-186, 1996.  

2. B. Y. Ricardo and R. N. Berthier, Modern Information Retrieval, ACM press, 1999.  
3. T. Kamba, S. A. et al., "Using small screen space more efficiently," In Proceedings of 

CHI'96, ACM Press, 1996.  
4. O.Buyukkokten, H. et al., "Power Browser: Efficient Web Browsing for PDAs," In 

Proceedings of CHI'2000, ACM Press, 2000.  



838     H.S. Cho and K.W. Lee 

5. Jiang Li. et al., "Scalable portrait video for mobile video communication," IEEE Trans on 
CSVT, Vol. 13, No. 5 pp.376-384, 2003.  

6. C. Dubuc. et al., "The design and simulated performance of a mobile video telephony ap-
plication for satellite third-generation wireless systems," IEEE Trans on Multimedia, Vol. 
3, No. 4 pp.424-431, 2001.  

7. Rune Hjelsvold, VideoSTAR - A Database for Video Information Sharing, Ph. D. Thesis, 
Norwegian Institute of Technology, Nov. 1995.  

8. H. Rehatsch , and H. Muller, "A Generic Annotation Model for Video Database," The 
3rd International Conference on VISUAL '99, Amsterdam, Netherlands, pp.383-390, 1999.  

9. J. R. Smith and S. F. Chang, "VisualSEEK : a fully automated content-based image query 
system," ACM Multimedia, Boston, 1996.  

10. Chong-Wah Ngo, Ting-Chuen Pong, Hong-Jiang ZhangOn, "Clustering and retrieval of 
video shots through temporal slices analysis," IEEE Trans on Multimedia,
Vol.04  No.04  pp.0446-0458, 2002.  



 

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 839 – 847, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Fuzzy Multi-criteria Decision Making-Based  
Mobile Tracking 

Gi-Sung Lee 

Department of Computer Science, Howon University, Korea 
ygslee@sunny.howon.ac.kr 

Abstract. In this paper, we propose a novel mobile tracking method based on 
Multi-Criteria Decision Making, in which uncertain parameters the received 
signal strength, the distance between the mobile and the Base Station (BS), the 
moving direction, and the previous location are used in the decision process 
using the aggregation function in the fuzzy set theory. In numerical results, the 
proposed method provides a better performance than the conventional method. 

1   Introduction 

To ensure the efficient implementation of future mobile communication networks, it 
is important to determine the exact location of a Moving Object (MO). One of the 
major problems of mobile communication networks is the considerable volume of 
traffic gneated by the continuously changing locations of MO s with high mobility. In 
particular, severe heavy traffic occurs when configuring a system with small 
Microcells/Picocells with small diameters as a means of increasing subscriber density 
since a reduction in cell size results in frequent handoffs. In addition, varying 
locations of a MO andincorrect speed information cause an increase in incidental 
forward traffic. Therefore,one of the keys to efficient implementation of future mobile 
communication networksis in maximizing the efficiency of wireless spectrums. 

Location estimation have focused on obtaining information on vehicles for 
transporting freights or on airline and/or shipping line operations from traffic control 
systems[1,2]. As shown in [3], a series of BS s determine the signal intensity of the 
transmitter of a MO through statistical methodologies and uncover the location of a 
MO through the information on contour lines. As a means of deriving retrieval 
procedures suitable for practical circumstances, a scheme for estimating the location 
of a MO is proposed which uses signal intensity and a signal’s angle of arrival that are 
both transmitted to multi-beam antennas placed in multiple stations. In [5], a scheme 
for estimating the location of a MO through the use of adjoining BS s and each 
wave’s arrive time is proposed. In [6], a scheme for estimating the location of a MO 
through the use of time difference of arrival of two BS s is offered. Given that IS-95B 
can estimate distances through the use of CDMA-based PN codes, a scheme for 
estimating the location of a MO using [5] and [6] is under consideration. However, 
said schemes provide less estimation accuracy because reflections are generated by 
buildings in multi-path environments. Existing schemes rely too much on radiowave-
related information such as the signal intensity of neighboring BS s, the direction of 
their signals, and/or the time of arrival measured from a MO, in order to obtain 
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information on the distance and speed of a MO. They are affected by short-term 
fading, shadowing, and/or diffraction generated by the buildings surrounding a MO, 
or by other obstacles. As a result, the scheme for estimating the location of a MO 
using signal information alone that is transmitted from the corresponding BS suffers 
from reduced accuracy. 

2   System Model 

Studies on conventional schemes have so far been carried out according to the simple 
law of propagation of a radiowave and under the assumption that signal intensity is 
accurately estimated. However, there is a wide gap between virtual models and actual 
environments. In actual environments, shadowing areas occur due to mountains and 
buildings. In addition, due to reflections, dots with the same average signal intensity 
are expressed in the form of distorted contour lines, not circles. As a result, the law of 
propagation of a radiowave varies as a function of various parameters, not as a 
function of simple distances. In other words, such models feature radiowave 
environments that are affected by reflections and diffractions inherent in Microcell 
environments where no Line of sight exists. Location estimation methodologies 
currently under study cause greater errors in the estimation of a MO in Microcell 
environments where little line-of-sight exists, as in the Manhattan model. In this 
study, which is based on the receiving signal intensity used as an existing estimated 
parameter, the distance between a MO and a BS, the previous location of a MO, and 
the direction of travel of a MO are added to the evaluation parameter in order to 
ensure increased estimation accuracy. 

2.1   Multi-criteria Decision-Making Parameters 

This paper deals with decision-making items such as the receiving signal intensity, the 
distance between a BS and a MO, the previous location of a MO, and the direction of 
travel of a MO. The receiving signal intensity is the most widely used parameter 
among existing location estimation schemes. It features very irregular profiles due to 
the scattering or reflection of radiowaves caused by buildings or other obstacles 
around a MO, weather variations in propagation channels, and/or multi-paths. 
Therefore, determining the location of a moving target through the use of the signal 
intensity alone transmitted by a MO from the BS may cause an irregular result. In 
addition to the receiving signal intensity, the distance between a BS and a MO is 
considered as a parameter. In general, the reason behind the distance between a BS 
and a MO being considered as a parameter lies in its relation to block placement 
schemes. However, determining distance information can also cause inaccuracies due 
to a radiowave’s multi-paths. As such, if the distance itself is considered an evaluation 
index, inaccurate estimations may inevitably be generated. The previous location of a 
MO can be considered as a parameter. According to the velocity of a MO, the 
multitude of the radius of travel of the MO is considered at the previous location of 
the MO. The location of a MO is updated on a regular basis. Therefore, it is generally 
estimated that the MO is positioned near its previous location. Using such conditions, 
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a correlation between the previous location of the MO and its estimated location can 
be determined. 

2.2   Definition of a Membership Function 

To determine the membership degree of a MO, a trapezoid-shaped membership 
function is used. The trapezoid-shaped membership function provides more diverse 
membership degrees for upper and lower limits than the stepwise function. A fuzzy 
number has many maximum points (e.g., α=1) of the membership degree of a MO, 
becoming trapezoid-shaped. 

1) Receiving Signal Intensity and Membership Function 
The membership function is defined by using the receiving signal intensity of 
adjoining BS s. Here, μR refers to the membership function of an I the inequality RSSi 
is the receiving signal immntensity that the BS I transmitted to the moving target. si is 
the lower limit (e.g., 5.5) for the left side of the inequality, while si+1 is the upper limit 
(e.g., 7.5) for the right side of the inequality. Figure 1 shows the membership function 
μR (RSSi) of RSSi. 
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Fig. 1. Membership Function of Receiving Signal Intensity 

2) Membership Function of the Distance between a BS and a MO 
The membership function is defined by using the distance between a BS and a MO. 
Here, Di is the distance between the BS i and a MO. di refers to the upper_limit (e.g., 
90), and di+1 refers to the lower_limit (e.g., 120). Figure 2 shows the membership 
function μR (Di) of the distance membership function. 
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Fig. 2. Distance Membership Function 

3) Membership Function of the Previous Location of a MO 
The membership function is defined by using the relationship between the previous 
location of a MO and its estimated location. Here, Li refers to the previous location of 
a MO, and Ei refers to the present location of the MO. di refers to the spatial distance 
between the previous location and present location of a MO. Figure 3 shows the 
membership function μR(Li) of the location of a MO. 
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Fig. 3. Membership function of the location of a MO 

4) Membership Function of the Direction of Travel of a MO 
The membership function is defined by using the direction of travel of a MO. Here, Ci 

refers to the direction of travel of a MO. Pi refers to the receiving signal intensity. Si 

refers to the spatial distance between the previous and present location of a MO. 
Figure 4 shows the membership function μR (Ci) of the direction of travel of the MO. 
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Fig. 4. Membership function of the direction of travel of a MO 

3   Location Estimation Using a Fuzzy Theory 

Location estimation is the process of estimating a block where a MO is located, and 
repeated by an estimator. Such a location estimation process is based on the three-
stage location estimation scheme [9] where an optimal block is determined by 
narrowing the area where a MO is located. The estimator initiates the estimation 
process by means of its timer, performing repeated cycles of estimation. By using a 
multi-criteria decision-making scheme, the estimated value estimates the sector where 
a moving target is located in the sector estimation stage; the zone where the moving 
target is located in the zone estimation stage; and the block where the moving target is 
located in the block estimation stage 

3.1   Multi-criteria Sector Estimation 

Signal intensity, the distance between a BS and a MO, and the previous locations of a 
MO are considered as multi-criteria decision-making parameters in the sector 
estimation stage. The sector adjoining the BS with the highest totalized membership 
degree is estimated as the moving target being located. The estimation process can be 
expressed in the following sector estimation algorithm: 

Stage 1. Membership degrees are obtained by referring to their membership functions 
for evaluated parameters. 
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Stage 2.  For the present and adjoining BS s, the membership degrees obtained in the 
Stage 1 are totalized by means of connection operators:   

μi=μR(RSSi)·μR(Di)·μR(Li).                                                                                    (1) 

The totalizing operators refer to the fuzzy replacement operator (1) and weighted 
average operator. 

ϖμi=μR(RSSi)·WRSS+μR(Di)· Wp+μR(Li) ·WL                                                                                     (2) 

Here, WRSS+Wp +WL=1. As shown in Equation (2), the reason for added adding a 
weight value is that parameters may differ in importance from each other. In this 
study, the weighted value WRSS of receiving signal intensity is defined as 0.5; the 
weighted distance value WP is defined as 0.3; and the weighted location value WL is 
defined as 0.2. 

Stage 3. Blocks with estimated sector numbers are selected for next-stage estimations 
following the examination of all blocks within the cell. Examination of a 
sector number in the block’s object information allows for identifying its 
corresponding block.  

3.2   Multi-criteria Zone Estimation 

In this the second stage of the estimation process, the blocks belonging to the zone 
where a corresponding MO is currently located are estimated among the blocks 
estimated in the multi-criteria estimation stage. The blocks are determined in the 
optimal zone by the next multi-criteria zone estimation algorithm. Signal intensity, the 
distance between a BS and a MO, and the direction of travel of a MO, are considered 
as multi-criteria decision-making parameters in the zone estimation stage. 

Stage 1. Membership degrees are obtained by referring to their membership 
functions for evaluated parameters.  

Stage 2. The membership degrees obtained in the Stage 1 are obtained by means of 
fuzzy connection operators to determine the following fuzzy replacement 
operator   

μi=μR(RSSi)·μR(Di)·μR(Ci)                                                                            (3) 

 and the following weighted average operator 

ϖμi=μR(RSSi)·WRSS+μR(Di)·Wp+μR(Ci)·WC.                                                (4) 

Here, the weighted value WRSS of receiving signal intensity is defined as 0.6; the 
weighted distance value WP is defined as 0.2; and the weighted location value WC is 
defined as 0.2. 

Stage 3. Blocks belonging to the estimated zone are selected for next-stage estima 
tions. Examination of a zone number in the blocks estimated in the sector 
estimation stage allows for identifying its corresponding block. 
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3.3   Multi-criteria Block Estimation 

In this last estimation stage, a block where a corresponding MO is currently located is 
estimated among the blocks that have been estimated in the multi-criteria zone 
estimation stage. Signal intensity, the distance between a BS and a MO, and the 
direction of travel of a MO, are considered as multi-criteria decision-making 
parameters in the block estimation stage. The membership degree of the signal 
intensity among the parameters is determined by the receiving signal intensity of two 
BS s among the pilot signals of adjoining BS s. An optimized block is estimated by 
the following block estimation algorithm:  

Stage 1. The membership degrees for evaluated parameters are obtained. 
Stage 2. The membership degrees obtained in the Stage 1 are obtained by means of 

fuzzy connection operators to determine the following fuzzy replacement 
operator,  

μi=μR(RSSi)·μR(Di)·μR(Ci)                                                                            (5) 

 and the following weighted average operator., 

ϖμi=μR(RSSi)·WRSS+μR(Di)·Wp+μR(Ci)·WC.                                                 (6) 

Here, the weighted value WRSS of receiving signal intensity is defined as 0.6; the 
weighted distance value WP defined as 0.1; and the weighted location value WC 
defined as 0.3.  
Stage 3. Blocks belonging to the estimated zone are selected for next-stage estima 

tions. Examination of a zone number in the block’s object information 
allows for identifying its corresponding block. 

4   Performance Analysis 

4.1   Simulation Parameters 

For the purpose of this study, we used simulation environments and considerations as 
follows consider the following:  The size of the areas of concern is 10×10(Km), the 
number of BS installed is 7. We assumed that a moving target travels at a specific 
speed, regardless of areas of straight lines and intersections, and that the speed of a 
slowly slow-MO (for example, a pedestrian or a car running at low speeds) is 
maintained at 10Km/h, and that of a fast- MO (for example, a car running at high 
speeds) is maintained at 60Km/h, and that a slowly- MO measures signal intensities 
sent from seven BS s every minute, while a fast- MO measures the signal intensities 
every 0.45 seconds. Simulation parameters related to the receiving signal intensity are 
as follows:  

• Average signal attenuation due to pass loss is proportional to 3.5 times the 
propagation distance.  

• Shadowing varies as a function of the log-normal distribution that has a 
standard deviation of σ = 6dB. 
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• If the receiving signal intensity is below –16dB, it is regarded as erroneous. As 
a result, it is excluded in the calculation of the average receiving signal 
intensity. 

• No execution of power control is made.  

4.2   Simulation Results 

In Figures 5 to 8, the horizontal and vertical axes in the graphs show the size of the 
areas of concern. Figure 5 shows the estimated probability measured when a slow-
MO travels along a straight-line path. It allows for estimation of near-accurate 
locations when the slow-MO travels along the straight-line path.  

Figure 6 shows the estimated probability measured when a slowly MO moves to 
along a high-speed path. As shown in Figures 5 and 6, the multi-criteria decision-
making scheme proposed in this study allows for estimation of near-accurate locations 
of a MO traveling even in dynamic multi-path environments with severe fading. In 
particular, estimated parameters such as directions of travel of a MO and its previous 
locations serve to compensate for signal intensity errors on straight-line paths. 

Figure 7 shows the estimated probability measured when a fast- MO travels along 
the straight-line path. The result is almost similar to that estimated when a slowly 
slow-MO travels along a straight-line path. Figure 8 shows the estimated probability 
measured when a fast- MO travels along a curved-line path. Even the turning of the 
fast- MO traveling along the straight-line path to the left/right gave had little effect on 
the result of estimation of the location of the moving target. In actuality, turning to the 
left/right causes a rapid signal distortion. Nonetheless, the distance between the 
previous location of a MO and a BS served serves to determine the location of the 
MO to compensate for average signal intensity errors, thereby compensating for a 
significant portion of rapid left/right signal distortions. 

                

Fig. 5. Estimation of on the Straight-Line Path Fig. 6. Estimation of on the Curved-Line Path  

The estimation result described above has been is derived from the assumption that 
a MO turns to the left/right at the same speed as in the case when it travels along the 
straight-line path. However, the fast- MO traveling along the straight-line path 
actually reduces its speed while turning to the left/right. It is expected that, if a MO 
travels at reduced speeds, estimation accuracy will be increased. 
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Fig. 7. Estimation of on the Straight-Line Path Fig. 8. Estimation of on the Curved-Line Path 

5   Conclusions 

In this paper, a fuzzy-based multi-criteria decision-making methodology was used to 
improve the performance of the Microcell system where estimating the location of a 
moving target and its velocity is are very difficult. In addition, we analyzed location 
estimation schemes on in which research has been so far conducted previous 
researches, thereby presenting pointing out their problems. To increase estimation 
accuracy, we proposed a multi-criteria decision-making scheme that uses estimated 
parameters such as distances between MOs and BS s, previous locations of a MO, and 
directions of travel of a MO, in addition to as well as the existing estimated 
parameters and, signal intensity.  

In Microcell environments, dots with the same average signal intensity are 
expressed in the form of distorted contour lines, not circles, due to shadowing and 
reflections. In this paper a fuzzy-based multi-criteria decision-making scheme is used 
to gradually narrow the area where a MO is located, in order to estimate an optimized 
block of its location. The proposed scheme allowed for simplifying the existing 
complex location estimation processes on a step-by-step basis, thereby improving the 
accuracy of estimation of the location of a MO. 
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Abstract. Sometimes network resources including IP address, MAC ad-
dress, and hostname could be misused for the weakness of TCP/IP pro-
tocol suite and the deficiency of network management. Therefore, there
is urgent need to solve the problems from the viewpoint of network man-
agement and operation. In this paper, we propose a network network
blocking algorithm based on ARP spoofing and evaluate the robustness
of this algorithm via various experiments. We have performed several
experiments on the gratuitous ARP exchange and IP address conflict
detection in order to identify the robustness of the network blocking al-
gorithm under both homogeneous and heterogeneous operating system.

1 Introduction

Sometimes we have some experiences on the IP address conflict and network in-
accessibility. Without administrator’s admission, the unauthorized user abuses
the network configuration resources like IP address, MAC address, and hostname
on the TCP/IP network environment. It is basically caused by the security weak-
ness of TCP/IP protocols and the deficiency of network administration. There-
fore, there is urgent need to solve the problems from the viewpoint of network
management and operation.

Ironically, Address Resolution Protocol (ARP) spoofing techniques can be
used to prohibit unauthorized network access and resource modifications [1] [2].
The ARP is a dynamic mapping method that finds a physical address given a
logical address and a basic protocol in every Internet host and router. Gratuitous
ARP is a mechanism used by TCP/IP computers to announce their IP address to
the local network and, therefore, avoid duplicate IP addresses on the network. A
gratuitous ARP is an ARP request for a node’s own IP address. In the gratuitous
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ARP, the sender protocol address (SPA) and the target protocol address (TPA)
are set to the same IP address. If a node sends a gratuitous ARP and no ARP
reply frames are received, the node determines that other nodes are not using
its assigned IP address. If a node sends a gratuitous ARP and an ARP reply
frame is received, the node determines that another node is using its assigned
IP address. Although ARP and gratuitous ARP are simple protocol and very
useful in every Internet host and router, however, it is said that the ARP has
many security weaknesses [3] [4].

In this paper, we introduce a network blocking algorithm (NBA) and evaluate
this algorithm via various experiments.

The rest of the paper is organized as follows. In section 2, we describe a NBA
based on ARP Spoofing technique. In section 3, we evaluate this algorithm via
various experiments. The final section offers some concluding remarks.

2 Network Blocking Algorithm and Architecture

The NBA based on ARP spoofing we proposed consists of three major modules as
shown Figure 1 and 2: network blocking, preservation, and dissolution modules.

Blocking

Gratuitous ARP
Transmission

Agent
MAC

Broad
cast

Blocked IP
Agent
MAC

Blocked IP 0000..00Req

Blocking
Dissolution

Gratuitous ARP
Transmission

Agent
MAC

Broad
cast

Blocked IP Origin  MAC
of Blocked IP

Blocked IP 0000..00

ARP Request
Transmission

Blocked
MAC

Broad
cast

Blocked IP Origin MAC
of Blocked IP

in order(i) 0000..00Req

Req

For i=1 to 254

Fig. 1. Network blocking and dissolution of NBA

Typically, the architecture for the network resource and security manage-
ment is a manager-to-probe or a manager-to-agent model. A node on the entire
network is designated as a manager system and at least a probe or an agent
system has to be installed on each network management domain. The manager
issues a message of the protocol data unit to a probe. The probe interprets the
protocol data unit message. If the message is set operation, the probe updates
the policy database. After the creation of the policy database is completed, the
probe monitors all the packets on its management domain by using the packet
capture library, for example, pcap library in Linux and picks up only the ARP
request or reply packets. If the ARP packets are in violation of the management
policy, the probe issues network block messages by means of NBA.
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Fig. 2. Blocking preservation module of NBA

The manager system serves as the interface for the human network man-
ager. It has a set of management modules for visualization, management, report,
communication, and database. It maintains the network resource management
information from the probes via the Inform-PDU message exchange, visualizes
current resource status information such as the number of total IP addresses,
used IP addresses, and unused IP addresses, and provides the real time informa-
tion such as the corresponding IP-to-MAC addresses, hostnames, and policies.

The probe system responds to requests for information and actions from
the manager system. It has a set of probe modules for communication, control,
packet monitoring, policy, and network blocking message module. The manager
and probes are communicated with several protocol data unit messages.

3 Evaluation

We have performed several experiments on the gratuitous ARP exchange and
IP address conflict detection in order to identify the robustness of the NBA.

3.1 Experiment 1: IP Address Conflict on Homogeneous
Environment

The first experiment’s objective is to observe the operation process of normal
gratuitous ARP in an IP address conflict on homogeneous environment and to
examine whether the gratuitous ARP vulnerability exists.
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Fig. 3. The gratuitous ARP and address conflict exchange on homogeneous

environment

For this experiment, all nodes on the same network segment are the computers
runningMicrosoftWindowsoperatingsystems.Thedefendingnodemeans thenode
that is already successfully configured with the IP address and the offending node
meansthenodethat issendingthegratuitousARP.Let’sassumethattheothernodes
havealreadyanentry fortheIPaddressof thedefendingnode.Andwehavemanually
configuredtheIPaddressoftheoffendingnodetotheIPaddressofthedefendingnode
and restarted the offending node in order to invoke IP address conflict.

Figure 3 shows the exchange of the gratuitous ARP in the detection process
of IP address conflict. Frame 1 is the offending node’s gratuitous ARP request,
frame 2 is the defending node’s ARP reply, and frame 3 is the defending node’s
gratuitous ARP request. We have showed the changes of ARP cache table entry
in other nodes. At the end of frame 3, all network nodes have been reset to the
proper IP-to-MAC address.

We have known that the gratuitous ARP and address conflict detection for
the Windows family is an exchange of three frames [5]. The first two frames
are the ARP request-reply exchange for the conflicting address. After that, the
defending node sends another broadcast ARP request to reset the ARP cache
entries that were improperly updated by the offending node’s sending of the
gratuitous ARP request. However, it seems that the vulnerability of gratuitous
ARP does not exist in the first experiment’s situation.

3.2 Experiment 2: IP Address Conflict on Heterogeneous
Environment

The second experiment’s objective is to observe the operation process of normal
gratuitous ARP in an IP address conflict on heterogeneous environment and to
examine whether the gratuitous ARP vulnerability exists.
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For this experiment, we have configured the nodes on the same network seg-
ment as the following. The offending node and the defending node were installed
to Microsoft Windows and Redhat Linux, respectively and other nodes were in-
stalled to Microsoft Windows. Let’s assume that the other nodes have already
an entry for the IP address of the defending node. And we have manually con-
figured the IP address of the offending node to the IP address of the defending
node and restarted the offending node in order to invoke IP address conflict.

Figure 4 shows the exchange of the gratuitous ARP in the detection process
of IP address conflict when running heterogeneous operating systems on the
same network segment. Note that the defending node running Redhat Linux
does not send any reply frame even if the offending node sends a gratuitous
ARP request frame. To this effect, both the offending node and the defending
node have continued to use the conflicted IP address in rotation, and the other
nodes having the corresponding ARP cache entry were confused with periodically
changing the entry of the ARP cache table. It is certain that the vulnerability
of gratuitous ARP exists in the second experiment’s situation.

3.3 Experiment 3: Forged Gratuitous ARP

The third experiment’s objective is to observe the operation process of forged
gratuitous ARP and to examine whether we can arbitrarily modify ARP cache
entries and prevent a specific node from accessing to the network segment at the
network protocol level.

For this experiment, we have implemented a simple command-line tool in
C language which generates forged gratuitous APR packets. The syntax of this
tool is fgarp datafile count interval-sec, where datafile is an ASCII file containing
ARP frame information such as destination, source, operation, SHA, SPA, THA,
and TPA, count is the number of sending ARP packet, and interval-sec is the
interval time in second between the moment an ARP packet sends and the
moment the next ARP packet sends.

One of the main functions is the sendarp function which takes a pointer
to the data structure of ARP, creates a socket by the socket function setting
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Fig. 5. Experimental result for network blocking

values for three fields (family, type, and protocol) of the socket structure, forms
a gratuitous ARP packet for the specific node’s IP address, repeatedly transmits
it to the target node by variable counter and variable interval and closes the
socket.

Figure 5 presents the result for the third experiment. The node on the left
window and right window has the IP address of 203.252.53.57. In initial step, we
can see that the node was able to connect to the IP address of 203.252.53.1 and
.52 using Ping program. After that, the node on the bottom window having the
IP address of 203.252.53.59 blocked the network access of node .57 by using the
fgarp tool we have implemented. This is to verified that we can arbitrarily modify
ARP cache entries and prevent a specific node from accessing to the other node.

4 Integration with Network Blocking Algorithm on
Wireless LAN

In case of wireless environment, there are the security considerations that should
be applied to different layers of the wireless network- namely, the physical, net-
work, and application layers [6].

In this paper, we focus only on the 802.11-based network security mechanism
which is the use of MAC access control lists. A MAC access control list is a
list of physical addresses that are allowed to access the wireless network. This
security mechanism is found in almost all access points. It enables the network
administrator to enter lists of valid MAC addresses into an access control list,
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Fig. 6. Security framework with NBA on wireless LAN

limiting network access. However, the administrative overhead needs to be con-
sidered because keeping track of valid MACs and updating all access points with
the valid address can be a time-consuming task. To make up for the weak point,
we propose an application for the network resource and security management
with NBA shown in figure 6.

5 Conclusions

Sometimes network resources including IP address, MAC address, and hostname
could be misused for the weakness of TCP/IP protocol suite and the deficiency
of network management. Therefore, we proposed a NBA and evaluated the ro-
bustness of this algorithm via various experiments. The basic concept of the
proposed network resource and security management system is that authorized
users can access their own network but unauthorized users should not be able
to access. The proposed system is an effective tool for managing network re-
sources containing IP address, MAC address and hostname, etc. under diverse
and complicated network environment.
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Abstract. Amid the growing need for efficient and automated educational 
agents for mobile learning systems, learner demand for customized coursewares 
is increasing. However, many m-Learning systems that have been studied as of 
late have yet to support a mobile learning course in a seamless manner, thus 
failing to meet learner expectations. One of the problems of such m-Learning 
systems is their weakness in motivating learners, in particular, in the continuous 
feedback of the course. This paper proposes a mobile learning scheduling sys-
tem that provides environment-related educational courses for learners. The 
proposed system monitors and evaluates the learning outcomes of learners on a 
continual basis, and calculates degrees of accomplishment in learning activities 
that will be applied to the agent's scheduling in order to provide learners with 
appropriate courses. Such courses enable learners to experience vigorous learn-
ing activities through repetitive programs, according to their ability.  

1   Introduction 

The fast development of Internet has recently enabled the on-line lecture through the 
e-learning system, which is now became popular topics in the area of computer edu-
cation system industry. As this e-learning system is spread widely to the public, the 
users demand more diverse education service, and that results facilitating study on 
applied education service being very active [1-3].  

Since the agent and broker for the domestic and foreign education software are or-
ganized to meet the demands of the average public more rather than customized ser-
vice for individual learner, it is very difficult to accommodate the various needs for 
knowledge and evaluated level for each and every individual [4,5].  

Although tools to help interaction between learners had been supported in many 
ways, in instructor's perspective, it is very hard to provide the right course schedule 
and combinations by analyzing each learner status after facing all registered learners. 
Hence, agent who can deliver feedback such as effective way of learning, course 
formation and course schedule to learners is needed in this e-learning system [6-8].  

Multi-agent will be proposed in this paper, who can provides the appropriate active 
course scheduling and feed back to learner after evaluating the learners education 
level and method.  
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2   Course Scheduling Multi-agent 

2.1   Mobile-Learning System Structure 

In this m-learning system, learner and CSMA (Course Scheduling Multi-Agent) are 
connected via mobile interface, and through Mobile Interface (MI) the request and 
transfer for course scheduling occurs between learners and CSMA. Learners study the 
course provided by CSMA in this system.  

All the information created by CSMA will be stored into the database and if re-
quired, it will be loaded by CSMA and used for reorganizing course. Learner's profile 
and information obtained by their learning activity as well will be stored into database 
via MI, then by CSMA it will be regenerated and stored again as necessary informa-
tion to the learner such as learning achievement level, course, scheduling, evaluation 
data, feedback and etc. Figure 1 shows the structure for proposed m-learning system.  

 

Fig. 1. Mobile-Learning System Structure 

The key component of CSMA consists of four agents, CRA (Course Re-
composition Agent), LAA(Learning Accomplishment Agent), LEA (Learning Evalua-
tion Agent) and FA (Feedback Agent). The CRA is delivered the information on the 
degree of accomplishment of learning from the LAA and creates and provides a new 
and most customized learner-oriented course. The LAA estimates the degree of learn-
ing accomplishment based on the test results from the LEA and tracks the effective-
ness of learning. The LEA is carrying out learning evaluation at every stage. The FA 
provides relevant feedback to learners in accordance with the learners profile and 
calculated degree of accomplishment of learning.  



858 K.W. Lee and J.H. Lee 

 

2.2   Course Scheduling Scheme  

The degree of learning accomplishment can be calculated by the comparison between 
the current test result and the previous test result, and the analysis of the learning 
effectiveness growth. Let the maximum degree of learning accomplishment be 1 and we 
can give certain amount as a degree of weakness. Therefore, 1 minus the amount is the 
degree of learning accomplishment. This can be defined by the following equation.  

),(1),( iIWiIA −=                                                                          (1)  

where A(I, i)is achievement degree for each subsection and W(I, i) is weakness for 
each subsection.  

The reason the degree of learner's weakness is under 1 is to represent it with per-
centage. It has observation from 0 to 1. Evaluation agent decides the degree of learn-
ing accomplishment by test. Evaluation agent also estimates the weighted value of the 
weak problems by calculating the marking time of individual question. Figure 2 is a 
diagram in which section test is inserted into the subsection test.  

 

Fig. 2. Diagram of Subsection and Section Test 

The degree of weakness of subsections Wtr(I, i)can be represented based on the 
marking time and ratio of correct answers as following equation.  
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where td(I, i) is the needed time for solving subsection question in section test, ta(I, i) 
is average required time for solving one subsection question in section test, R(I, i) is 
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average required time for solving one subsection question in section test, Wt(I, i) is 
weakness of solving time for each subsection, WtR(I, i) is weakness of solving time 
and correct answer for each subsection and t is Weight value of time weakness ap-
plied. The equations to calculate the weakness of subsection analyzing repeated learn-
ing is defined by:  

3.0*)1),((),( −= iILciIWr                                                              (4)  

where Lc(I, i) is count of repeat for subsection learning. Accordingly the degree of 
learning weakness according to the course test can be calculated as follows equation.  

ariIWrariIWtRiIW *),()1(*),(),( +−=                                 (5)  

where W(I, I) is weakness for each subsection and r is weight value of repeat learn-
ing weakness applied. The degree of learning weakness from the analysis of learning 
repetition represents the weakness of total subsection along with the marking time. 
Therefore the degree of learning weakness at each subsection is calculated by the 
weighted value at between the subsection weakness analyzed by the marking time and 
the rate of correct answer and the learning weakness analyzing the repetition of sub-
section study. With this learning weakness, we can estimate the degree of learning 
accomplishment. And by the degree of learning accomplishment, we track the subsec-
tion showing weakness and recompose the course.  

3   Experiments and Evaluations 

A total of 80 persons were selected among many persons to provide a same course-
ware in which 40 persons were finally selected to evaluate a CSMA- and PDA-based 
learning system. Table 1 is a summary of the experimental environments.  

Table 1. Comparison of Experimental Evaluation Methods 

Learning Method
Item 

General Learning Method CSMA Learning Method 

Target Group A: 40 kindergarteners Group B: 40 kindergarteners 
Subject Name Environmental Education 

Planning Sections 
of Learning 

Number of Major Sections: 2 
Number of Subsections per Major Section:4 

Learning Method General Educational Materials CSMA Course Learning 
Place for Learning PC Lab PC Lab 
Method of Evalu-

ating Learning 
General Evaluation 

(Objective Test) 
General Evaluation 

(Objective Test) 
Learning Time 
for Subsections 

At the Instructor's Discretion According to CSMA 

Evaluation Time Final Evaluation: 15 minutes 
Evaluation Items Number of Items: 20 

Relearning Weak 
Sections 

Allow learners to study weak 
subsections at the instructor's 

discretion. 

Allow learners to study weak subsec-
tions according to CSMA-scheduled 

proposals. 
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For convenience, let the 40 persons who learn according to general learning meth-
ods be referred to as Learner Group A, and the 40 persons who learn according to the 
CSMA learning method be referred to as Learner Group B. Both the general learning 
methods implemented according to different items and the elements of the CSMA 
learning method are identical. For the general learning methods, learners themselves 
can assign learning times, while the CSMA learning method provides learners with 
suitable learning times according to the CSMA's course scheduling algorithm.  

The subsection-specific weakness is demonstrated with the graph and figures and 
the final test degree so that learners can compare it with their target score. Learners 
under the target degree can begin the repetition program by the course schedule pro-
vided by CSMA. Figure 3 offers information on learning data and the degree of learn-
ing accomplishment in PDA format. 

 

Fig. 3. User Interface in PDA Format 

In the experiment, both Learner Groups A and B were allowed to learn under learn-
ing environments where, while the learning elements were the same, the learning 
methods were different. As a method for identifying the difference in evaluation re-
sults between the two groups, a chi-square test (a statistical methodology) was used. 
Formula (6) shows the chi-square distribution.  
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Probabilistic verifications are available through comparison between calculated 
values and the values of statistical distribution tables, as well as through identifying 
the difference between the two variances. Table 2 shows chi-square values.  

As shown in the statistical table above, the probability of there being a difference 
at a degree of freedom 7 and at a significance level of 95% is = 12.59 due to the 
existence of seven classes. Therefore, the value (16.20) from the approximate chi-
square distribution is deemed a large number. According to the above average (88.3, 
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81.3), and the value from the chi-square distribution, the CSMA-based learning 
method can be evaluated as excellent, with above 95% reliability.  

Table 2. Chi-square Values 

Chi-square values between two experimental groups 
Score Class Group A Group B 

70 0.73 0.70 
75 2.66 2.54 
80 0.59 0.56 
85 0.06 0.06 
90 2.15 2.06 
95 1.63 1.56 

100 0.47 0.44 
Total 16.20 

4   Conclusion 

In this paper, a mobile learning scheduling system for environment-related educa-
tional purposes has been proposed. The proposed system calculates degrees of learn-
ing accomplishment for learners using a multi-agent, and automatically creates course 
schedules, allowing learners to increase their degree of learning accomplishment.    

These agents continuously learn the individual learning course and the feedback on 
learning, offering customized scheduling course and giving maximum learning effec-
tiveness. Accordingly, the course ordered by the learner is tailored to the learner with 
the help of the course scheduling agent. Learners can continuously interact with 
agents until completing the course. If the agents judge the course schedule for learners 
to be ineffective, they recompose the course schedule and offer a new course to learn-
ers. To test and assess the proposed system, environmental education courses were 
provided to kindergarteners. As a result of the performance of such experiments and 
through evaluations, the proposed system proved to be excellent.  
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Abstract. Congested traffic shows very complicated and stochastic features. 
One of the most interesting features is the amplification/decay of perturbations, 
indicating the development of small speed oscillation in the downstream into 
the large speed oscillation in the upstream. While traffic theories attempt to ex-
plain this phenomenon, the mechanism of the speed oscillation is not yet clear 
in the aspect of drivers’ behavior. Similar phenomenon is also found in a long 
waiting line such as in front of the stadium or theater ticket box. In this paper, 
the stop-and-go movement in the waiting line, which is relatively easy to under-
stand than the vehicular movement, is modeled and simulated. From the simula-
tion, it is found that the amplification/decay of perturbation exists in the waiting 
line and shows similar pattern as in the vehicular movement.  

1   Introduction 

Traffic congestion induces travel time delay, high risk of accident, frequent accelera-
tion/deceleration and increase of emission. To alleviate the traffic congestion, various 
measures such as ramp metering, incident management system, and VMS (Variable 
Message Sign) to divert traffic are developed. For these measures to be effective and 
reliable, it is required to understand the characteristics of congested traffic and model 
it. Traffic flow can be categorized into free-flow state and congested state. The former 
is usually found when the traffic demand is less than the capacity and the vehicular 
speed is constant. However, when the demand exceeds the capacity or an incident 
occurs, the free-flow traffic switches to the congested state and the vehicular speed 
changes irregularly and frequently. In congested traffic, a number of vehicular pertur-
bations are generated and then grow or decay. It is required to understand the genera-
tion and evolution of these perturbations to describe the features of congested traffic 
and develop effective measures to control the freeway. One way to explain the evolu-
tion of perturbation is through the continuum traffic flow theory (Lighthill and 
Whitham, 1955; Payne, 1971; Zhang, 1998). However, these models are deterministic 
and could not well describe the complicated features of amplification/decay of pertur-
bation and non-periodical change of the traffic parameters such as flow, density inside 
the congested region. In the car-following theory, the evolution of perturbation is 
explained by drivers’ reaction time and sensitivity. However, the speed oscillation 
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modeled in this theory is not only deterministic but also unbounded, which is unreal-
istic. In this paper, different approach is attempted to explain the evolution of vehicle 
perturbation in the analogy of waiting line in front of the stadium or theater ticket 
box, which is relatively easy to understand than the vehicular movement. The move-
ment of people in the waiting line is modeled and through simulation the analogy of 
perturbation evolution with vehicular traffic is to be investigated. 

2   Vehicular Congested Traffic  

2.1   Empirical Features of Congested Traffic 

It is often observed that in a severely congested traffic, vehicles travel with a periodic 
speed fluctuation, which is called as a stop-and-go traffic. It occurs when a small 
perturbation is amplified during its propagation to upstream. 

 

Fig. 1. Speed fluctuation in congestion (Queen Elizabeth Way, Canada) 

Figure 1. shows the temporal evolution of speed observed at Queen Elizabeth Way, 
Toronto, Canada. The congestion has begun at 06:30 and ended at 09:00. During the 
congestion, the speed fluctuated between 20~80 kph. This plot shows the typical stop-
and-go flow pattern. The amplitude and cycle of speed fluctuation in congestion flow 
is much bigger than that in free flow state. Unfortunately, no theory up-to-date could 
model this phenomenon in a consistent and quantitative manner. 

Edie and Baverez (Edie, 1967) have studied the stop-and-go waves in the region of 
the bottleneck of the Holland Tunnel. They found that the stoppage wave was present 
at the density 96 ~139 vpm, and the density after the stoppage wave was 62 ~ 84 vpm. 
The speed of the wave was around 10 mph, and the number of vehicles in the wave 
was 5 to 12 vehicles. While this paper showed the general pictures of stop-and-go 
waves, the result may be site-specific. Mika, Kreer and Yuan (1969) have analyzed 
the traffic flow data with time series analysis. They found that ‘the onset of the 
oscillatory behavior was abrupt, remarkably regular, and varied by more than a 
factor of two in amplitude as a function of location’. The frequency of oscillation 
was 1/4 cycle per minutes and the wave speed was about 16mph, which is higher 
than the study of Edie.  
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2.2   Theories of Perturbation Evolution  

In conventional car-following model, the stability of the perturbation is explained by 
the driver's reaction time and sensitivity. When a follower responds slowly to the 
perturbation and then applies larger acceleration or deceleration rate, the perturbation 
will be amplified and accordingly the traffic flow will reach to a complete stop or 
maximum speed. On the other hand, if the driver is very attentive or looks far ahead 
such that the reaction time is small, the perturbation tends to be smoothed out. In the 
context of the scope, stability analysis can be divided as local stability and asymptotic 
stability (May, 1990). The former is concerned with the perturbation evolution for a 
following vehicle and the latter for a line of vehicles, theoretically for an infinite 
number of vehicles. Chandler and Herman, et. al (1958) and Herman (1959) have 
investigated the asymptotic stability of a linear car-following model and found that 
the asymptotic stability is gained when the value of reaction time by sensitivity is 
smaller than one half.  The stability analysis of the car-following model assumes that 
the driver's are identical. However, in real traffic, drivers apply different reaction time 
and sensitivity. The randomness of the headway is another decisive factor concerning 
the evolution of the perturbation as well as reaction time and sensitivity. The stability 
analysis of car-following theory has limitation on modeling the temporal and spatial 
speed fluctuation patterns. For example, how can we explain the cycle length of speed 
fluctuation in stop-and-go traffic is 3-4 minutes? 

3   Modeling Waiting Line Movement  

3.1   Introduction  

In this paper, we investigate people’s movement in the waiting line to understand the 
features of congested traffic for the following reasons. Some features of waiting line 
problem show much similarity with the traffic flow in congestion. For example, from 
the real world observation, we can find that that the perturbation occurred at the 
downstream boundary of the waiting line propagates upstream and sometimes it dissi-
pates and sometimes it is magnified. This observation is similar to the traffic conges-
tion occurred at the upstream of signal. 

When people are in the waiting line, sometimes they leave longer gap and some-
times they leave shorter gap. This is also similar to our traffic flow model, in which 
vehicles have different equilibrium time headways. 

Waiting line problem is much simpler than traffic flow. Because we can assume 
that the speed of people can take only two value, "move" or "stop". The study on peo-
ple's waiting line problem may provide a clue to our study on the congested traffic.  

 3.2   Algorithm for the Waiting Line 

For the description of waiting line movement, we will consider one line and use cellu-
lar automata method. The concept of the algorithm is in Figure 1 (a). 

In other words, one people take one cell and they can move one cell at one time 
step. The initial perturbation will be made by the first people only. To describe the 
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behavior of the follower, an algorithm is developed. Here, we assume that the move-
ment of people in the waiting line follows below cycle consisting of four steps.  

 

Fig. 2. Basic concept of the algorithm 

 

Fig. 3. Four steps of the movements 

First step is the case when both the leader and follower do not move. See Figure 
3(a). If the leader and follower are in the first step at time t-1, then the behavior of the 
follower at time t would be "stop".  
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Next step is the case when the leader moves. See Figure 3(b). If the leader and fol-
lower are in the second step at time t-1, then the behavior of the follower at time t can 
be "stop" or "move".  

The third step is when both the leader and follower move. See Figure 3(c).  If the 
leader and follower are in the third step at time t-1, then the follower will move at time t.  

The last step is the case that the leader stopped. See Figure 3(d). If the leader and 
follower are in the fourth step at time t-1, then the follower can move or stop at time t.  

At every cycle, the follower will choose a preferred gap (the number of cells be-
tween the leader and the follower) and this preferred gap does not change throughout 
the one cycle. At the beginning of each cycle (when the follower does not move and 
the leader begins to move) the preferred gap is randomly chosen as is in Figure 2(b). 
In the figure, the preferred gap can take value between 0 to 9 cells and the probability 
of the gap is left-skewed. For example, the probability that the follower will take 3 
cells as the preferred gap is 25%.  

4   Simulation Results 

In the simulation, 100 people are in the line and the simulation is conducted for 2000 
time step. The perturbation is made by the first people. To make the perturbation 
similar to the traffic signal, the perturbation is repeatedly generated in a same pattern. 
 

 

Fig. 4. Simulation results for 40 time step move 10 time step stop 
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For example, the first people moves during 40 time steps and then stops during 10 
time steps and then move again during next 40 time steps. This moving and stop con-
tinues through the simulation time. 

Figure 4 shows the results. Figure 4(a) is the time-distance diagram for every 5 
people. We can see here that most of the perturbation made by the first people is 
dissipated, but some perturbation become stronger. So, once the upstream people 
stops, the duration time is much longer. Figures 4(b) and 4(c) are the speed and 
density plot. Here, the speed is averaged for 10 people for every 30 time steps. The 
solid line represents the average speed for the first 10 people and the dotted line 
represents the average speed for the last 10 people. In Figure 4(b), we can see that 
the frequency of the speed oscillation is smaller at upstream but the amplitude is 
larger at upstream. In Figure 4(c) the average density is drawn. Here, as a rule of a 
thumb, the density oscillates along the value 0.16, which corresponds to gap 5.25 
cells. Figure 5 shows the results when the first vehicle moves during 25 time steps 
and then stops during next 25 time steps. So the perturbation is more severe than in 
Figure 4. Compared with Figure 4, the frequency of speed oscillation become larger 
and the average speed is lower than in Figure 4. The average density is also higher 
than in Figure 4. 

 

Fig. 5. Simulation results for 25 time step move 25 time step stop 
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5   Conclusions 

The waiting line simulation showed much similarity with the features of traffic in 
congestion. However, there exist some differences between people's movement and 
vehicle's movement. For example, in traffic flow the gap can be shorter when the 
leader decelerates, which does not happen in waiting line case. In addition, since the 
speed can be in a wide range, the complexity happens when the leader and follower 
travels with different speed. Despite these differences, the result of the study shows if 
we can apply the basic ideas of waiting line to the traffic flow, we may get a good 
model that describes the frequency and amplitude of stop-and-go traffic, which is 
remained for the future study. 
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Abstract. In this paper, we try to construct the searching and treatment modules 
to count the malignant programs effectively so that the Worm virus detection & 
blocking program has the functions that it can check the files early to cope the 
Worm virus attacks by intercepting the value of interrupt vector table of 
memory structure for checking the action of viruses, and comparing with the 
character strings of virus. Also check the facts that files are deformed or not by 
generating the statistics sum of encrypting file and check the facts that files are 
infected or not by the pattern checking of all executable  files. 

1   Introduction 

In 21st century, ost of countries in the world try to invest enormous amount of 
money to build the complete society of information. As a result of this, IT became the 
major industry recently. Among this IT area, the business which based on internet 
produce tremendous amount of economic value and also its infinite potentials can 
evaluated by many scientists and engineers. Currently, the cyber terrors such as com-
puter virus and harmful hacking etc. are increasing in everywhere in the world and 
those cyber terror are threatening the main stems of society of information. Espe-
cially, current trend of cyber terrors are rely on e-mail transfer method and various 
types of viruses with hacking techniques are spread out very quickly with the devel-
opment of open type network environment.  

In this paper, the techniques which can effectively cope with the complicate, intel-
ligent worm will be developed. Also the types and characteristics of worm virus will 
be analyzed and finally worm virus detection & blocking program will be developed. 

2   Malignant Code and Worm 

Among the various types of system threatening codes such as virus, Worm and Trojan 
virus, internet worm is the most dominating system damaging factor. In DOS age, 
Worm was treated as non harmful code even though it copy and reproduced by itself 
continuously, it never contaminate the existing other files and system. As the devel-
opment of network and internet, Worm also evolved to produce damages to system 
but itsoriginal characteristics are never changed at all. The original worm of DOS 
ages is call as just Worm but current worm is called as I-Worm (Internet Worm). 

m
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Worm of prototype just create so many useless trash files by copy itself continuously 
and it is not so harmful to system but I-Worm decrease the system speed seriously by 
attempting copy through the network. During past few years, many different types of 
I-Worm were created. As a result of it, I-Worms are classified by two different types 
such as Network Worm and Internet Worm according to its propagation ways. If it is 
propagated through local network, it is called as Network Worm and if it is propa-
gated through global network like internet, it is called as Internet Worm. 

Internet Worm is classified into three categories according to PC infection method. 
First group of Internet Worm is activated by just reading e-mails. Second group is 
activated by opening attached files of e-mail. Third group is activated by itself with-
out any PC user's action. Also E-mail Worm is classified as Slow mass-mailers and 
Fast mass-mailers depending on its dissemination speed. Slow mass-mailers Worm is 
transferred at the same time when the infected PC users send an e-mail and Fast mass-
mailers Worm is disseminated to many e-mail users at once. E-mail Worm use the e-
mail client such as Microsoft Outlook and Outlook Express to disseminate the worm 
to other PC users and it is transferred at the same time to all the users whose e-mail 
addresses are listed in specific mail client. On that way, if one is infected by e-mail 
worm then so many other PC users whose e-mail addresses are stored in an infected 
PC have possibilities of infection. This chain reaction can cause great amount of PC 
infections and damages in very short time. Current trends of e-mail worm such as 
Loveletter and Navidad, use very sensitive words which stimulate the PC user or use 
the title that lewd photos or video files are attached. Moreover, recent e-mail worm 
disguise that updated virus vaccine files are attached. These methods evoke the PC 
user's curiosities to open attached files or e-mail without any doubt. 

Network Worm is disseminated by local network system and is consist of next 
three steps. 

• Find a Shared Drive  
• Mapping Drive  
• Copying Worm and Execute 

In general, copied worm is not activated immediately and it is stored at starting 
folder which can be executed automatically with the start of Window. So the copied 
worm can be activated automatically at the reboot of system. Netlog is one of the 
Network Worm. Netlog set the IP to search the dissemination target and find out the 
system which is share the entire C drive in whole subnet system. Then, set the target 
drive by J drive and copy the worm to Window folder and Window Start folder to 
make it activated for infection at next start of Windows.  

Window Worm is one of the dominating Internet Worm nowadays and there are 
two types of Window Worm depending on which type of platform they use. Window 
Worm is activating at Window system and Non-Window Worm is activating at different 
platform. Window Worm makes use of e-mail, newsletter, IRC, MSN Messenger, 
Gnutella, IIS and other chatting programs. Most well know Non-Window Worm of 
love-letter concept is Morris Worm which is activating at Macintosh and Unix system 
such as Linux and Solaris. Linux Ramen Worm is first Non-Window Worm which 
produced tremendous amount of damages. Also the Asdmind of Solaris and Simpson of 
Macintosh is other types of Non-Window Worm which can be found recently. 
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Worm had been existed at DOS ages. In DOS age, programs and files can be cop-
ied by only floppy disk. So even though worms are copied at PC by floppy disk, those 
worms are copied continuously in only one system itself. There is less risk of dis-
semination and propagation than now. 

In late 1990, development of network system is accelerated by increasing demand 
of e-mail service and internet boom. Because of weakness of network in 1990, fre-
quent use of e-mail via internet can be considered as major means of worm propaga-
tion. Also most of PC operating system was unified by Window and it makes easy to 
propagate the worm to worldwide. Worm propagation method using network weak-
ness can be grouped in two categories. First method is using the weakness of sharing 
folder and second method is using the various service weaknesses. Major steps of first 
method are,  

Scan the weakness of sharing folder in the network group which has infected sys-
tem. If the weakness of sharing folder was detected then copy the worm to that sys-
tem. Second method is to scan in preset way as many and unspecified systems and 
check whether the weakness of specific service is exists or not like IIS weakness. 
Finally copy the worm file to the system which has weakness.  

Worm Propagation through e-mail is most effective and powerful method among 
any other methods. It combined with social and engineering technique. Some of 
worms are activated by opening the attached files in an e-mail. Recent worm files are 
downloaded automatically by just opening the e-mail to check. In this manner, malig-
nant code can be spread out very widely in a short time. The macro virus maker tried 
to make their own malignant code equipped with e-mail function. So the viruses and 
worms are equipped with e-mail and back door functions. This can be great trial to 
evolve the simple structure worm to which the worm of fast propagation through the 
network system is possible.  

Sasser Worm also has a combined function of worm and back door. It makes to 
open the specific port which has weakness and enables to contact as many users as 
possible. As worm is activating, specific command is executed to download additional 
worm file. 

3   Analysis of Threatening Components by Worm 

Sasser.worm.15782.D (Sasser) will be used to analyze the threatening components of 
worm. Sasser makes use of the LSASS weakness (MS04-011) of Window to scan and 
attack. MS04-011 is the serial number of security update for Windows system of 
Microsoft. According to MS04-011(2004. 4. 14), Windows have LSASS weakness, 
LDAP weakness, PCT weakness, Winlogin weakness, Metafile weakness, Help 
weakness, Utility Manager weakness, Window Manage weakness, Local explanation 
table weakness, H.323 weakness, Virtual DOS Machine weakness, Negotiate SSP 
weakness, SSL weakness, ASN.1 "Double Free" weakness. 

Once worm is activated, it copies itself to other system which has same weakness by 
scan the network. Sasser was made to attack Windows XP systems especially which 
have LSASS weakness. Under the system which affected by LSASS, buffer overrun 
weakness which allow the remote code execution can be exist and this is the LSASS 
weakness. Intruder can install the program by utilizing the buffer overrun weakness 
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and then has a right to view/edit/delete the data. Finally infected system can be remote 
controlled completely. LSASS offer the interface which can manage the local security, 
domain certification and Active Directory Process. LSASS handles the certification of 
both client and server. Also it contains the support function for Active Directory Util-
ity.  Hackers can attack the unchecked buffer of the program and then substitute the 
new malignant code to be activated by executing the changed program. This program 
can be operated by hacker without any protection. Also it causes the symptoms of 
program error and this is called as Buffer overrun. Sasser is one of various Netsky's 
mutations. It copies itself to Windows and then loads the program whose name is "Is-
asss.exe" to the process. This procedures repeat continuously by loading itself again. 
Even if the registry is changed to reboot the Windows, it can be executed continuously. 

3.1   System Symptoms 

• It is generated a file lsasss.exe (15,872byte) in the folder Windows . Then, we 
should give attention to distinguish a normal file lsass.exe to the worm file 
lsasss.exe, and we note that it is copied in C:�WinNT under WinNT/2000 se-
ries and in C:�Windows under WinXP series.  

• It is generated files (Number)_upload.exe in the folder Windows System32 (It 
is inherited the difference of Windows NT and XP series). But, we can not con-
firm this phenomenon if the internet is shut off.  

• It occurs the system-closed and rebooting caution caused by errors of the lsass 
code.  

• It may not be not infected formally in some computer network system.  
In fact, it may be failed to execute the worm which can be showed the error 

massage that it is not infected because the code of the file iphlpapi.dll is differ-
ent (mainly under the Window 2000).  

In the case of the Window XP series, sometimes we can see the error mas-
sage 'LSA Shell (Export Version)' which is to close and reboot the system. But 
it is not the symptoms that the computer is formally infected.  

• We register the data lsasss.exe in registry to execute the worm again at the time 
of rebooting the computer.  

• We delete the files ssgrate.exe, drvsys.exe and Drvddll_exe in the registry so 
that the Bagle worm do not execute at the time of rebooting the Bagle worm in-
fected computer.  

• Sufficiently long times later on the infection condition, it's share in CPU is near 
100% and so it is difficult to use the system and it can be occurred many proc-
esses by one file.  

• Some measure of time later since the infection condition is founded, we can 
view the message in the mutex window which notices the infected fact.  

3.2   Network Symptoms 

• If the network is infected, it is opened the ports from number 1025 to 5554 and 
so  it is menaced by another attacks. In facts, it enables to confirm by the net-
stat-na commander in command window in Fig.1. 
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Fig. 1. Netstat Port Monitoring 

Fig. 2. Search the Next Attack Target 

• It becomes to be created and checked several unspecific attack-target addresses. 
The formation rules as we can confirm, is as follows in Fig.2.  

- For the formal IP addresses (A. B. C .D),  
 A is fixed and the others are random: 40 ~ 50% approx.  
 A and B are fixed, and C and D are random:  20 ~ 30% approx.  
 A, B and C are fixed, and D is random: 30 ~ 40% approx.  

• If it is founded the vulnerable points in the process of confirming the attack ob-
jects, the infecting action is executed in Fig.3.  

Fig. 3. Execute Script to Propagate (1) 

Then, in the process of carrying out the infecting action, a FTP script might be 
made as the name cmd.ftp. This script contains the commander which can download 
the worm and can execute this worm. But it can be carried out only if the internet is 
connected in Fig.4. 
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Fig. 4. Execute Script to Propagate (2) 

 

Fig. 5. Mutex Messagees 

Fig. 6. Commander Execution by Script 

* In above dump picture, it contains the picture within the cmd.ftp script and the 
contents in the mutex window in Fig.5. 

*  The worm file is downloaded through the open ports which is occurred by exe-
cuting the files cmd.exe and ftp.exe in the infected Windows in Fig.6. 
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4   Corresponding Program Modules 

As the exclusive Vaccine type for Sasser.worm.15872.D, the basic formula for 
searching adopts the SLIM (Specific Locate Inspection Method) which keeps the 
lower wrong diagnosis rate and takes shorter hours for inspection.  

Table 1. Comparison the MLIM (Memory Locate Inspection Method) 

 Strength Weakness 

SLIM 
�Low wrong diagnosis rate 
�Short hours for inspection 
�High success rate for Treatment 

�Low diagnosis rate for deformation 
virus 
�Can Not inspect unless interrupted 
�Do Not inspect if reside in other pro-
gram 

WLIM 
�High diagnosis rate for deformation
virus 
*WLIM(Whole Locate Inspection Method) 

�High wrong diagnosis rate 
�Long hours for inspection 
�Low success rate for Treatment 

4.1 Searching Module 

(1)  Set up the extensions of files to be searched and searching target directory  
(2)  Check the extension (designate to execution file) and searching targets if it 

runs the searching process.  
(3)  Compare the target execution files with the comparing character strings by 

dump checking.  
(4)  Output the object files in view data list if it agrees with the comparing charac-

ter strings.  

 

Fig. 7. Vaccine Searching Module 
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In this searching module, we take a notice the two essential points. One is that it 
must find the object files by searching every subdirectories in the disk before inspect-
ing each file in vaccine program, and the other is that it must be compared with spe-
cific character strings for the searched files. In facts even though there are many files 
in each directory, above all it executes the search for subdirectory. If we describe the 
directory structure as a tree graph as in fig.8, first after the search the directory A, it 
accesses the first subdirectory B by recursive call. Once B is searched, again it ac-
cesses the first subdirectory, recursively. So in the final first subdirectory R the file 
searching is executed and then is repeated one after another in ordered R, S, I, J, D, K, 
E, F, B, L, G, H, C, A.  

 

Fig. 8. Directory structure 

Next, once a file is accessed, it is compared with specific character strings in file. 
Here execution files or Worm files are opened to the forms of ASCII codes and we 
designate these files to several parts of the ASCII codes, and then it executes the 
comparison these parts (designated character strings) with specific character strings 
by turns. In this study, we establish the files' designated character strings with three 
10 byte character strings in their ASCII codes. 

 

Fig. 9. Vaccine Treatment Module 



878 S.-J. Yoo 

 

4.2 Treatment Module 

(1) Execute the treatment beginning the first item in the list view if press the treatment 
button.  

(2) End the corresponding process (inspect one after another in the processing lists)  
(3) Delete the detected files under the process  
(4) Delete the registered key values.  

There is no serious problem by Sasser Worm if once one deletes the registry and 
some its informations. But if the treatment is executed under the Worm action, the 
worm acting files do not treat. So the treatment process must be executed after closing 
the programs on the process.  

5   Conclusions 

Recently according to spread rapidly worldwide of using the internet, there appears 
highly flourished many malignant programs and it is very various their routes of in-
fection into the world. As the IT infra and internet infrastructure is increasing and 
changing to the opening network, there is great risk cause by the hacking and viruses. 
Also it is well-known that the there is a tremendous loss of property by them. There is 
no doubt that there is a countermeasure to diffuse the fresh version vaccine program 
into public institutions as well as into each and every person. But we realize the limi-
tations to count the intellectual, high technical and high structured hacking methods 
and Worm virus in the inside and outside of the country. 

In this paper we try to develop a technique to count the malignant programs effec-
tively. We check and analyze the properties of recent hacking methods, reported 
Worms information and their menace factors. Then Worm virus detection & blocking 
program is developed which has the functions that it can check the files early to cope 
the Worm virus attacks by intercepting the value of interrupt vector table of memory 
structure for checking the action of viruses, and comparing with the character strings 
of virus. also check the facts that files are deformed or not by generating the statistics 
sum of encrypting file and check the facts that files are infected or not by the pattern 
checking of all executable files. 
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Abstract. It is important to clarify the relationship between traffic accidents 
and various influencing factors in order to reduce the number of traffic 
accidents. This study developed a traffic accident frequency prediction model 
using multi-linear regression and quantification theories which are commonly 
applied in the field of traffic safety to verify the influences of various factors in 
the traffic accident frequency. The data was collected on the Korean National 
Highway 17 which shows the highest accident frequency and fatality in 
Chonbuk Province. In order to minimize the uncertainty of the data, the fuzzy 
theory and neural network theory were applied. The neural network theory can 
provide fair learning performance by modeling the human neural system 
mathematically. In conclusion, this study focused on the practicability of the 
fuzzy reasoning theory and the neural network theory for traffic safety analysis. 

1   Introduction 

The highway traffic system is composed of human, vehicle and roadway factors. 
Traffic accidents can occur because of a single factor, but mostly by a combination 
and internal reaction of multiple factors. The easiest way to verify the reason of traffic 
accidents is the analysis of accident data. It should be noted that the reliability of data 
cannot be guaranteed. Current methods have limitations in overcoming the 
uncertainty, non-linearity, and variation of time and space which can be included in 
the process of data collection. It is then concluded that a methodology is necessary to 
use the collected data while accepting the uncertainty. 

In this study, the influences on traffic accidents were analyzed using various 
factors and considering the possibility of uncertainty. 
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2   Research Scope and Methodology  

The traffic accident data applied in this study was collected on the Korean National 
Highway 17 which shows the highest accident frequency and fatality in Chonbuk 
Province. Multiple traffic accident frequency prediction models were developed with 
the data using multi-linear regression, quantification, fuzzy reasoning, and neural 
network theories. Among human, vehicle, and roadway factors, this study was limited 
to those roadway factorr only which included safety appurtenances, geometric 
features, traffic operation and traffic flow characteristics.  

3   Related Works  

Zegeer developed a traffic accident frequency prediction model for 2-lane rural 
highways with independent variables such as vertical alignment, average daily traffic 
volume, lane width, and shoulder width. The data were collected in 5,000 miles of 2-
lane rural highways in seven states of the U.S.A. Kang developed a spatial 
autoregressive data analysis model to analyze the spatial relationship to traffic 
accident frequency. The model was based on the factors such as traffic volume by unit 
section, existence of interchanges and heavy vehicle ratios. Hirofumi performed a 
study on the development of counter measures for pedestrian-vehicle accidents at 
intersections based on the q uantification theory. Kay Fitzpatrick analyzed the 
relationship between traffic accident frequency and the geometric elements such as 
lane width, existence of median, horizontal curvature, deflection angle. The study 
verified that inconsistent lane width is an important cause of accidents. 

4   Theories 

4.1   Multi-linear Regression Theory 

The multi-linear regression analysis is to derive the linearity between multiple 
independent variables and a dependent variable. It is used to estimate the quantities of 
relation of independent variables to the dependant variable. The equation (1) is the 
basic structure of the multi-linear regression model. 

                                               eXXY ll ++⋅⋅⋅++= ββα 11                                        (1) 

where Y =dependent variable, X =independent variable, α =constant, β =parameter, 

and e = error. 

4.2   Quantification I Theory 

The quantification I theory estimates the production of external standard, Y  by the 
variations of explaining characteristics ),,,( 21 mXXX ⋅⋅⋅ . It should be advanced to 

classify the multiple items related to the phenomenon into several categories. The 
quantification I theory is to perform the factor analysis for items and categories with 
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the scattered data. It corresponds with multi-linear regression model when the 
explaining characteristics, 

jX are continuous. It can be expressed as a linear 

relationship as shown in equation (2) when the external variable 
iy  is the number of 

accidents and the explaining variable (factor) is the characteristics of the spot on an 
spot, i . 

                                            ijkijki xay ε+=                                                 (2) 

where y = external variable, x = independent variable, a = constant, and ε = error. 

4.3   Fuzzy Reasoning Theory 

The fuzzy reasoning theory is to derive a proposition from multiple fuzzy 
propositions. It is a way to handle the vagueness of concepts under the conceptual 
uncertainty of uncertain boundaries. The process is very similar to human reasoning. 

The rule of the fuzzy reasoning is “IF iA and iB THEN iC ”. The result of ∗C  is 

obtained through the concurrence of i  (all the rules including the iA , iB ) and ∗A , ∗B  

(input value). Reasoning structure helps the input value to be applied for each rule and 
induces an approximate value although the present input value does not match with 
the standard input value required by the rules. The return value is the compound of all 
the ∗

iC . Figure 1 shows the fuzzy reasoning process. 

 

Fig. 1. Fuzzy reasoning process 

4.4   Neural Network Theory 

The neural network consists of these artificial neurons, as it is the model of human 
brain's structures for special functions and missions. The neural network performs 
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learning processes through mapping between input and output. A procedure of 
learning processes is called a learning algorithm and functions to adjust the weight of 
the neural network to achieve targets. The neural network, a mutual connection of 
nodes that can perform mathematical operations, can be operated according to proper 
learning rules. That is, each node performs the mathematical operation with 
Combination Function and Transfer Function (Activation Function). Inputs to actual 
nodes are the sum of the values with weights as shown in the equation 

                                                    )(
0

i

m

i
jij xws ⋅=

=

                                                  (3) 

where jiw = connection weight and ix = input value. 

In the equation (3), js , actual input, passes through non-linear function called 

Transfer Function or Activation Function. The most widely used non-linear function 

is Sigmoid Function. The equation (4) provides the jy , the results of js input. Figure 

2 shows the multi-layer neural network. 
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1
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==                                            (4) 

 

Fig. 2. Multi-layer neural network 

5   Development of Traffic Accident Frequency Prediction Model  

This study was based on a microscope approach. The factors of the traffic accidents 
selected were traffic volume, vertical alignment, cross slope, horizontal curvature and 
roadway width. The factors were arranged by the magnitude of the influence to traffic 
accidents. The correlations between the variables were also reviewed. 
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5.1   Multi-linear Regression Model 

A multi-linear regression model was developed to estimate the influences of 
geometric elements such as vertical alignment, horizontal curvature, cross slope, and 
roadway width as shown on the Table 1. The fitness of the model was evaluated with 

2R -value and F -value. The 2R  value with more independent variables showed a 
higher value, than when the evaluation was performed with the 2RAjusted . In 

addition, a t -test was also performed to evaluate the contribution of independent 

variable to the dependent variable. According to the result, 2R  was 0.239 and it 
seemed relatively low. However, compared with other multi-linear models for traffic 
accident prediction models, the value is acceptable. The reason for the low value is 
that the human factor is the more influencing factor than the vehicle or roadway 
factors. It also included the limitation of reliability on the data. The result of the F -
test also showed that the model was valid with 95% of confidence level. 

Table 1. Result of multi-linear regression model 

Variable Parameter 
Standard 

Error 
β  t -Value 

Level of 

Significance 

Constant 51.095 9.548  5.351 0.000 

Traffic Volume 0.138 0.109 0.085 1.272 0.205 

Vertical Alignment 1.353 0.402 0.228 3.367 0.001 

Horizontal Curvature -0.133 0.087 -0.105 -1.522 0.130 

Cross Slope -48.93 8.081 -0.376 -5.552 0.000 

Roadway Width -1.590 0.501 -0.217 -3.173 0.002 

)217.0(239.0 22 == RAjustedR  

5.2   Quantification I Model 

Another traffic accident frequency prediction model was developed based on the 
quantification I theory with the same independent variables for the multi-linear 
regression model. In this process, several performance measures were derived such as 
the respective contribution of variable, the amount of items and category, the range of 
items, multi-correlation factors, and average estimation errors. The explaining 
variable set was prepared by category for each item after combining cases. The result 
is shown on the Table 2. 

According to the result, it is possible to derive the range of items to judge the level 
of explanation. It should be noted that the contribution of a factor increased as the 
range of items widened. The range of traffic volume was the widest, and it could then 
be concluded that the traffic volume was the most influential. The explanation was 
evaluated with the multi-correlation factor of 63.56%, and the error of estimation was 
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4.765. The 2R  value was 0.400 and it was higher than that from the multi-linear 
regression model. 

Table 2. Result of quantification I model 

Item Category Parameter Range 

Less than 18,000 -3.28090 
Traffic Volume 

More then 18,000 3.07259 
6.35349 

Less than 1% -0.91310 
Vertical Alignment 

More then 1% 0.50900 
1.42211 

Less than 650m -1.74912 
Horizontal Curvature 

More then 650m 1.71130 
3.46041 

Less than 3% 1.45299 
Cross Slope 

More then 3% -2.26585 
3.71885 

Less than 17.70m 0.13223 
Roadway Width 

More then 17.70m -0.24294 
0.37518 

Correlation Coefficient : 0.6356 400.02 =R  

5.3   Fuzzy Reasoning Model 

1) Preparation of Membership Function for the Application of Fuzzy Reasoning Theory 
In the development of the fuzzy reasoning model, the selected input variables were 
the same as the previous models, and the output variable was provide in the form of 
the membership function with the traffic accident frequency. The traffic volume was 
classified into three membership functions: high, medium, and low. And, the vertical 
grade, cross slope, horizontal curvature and roadway width were classified into two 
functions: high/low or wide/narrow. Figure 3 shows the membership functions.  

2) Calculation 
The applied fuzzy rule was the IF-THEN rule which corresponds to common sense. The 
fuzzy reasoning was based on the Min-Max Centroid method, and the range and level of 
overlapping of the membership function by each variable were decided by the mean of 
the data and 50% of overlapping. The result is shown on Table 3. The average PI  of 
the fuzzy reasoning model is a measure of fitness, and calculated by equation (5). 

                                           
n

PR

averagePI

n

i
ii −

=)(                                              (5) 

where n  = number of data points,
iR = actually measured value, and PI = predicted 

value. 
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Fig. 3. Membership functions 

Table 3. Result of fuzzy reasoning model 

Variable 

Traffic Volume (Low, Medium, High) 

Vertical Alignment and Cross Slope (Small, Large) 

 Horizontal Curvature and Roadway (Low, High) 

PI  0.421 

MSE  0.523 

Hit ratio (%) 62.35 

2R  0.612 

The PI  value and MSE  were 0.421 and 0.523 respectively. The 2R  value by the 
quantification I theory was 0.612and it showed higher value than those from the 
advanced process. 

5.4   Neural Network Model 

The learning data used to make the neural network model was the same as the input 
variables in the previous models. Whole learning data were normalized as the pre-
process. It means that the data was transformed and that the average and the standard 
deviations were [0,1]. These values were transformed to the actual values by post-
process after the development of the model. The Error Back Propagation Algorithm 
was applied. The algorithm is commonly applied to make the neural network model. 
The neural network model was developed for each variable. When the number of 



 Development of Traffic Accidents Prediction Model with Intelligent System Theory 887 

 

nodes on the input layer was n, the number of nodes on the hidden layer varied n to 
6n, and the optimal neural network model could be developed. The maximum number 
of the feed-back was determined to be 10,000 because it is known as the optimal 
number in terms of the efficiency. The learning method of practice for the adjustment 
of the neural network in this study was the momentum-adaptive learning rate method. 
It could avoid the error converging to the local minima and increase the efficiency of 
learning. The constant of momentum and the initial learning ratio were acquired from 
the sensitivity analysis to be 0.1. The performance of the model could be evaluated by 
the MSE  as shown in the equation (6). When MSE  is 0, the observed and the 
estimated values are perfectly the same. 

                                              
n

obs
MSE

n

i
ii

=

−
= 1

)exp(
                                             (6) 

where n  = number of data points, iobs  = target value, and 
iexp  = output value. 

Table 4. Result of neural network model 

Variable 

Traffic Volume (Low, Medium, High) 

Vertical Alignment and Cross Slope (Small, Large) 

 Horizontal Curvature and Roadway (Low, High) 

PI  0.353 

MSE  0.491 

Hit ratio (%) 65.23 

2R  0.672 

The result is shown on the Table 4, and PI  and MSE  were 0.353 and 0.491 

respectively. The 2R  value was 0.672, and it is the highest compared with the results 
from the other models. 

6   Conclusions 

This study developed traffic accident frequency prediction models by multi-linear 
regression analysis, quantification I theory, the fuzzy reasoning theory, and the neural 
network theory. By comparing the outputs from the models with the actual data, the 
performances of the models were evaluated. According to the result of the 
comparison, the models of the fuzzy reasoning theory and the neural network theory 
were superior to those of the multi-linear regression analysis and the quantification I 

theory in terms of 2R  and the estimated standard error. Each model hires 5 geometry 
elements as input variables. Models are aimed to evaluate how each input variable 
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affects the occurrence of traffic accidents. The multi-linear regression model 
suggested that cross slope, roadway width and vertical alignment influence traffic 
accidents. The quantification I model showed that traffic volume, roadway width and 
cross slope affects traffic accidents. It could then be concluded that the fuzzy 
reasoning analysis and the neural network analysis could provide more effective 
methodology in traffic safety analysis. In addition, the priority of countermeasure 
implementation could be decided by the level of contribution of each factor.  
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Abstract. This paper proposes a mobile computing prefetching method consid-
ering the user's interest and the common popularity. For mobile computing en-
vironments, there exist restrictions as like bandwidth, latency and traffic. Since, 
in the present, we prefer the united multimedia mobile information service to 
the voice-based one, these obstacles are regarded as big problems. To solve 
those problems, a variety of techniques as well as caching or prefetching have 
been studied. However most of them are not sufficient in providing the amount 
of data that the user wants. We suggest a prefetching method to bring informa-
tion early by using information about the user's former interest and the popular-
ity. Comparing to the previous methods in numerical results, the proposed 
method improves the prefetching performance to give the maximum effective-
ness and reduces the failure rate of information searching. 

1   Introduction 

The cellular communication environment is currently based on the voice communica-
tion, but the new environment is required gradually to ease data communication by 
increasing the bandwidth. As the information communication industry develops rap-
idly and the number of Internet user increases, the mobile computing environment is 
converted from wire Internet service to wireless Internet service in the technology. 
The application services that are general in wire Internet should be offered to a similar 
extent in wireless Internet. However technologies applied in existent wire environ-
ment have a lot of restrictions to apply directly to wireless network environment [1]. 
Namely mobile information service requires quick context-aware conversion in 
movement, so the mobile user must get new information when moved to new loca-
tion. The low bandwidth, high latency, traffic and frequent connection due to the 
characteristics of mobile environment are remained the obstacles to users. We should 
find the solution by utilizing the existing bandwidth instead of increasing bandwidth 
that would cause additional expense. That is a prefetching method. The basic idea is 
that we use prefetching information in advance and use them again to accommodate 
wireless network property. But prefetching data expected to be referred in the near 
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future has the flaw that needs lots of memory and spends much computing time. 
Therefore to improve the performance of mobile information service we need to set 
suitable prefetching zone which gives maximum effectiveness.  

We propose the most natural strategy applied prefetching with context-aware ser-
vice using the user mobility model of mobile device. The prefetching zone is set by 
applying popularity of general publics, the frequency that the user have visit a loca-
tion and time that the user have stayed at the location. That is to improve the effec-
tiveness of memory in the limited memory of mobile computing by maximizing the 
utilization rate of prefetching information. Also, we applied the user's interest and 
popularity to minimize missing rate in prefetching zone.  

2   Related Work 

In mobile information systems servers can no longer be conscious about the data 
available on a client or even about the clients connected to the network. It is thus the 
clients’ responsibility to initiate the validity procedure. 

In [20], an adaptive network prefetching scheme is proposed. This scheme predicts 
the files’ future access probabilities based on the access history and the network con-
dition. The scheme allows the prefetching of a file only if the access probability of the 
file is greater than a function of the system bandwidth, delay and retrieval time. 

Prefetching method is a well established technique to improve performance in tra-
dition distributed systems based on fixed nodes, and several papers exist about this 
topic [11, 15]. Some papers have also considered the utility of this technique in the 
framework of mobile computing, in general from the viewpoint of improving the 
access to remote file systems; the use of mobility prediction has been also considered 
for this purpose [6, 7, 8, 10]. 

Dar [3] proposed to invalidate the set of data that is semantically furthest away 
from the current user context. This includes the current location, but also moving 
behaviors like speed, direction of the user.[19] make use of predefined routes to detect 
the regions of interest for which data is required. In such a way they have location 
information for the whole ongoing trip and do not have to compute the target areas 
while on the move. 

Cho[1] provides an interesting approach by considering the speed and moving di-
rection of the mobile user. These two aspects are important elements of the movement 
pattern. The speed provides about the velocity with which a user changes locations. 
Moreover, the size of the user’s area is largely dependent on the speed. Whenever the 
user crosses the borders of the current zone, new prefetching zones is computed. De-
pending on the speed in the moment that the user leaves the scope of a zone, the new 
one considers more or less adjacent network cells. Frequency prefetching method [2] 
analyzes mobility pattern of user accumulated during fixed period. Informations that 
is worth being used to the future with this are prefetched. Frequency is based on the 
speed. If predict with data that is accumulated during given period, there is problem to 
itself. To solve this problem, some factors should be added, and we propose Fre-
quency, Interest and Popularity (FIP) scheme that mobile users have  preference.  
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3   FIP Prefetcing Scheme  

We present mobile environment structure for FIP algorithm in Figure 1 (a). When a 
mobile user demands information, the acquiring process is composed of level (1)-(7). 
The request information links to a server from the mobile device through the base 
station. The server is transmitting data items stored in Database to the mobile client 
terminal.  Prefetching in Figure 1 (a) is based on Virtual Prefetching Table (VPT)and 
Actual Prefetching  Table (APT)to get data in advance which a user is going to need. 
VPT is a virtual location derived from velocity-based prefetching, which is applied to 
accumulated frequency. 

For extensive FIP prefetching a user's move pattern is assumed in the following. 
First, a user visits a location in which the user interested repeatedly in mobile envi-
ronment.  

Second, revisit rate would be high on the location many users visited. If the above 
assumptions are satisfied, there exists a parameter showing the relation between the 
user and the location. Not only User's interest must be considered if the user visits a 
location frequently but popularity obtained from other users. So we use popularity as 
well as user's interest in prefetching algorithm. Note that those variables are inde-
pendent of location attribute. We can get APT of prefetching from frequency, interest 
and popularity. 

Fig. 1. The general plan to apply FIP prefetching scheme 

However, to reach to the target object, if observe object visit process by user's mo-
bile pattern, object that pass is existed. Therefore, we use model that consider time to 
distinguish target object. In addition, user's mobile pattern is explained by user's inter-
est for object. That is, access probability may be high in object that user has some 
interest degree or popularity that do not visit all objects. Interest or popularity de-
pends on time, and access object is also changed. Therefore, interest degree and popu-
larity in Figure 1(b) apply each access probability value by time. We use exponential 
distribution to obtain interest degree and popularity. Also it follows in popular degree 
and the user access pattern uses a Zipf distribution. When most from the object which 
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is popularity decreasing a ranking, it is a distribution which shows the probability 
which will be approached from the object which has a ranking. Given that a user is 
moving from x to y, we can obtain the following prefetching model equations,  

FIP(X,Y) = F(X,Y) + I(X,Y) + P(Y,W). 

where is frequency score based on velocity, represents interest probability value, and 
is popularity probability value.  

When user moves, mobile place has interrelation between user and object. Also, 
because mobile pattern has regional attribute, use modulation parameters that can 
control regional intensive training in model. Environment that popularity should be 
applied first than interest degree of specification information can happen. One is when 
user entered first in object, and there will be the other in object that user is updated 
newly. However, all of this two environment are excluding for conveniences sake and 
suppose that information given was accumulated like Figure 1(b). We can get the 
most satisfied data to user.  

Begin  
/* Step 1. Initialization */  
      
 User’s moving range coordinate is allocated; 
Allocate a,b value to modulation parameters of Frequency, Interest and popularity; 
 
 /* Step 2. Accumulation */  
    Frequency, Interest and Popularity are accumulated for 30 days;  

 /* Step3. FIP scheme */  
    while(x and y coordinate aren’t the end) 
 Obtain value from accumulated information; 
 Compare value of Interest and Popularity; 
 if(choose big value in Interest and Popularity), them 
  Add after multiply b , (1-b) to value; 
  Add Frequency in result; 

/* Step4. Prefetching to apply FIP scheme */  

End.  

Fig. 2. FIP scheme 

4   Performance Evaluation 

The FIP scheme is considered spatial locality and temporal locality. It is improved 
prefetching method. In order to analyze efficiency, the typical move scenario is pre-
sented. In the velocity-based mobility model, a user moves in a two-dimensional 
portion’s area with the constant speed and direction during any given unit time period. 
In this simulation, a mobile user is assumed to move around 25 by 25 portions. The 
user repeats process that move to position preserve of following destination 20 times 
according to given coordinate value beforehand. We establish virtual prefetching area 
with the different velocity in each move.  A simulation has been done among the pre-
fetching strategies with Velocity Prefetching(VP), Frequency Prefetching(FP) and FIP.  
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The numerical result has been measured in three aspects,  

 the amount of prefetched portion information, 
 the utilization rate of prefetched portion information,  
 missing rate of information retrieval. 

The simulator has been implemented in C using event-based simulator CSIM [7]. 
In our experiment, we were assumed for accumulating the mobility reference count 
for 30 days in simulation time.  

4.1   The Amount of Prefetched Portion Information 

With given the user mobility scenario, the number of prefetched portion information 
has been evaluated to show the communication and storage overhead of 
three prefetcing strategies. Table 1 shows the simulation result. It reports the total 
number of prefetched information, and the mean number of prefetched information. 
Proposed strategy FIP was shown improvement of performance about 0.32 when 
compared with FP.  

4.2   The Utilization Rate of Prefetched Portion Information 

Now, it is meaningful to figure out the utilization rate. The utilization rate can be 
achieved with the number of prefetched information actually participated for the 
user’s location-aware service out of all the number of prefetched information. It just 
reflects the predictability degree for the given prefetching strategy. With the given 
user mobility model, the utilization rate with FP is much better than that with VP; the 
former shows that over 0.737 of prefetched portion information is utilized for real 
service, while the later figures around 0.576. With FIP, the rate is getting to 0.897. 
Table 2 summarizes the results of this experiment. 

4.3   Missing Rate of Information Retrieval 

In section 4.1 and 4.2, improved result of the number and the utilization rate of pre-
fetched portion information was seen. This is very important element as service meth-
odology to recognize current situation of mobile information service. In spite of these 
advantages, it cannot overlook vulnerable point that is information retrieval failure rate. 
Consequently, we considered user's interest and everybody's popularity. As a result, the 
missing rate of the information retrieval with FIP was shown improvement of perform-
ance of 0.15 than that with FP. Table 2 summarizes the results of this experiment.  

Table 1. The number of prefetched portion information 
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Table 2. Utilization rate of the prefetched portion information 

 

Table 3. Missing rate of the information retrieval 

 

5   Conclusions 

In this paper we suggested prefetching method that consider space locality and time 
locality at the same time applying frequency, interest, population, and time in user's 
mobile pattern in mobile networks. This is method that improves existent speed pre-
fetching and frequency prefetching much more, and prefetching done information 
maximum use can, and prefetching in done information actual capacity effective. 

Based on mobile scenario, about number and information actual capacity of 
information division, analyzed comparison. Also, analyzed information retrieval 
failure rate by information actual capacity. 

Through this, FIP prefetching method proposed that present is overcoming restric-
tion items of mobile environment effectively. 
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Abstract. In this paper we design and implement the system that diagnoses se-
curity vulnerability in wireless Internet networks. The aim of the paper is to in-
terpret the communication network related to security vulnerability reporting 
process, and focuses on how the information of a vulnerability is received and 
processed and how the information is managed after the reception in wireless 
Internet networks. 

1   Introduction 

The challenges in the communication process have been discussed widely, for exam-
ple, on different mailing lists during the past few years. Many difficulties may occur 
in the vulnerability reporting process. No consensus exists between groups that take 
part in the reporting process about the ethically correct disclosure. However, to our 
knowledge, the communication related to the disclosure of the vulnerabilities has not 
been studied before [1, 2]. 

Wireless Internet networks security has become a primary concern in order to pro-
vide protected communication between mobile nodes in a hostile environment. Unlike 
the wire-line networks, the unique characteristics of wireless Internet networks pose a 
number of nontrivial challenges to security design, such as open peer-to-peer network 
architecture, shared wireless medium, stringent resource constraints, and highly dy-
namic network topology. These challenges clearly make a case for building mul-
tifence security solutions that achieve both broad protection and desirable network 
performance.  

The unreliability of wireless links between nodes, constantly changing topology 
due to the movement of nodes in and out of the networks, and lack of incorporation of 
security features in statically configured wireless routing protocols not meant for 
wireless Internet environments all lead to increased vulnerability and exposure to 
attacks. Security in wireless Internet networks is particularly difficult to achieve, 
notably because of the limited physical protection of each node, the sporadic nature of 
connectivity, the absence of a certification authority, and the lack of a centralized 
monitoring or management unit [3].  

The current draft for the IEEE 802.11 security architecture recommends that this 
authentication process be completed using Extensible authentication Protocol-
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Transparent Layer Security (EAP-TLS), which has been included as the default au-
thentication method in Window XP. Unfortunately, a complete EAP-TLS handshake, 
including RADIUS messages, requires on the order if 1 s -a number far too large to 
support ant form of streaming media. To answer this question, the IEEE included 
"Pre-authentication" in the draft, which permits a mobile station to "per-authenticate" 
itself to the next AP. Unfortunately, pre-authentication has several shortcomings [7, 8, 
9]. First, a station can only pre-authenticate to another Access Point (AP) on the same 
LAN (i.e., the station cannot authenticate beyond the first access router as a single 
administrative domain might have multiple access routers). Second, a full EAP-TLS 
authentication to all potential next APs is not a scalable solution in terms of the num-
ber of stations and the APs as most networks use a centralized authentication server 
(RADIUS) that can quickly become a bottleneck. This obviously prevents WiFi net-
works from reaching much of the previously discussed vision [4, 5, 6 ].  

The above considerations raise the issue of how to better secure wireless networks. 
This will be as critical as securing fixed-line Internet systems in the emerging markets 
as highlighted above. Each of these security breaches and associate risks can be mini-
mized or negated with the proper use of security policy and practices, network design, 
system security applications, and the correct configuration of security controls. 

In this paper we develop system that diagnoses security vulnerability in wireless 
Internet networks. 

2   Security Vulnerabilities in Wireless Internet Networks 

There are various reasons why wireless Internet networks are at risk, from a security 
point of view. In traditional wireless networks, mobile devices associate themselves 
with an access point, which is in turn connected to other wire-line machinery such as 
a gateway or name server that manages the network management functions. Wireless 
Internet networks, on the other hand, do not have a centralized piece of machinery 
such as a name server, which if present as a single node can be a single point of fail-
ure. The absence of infrastructure and the subsequent absence of authorization facili-
ties impede the usual practice of establishing a line of defense, distinguishing nodes 
as trusted and nontrusted. There may be no ground for an a priori classification, since 
all nodes are required to cooperate in supporting the network operation, while no prior 
Security Association (SA) can be assumed for all the network nodes. Freely roaming 
nodes form transient associations with their neighbors, joining and leaving subdo-
mains independently with and without notice. 

An additional problem related to the compromised nodes is the potential Byzantine 
failures encountered within wireless Internet networks routing protocols where in a 
set of nodes could be compromised in such a way that incorrect and malicious behav-
ior cannot be directly noted at all. Such malicious nodes can also create new routing 
messages and advertise nonexistent links, provide incorrect link state information, and 
flood other nodes with routing traffic, thus inflicting Byzantine failures on the system.  

The wireless links between nodes are highly susceptible to link attacks, which in-
clude passive eavesdropping, active interfering, leakage of secret information, data 
tampering, impersonation, message replay, message distortion, and Denial of Service 
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(DoS). Eavesdropping might give an adversary access to secret information, violating 
confidentiality. Active attacks might allow the adversary to delete messages, inject 
erroneous messages, modify messages, and impersonate a node, thus violating avail-
ability, integrity, authentication, and nonrepudiation [6, 8,10].  

The presence of even a small number of adversarial nodes could result in repeat-
edly compromised routes; as a result, the network nodes would have to rely on cycles 
of timeout and new route discoveries to communicate. This would incur arbitrary 
delays before the establishment of a non-corrupted path, while successive broadcasts 
of route requests would impose excessive transmission overhead. In particular, inten-
tionally falsified routing messages would result in DoS experienced by the end nodes.  

Moreover, the battery-powered operation of wireless Internet networks gives at-
tackers ample opportunity to launch a DoS attack by creating additional transmissions 
or expensive computations to be carried out by a node in an attempt to exhaust its 
batteries.  

Attacks against wireless Internet network's can be divided into two groups: Passive 
attacks typically involve only eavesdropping of data whereas active attacks involve 
actions performed by adversaries, for instance the replication, modification and dele-
tion of exchanged data. External attacks are typically active attacks that are targeted to 
prevent services from working properly or shut them down completely. Intrusion 
prevention measures like encryption and authentication can only prevent external 
nodes from disrupting traffic, but can do little when compromised nodes internal to 
the network begin to disrupt traffic. Internal attacks are typically more severe attacks, 
since malicious insider nodes already belong to the network as an authorized party 
and are thus protected with the security mechanisms the network and its services 
offer. Thus, such compromised nodes, which may even operate in a group, may use 
the standard security means to actually protect their attacks [10, 11, 12].  

In summary, a malicious node can disrupt the routing mechanism employed by 
several routing protocols in the following ways.  

Attack the Route Discovery Process by:  
- Changing the contents of a discovered route.  
- Modifying a route reply message, causing the packet to be dropped as an invalid 

packet.  
- Invalidating the route cache in other nodes by advertising incorrect paths.  
- Refusing to participate in the route discovery process.  

Attack the Routing Mechanism By:  
- Modifying the contents of a data packet or the route via which that data packet 

is supposed to travel.  
- Behaving normally during the route discovery process but drop data packets 

causing a loss in throughput.  

Launch DoS Attacks By:  
- Sending a large number of route requests. Due to the mobility aspect of 

MANET's, other nodes cannot make out whether the large number of route re-
quests are a consequence of a DoS attack or due to a large number of broken 
links because of high mobility.  

- Spoofing its IP and sending route requests with a fake ID to the same destina-
tion, causing a DoS at that destination. 
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The above discussion makes it clear that wireless networks are inherently insecure, 
more so than their wire-line counterparts, and need vulnerability diagnosis schemes 
before it is too late to counter an attack. If there are attacks on a system, one would like 
to detect them as soon as possible (ideally in real time) and take appropriate action. 

3   Design and Implementation of Vulnerability Diagnosis Systems 

Vulnerability diagnosis systems extend to previous vulnerability diagnosis tool so that 
this system diagnoses wireless networks as possible, and to vulnerability between 
mobile hosts and APs. After diagnosis to vulnerability, mobile host transmit diagnosis 
results to vulnerability diagnosis manager while connecting on online state. This vul-
nerability diagnosis follow as: (1) ESSID broadcasting, (2) Open connection authenti-
cation, (3)Vulnerability diagnosis of useless WEP, (4) WEP Key generation using 
RC4 algorithm vulnerability, (5)Vulnerability diagnosis through challenge-response 
pair collection, and (6)Possibility of attack between wireless clients in Fig. 2. 

Vulnerability pattern DB

Host Agent

Host Agent

Host vulnerability diagnosis 

Host integrity diagnosis

Wireless special 
vulnerability diagnosis

AP vulnerability diagnosis

Diagnosis report

Vulnerability diagnosis consol

Diagnosis node

Vulnerability diagnosis
manager

Attack node

Network vulnerability diagnosis

Network

 

Fig. 1. Vulnerability diagnosis configuration 

(1) ESSID broadcasting  
Mobile host must know ESSID of AP for connecting AP. All most AP open to Ap 
name and ESSID doesn't broadcast. But current security production broadcasts 
ESSID. AP decides to ESSID broadcasting through the active proving.  

(2) Open connection Authentication  
Open connection authentication is method that doesn't use authentication to connect 
mobile host to AP and obtain mode to use connection authentication through the ac-
tive proving. This authentication approve of access authority to mobile host, and can 
do easily packet sniffing. 
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Fig. 2. Procedure of vulnerability diagnosis 

(3) Vulnerability diagnosis of useless WEP  
If mobile host makes useless of WEP encrypted key, vulnerability diagnosis provides 
attacker with plain text, user ID, and password through packet collections without 
hacking in wireless networks. ESSID that obtain from active proving may penetrate to 
network through opened AP profile, and is be collected to attacker all messages which 
transmit on wireless networks. Also, it provides attacker with mobile host's informa-
tion that has been made use of wireless Internet networks. We will know to use of 
WEP key considering active proving method to make use of obtaining ESSID broad-
casting AP profile and when it approach to AP, it may obtain to WEP key using RC4 
algorithm vulnerability through packet collections.  

(4) WEP Key generation using RC4 algorithm vulnerability 
WEP key make use of method that seek to analyze through packet collection using 
powerful PC or Notebook PC. WEP key encryption is based on RC4 stream encrypt-
ing algorithm, and test to decryption environment beyond characteristic condition  

(5) Vulnerability diagnosis through challenge-response pair collection 
It is security vulnerability to show from authentication method through public key. 
Vulnerability diagnosis that approaches through challenge-response pair collection 
collect challenge value that request challenge continuously to AP and response value 
that encrypted to public key, and when it processes challenge-response using same 
random numbers, it makes possible response immediately and generation of WEP key 
using generating packets in initial authentication  

In implement environment, proposed system develops vulnerability diagnosis of 
wireless Internet networks to use easily, and makes use of IPAQ5550 with PDA 
package including wireless Internet functions which can easily show in popular envi-
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ronment. Also, we use development tool with Microsoft Visual Studio .NET 2003 
Professional, Microsoft .NET Compact Framework 1.1 Library, and Microsoft Pock-
etPC 2003 SDK, running HP iPAQ5550 with IEEE 802.11b wireless interface. 

 

Fig. 3. Initial Screen 

 

Fig. 4. Screen after scanning network 

 

Fig. 5. Screen after make report 
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In Fig. 3 and Fig.4, initial execution screen consist of button of making report, up-
per part of printing data , and button of process scan instruction, and middle text box 
output to current state. After processing network scan, scan test is discovered two 
APs, and when it process connection test about each AP, scan test is completed. 

 

Fig. 6. Screen of report file 

Fig. 7 shows report file that processed diagnosis result. In report file, make report 
instruction process instruction that outputs diagnosis result as report file, and it write 
down test time and current state situation. In diagnosis result, this shows vulnerability 
in wireless Internet networks. 

 

Fig. 7. Generated report file 

4   Conclusions 

The paper is to interpret the communication network related to security vulnerability 
reporting process, and focuses on how the information of a vulnerability is received 
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and processed and how the information is managed after the reception in wireless 
Internet networks. The proposed system can diagnose vulnerability patterns that can 
generate through wire-line Internet and wireless Internet networks, and can report 
diagnosis result to network manager rapidly. 
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Abstract. While conventional networks have functions such as queuing and de-
livering data packets only, active networks have been introduced and researched 
since 1990s, where they have additional functions such as performing opera-
tions on the packets being transmitted in the networks. Because of such versa-
tile functions, active networks are obviously more complex than conventional 
networks, but raise considerable security issues at the same time. In this paper, 
we propose an active node management system for secure active networks that 
is based on a discrete approach which resolves the weak points of active net-
works. The proposed system provides the functions of node and user manage-
ment in the active networks, and improves the security of packet transmission 
by packet cryptography and session management. We implement the proposed 
system and show numerical results on performance. 

1   Introduction 

New concepts and technologies usually take long to be adapted in conventional net-
works because of the characteristics of heterogeneity among the devices in the net-
works. In addition, in order for a new technology to be adapted in the networks, it is 
required to be standardized, which usually takes significant amount of efforts and 
time [3]. 

Active networks, proposed by DARPA, are a novel approach to network architec-
ture in which customized programs are executed within the networks. They were first 
described in [8], where the authors postulated that this approach would provide two 
key benefits: it would enable a range of new applications that leveraged computation 
within the network; and it would accelerate the pace of innovation by decoupling 
services from the underlying infrastructure. However, an active network allows its 
nodes to be controlled dynamically by program code. It enables users to build their 
own application-specific protocols to communicate on the network without any limi-
tations of communication standard of protocol suite. The flexibility achieved from 
active network also produces higher network security risks because program code, 
which control behavior of the nodes, is also traversed in the network. Therefore, the 
network security is one of the most important mechanisms that must be provided to 
active network. 
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In this paper, an active node management system for secure active networks, based 
on a discrete approach, is proposed. The discrete approach may also be called a  
programmable node (switch/router) approach, where programs are injected into pro-
grammable active nodes separately from the actual data packets that traverse through 
the network. A user can send a program to a network node, where it would be stored 
and later executed when the data arrives at the node, processing the data. The data can 
have some information that would let the node decide how to handle it or what pro-
gram to execute. So, the proposed system in this paper basically authenticates the user 
who will inject a program code at an active node, and manages the authentications of 
the active node. Also, packet cryptography and session techniques are used for secure 
transmission of packets and programming codes, and their executions. We compare 
the existing active network structure and the proposed system model, so the system 
can provide the effective safety and minimize the loss of efficiency. 

2   Related Work 

2.1   Active Networks Compositions 

Various research results were announced in DARPA in research about an active net-
work to be proposed. To fulfill the proper operations at active node, many research 
methods are discovered with comparing the existing passive network structure, such 
as the authentication of middle node and the harmony of running environment and the 
special programming language for run time. 

According to them, a variety of researches are processed, but we concentrate on the 
transmission method that transmits program code and data at active node. 

ANTS(active network Transfer System) as the early-stage research creates the 
structure of active network and the composite research results that makes data packet 
include programming code and installs the necessary functions to the active node. 
Also, SwitchWare that strengthen the flexible programming for the safety of network 
structure and security is suggested, too. ABone(active network Backbone) which 
figures out the difficulty of preparing the realistic structure of active network designs 
packet structure and support a variety running environment. These existing researches 
become a basis for the further studies of active network. 

This paper classifies two transmission methods for the composition of the safer ac-
tive network. The first one is the discrete approach that firstly divides program code 
and data, and transmits them. The second one is the capsule method that integrates 
program code and data as the active packet and transmits them. 

The capsule method creates “active packet (capsule)” that contains program code 
and data without saving program code at active node, and transmits it to the network. 
Secondly, active node divides the program code and data from the received active 
packet. The third procedure is loading program code to the runtime environment in 
active node, and process data by program code. Finally, they recombine program code 
and processed data and creates active packet and transmits it to the next active node.  

ANTS project in MIT and PLANet in Pennsylvania are using this method, but 
when the program code is very large, the capsule method has many problems, such as 
traffic overhead, if packet is lost then packet re-transmission, so the efficiency can be 
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reduced. The discrete approach divides program code and data before transmission. It 
means the program code is installed at active node before the execution. The active 
node user transmits data with program code identifier. Secondly active node which 
receives packet checks the identifier and run the proper program code at the active 
node. Thirdly, it uses running program to process data, and finally it creates packet 
from the processed data and transmits it. ActiveIP and SwitchWare researched active 
network with this method. 

The Discrete approach can be adapted to the only already-installed program code, 
and the only network manager can add program code, so it is impossible to add the 
new program that the generic active hosts want to add. This paper uses the Discrete 
Approach, and resolves its weak point. 

2.2   The Security of Active Network 

The active network should provide the solution for authentication, authorization and 
integrity to support the basic security service. In the Discrete Approach, the authenti-
cation of program code sender and the secret and integrity of the program code itself 
are the essential security points. If the program code is modified on bad purpose or it 
has the potential problem, it will become the unexpected error, so not only low per-
formance of the entire active nodes but also a big security problem will be raised. In 
addition, if the authentication of program code is not performed, the hacker will mod-
ify the program code, and it will be a serious security problem. 

Now many projects of active network security, such as SANE, Seraphim, PLAN and 
Safety-Net are ongoing, but they cannot assure the basis of safety in the active network. 
Therefore, new security system that removes weak points is strongly necessary. 

3   System Proposal 

As we reviewed the existing studies, the security model that provides the basic secu-
rity solutions such as authentication, authority, integrity is necessary. If the basic 
security problem is ignored, the performance of the entire active network node will be 
lowered, and the privacy violation and network congestion will be caused. 

To resolve these security threats, we should authenticate active node users on the 
Discrete Approach. To authenticate active node users, we can restrict the access of 
hacker who tends to transmit the offensive program code, and block the forgery of 
program code. Also, we can reduce the deterioration of performance that the pro-
gram reinstallation in active node causes through the management of frequently-
using program code. The active network structure that we propose is shown at  
Fig. 1. 

The proposed system focuses on the authentication of middle node and the safe 
transmission of program code in active node. In our system, the active node manage-
ment server provides the certification that means the certified middle node is trustable. 
It is similar with PKI technique that certification organization certifies internet ser-
vices. The node management server which is reliance in the domain manages and 
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authenticates clients in the active network structure. Also, active node management 
server in each domain can authenticates each other. 

The active node management server authenticates and manages program codes, too. 
In order to use it, the client requests authentication service for program code and cli-
ent, itself and receives the acceptance of them. The authenticated program code can 
install and run at active node. 

 

Fig. 1. The safer structure in active network 

The existing discrete approach installs the program code at active node, so only 
network manager can manage and install the program code. In our system, when the 
client requests it, the active node management server authenticates clients and the 
client registers the program code at the active node management server. Then, the 
active node management server check the program code whether it is safe or not, and 
then if it is safe, the server install the code at active node. Therefore, if the client re-
quests the operation job, the program will run with only authentication code, so it 
makes active node efficient and safe. In addition, the management of middle nodes 
can prevent the forgery of program code through the analysis of program code. 

4   System Design and Implementation 

Our system has two major modules, which are the active node management server 
and middle node agent in active node. The active node management server processes 
the preparation of program code registration, and provides and manages information 
that middle node agent needs. 

The active node management server which receives the request of middle node cre-
ates the couple of keys and distributes them. It transmits the active node agent to active 
node by using the key and active node interacts with active node through received active 
node agent. Therefore, safe and efficient active network is working on our system. 
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First of all, the node management server is classified with functional modules. It 
has four modules, middle node key management module, middle node control module, 
program code management module and middle node run-time environment repository. 
Each functional module is classified with the specific modules depends on the 
function and role. 

4.1   Active Node Management Server 

4.1.1   Key Management Module 
When active node key management module receive the request of program code reg-
istration, it creates a pair of public key and private key from the IP information of 
middle node, and send the private key to active node , and store the public key at 
active node run-time environment repository. 

When the number of middle nodes in the domain is too big, active node key man-
ager can be specialized as two modules, one stores only public keys and the other 
stores the information about relationship of two keys. 

Fig. 2. Architecture of Active Node Administration System 

4.1.2   System Controller 
This module manages and controls many problems and troubles when modules of 
active node management server and active node agent work together. If we break 
down this module, it will become two parts. The first one is data transmission module 
that is in charge of the connection session for the data transmission, cryptography and 
creation of secret key. The second one is the data creation module that is in charge 
of the creation of active packet header, the collection of program code and capsulation 
of data. 
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4.1.3   Program Code Registration Module 
The program code management module manages and stores the program code that 
will be sent to active node and executed. It checks the availability of program code, 
and if it's available, the module will transmit it to active node and install it. 

To accomplish this procedure, we need many modules, the module that collects 
and stores program code, the authentication module for the program provider, the 
module that manages the run-time environment and the module that stores the specifi-
cation of program code. To manage and store the received program code at the reposi-
tory, this module creates program code repository key that is consists of 10 digits 
serial number. It increases the efficiency of managing program code upon the request 
of client. 

4.1.4   Middle Node Run-Time Environment Repository 
Active node run-time environment repository has simple jobs. It stores the program 
code key that has 10 digit serial key, public key for data transmission and the secret 
key for session. Also it organizes directories for each information part and makes 
database to manage them. In addition, it stores the information of the run-time envi-
ronment for each program code and manages it, so the communication with the active 
node agent becomes more efficient. 

4.2   Active Node Agent 

The active node agent is in charge of the communication of active node management 
server at active node. The major function is collecting the status of middle node and 
transmitting them to the active node management server. The active node manage-
ment server can check the environment from this information. 

Also, it receives a pair of public key for the security communication with the node 
management server, it stores and manages them safety. It exchanges the session key 
for the transmission of cryptic program code and data. 

5   Experiments and Discussion 

In this paper, we describe the experimental active network configuration used for this 
research and discuss the results. For the experiment, we inject program codes to the 
active nodes by using the proposed active node management system and then evaluate 
how the performance of the active nodes is affected by that. 

5.1   Environments of Experiment 

For the experimental network configuration where a node management server injects 
program codes to active nodes, Transit-Stub structure created by GT-ITM is used, 
which models the current internet configuration. The tool used in the experiment is 
ns-2 that is developed by LBNL (Lawrence Berkeley National Laboratory) [15]. Per-
formance metric is delay time at active nodes for hop counts. The protocols for per-
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formance comparison are TCP, UDP and ANEP (Active Node Encapsulation Proto-
col). Figure 3 shows the network topology for the experiment. 

The experimental network consists of clients and servers which exist in different 
networks. In order to do so, we assume that there are connections between routers 
that are located in different networks. When the service-providing server requests, 
an active node management server installs program codes that has caching function 
in the active nodes in the managing domain. When a client sends a service request 
message to a service-providing server, both the installed active node and the  
 

 

Fig. 3. Active network topology for Experimental 

service providing server process the request of the client. TCP and UDP are used 
for performance comparison of the active networks with caching function. TCP is a 
reliable end-to-end transport protocol, but it is heavy because it has many functions 
for achieving reliability. UDP is an unreliable end-to-end protocol and used in the 
casewhere there is no need to decapsule ANEP packets. It is lightweight comparing 
to TCP, because it does not have the functions for reliable packet delivery. For the 
correctness of the experiment, the amount of data and the length of the data packets 
are same for those protocols. The senders and the receivers are randomly chosen. 

5.2   Experimental Results 

We assume that there are the traffics only for the experiment in the network, so that 
there is no situation with packet loss. In such assumption, the lost packet recovery 
function is not activated and reflected in the result of the performance. Therefore, we 
can test the pure performance of an active network, because no packet loss due to 
congestion is excluded. The experimental program code is a caching function that 
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transmits data after copying it. The function of program code has two types. When an 
active node has no cached data, it saves data at the active node, and when an active 
node has cached data, it compares the size of received packet, and the node decides 
whether it transmits or sends the packet back. 

The program code for this experiment is installed at the middle active node 
which is located between client and Service Provide Server. This code saves the 
result from Service Provide Server to the active node when the packet requested 
data is not existed, and it runs the process of caching data when the data is existed. 
The client side caching technique is already popular, but we took the additional 
experiment which compares the active node using this program code and the ge-
neric network. 

Figure 4 is the result to measure the execution duration of Service Provide Server 
upon the number of clients. The Service Provide Server can be in a heavy traffic, so 
we show the graph which describes the transmission delay time of Service Provide 
Server as the increasement of the number of clients. As shown at Figure 5, the dura-
tion of service provide server is decreased, because many duplicated result is gener-
ated from different clients. 

 

Fig. 4. Protocol latency of Service Provide Server Load 

The result that compares the generic network using UDP and caching equipped ac-
tive network having program code is shown by this experiment. However, we cannot 
be sure the active network which has the caching function at the end node is the most 
efficient, because we just use the simple caching technique. Therefore, we need to 
adopt it to the generic network for clearness.  

Figure 5 is the result that shows response delay time when the clients transmit ser-
vice requesting packet to Service Provide Server as increasing the number of active 
nodes. The number of clients in this experiment is 500. We compare some protocols, 
TCP and UDP for the end point transmission and ANEP that can check the packet at 
the active node and transmit the caching data after operation. 
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Fig. 5. Client request-response time 

As we can see at Figure 5, TCP and UDP protocol have the same value when the 
number of middle nodes is changed, but ANEP packet reduces the response delay 
time for the client's request. This result means the ANEP packet is handled quickly 
as the number of active nodes is increased. It means that the response time of packet 
processed result is decreased as the number of active nodes is increased. 

6   Conclusions 

In this paper, an active node management system is proposed and implemented in 
order to protect networks against setting malicious program code to vulnerable active 
node and forging program code during transmission. It efficiently manages active 
nodes in a manageable domain and transmits program code using encryption. We 
implemented the system and gave numerical results on the performance of the active 
networks with the system in terms of setting delay time of program code and process-
ing delay time of each protocol. The results show that the performance is not so de-
graded by having such management system in active networks. 
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Abstract. EXtensible Markup Language (XML) has emerged as the dominant 
standard in describing and exchanging data among heterogeneous data sources. 
The ever increasing presence of XML web contents in large volumes creates the 
need to investigate Web Document Warehouses (WDW) and Web Document 
Marts, as a means of archiving and analysing large web contents for context-
aware web/business intelligence. To address such an issue, in this paper, we 
focus on intuitively adopting our pervious work on XML-view based XML 
Document Warehouse design for building a Web Document Warehouse 
(WDW). To demonstrate this, here, we carryout a systematic approach to 
conceptual modelling and transformation of the warehouse conceptual model 
into a logical/schema (XML Schema) model and an in-depth analysis of 
deriving and querying context-aware WDW dimensions. 

Keywords: OO conceptual models, web document warehouse, XML 
views. 

1   Introduction 

Data Warehousing (DW) has been an approach adopted for handling large volumes of 
historical data for detailed analysis and management support. Transactional data in 
different databases is cleaned, aligned and combined to produce good data 
warehouses. Since its introduction in 1996, eXtensible Markup Language (XML) [1] 
has become the defacto standard for storing and manipulating self-describing 
information (meta-data), which creates vocabularies in assisting information exchange 
between heterogenous data sources over the web [2] [3, 4]. Due to this, there is 
considerable work to be achieved in order to allow electronic document handling, 
electronic storage, retrieval and exchange. It is envisaged that XML will also be used 
for logically encoding documents for many domains. Hence it is likely that a large 
number of XML documents will populate the would-be repository and several 
disparate transactional databases. 

The concern of managing large amounts of XML document data raises the need to 
explore the web warehouse approach through the use of XML document marts and 
XML document warehouses. One of the major challenges in dealing with web related 
technologies such as web warehouse is the content of the web itself. Typically web 
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contents may range from a combination of static, un/semi-structured textual data to 
binary multimedia streams and dynamic on-the-fly hypermedia contents. Another 
dimension to web content is that, they are distributed and hosted by multiple 
geographically distributed servers and databases. In direct contrast to DBMS managed 
structured data (relational or Object-Relational or OO), the web content do not 
conformed to traditional data models which assume a fixed data model/schema for a 
given set of data domain. Therefore since the introduction of Internet and the World-
Wide-Web, researchers, standard organizations and the Industries rallied around to 
adopt a web data language that is semantically rich and descriptive yet conforms to 
open standard schema, which can support and describe all types of data and content 
on the web, including the traditional structured data. To this date, XML together with 
its Schema language adequately fill the void for a uniform web data model/language. 

One of the early XML data warehouse implementations for web data includes the 
Xyleme Project [3-5]. The Xyleme project was successful and it was made into a 
commercial product in 2002. It has well defined implementation architecture and 
proven techniques to collect and archive web XML documents into an XML 
warehouse for further analysis. Another approach by Fankhauser & Klements [6] 
explores some of the changes and challenges of a document centric XML warehouse. 
We argue that, coupling these approaches with a well defined conceptual and logical 
design methodology will help future design of such XML warehouse for large-scale 
XML systems. 

In our pervious work [7, 8], we proposed a design methodology for building native 
XML Document Warehouses (XDW). In this paper, we mainly focus on intuitively 
adopting the XDW design for building a Web Document Warehouse (WDW) for web 
documents. To demonstrate this, we carryout a systematic approach to conceptual 
modelling and transformation of the warehouse conceptual model into a 
logical/schema (XML Schema) model and an in-depth analysis for deriving context-
aware WDW dimensions illustrated using a walk-through with a case study example. 

As an example to illustrate our concepts, we investigate a possible web document 
warehouse for web based, conference publishing system (CPSys), for managing and 
distributing conference proceedings for various International conferences held in 
different cities throughout the year. The main component of a conference publication 
comprises of a collection of papers (past and present), stored in various 
geographically distributed conference databases/systems, in varying proceedings 
format such as ACM, LNCS or IEEE. Logically, we treat all the different conferences 
and their proceedings as one big (logical) conference proceeding on the web (similar 
to the concept of a “global view” in enterprise systems). 

The rest of this paper is organized as follows. Section 2 presents a brief overview 
of our web warehouse design methodology followed by section 3, which provides a 
detailed discussion on design and transformation of one of the major components of 
the web warehouse model namely, WebFACT. Section 4 describes in detail about 
context-aware warehouse dimensions including a systematic querying approach and 
query algorithm specifications for such dimensions. Section 5 concludes the paper 
with some discussion on future research directions. 

 Document Warehouses
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2   Brief Overview of Our Proposed Web Warehouse Conceptual 
Design Methodology 

Our XDW model in [7, 8], to our knowledge, is unique in its kind and it involves 
three levels: (1) User Requirement Level; which includes the warehouse user 
requirement document and OO requirement model, (2) XML Warehouse Conceptual 
Level; composed of an XML based web FACT repository (WebFACT Section 3) and 
a collection of logically grouped conceptual views which are context-aware 
dimensions that satisfy captured warehouse user requirements, and (3) XML Schema 
Level; involves transformation of the conceptual model into XML Schema.  

The WebFACT is meaningful warehouse FACT and provides a snapshot of the 
underlying web content for a given context. A context is more than a measure [9, 10] 
but instead is an item that is of interest for the organization as a whole. The role of 
conceptual views is to provide perspectives of the document hierarchy stored in 
WebFACT repository. These can be grouped into logical groups, where each one is 
very similar to that of a subject area [11, 12] appearing in Object-Oriented conceptual 
modeling techniques. Each subject-area in the WDW model is referred to as Virtual 
Dimension (VDim) to keep in accordance with dimensional models. Here, it is refer to 
as context-aware VDim as a VDim is derived based on a given context and exists only 
in that given context. For example, in our case study example, a VDim called 
Monthly_CFP_Posting may exist only in the context Conferences. VDim is called 
virtual since it is modeled using an XML conceptual view [13-15] (which is an 
imaginary XML document) behaving as a dimension to a given perspective from the 
WebFACT. 

3   Web FACT Repository (WebFACT) 

In building the WebFACT, we note that it differs from traditional data warehouse flat 
FACT table, which is normally modeled as an ID packed FACT table with its 
associated data perspectives as dimensions. But, in regards to XML, a context refers 
to the involvement of embedded semantics, such as ordering and homogeneous 
compositions as well as non-relational constructs such as set, list, and bag (Figure 1). 
Therefore, we argue that, a meaningless FACT does not provide semantic constructs 
that are needed to accommodate an XML context. 

Here, concentrating most importantly on the interaction amongst the objects will 
help to determine their relationship configuration and cardinality, which will be 
reflected in the conceptual design. An examination of our complete UML conceptual 
model (Figure 1) emphasizes the structural complexity of the WebFACT in which 
real world objects can be hierarchically decomposed into several sub-elements where 
each of these can include further embedded elements. Such decompositions are 
necessary to provide granularity to a real-world object and if needed, additional 
semantics are added at different levels of the hierarchy. For example, the 
Publ_Conference class hierarchy is decomposed with additional semantics such  
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as Publ_Region, Publ_Country and Publ_City. It is important to make 
the WebFACT as expressive as possible whilst retaining the overriding objective of 
relevance. 

At the logical level we utilize XML schema definition language to capture the 
WebFACT semantics (classes, relationships, ordering and constraints).  Therefore, 
modeling of the WebFACT is constrained only by the availability of XML schema 
elements and constructs. Below is a description of our case study example and a 
demonstration, which carries out the steps involved to lead to the formation of our 
WebFACT conceptual model. 

Publ_Institute

Inst_ID
Inst_Name
Inst_Type
Inst_ContactPerson
Inst_ContactNO
Inst_Address

Publ_Person

Per_Title
Per_FirstName
Per_LastName
Per_ContactNO
Per_Address

1

1..n

1

1..n

belongs_to
1.. n
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Session_Time
Session_Notes

Publ_Section

Sec tion_ID
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Fig. 1. The complete WebFACT of the Conference Publication System (CPSys) case study 

3.1   Transformation of WebFACT OO Conceptual Model to XML Schema 

Using the generic rules [16-18] we are able to accomplish the complete 
transformation of our OO conceptual model into XML Schema. Initially we envisage 
that the WebFACT table will be an entire, major document of its own containing 
elements, further embedded elements, and relationships amongst these, which would 
translate into smaller complex or simple structured components. 

We assume that class C, corresponds to the composite document (WebFACT) 
containing additional classes C1,….Cn. The steps that follow direct the way to form an 
XML Schema segment. 

 Design Approach for XML-View Driven Web  Document Warehouses
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Step 1. Create an element named C with a ComplexType, CType  
<xs:element name="C" type="CType"/> 

Step 2. For each of the embedded class Ci of C, create a sub-element Ci with a 
ComplexType, CiType. <xs:element name="Ci" type="CiType"/> Elements can also 
have a simple structure when they carry single valued attributes from the in-build data 
types of XML Schema (eg. string, integer). To apply these rules and be able to 
transform the OO diagrams to XML Schema at this point we will focus on two 
significant cases that appear in the complete WebFACT conceptual model (Figure 1) 
namely; Ordered and Homogeneous compositions. 

3.1.1   Ordered Composition 
The composite element Publ_Papers is an aggregation of the sub-elements 
Publ_Title, Publ_Abstract and Publ_References occurring in a 
specified order. 

Step 1. 
<xs:element name="Publ_Papers" type=" Publ_PaperType"/> 

Step 2. 
<xs:complexType name="Publ_PaperType"> 
 <xs:sequence> 
  <xs:element name="Paper_ID" type="xs:ID"/> 
  <xs:element name="Paper_Desc" type="xs:string"/> 
  <xs:element name="Paper_Type" type="xs:string"/> 
   <xs:sequence> 
    <xs:element name="Publ_Abstract" type="Publ_AbstractType"/> 
    <xs:element name="Publ_Content" type="Publ_ContentType"/>  

    <xs:element name="Publ_References"  type="Publ_ReferenceType"/> 
   <xs:sequence> 
  </xs:sequence> 
</xs:complexType> 

3.1.2   Homogeneous Composition 
In a homogeneous aggregation, one “whole” object consists of “part” objects, which 
are of the same type [19], such as the object Publ_Chapter can consist of one or 
more Publ_Sections. 
Step 1. 
<xs:element name="Publ_Chapter" type="Publ_ChapterType"/> 
 

Step 2. 
<xs:complexType name=" Publ_ChapterType"> 
 <xs:sequence> 
  <xs:element name="Ch_ID" type="xs:ID"/> 
  <xs:element name="Ch_No" type="xs:short"/> 
  <xs:element name="Ch_Title" type="xs:string"/> 
  <xs:element name="Ch_Keywords" type="xs:string"/> 
  </xs:sequence>   
   <xs:element name="Publ_Section" type="Publ_SectionType"/>  

  </xs:sequence> 
 </xs:sequence> 
</xs:complexType> 

4   Context-Aware Virtual Dimensions 

A user requirement, which is captured in the OO Requirement Model, is transformed 
into one or more Conceptual Views [13-15] also referred to as Virtual Dimension/s, 
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in association with the WebFACT. These are typically aggregate views or 
perspectives of the underlying stored documents of the transaction system/s. A valid 
user requirement is such that, it can be satisfied by one or more XML conceptual 
views for a given context (i.e. WebFACT). But in the case where for a given user 
requirement there is no transactional document or data fragment to satisfy it, further 
enhancements are necessary to make the requirement feasible to model with a certain 
WebFACT. Therefore modeling of VDims is an iterative process where user 
requirements are validated against the WebFACT in conjunction with the 
transactional system. 

Definition 1: One Virtual Dimension composes of one (or more logically grouped) 
conceptual view, thus satisfying one (or more logically related) user document 
warehouse requirement/s. 

Authors_By_Conference
<<VDim>>

Author_List
<<VDim>>

Authors_By_Publication
<<VDim>>

Authors_By_Institute
<<VDim>>

 

Abstracts_By_Keyword
<<VDim>>

Abstracts_By_Conference
<<VDim>>

Abstract_List
<<VDim>>

Abstracts_By_Year
<<VDim>>

 

Fig. 2. A conceptual view hierarchy with 
<<construct>> stereotype 

Fig. 3. VDim “Abstract_List” Package Contents 

We introduced a new UML stereotype called <<VDim>> to model the virtual 
dimensions at the XDW conceptual level using This stereotype is similar to a UML 
class notation with a defined set of attributes and methods. The method set can have 
either; constructors (to construct a VDim) or manipulators (to manipulate the VDim 
attribute set). As shown in Figures 2 & 3, the relationship between the VDims is 
modeled with a dashed, directed line, denoting the <<construct>> stereotype. 
Though VDims can have additional semantic relationships such as generalization, 
aggregation, association [13, 15], these can be shown using standard UML notations. 
In addition to this, two VDims can also have <<construct>> relationships with 
dependencies such as those shown in Figure 3, between VDims 
Abstracts_By_Year and Abstracts_By_Keyword. 

The following section deals with the concept of Virtual Dimensions in more detail. 
We will show their development, based on the derived user requirements as well as 
formally defining the four different types of virtual dimensions. For demonstration 
purposes our case study example of a Conference Publication System (CPSys) will be 
applied. 
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4.1 Warehouse Requirements and the Systematic Querying Approach for 
Virtual Dimension/s (VDim/s) 

Previously for the conversion of WebFACT into XML Schema we used the 
transformations discussed in the papers [16-18]. In the case of VDims, this is actually 
the transformation between the conceptual views into XML View [13, 15] schemas. 

In [13], the XML-View definition indicates that for each conceptual view there is a 
corresponding XML document, which may contain more embedded XML documents. 
Querying the resulting XML document using any query language for XML with 
language specific syntax performs extracting the information needed in order to meet 
all the conditions of each user requirement. The query process is well suited for 
simple, straightforward requirements but it tends to get very complex especially when 
dealing with user requirements having a wide-ranging context. 

4.2   Logical Implementation of the Virtual Dimension 

Considering the above facts regarding the query process, in the segment of queries 
that follow, the preferred query language is XQuery [20-22]. However XQuery at this 
stage proves limited regarding group by and aggregate functions for data warehouse 
operations (need to use nested loops which are difficult to operate) and are still in 
progress for future development [6]. Due to this, and in order to illustrate the purpose 
of querying XML documents in relation to VDim, using the notion of XQuery, in this 
paper we also propose a generic query algorithm, which will be the foundation to 
build smaller algorithmic segments to suit the structure of the case queries from 
common cases and hence enable full capture of each user requirement. 

We use the terms defined in W3C namely; Query Context and Return from 
the presentation of use case queries to guide us in deriving and defining the initial 
parameters to be used in our proposed algorithm. We consider that each class 
involved in the search query can be of simple or complex structure, meaning that it 
can contain; only attributes, only elements and sometimes a combination of both. 
What follows is a list of the conditions and explanations of the keywords that will be 
used to design our generic query algorithm. 
Keyword 1: Query Context: This is the full path of classes used to locate the 
attributes and elements to be queried. Classes can have further embedded attributes 
and/or elements. 
Keyword 2: Query Context Value: This is the parameter value (specified by the 
user) used to execute the query and is located in the last occurring attribute or element 
from the class specified in the query context path. The value can be; a precise 
word, phrase, number or include a group of values denoted in the query by the word 
All.  
Keyword 3: Return Context: The results obtained with all the query’s conditions 
met. The returned class’s attributes or elements do not have to correspond to the ones 
being specified in the query context. While the search is conducted within the class/s 
specified in the query context it is possible that the required result attribute/s or 
element/s might originate from a different class. Also in some cases the outcome may 
be comprised of new assembled attribute/s and/or element/s.  
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Keyword 4: Sort: This function is applicable for the queries performing the 
ordering of end result records. We are able to sort the final entries based on a 
subject factor, which is directly related to the user’s interest and preference 
regarding the presentation of results. A subject factor value can be defined by 
a name; a number or it can be of any value provided it exists within the class’ 
attribute/s and/or element/s involved in the query.  
Keyword 5: Merge: The merging function facilitates in combining separate entry 
listings together. The subject factor as previously stated is used to sort records 
based on a value type. When records are ordered, it is likely that there may be more 
than one entry which belongs under the same subject factor value. In order to present 
the results in a more uniform layout, we merge the records occurring under the 
common subject factor value and remove duplicates. This approach of displaying 
results eliminates repetition while still maintaining all the listed entries. 

Regardless of what each VDim aims to fulfil, we categorize four different types of 
VDims. What follows is a formal description and diagram illustration of the different 
types of VDims which are; Selection, Sorting, Implicit Join and Explicit Join. 

4.2.1   Selection Virtual Dimension 
This consists of selecting and extracting instance documents within one or more 
classes. The required instance documents correspond to what has been specified in the 
query context value, which can be an exact term or involve a group of 
values. The records obtained from the search class, constructs a new “partial” class 
meaning that only a part of the original class may be required and extracted. This is 
shown in Figure 4. 

4.2.2   Sorting Virtual Dimension 
In the Selection VDim the resultant document list would be displayed in random 
order, but in the Sorting VDim it is required for these to appear in a certain order. 
Common instance cases highlight the fact that sorting is to be done in alphabetical or 
chronological order. Figure 5 demonstrates that the resulting class A1 is now sorted. 

  

Fig. 4. Selection VDim Fig. 5. Sorting VDim 

4.2.3   Implicit Join Virtual Dimension 
The concept of class hierarchical decomposition proves necessary to provide 
granularity to a real world object. Therefore it is likely that a VDim will involve 
joining of two or more classes/elements, which may appear at different levels within a 
hierarchy. The case of an Implicit Join VDim (Figure 6) is applicable where the class 
join occurs following hierarchical paths in connection with a common root class, in 
other words the process carried out is analogous to that of Path Traversing [23]. 
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4.2.4   Explicit Join Virtual Dimension 
This type of VDim denotes that joining is not limited to occurring within the 
hierarchical paths originating from the same class. Now it can also emerge from 
classes belonging to different source components, which are not directly related.  For 
instance in Figure 7 we are able to join the components B and G. 

Using the keywords presented and the four types of Virtual Dimensions presented, 
we able to construct a generic query algorithm as shown below, encompassing all 
these existing components. *Note that “[ ]” indicates that the contained function is 
optional. 

  

Fig. 6. Implicit Join VDim Fig. 7. Explicit Join VDim 

Generic Query Algorithm 
Get Query Context Value  
For [All | Each] value/s within the attribute/s or element/s of the Query Context 
path 

If the value is empty 
Go to the next value 

[Check for exact match 
If there is no match 
Go to the next value] 

Return Context attribute/s and/or element/s value/s 
[Sort by Subject Factor Value] 
[If the Subject Factor Value is a duplicate 
  Merge entries under one common Subject Factor Value 
  Delete duplicated Subject Factor Value 
ELSE ( )] 

Due to page limitations, in this paper, we do not provide a complete illustration of 
the algorithm’s purpose by conveying its main capabilities and how it has been 
applied to a sample set of queries based on examples. A full such illustration, 
including the design and implementation of the most suited algorithm for each 
individual case discussed above can be found in our work [8] . 

5   Conclusion and Future Work 

In this paper, we proposed an intuitively approach for designing Web Document 
Warehouse (WDW) for web documents. In addition, we carried out a systematic 
approach to conceptual modelling and transformation of the warehouse conceptual 
model into a logical/schema (XML Schema) model and an in-depth analysis for 
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deriving context-aware WDW dimensions (using user requirements), illustrated using 
a walk-through with a case study example. In doing so, we highlighted some of the 
challenges faced and the benefits of using native XML technologies such as XML 
schema and XML views in the warehouse design methodology.  

For future work, the following issues deserve investigation. a) develop formal 
semantics to automate mapping between web content and WDW repositories and the 
performance issues associated with such a demanding task, b) incremental update of 
warehouse dimensions (materialized views) and issues related to supporting web 
OLAP queries over such dimensions and c) validation and derivation of warehouse 
user requirements [24] using requirement engineering techniques such as use-case and 
goal-oriented approaches. 
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Clustering and Retrieval of XML Documents  
by Structure* 
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Abstract. We not only propose a method for XML document clustering using 
common structures but also show the application of our technique to XML 
retrieval. Our approach first extracts the frequent structures from XML 
documents by the decomposed method of tree. And then, we perform a new 
XML document clustering algorithm using common structures, which does not 
use measure of pairwise similarity between XML documents. The high speed 
and cluster cohesion of our clustering algorithm are shown in our experiment 
results. 

1   Introduction 

*XML(eXtensible Markup Language) is a language for specifying semistructured data 
and a standard for data representation and exchange on the web. XML includes 
arbitrary tags for representing document elements, and allows the elements to be 
organized in a nested structure. Therefore, it has become crucial to address the 
question of how we can efficiently query and search XML documents[1,2,3]. 

Grouping XML documents according to their structural homogeneity can help in 
devising indexing techniques for such documents and improving the construction of 
query plans[4]. Several methods for detecting the similarity of XML documents are 
more concerned with the common structure in tree collection[5,6,7]. 

Although several XML document clustering methods[4,8,9,10,11] and related 
works[7,12] have been carried out, there remain some problems as follows. First, the 
application of some approaches is limited to DTDs within similar domain. Second, 
most approaches use hierarchical agglomerative clustering, denoted HAC in this 
paper, or k-means algorithms[13]. However, they need in general the number of 
clusters, and also it is based on a measure of pairwise similarity between documents. 
Therefore, it is difficult to determine both correct parameter and similarity 
computation method among XML documents. Third, the existing works are not 
scalable for large schemaless XML document collections because of the computing 
time of pairwise similarity matching among diverse tree structures. 

Therefore, in order to address these problems, in this paper, we use a clustering 
algorithm for transactional data, CLOPE[14], which is very fast and scalable, while 
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being quite effective to the large volume of data. And also, for efficient clustering 
process, we add the notion of large items[15] which are popular items in a cluster. 

This paper proceeds as follows. Section 2 presents a method of extracting the 
representative structures from XML document. Section 3 defines a novel clustering 
criterion method using common structures. Section 4 describes how to apply our 
clustering method to XML retrieval. The proposed method is tested and evaluated 
through experiments in section 5. Section 6 concludes the paper with summary. 

2   Discovering the Frequent Structures of XML Documents 

An XML document can be modeled as an ordered labeled tree[4,16]. We decompose   an 
XML document trees into structures including path information, called Mine 
X_path(mX_path). It is similar to [9] but there are some differences in that [9] defines 
paths considering both attribute node and content node in an XML document, so that any 
tuples representing paths include null value if there exists only either attribute node or 
content node in a path. However, we focus on paths of elements with content value, not 
considering attribute in an XML document because attributes in an XML document do 
not have much influence on structure information. Therefore we do not admit null value 
in representing mX_path. We formally define Mine X_path(mX_path) as follows. 

Definition 1 (Mine X_path(mX_path)). Given a node ni with content value in an 
XML document tree, mX_path of node ni is defined as a 2-tuple ((PrefixPath(ni), 
ContentNode(ni)). 

PrefixPath(ni) is an ordered sequence of tag name from root to node ni-1 which 
includes hierarchical structure. ContentNode(ni) is a sequence of tag names with 
content value under the same PrefixPath(ni) sequence and the order among the content 
sequence is ignored, but duplicate element names are not omitted. 

An XML document(X_Doci) is composed of many mX_path sequences, and the 
order of mX_paths is ignored because we consider each mX_path as individual item in 
an XML document. 

An XML document example is shown in 
Figure 1, and its corresponding tree is shown in 
Figure 2. We decompose each XML document 
tree to mX_paths. And then, as shown in Figure 
3, we replace similar elements in mX_paths  
with same integer by referring element 
mapping table that we construct. We use 
WordNet Java API[17] to determine whether 
two elements are synonyms. We finally extract 
frequent structures from each document on the 
basis of the transformed mX_path sequences in 
Figure 3, using PrefixSpan algorithm[18]. The 
extraction process of frequent structures 
consists of two stages. 

First stage is to extract frequent paths from 
PrefixPath sequence of the mX_path by 

<book> 
<preface number =  “0”> 

<author> 
      <name>J. Philips</name> 

<name>W. Moore</name> 
</author> 

</preface> 
<chapter number = “1”> 
<content> .. </content> 

</chapter> 
<chapter number = “2”> 
<author> 

     <name> Frank Allen</name> 
   </author> 

<content> .. </content> 
</chapter> 

</book> 

Fig. 1  An XML document .
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PrefixSpan algorithm. We regard a PrefixPath of each mX_path as a sequence and 
each element of PrefixPath as an item. Second stage is to find frequent full paths 
containing ContentNode to frequent PrefixPath extracted by first stage. The complete 
algorithm is given in Algorithm mX_path_FrequentSearch. 

  

Fig. 2. An XML document tree                    Fig. 3. Transformed mX_path sequence 

Algorithm mX_path_FrequentSearch  
Input: mX_path sequences in an XML document (X_Doci),  
           the minimum support threshold min_sup(the total number of mX_paths in a document 

* minimum_support θ(0< θ ≤1))  

Output: the complete set of frequent path Fpi 

1.  find the set of frequent paths Fpi  in the set of PrefixPath  sequence in each mX_path 
2.      call PrefixSpan algorithm (refer to [18]) 
3.  find the set of frequent paths Fpi considering the ContentNode of each mX_path    
4.      for each ContentNode in each mX_path 
5.            if the number of ContentNode    min_sup  
6.                 if  the number of the same name of ContentNode  min_sup  
7.                                 the mX_path including ContentNode is included in the set of Fpi  
8.                 else  
9.                      the only PrefixPath ifself, mX_path excluding ContentNode, is included in 

the set of Fpi if there is already no itself in Fpi  

In order to perform XML document clustering, we input not just maximal length 
path but all the frequent paths of length over min_length(maximal frequent structure 
length * length_rate σ (0< σ ≤1)) into clustering algorithm, because it is to avoid 
missing frequent structures of different length. 

3   Clustering XML Documents Using Common Structures 

We assume an XML document as a transaction, the frequent structures extracted from 
each document as the items of the transaction, and then we perform the document 
clustering using common structures. The CLOPE method[14] uses following concept 
and we also apply it to criterion for cluster allocation. 

Figure 4 shows the quality difference of clustering result by histograms that 
represent common items and their occurrence frequency as width and height. 
Clustering (a) is better than (b) because it includes more common items. 
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The item set included in all the transaction is 
defined as I = {i1,i2,..,in}, cluster set as C = 
{C1,C2,..,Cm}, and transaction set as T = 
{t1,t2,..,tk}. As a criterion to allocate a 
transaction to appropriate cluster, we define the 
cluster allocation gain. 

Definition 2 (Cluster Allocation Gain). The cluster allocation gain is the sum of the 
rate of the total occurrences of the individual items in every cluster according to 
cluster allocation. The following equation expresses this. 
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Where G is the occurrence rate(H) to individual item(W) in a cluster, H = T (the total 
occurrence of the individual items) / W (the numbers of the individual items), and G = 
T/W2. |Ci| is the number of transaction in cluster Ci. 

Gain is a criterion function for cluster allocation of the transaction, and the higher 
the rate of the common items, the more the cluster allocation gain. Therefore we 
allocate a transaction to the cluster to be the largest Gain. 

However if we use only the rate of the common items, not considering the 
individual items like the previous method, CLOPE, it causes some problems that the 
allocation gain about a new cluster is considerably high, because Gain about a new 
cluster includes H(=W)/W2, and also  it causes not only cluster to produce over the 
regular size but also cluster cohesion to be reduced. In order to improve this problem, 
we use the notion of large items as follows and apply it to cluster participation.  

An item support in a cluster is defined as the number of the transactions including 
the item in a cluster. An item is popular in the cluster if the number of the transactions 
including the item in cluster Ci is over support, Sup = θ  * |Ci|, about the user 

specified minimum support, θ  (0< θ  <=1), and we called it large item in cluster Ci. 

Definition 3 (Cluster Participation). It is the rate of the common items between the 
items of transaction tk composed of the frequent structures and the large items Cj(L) in 
the cluster Cj. And it means the probability of transaction tk to be assigned to cluster 
Cj. We represent it as follows. 

P_Allo(tk Cj) = ω≥
∩

||

|)(|

k

jk

t

LCt  

(0 < ω  <1 : minimum participation) 

|tk| is the number of the items of the transaction tk. We use cluster participation two 
times in the clustering procedure. The first is used for appraising clusters to be needed 
to compute the Gain, which means that we compute Gain about the only allocatable 
clusters that satisfy the given minimum participationω 1. The second is that if there is 
any cluster that satisfies the given minimum participation ω 2 about insertion of a 
transaction, our approach does not produce a new cluster, but allocates the transaction 

Fig. 4. Clustering Histograms  
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to the existing cluster with maximum participation. Therefore, ω 2 is used for 
determining the creation of new cluster, so that cluster participation can control the 
number of cluster. Whenω 2 is small, the production of the cluster is suppressed.  

To easily find the cluster for allocating a transaction, we define the difference 
operation, considering a transaction at each step, as follows.  

Definition 4 (Difference Operation). The difference operation is the different Gain 
of the inserted transaction to the existing cluster. We use inserted difference 
(diff_Gain( +)) which is formally defined as follows. 

diff_Gain( +) = New_Gain(Ci) - Old_Gain(Ci) 
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'W is the number of the individual items and 'T  is the total occurrence frequency of 
individual items when the transaction is inserted. We allocate the transaction to the 
cluster of the largest diff_Gain( +). Figure 5 shows the flow chart of XML document 
clustering. 

 

Fig. 5. XML document clustering flow chart 

For quality measure of clustering result, we also adopted the cluster cohesion and 
the inter-cluster similarity, and we defined as follows. 

Definition 5 (Cluster Cohesion). The cluster cohesion(Coh(Ci)) is the ratio of the 
occurrence frequency of large items, |L(Ci)|, to the total occurrence frequency of  
items, T(Ci), in the cluster Ci. This is calculated by the following formula, and if it is 
near 1, it is a good quality cluster. 

Coh(Ci) = 
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Definition 6 (Inter-cluster Similarity). The inter-cluster similarity based on the large 
items is the rate of the common large items of the cluster Ci and Cj. We calculate the 
inter-cluster similarity by the following formula, and if it is near 0, it is a good 
clustering. 

Sim(Ci,Cj) = 
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Where L(Ci)+L(Cj) is the total number of large items in the cluster Ci and Cj, 
|Ci(L) Cj(L)| is the occurrence frequency of common large items in the cluster Ci and 
Cj, |L(Ci Cj)| is the total occurrence frequency of the common large items, and 
|L(Ci+Cj)| is that of all the large items in cluster Ci and Cj. 

4   XML Document Retrieval  

The retrieval process of XML Document based on the cluster with similar structures 
consists of three phases as follows.  

1. Simplify query into simple structure by using the element mapping table. 
2. Reduce the search space to the cluster of similar structure, finding the most 

similar cluster by comparing structure of the large item in each cluster with 
the query.  

3. Display the ranked XML documents by computing the similarity between 
query and documents in the similar cluster. 

For XML document retrieval, it is necessary to compute the structural similarity 
between query tree and XML documents. We consider both edges and paths in the 
tree structure. To do this, we formulate edge similarity and path similarity as follows. 

Definition 7 (Edge Similarity). Given an ordered labeled tree T and Query tree Q, 
edge similarity is defined by the ratio of the number of common edge to the total 
number of edge between T and Q. if there is an edge u→v and u’→v’ in the T and Q 
respectively, and also u=u’ and v=v’, we say that u→v and u’→v’ are matched. We 
can get the edge similarity by following formula. 

EdgeSim(Q, T)
||

||

TQ

TQ

EE

EE

∪
∩  

Example 1. Figure 6 denotes two XML document trees to show how to compute edge 
similarity.  

Fig. 6. Example of similar XML document trees 



 Clustering and Retrieval of XML Documents by Structure 931 

 

We can obtain the following edge sets in tree T1 and T2(the element name is 
replaced by the first alphabet).  

ET1 = {r t, r j, t n, t a, j d, a f, a l}  
ET2 = {r t, r j, t n, j a, j d, a f, a l}  

So the edge similarity between T1 and T2 by definition 7 is computed as follows.  

EdgeSim(T1, T2) = 
||

||

21

21

TT

TT

EE

EE

∪
∩ = 

8

6  

Definition 8 (Path Similarity). Given an ordered labeled tree T and Query tree Q, a 
path is denoted by consecutive edge from the root node to the particular node with the 
different depth(i.e., v1→v2, v1→v2→v3, v1→v2→...→vn) and path similarity is 

defined by the ratio of the number of common path to the total number of path 
between T and Q. If there are paths v1→ v2→v3 and v1’→v2’ →v3’ in the T and Q 
respectively, and also v1= v1’, v2= v2’, and v3= v3’, we say that v1→ v2→ v3 and 
v1’→v2’→v3’ are matched. We can get the path similarity by following formula.  

PathSim(Q, T) 
|,|

||

TQpath

TQcom

PPMax

PPMax ∩

where Maxpath|PQ, PT| is the largest path length among paths in the T, Q and 
Maxcom|PQ∩ PT| is the largest common path length in the T, Q. 

We can obtain the following path sets in the tree T1, T2 in Figure 6. 

PathSim(T1, T2)
|,|

||

21

21

TTpath

TTcom

PPMax

PPMax ∩  = 
4

3

According to above definition, the formula for computing similarity between Q and 
T that considers both edge similarity and path similarity is defined as following.    

Sim(Q,T) =  * EdgeSim(Q, T)+  *PathSim(Q, T)                      (1)   
(  +  = 1,    0,    0) 

where  >  gives more emphasis on the edge similarity, and < gives more 
emphasis on the path similarity, by default  = 0.5,   =  0.5. Therefore, the similarity 
of tree T1 and T2 in Figure 6 by equation (1) is (0.5*6/8 + 0.5*3/4 = 0.75).  

To show the application of our approach to XML retrieval, we have implemented 
the user interface in which user can input at most three elements of ordered 
hierarchical structure in the left part of window. Figure 7 shows a search result of the 
ranked similar structured XML documents about query ‘book/title’ in the right 
window. And also the contents of XML document selected by user are displayed 
under right corner of window. 
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Fig. 7. A query and search result for retrieving XML documents 

5   Experimental Results 

In this section, we evaluate the performance of mX_path decomposition and our 
clustering method in comparison with the previous methods by doing some 
experiments. The data used are 300 XML documents, taken from the Wisconsin’s 
XML data bank [19]. 

5.1   Evaluating Tree Decomposition  

To decompose the path from the XML tree structure is significant because of a basis o
f clustering algorithm. Therefore, we evaluate our path decomposition method, XML_
C, by comparing the previous method[9], denoted S_C in this paper.  

We conducted two experiments. In the first experiment, we compare the execution t
ime of the XML_C with that of S_C by increasing document sets. The result of the ex
periment is shown in Figure 8. We find that the execution time of XML_C is faster th
an that of S_C. In the second experiment, we measure the ratio of the number of deco
mposed path to the total number of nodes in a tree structure, and compare it with that 
of S_C by increasing document sets. The result of the experiment is shown in Figure 
9. We see that XML_C is less than S_C at the rate of decomposed path. We can also n
otice that the more the rate of attribute included in a tree, the more difference of rate b
etween XML_C and S_C, with increasing the documents.  

  Fig. 8. Decomposition execution time             Fig. 9. The ratio of path to the total number    
 of nodes in an XML document 
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5.2   Clustering Efficiency 

We conducted intensive experiments about clustering algorithm, comparing XML_C 
with CLOPE and HAC. In order to extract the representative structure of each 
document, we set the minimum_support to 0.5 and the length_rate to 0.7, considering 
the best parameter value found by repeated experiments. The average length and the 
number of frequent path structure extracted in each document are 4.3 and 6.2 
respectively. To perform HAC algorithm, we generated the similarity matrix, 
computing similarity among the mX_path sequences, and then we performed 
HAC[13] on the basis of the matrix.  

Figure 10 illustrates the execution time of the algorithms as the number of 
document increases. The important result in this experiment is that the performance of 
XML_C is comparable to CLOPE, while being much better than HAC. This is 
because it takes much time to calculate the similarities between documents in HAC. 
On the other hand, XML_C has slightly better performance than CLOPE. This means 
that XML_C using cluster participation comes into effect on the performance in 
contrast to CLOPE. 

Fig. 10. Execution time 

We also experiment the cluster cohesion and inter-cluster similarity based on the 
large items, under the circumstances of different support. But CLOPE and HAC don’t 
use the notion of large item. Therefore, we extract the large items according to 
support in the same manner of XML_C from the clustering results, after running both 
CLOPE and HAC respectively. The result of the cluster cohesion and the inter-cluster 
similarity according to the minimum support is shown in Figure 11 and Figure 12. 

Fig. 11. Cluster cohesion      Fig. 12. Inter-cluster similarity 

As we expected, the XML_C exhibits the highest cluster cohesion among these 
three algorithms in Figure 11. On the other hand, The cluster cohesion of HAC has 
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the lowest performance. We see that XML_C keeps it well with good quality 
approximating 1. The main reason is that it uses the global criterion, Gain, increasing 
common items in each cluster during the cluster assignment. 

Figure 12 shows inter-cluster similarity measurement, and the performance ranking 
of three algorithms is XML_C > CLOPE > HAC (“>” means better). This results 
means that XML_C maintains the similar documents with common structures better  
than others.  

In summary, we can determinate that XML_C is better overall at cluster cohesion 
and inter-cluster similarity. This means that our algorithm groups similar structured 
XML documents together and gathers dissimilar structured XML documents apart. 

6   Conclusion  

In this paper, we presented a novel approach to XML document clustering technique u
sing common structures, which does not use any measure of pairwise similarity betwe
en XML documents. We first extracted the frequent structures from XML documents 
using decomposition mechanism. And then we performed the XML document clusteri
ng by common structures, considering that an XML document as a transaction and the
 extracted frequent structures from documents as the items of the transaction. Our exp
eriment results showed that our approach reduced the execution time cost, while main
taining the higher clustering quality.  
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Abstract. With the sheer amount of data stored, presented and ex-
changed using XML nowadays, the ability to extract interesting knowl-
edge from XML data sources becomes increasingly important and desir-
able. In support of this trend, several encouraging attempts at developing
methods for mining XML data have been proposed. However, efficiency
and simplicity are still barrier for further development. In this paper, we
show that any XML document can be mined for association rules using
only a specially devised hierarchical data structure called HoPS without
multiple XML data scans. It is flexible and powerful enough to represent
both simple and complex structured association relationships inherent in
XML data.

1 Introduction

Data mining is traditionally used to extract interesting knowledge from large
amounts of data stored in databases or data warehouses. This knowledge can be
represented in many different ways such as clusters, decision trees, decision rules,
etc. Among them, association rules [1] have been proved effective in discovering
interesting relations in massive amounts of data.

Currently, XML [12] is penetrating virtually all areas of Internet application
programming and is bringing about huge amount of data encoded in XML. With
the continuous growth in XML data sources, the ability to extract knowledge
from them for decision support becomes increasingly important and desirable.
There are some proposals to exploit XML within the knowledge discovery tasks,
but most of them still rely on the traditional relational framework with an XML
interface. Due to the inherent flexibilities of XML, in both structure and seman-
tics, mining knowledge in the XML Era is faced with more challenges than in
the traditional well-structured world. Hence, compared to the fruitful achieve-
ments in well-structured data, mining association rules in the semistructured
XML world still remains at a preliminary stage.
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In this paper, we present HoPS (Hierarchical structure of PairSet), a data
structure that can be used to extract association rules from native XML doc-
uments, shortly “XML association rules”, which was first introduced by Braga
et al. [3]. The proposed structure not only reduces significantly the number of
rounds for candidate tree items pruning, but also simplifies greatly each round
by avoiding time-consuming tree item join operations.

The remainder of this paper is organized as follows. We review some closely
related works in Section 2. Section 3 defines association rules in the context of
relational databases and discusses the notions of association rules for XML. In
Section 4 we introduce some basic concepts needed to discuss implementation
details and how XML association rules are extracted using by HoPS from a set
of XML documents. We conclude this paper and discuss the future direction of
our research in Section 5.

2 Related Works

Since the problem of mining association rules was first introduced [1], a large
amount of work has been done in various directions. The famous Apriori algo-
rithm for extracting association rules was published independently in [2] and in
[10]. Although the first algorithms assumed that transactions were represented as
sets of binary attributes, along the years many algorithms for the extraction of as-
sociation rules from multivariate data have been proposed. This includes the use
of quantitative attributes [9] as well as the integration of concept hierarchies to
support the mining of association rules from different levels of abstractions [5, 8].
Singh et al. [7] proposed to mine association rules that relate structural data val-
ues to concepts extracted from unstructured and/or semistructured data. How-
ever, as far as we know, they are not suitable for mining association rules from
native XML documents. Under the traditional association framework, the basic
unit of data to look at is database record, and the construct unit of a discovered
association rule is item. Since the structure of XML is a directed acyclic graph,
but not static tabular structure, it is required to find the counterparts of record
and item in mining association relationships from XML data. Recently, tools for
extracting association rules from XML documents have been proposed in [4, 11],
but both of them are approaching from the view point of a XML query language.
This causes the problem of language-dependent association rules mining.

In this paper, we focus on rule detection from a collection of XML documents
describing the same type of information. Hence, each of XML documents cor-
responds to a database record, and possesses a tree structure. Accordingly, we
extend the notion of associated item to an XML tree, and build up associations
among trees rather than items. Compared to previous works, the work reported
in this study aims to provide 1) a data structure model for mining XML associa-
tion rules, which can deal with associations among both contents and structures
of XML data; 2) techniques for the data structure-guided mining of associa-
tion rules from large XML data; and 3) query language-neutral association rule
mining.
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3 Background Concepts

3.1 Association Rules for Relational Data

Association rules were first introduced by Agrawal et al. [1] to analyze customer
habits in retail databases. Association rule is an implication of the form X ⇒ Y ,
where the rule body X and head Y are subsets of the set I of items (I =
{I1, I2, . . . , In}) within a set of transactions D and X ∩ Y = φ. A rule X ⇒ Y
states that the transactions T (T ∈ D) that contain the items in X (X ⊂ T ) are
likely to contain also the items in Y (Y ⊂ T ). Association rules are characterized
by two measures: the support, which measures the percentage of transactions in
D that contain both items X and Y (X ∪ Y ); the confidence, which measures
the percentage of transactions in D containing the items X that also contain
the items Y . More formally, given the function freq(X,D), which denotes the
percentage of transactions in D containing X, we define:

support(X ⇒ Y ) = freq(X ∪ Y,D)

confidence(X ⇒ Y ) =
freq(X ∪ Y,D)

freq(X,D)
Suppose there is an association rule “bread, butter ⇒ milk” with confidence 0.9
and support 0.05. The rule states that customers who buy bread and butter, also
buy milk in 90% of the cases and that this rule holds in 5% of the transactions.
The problem of mining association rules from a set of transactions D consists
of generating all the association rules that have support and confidence greater
than two user-defined thresholds: minimum support (min sup) and minimum
confidence (min conf). To help the specification of complex association rule
mining tasks, a number of query languages have been proposed. In particular,
[6] introduced the MINE RULE operator, an extension of SQL specifically designed
for modeling the problem of mining association rules from relational data.

3.2 Association Rules for XML Data

In this subsection, we briefly review some notations of tree model and describe
the basic concepts of association rules for XML data, shortly “XAR”.

Definition 1 (Labeled Tree). A labeled tree is a tree where each node of the
tree is associated with a label.

Every XML document is represented by a labeled tree. For brevity, we call a
labeled tree as simply a tree in the rest of this paper.

Definition 2 (Fragment). We say that a tree F = (NF , EF ) is a fragment
of a tree T = (N, E), denoted by F 	 T , if and only if NF ⊆ N and for all edges
(u, v) ∈ EF , u is an ancestor of v in T .

Note that in the definition of fragment, we require that for any edge (u, v)
occurring in a fragment F , there be a path from node u to node v in tree
T . Definition 2 preserves the ancestor relation but not necessarily the parent
relation.
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Definition 3 (Titem). The basic construct unit in XAR is referred to as titem
(tree-structured item). Since any part of an XML document is fragment, any
fragment can be a titem.

With the above definitions, we formally define XML association rules and related
measurements. Let D = {T1, T2, . . . , Tn} be a collection of XML documents
and let |D| be the number of documents in D. Let F = {Fi, i > 0 | Fi ⊂
Tj , for some j ∈ [1, n]}.
Definition 4 (XML Association Rule). An XML association rule is an
implication of the form X ⇒ Y , which satisfies the following two conditions:

i) X ∈ F ,Y ∈ F ;
ii) (X � Y ) ∧ (Y � X).

Different from the traditional association rules where associated items are usually
denoted using simple structured data, the items in XAR have hierarchical tree
structures, as indicated by the first clause of the definition. It is worth pointing
out that each of the fragments contains only one basic root node. The second
clause of the definition requires that in an XAR, titems are independent each
other.

Definition 5 (Support and Confidence). Let I = {I1, I2, . . . , Im} be a set
of titems. Given a set of XML documents D, the support and confidence of
an XML association rule X ⇒ Y are defined as:

support(X ⇒ Y ) = freq(X ∪ Y,D) =
|DX∪Y |
|D|

confidence(X ⇒ Y ) =
freq(X ∪ Y,D)

freq(X,D)
=
|DX∪Y |
|DX |

,

where DX∪Y = {Ti | ∀Ij ∈ (X ∪ Y ), Ij ⊂ Ti, for some i ∈ [1, n], j ∈ [1, m]},
and DX = {Ti | ∀Ij ∈ X, Ij ⊂ Ti, for some i ∈ [1, n], j ∈ [1, m]}.

Example 1. Let us consider three XML documents in Fig. 1(a) where various in-
formation about computer products are represented, e.g., the ordering informa-
tion (identified by the node label Order) and the detailed information of a prod-
uct (Details). Consider the problem of mining frequent association rule that
if a customer purchases HP Desktop, usually s/he is likely to buy HP Printer.
Fig. 1(b) shows this XML association rule mined from D.

Example 2. In the example depicted in Fig. 1(a), the support of the association
rule freq(X ∪ Y,D) is 0.66 since the titems X and Y appear together in two
documents T1 and T3 out of three documents, i.e., in 66% of the cases. Likewise,
freq(X,D) is 1 since the fragment X appears in all of three documents, i.e.,
in 100% of the cases. Therefore, we can compute the confidence of the XML
association rule Fig. 1(b) as:

freq(X ∪ Y,D)
freq(X,D)

=
0.66
1
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…
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(a) A set of XML documents in D
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(b) An XML
Association
Rule

Fig. 1. Association Rule Mined from D

which returns 0.66, i.e., in 66% of computer products purchased by HP Desktop
together with HP Printer or, in the XML documents, in 66% of the fragments
in D in which appears the titem X appear also the titem Y .

4 Overview of HoPS

Like the association rules for relational data, the problem of mining association
rules for XML data consists of generating all XARs greater than min sup and
min conf . We devised HoPS as a tool to mine simple/complex association rules
from XML documents. HoPS allows the specification of complex mining task
compactly and intuitively. Towards this goal, there is an important component.
That is a specially devised data structure called PairSet. In this section, we de-
scribe the techniques used to mine data structure-guided XML association rules.
Our mining process proceeds in three phases; The first phase is to transform each
tree-structured data into hierarchical structure PairSets. The second phase is to
manipulate PairSets and to reflect the min sup. The third phase is to mine XML
association rules from the PairSets by reflecting the two association measures.

4.1 Transforming Tree-Structured XML Document into PairSets

Definition 6 (Key). Let Kd be a collection of node labels assigned on the nodes
at depth d in every tree in D. We assume that depth of root node is 0. We call
each member in Kd by a key.

At this point, note that there may exist some nodes labeled with the same names
in D. Thus, for each key we need to identify the list of trees, tids, in which the
key belongs. Note that we employ hash technique to keep all the necessary
information of each key’s parent node into a hash table to facilitate the mining
of association rules in later.

Definition 7 (PairSet). A PairSet, [P ]d, is defined as a set of pairs (kd, tid)
where kd is a key in Kd and tid is a list of tree indexes in which kd belongs.



A New Method for Mining Association Rules 941

The time complexity for generating PairSets is O(n), where n is the total number
of nodes in trees. According to a minimum support, a collection of PairSets can
be classified as two classes.

Definition 8 (Frequent Key). Given some user-defined min sup and a pair
(kd, tid), the key kd is called frequent if |tid| ≥ min sup× |D|.

Definition 9 (Frequent Fragment Set). Given a PairSet, [P ]d, a pair in
[P ]d is called frequent fragment set if its key is frequent. Otherwise, it is
called candidate fragment set. We denote frequent fragment set and candidate
fragment set by [F ]d and [C]d, respectively.
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Fig. 2. PairSets Generation from a set of XML trees in D

Example 3. The left side of Fig. 2 depicts a collection of PairSets transformed
from D in Fig. 1(a). For instance, we know that the key Desktop in [P ]1 belongs
to all of three trees T1, T2 and T3. The right side of Fig. 2 illustrates the two
classes, frequent fragment set and candidate fragment set, derived from PairSets
in the left side. The given min sup is 0.66.

4.2 Manipulating the Data Stored in PairSet Structure

The initial frequent fragment sets (depicted in the right side of Fig. 2) are derived
solely by considering a min sup over the absolute depth of node labels. These
frequent fragment sets do not have competent fragments to mine XML associ-
ation rules because both tree characteristic and fragment property (Definition
2) are not reflected in those initial frequent fragment sets. The tree character-
istic stems from the fact that same labels can be placed several times through-
out a XML tree. To handle those features, we introduce an operation called
cross-filtering.
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Cross-Filtering : Let FS = {[F ]0, [F ]1, . . . , [F ]d} be a set of initial frequent
fragment sets and CS = {[C]0, [C]1, . . . , [C]d} be a set of initial candidate frag-
ment sets. The ith round (for i = 1, 2, . . . d) of cross-filtering consists of the
following two steps:

– Step 1 (Pruning phase). Difference ([C]i−1 vs. [F ]i) and
([C]i vs. [F ]i−1 through [F ]0)

Given the current candidate fragment sets, this step is to eliminate the pairs
which are already included in the previous frequent fragment sets. Due to
this step, we can reduce significantly the number of pairs in candidate frag-
ment sets.

– Step 2 (Merging phase). Union ([C]i vs. [C]i−1)

Given the current candidate fragment sets, this step is to obtain a new
frequent fragment set. Since our PairSet is a hierarchical structure, it is not
necessary to generate additional candidate fragments by using join opera-
tions. It is enough to search only the candidate fragment sets at previous
depths. Always only two candidate fragment sets are computed to find new
pairs of frequent fragment sets without using join operation.

// do cross-filtering operations
(1) for d := 1 to maxDepth
(2)  ([C]d-1 – [F]d) over the keys
(3)  for the key existing in both [C]d-1 and [F]d

(4)       [F]d.key.tids := [F]d.key.tids [C]d-1.key.tids
(5) for := d-1 to 0
(6)       ([C]d - [F] )
(7)       for the key existing in both [C]d and [F]
(8)      [F] .key.tids := [F] .key.tids [C]d.key.tids
(9)  find additional (key, tids) pairs satisfying min_sup

using ([C]d, [C]d-1)
(10)  [F]d or [F]d-1 (key, tids)
(11)  remove the pairs from both [C]d and [C]d-1

(12)  [C]d := [C]d-1 [C]d

// do cross-filtering operations
(1) for d := 1 to maxDepth
(2)  ([C]d-1 – [F]d) over the keys
(3)  for the key existing in both [C]d-1 and [F]d

(4)       [F]d.key.tids := [F]d.key.tids [C]d-1.key.tids
(5) for := d-1 to 0
(6)       ([C]d - [F] )
(7)       for the key existing in both [C]d and [F]
(8)      [F] .key.tids := [F] .key.tids [C]d.key.tids
(9)  find additional (key, tids) pairs satisfying min_sup

using ([C]d, [C]d-1)
(10)  [F]d or [F]d-1 (key, tids)
(11)  remove the pairs from both [C]d and [C]d-1

(12)  [C]d := [C]d-1 [C]d

(a) Pseudo Code of
Cross-Filtering
Operation
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(b) Final Frequent Fragment Sets
Corresponding to Fig. 2

Fig. 3. Cross-Filtering Operation

Fig. 3(a) shows the pseudo code of cross-filtering operation. In line 10, it
depends on the information of parent node stored in hash table which frequent
fragment set has to include a newly discovered pair. Fig. 3(b) depicts the final
frequent and candidate fragment sets after applying cross-filtering over the
two sets in the right side of Fig. 2.
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4.3 Correlating Concrete Contents with Structures

For node labels obtained after the second phase in subsection 4.2, we only uses
the node labels in final frequent fragment sets to mine XARs. There are three
considerations during this correlating phase. Firstly, we instantiate every sym-
bol \ in the frequent fragment sets with a ‘∗’. Because the meaning of an empty
frequent fragment set at depth d is that there is no any other node label satisfy-
ing the min sup at depth d, conversely speaking, whatever a node label is, it can
be placed at depth d without any restriction. Typically, a symbol ‘∗’ indicates
such a meaning.

Secondly, although all pairs in each frequent fragment set satisfy a min sup,
not all of fragments being generated from the sets satisfy the min sup. This
stems from the fact that association relationships between keys have to conform
the min sup. The support has to be computed at the relationships, called edges,
between keys of different frequent fragment sets. Given a set of XML documents
D and a collection of frequent fragment sets FS, let (ki, tki

) be a pair in [F ]i

and (kj , tkj
) pair in [F ]j . Assume that both |tki

| and |tkj
| are greater than

|D| × min sup. We denote this feasible edge by eij = (ki, kj) where ki is an
ancestor of kj by Definition 2. The support of an edge is computed as:

support(eij) = support((ki, kj)) = freq((ki, kj),D)

=
|tki

∩ tkj
|

|D| =

{
associated if support(eij) ≥ min sup,

not associated if support(eij) < min sup.

(1)

Finally, all of titems satisfying the min sup are generated by incrementally ap-
pending edges and hierarchically calculating the supports (in other words, cal-
culating the supports of edges).

Thirdly, we need to compute the confidence of between titems. Then, this
confidence is compared with a min conf to mine all the XML association rules
that have support and confidence greater than or equal to two user-defined
thresholds. Let I = {I1, . . . , Im} be a set of titems. Assume that I1 = eij =
(ki, kj) and I2 = epq = (kp, kq) be titems consisting of 1 edge. The confidence of
I1 ⇒ I2 is computed as:

confidence(I1 ⇒ I2) =
freq(I1 ∪ I2,D)

freq(I1,D)
=
|tki

∩ tkj
∩ tkp

∩ tkq
|

|tki
∩ tkj

| (2)

All the XML association rules that have support and confidence greater than
or equal to two thresholds, min sup and min conf , are mined from the both
equation (1) and (2). Following Theorem 1 is derived.

Theorem 1. Given a set of XML documents D and a collection of frequent
fragment sets FS, all of XML association rules conforming to any min conf
are mined from the FS.

Proof. Let [F ]i and [F ]j be arbitrary nonempty frequent fragment sets in FS,
for i < j. Let (ki, tki

) be a pair in [F ]i and (kj , tkj
), (ej , tej

) pairs in [F ]j . Assume
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that |tki
∩ tkj

| = α, |tki
∩ tej

| = β, and |tki
∩ tkj

∩ tej
| = γ. Given min sup and

min conf are sm and cm, respectively, where 0 < sm, cm ≤ 1. Let x and y be a
tree-id in tkj

and tej
, respectively, for x �= y.

– titema (x ∈ tki
∧ y /∈ tki

): The ki and kj forms a titem. Then,

support(titema) = freq((ki, kj),D) =
|tki

∩ tkj
|

|D| =
α

|D|

Assume that the support of titema is greater than or equal to sm.
– titemb (y ∈ tki

∧ x /∈ tki
): The ki and ej forms a titem. Then,

support(titemb) = freq((ki, ej),D) =
|tki

∩ tej
|

|D| =
β

|D|

Assume that the support of titemb is greater than or equal to sm.
– Association Rule. The confidence of an implication of the form titema ⇒

titemb is computed by using the equations (1) and (2):

confidence(titema ⇒ titemb) =
γ

β

=

{
rules with support ≥ sm and confidence ≥ cm if γ ≥ β × cm ,

rules with support ≥ sm and confidence < cm if γ < β × cm.

(3)

Once the frequent fragment sets FS satisfying min sup are derived from a set of
XML documents D, it is straightforward to generate both simple and complex
XML association rules from FS. There is no any other additional burdensome
process to reflect the varying min conf .

5 Conclusion

This paper presents a new data structure for extended XML association rules,
with the aim to discover associations inherent in massive amounts of XML data.
The newly devised data structure PairSet makes the process of mining complex
XML association rules significantly simplified comparing to previous approaches.
This is because the multiple scans of the database are reduced due to the list
of tree indexes and the frequent fragment sets help to avoid lots of candidate
fragments generations. We discuss language-neutral techniques used in mining
data structure-guided XML association rules.

We are currently developing the practical algorithms for mining both sim-
ple and complex structured association relationships, and evaluating the perfor-
mance on synthetic XML data.
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Abstract. Recommendation system is one of the most important tech-
niques in some E-commerce systems such as virtual shopping mall. With
the prosperity of E-commerce, more and more people are willing to per-
form Internet shopping, which resulted in an overwhelming array of prod-
ucts. Traditional similarity measure methods make the quality of recom-
mendation system decreased dramatically in this situation. To address
this issue, we present a novel method that combines the clustering which
is based on apriori-knowledge and content-based technique to calculate
the customer’s nearest neighbor, and then provide the most appropriate
products to meet his/her needs. Experimental results show efficiency of
our method.

1 Introduction

E-commerce provides customers with ways to access necessary information with-
out any restriction. Recommendation systems using all kinds of tools to respond
to customer needs, understand customer behavior, and best use the limited avail-
able customer attention.

The nearest collaborative filtering recommendation system is one of the most
successful techniques in E-commerce. It produces the recommendation for the
customer based on the item rating of the nearest neighbor. With the prosperity
of the E-commerce, the data of customer and item increasing dramatically re-
sulted in the extreme sparsity of rating data. The traditional similarity measure
methods have their deficiency in this situation. All of them cannot find the near-
est neighbor accurately leads to the quality of recommender system decreasing
dramatically. In this situation, our paper presents a novel method that combines
the clustering which is based on apriori-knowledge and content-based technique
to calculate the customer’s nearest neighbor and then provide the most appro-
priate products to meet his/her needs. Our experimental results are showing
that the method has a bright future.

The paper is organized as follows: in Section 2 we briefly review the previous
work related to our research. In Section 3 deficiency of the traditional similarity
measure in sparse dataset is analyzed. Content-based and clustering recommen-
dation algorithm is described in Section 4. We show the experiment results in
Section 5, and make concluding remarks in Section 6.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 946–955, 2005.
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2 Related Work

Various learning approaches have been applied to construct customer profiles
and to discover customer preferences to make recommendation.

The earliest approach used nearest-neighbor collaborative filtering algorithms
[2][3]. Nearest neighbor algorithm is a rather lazy algorithm. A new customer
is generally associated to a target customer, the algorithm chooses the nearest
customers from computing the distances between different customers and then
recommends the products to the customers.

Another method, the Bayesian networks create a model based on a training
set with a decision tree at each node and edges representing customer informa-
tion. The model can be built off-line very quickly, from a few hours to a few
days. The resulting model is very economic, fast, and essentially as accurate as
the nearest neighbor methods [4]. Identifying groups of customers appearing to
have similar preferences also uses clustering techniques. In some cases, cluster-
ing techniques usually less accuracy than the nearest neighbor algorithms [4].
For this reason, clustering techniques can be applied as a ”first step” of nearest
neighbor algorithms.

Other methods such as classifiers are general computational models for as-
signing a category to an input. Classifiers have been quite successful in a variety
of domains ranging from the identification of fraud and credit risks in finan-
cial transactions to medical diagnosis and intrusion detection. Association rules
have also been used to analyze patterns of preference across products, and to
recommend products to customers based on other products they have selected
[1]. Horting is a graph-based technique in which nodes are customers, and edges
between nodes indicate degree of similarity between two customers, this method
searches for the nearest neighbor node in the graph, and then synthesizes ratings
of the neighbor node to produce the recommendation [5].

Content-based recommendation approaches have also been applied to the
basic problem of making accurate and efficient products recommendation in
E-commerce. The text categorization methods adopted by Mooney and Roy
[6] in their LIBRA system that makes content-based book recommendations
exploiting the product descriptions found in Amazon.com, use a naive Bayes
text classifier as in [7]. A reinforcement learning method is applied by Per-
sonal Web Watcher [8], a content-based system that recommends web-page hy-
perlinks by comparing them with a history of previous pages visited by the
customer.

The new generation of web personalization recommender tools is attempting
to incorporate techniques for pattern discovery in Web usage data. Web usage
systems run a number of data mining algorithms on usage or click stream data
gathered from web sites in order to discover customer profiles. A paper by Schafer
[9] presents a detailed taxonomy and examples of recommender systems in E-
commerce applications and how they can provide one-to-one personalization and
capture customer loyalty at the same time.
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3 The Deficiency of Traditional Similarity Measure

3.1 The Traditional Similarity Measure

Collaborative filtering recommender produces the target customer’s
recommended list according to other customer’s rating. It accepts such assump-
tion, if some customers have similar ratings on certain items; they have the same
rating for other items. Collaborative filtering recommender system uses statis-
tics method to search for the target customer’s some nearest neighbors and then,
according to the nearest neighbors’ item rating, predicts the item rating of the
target customer and produces the related recommender list.

To find the nearest neighbor of the target customer, we firstly use similarity
measure method to calculate the similarity of the customers, and then select
some nearest neighbors who have the closest similarity to the target customer.
The accuracy of finding the nearest neighbor of the target customer affects the
quality of the recommendation system directly and also plays the important role
in the overall collaborative filtering algorithm.

The similarity measure methods include cosine-based similarity, correlation-
based similarity and adjusted cosine similarity.

Cosine-Based Similarity : In this case, two customers are thought of as two
vectors in the dimensional item-space. If the customer does not rate an item,
the item will be looked as zero. The similarity between them is measured by
computing the cosine of the angle between these two vectors. Formally, in the
m×n rating matrix, similarity between customer i and j, denoted by sim(i, j)
is given by sim(i, j) = cos(i, j) = i·j

‖i‖‖j‖ Where · denotes the dot-product of the
two customers.

Correlation-Based Similarity : In this case, similarity between two customers
i and j is measured by computing the person r correlation corr(i, j) lets the set
of items which are both rated by customers i and j be denoted by Iij , then the
correlation similarity is given by

sim(i, j) = corri,j =
∑

u∈U{Ru,i − R̄i}{Ru,j − R̄j}√∑
u∈U{Ru,i − R̄i}2

√∑
u∈U{Ru,j − R̄j}2

(1)

Here Ru,i denotes the rating of customer i on item u, R̄i is the average of the
i− th customer’s rating.

Adjusted Cosine Similarity : The cosine-based similarity does not consider
the rating scale between different customers. Adjusted cosine similarity adopts a
method by subtracting the average rating of the customer to mend its deficiency.
Lets the set of items that are both rated by customers i and j be denoted by
Iij ; Ii and Ij are the item set rated by customer i and customer j separately.
Then the correlation similarity is given by

sim(i, j) =

∑
c∈Iij

{Ri,c − R̄i}{Rj,c − R̄j}√∑
c∈Ii

{Ri,c − R̄i}2
√∑

c∈Ij
{Rj,c − R̄j}2

(2)
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Here Ri,c denotes the rating of customer i on item c, Ri is the average of the
i− th customer’s rating.

3.2 Analysis of the Traditional Similarity Measure

In commercial recommendation system, many approaches based on nearest neigh-
bor algorithm have been very successful. But the widespread use revealed some
potential challenges, such as:
Sparsity: in practice, many commercial recommendation systems are used to
evaluate large item sets in these systems, even active customers may have pur-
chased well under 1% of the items. Accordingly, a recommendation system based
nearest neighbor selected from the customers may be unable to make any item
recommendations for a particular customer. As a result, the accuracy of recom-
mendations may be poor.
Scalability: finding the nearest neighbor requires computation that shows with
both the number of customers and the number of items. With millions of cus-
tomers and items, a typical item-based recommender system will suffer serious
scalability problems.

For example, in the cosine-based similarity method, the items that the cus-
tomers do not evaluate are zero. Lets the rating item of the customer is denoted
by Rij . Then

Rij =
{

rij rij �= Φ
0 otherwise

(3)

Where rij is the rating of customer i on item j. If the customer i rates the item
j, then Rij equals to rij , else Rij equals to zero.

This settlement can enhance computational performance, however, in the
case of the extreme sparsity of the items and the greatness of the quantity, the
reliability of the assumption is poor. Because, in practice, the preference of the
customers is different for un-rating items and they cannot be the same rating,
i.e., zero. Adjusted cosine similarity also has this problem.

In the method of correlation-based similarity, let ui denote the item set rated
by the customer i, uj is the item set rated by the customer j. The intersection
of items rated both by customer i and customer j is uiΛuj .

In common sense, they can only get the higher similarity when there exists
many items whose ratings are very adjacent for the two customers. When the
rating items are very sparse, the item set that both rated by the two customers
are very small, only one or two items. In this situation, even the two customers
have very high similarity; we cannot say they are similar actually. This method
also has some deficiency.

From the above, we can say that the traditional similarity measure cannot
measure the similarity between the customers effectively when the rating data
are extremely sparse. This resulted in the inaccurate neighbors and the decrease
of the recommender accuracy.
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4 Content-Based and Clustering Recommendation
Algorithm

The weakness of the similarity measure for large and sparse database leads us to
explore alternative recommending algorithm. One simple method is to set up the
unevaluated items as a constant, and the middle rating is often used in general.
The experiment shows that this modified method can improve the quality of the
recommendation system. However, it is impossible that the unrated items have
the same value, so the modified method cannot solve the traditional similarity
measure for sparse database radically. Therefore, we put forward a novel method.
Firstly, split the unvalued items into several parts using the apriori-knowledge
clustering, and then predict the unvalued items, finally, find out the nearest
neighbors using these rating items and accomplish the recommendation. This
method can let unvalued items get a reasonable value and accordingly it can
provide more rating items for the nearest neighbor algorithm.

In the following, we introduce content-based collaborative filtering recom-
mendation algorithm in detail. The algorithm is divided into two steps: find the
nearest neighbor and process recommendation.

4.1 Obtaining Nearest Neighbor

We must find the union of the rating items before calculating the similarity
between the customers. In the union, the unvalued items are predicted through
the apriori-knowledge clustering method and then the neighbors can be found by
calculating the rating items belong to the union. This method can not only deal
with the problem that the unvalued items are equal to a constant in cosine-based
similarity effectively but also treat with the shortcoming that the workable rating
items are very few in correlation-based similarity, which resulted in obtaining the
exactness of the nearest neighbor and improving the quality of recommendation.

In the traditional clustering method, there is no supervise nor some apriori-
knowledge. The clustering result is laid on the given data and the certain selected
clustering algorithm, which to a degree resulted in the poor result. The reason
is that unclassified data do not offer any information in the process of the clus-
tering. In practice, there are some known knowledge in the related domain, and
we can obtain some classified examples known as apriori-knowledge. The knowl-
edge can be used in the process of the clustering to guide clustering which will
increase the accuracy of the clustering.

The algorithm of Clustering based on apriori-knowledge is show as below:
Step 1: each example whose classification has been known can be as the single
element for each si and construct the initial set {si}, 1 · · ·n.
Step 2: calculate the similarity of every two sets.

1
|Cl| • |Ck|

xk∈ck∑
xl∈cl

s(xl, xk) (4)

Where cl, ck are two different classification set.



Content-Based Recommendation in E-Commerce 951

Step 3: suppose sm and sn are the two sets that have the greatest similarity.
If the examples in cm and cn belong to the same class, we will unit the two sets
and go to step 2. If not, we turn to step 4.

Step 4: output the k value.
Step 5: use the k value and select c1, c2 · · · ck randomly from the dataset as

the initial training factor, then use SOM algorithm [13] to obtain the clustering
result.

For example, suppose E = {e1, e2 · · · e15} are composed of two classifica-
tion. c1 = {e1, e2, e3, e4, e5, e12, e13, e14, e15} , c2 = {e6, e7, e8, e9, e10, e11}. Here,
{c1, c2} represent two classifications individually. Table 1 shows the dataset.

Table 1. The Dataset

Attribute Attr1 Attr2 Attr3 Attr4 Attr5 Attr6 Attr7 Attr8 Attr9 Attr10
Example

1 1 1 1 0 1 0 0 0 1 0
2 1 1 1 0 0 1 0 0 1 0
3 1 1 1 1 1 0 0 0 1 0
4 1 1 1 0 0 0 0 0 1 0
5 1 1 1 1 0 0 0 0 1 0
6 0 1 0 1 1 1 0 1 0 1
7 0 0 1 1 1 1 0 1 1 0
8 0 1 0 1 1 1 0 1 0 1
9 0 1 0 1 1 1 0 1 0 1
10 0 0 1 1 1 1 0 1 0 1
11 1 0 0 1 1 1 0 1 0 1
12 0 0 0 1 0 0 1 0 1 0
13 0 0 0 1 0 1 1 0 1 0
14 0 0 0 1 1 1 1 0 1 0
15 0 0 0 1 1 0 1 0 1 0

Assume the examples {e1, e2, e9, e15} have known their attributes and classi-
fications, others only know: their attributes. The description of the algorithm is
as follows:

(1) In the {e1, e2, e9, e15}, each example can be looked as an independent
subset, s1 = {e1}, s2 = {e2}, s3 = {e9}, s4 = {e15};

(2) Calculate each subset’s average similarity according to Equation (1), we
can conclude that the similarity between and are the most.

Then, estimate whether they belong to the same class or not.
If yes, we will unit s1 and s2 and produce new subset s1 = {e1, e2}, s2 =

{e9}, s3 = {e15}. Repeat this step until the subset cannot unit.
If not, go to step (3).
(3) Output the result s1 = {e1, e2}, s2 = {e9}, s3 = {e15}.
(4) Select the original centers randomly: e2, e4, e10.
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Use the self-organizing map to calculate the clustering results:
s1 = {e1, e2, e3, e4, e5}, s2 = {e6, e7, e8, e9, e10, e11}, s3 = {e12, e13, e14, e15}

The clustering centers are: s1 = {1, 1, 1, 0, 0, 0, 0, 0, 1, 0},
s2 = {0, x, 0, 1, 1, 1, 0, 1, 0, 1}, s3 = {0, 0, 0, 1, x, x, 1, 0, 1, 0}; Where x represent
any value belongs to {0, 1}.

Then estimate the class for each subset. Examples e1, e2 belong to subset
s1 and the ex-ample e9 belongs to s2. From step (3) and step (4), we conclude
that {e3, e4, e5, e12, e13, e14} belong to class c1, the example e15 belongs to s3, so
{e6, e7, e8, e10, e11} belong to class c2.

Here, we use UCI Machine Learning database to verify the algorithm. Table 2
shows the result. Note that, in the column of selected examples, 2*5 express that

Table 2. The Experiment Result

Database Attribute Example Class Selected Accuracy1 Accuracy2
name character numbers number examples

Voting-record symbol 435 2 2*5 89.4% 86.2%
Zoo symbol 101 7 7*2 94.8% 90%
Soybean-large symbol 683 19 19*2 75.1% 62.5%
Thyroid-disease symbol, 3772 3 3*10 90.0% 74.8%

numeric
Iris numeric 150 3 3*3 91.1% 87.7%

voting-record database has two classes. In each class, we select 5 examples as the
known classification examples. Column 6 showed the accuracy obtained by using
our method and column 7 showed the accuracy obtained by ordinary clustering
methods. From Table 1, we can see that amendatory clustering techniques can
acquire better results.

The further research work about the relationship between classified data, the
precision of the clustering algorithm and the number of the clustering center are
showed in [10].

The unvalued items can get a rating after the above algorithm. The cosine-
based similarity or correlation-based similarity is then used in the union to cal-
culate the similarity of the customers.

4.2 Producing Recommendation

After the neighbors acquired, Pu,i is the final rating of the customer u to product
i, which can be obtained from the product i by the neighbors. The equation is
as follows [4]:

Pu,i = R̄u +
Σn∈neighborsim(u, n)× (Rn,i − R̄n)

Σn∈neighbor(|sim(u, n)|) (5)

Where sim(u, n) is the similarity measure between customer u and n, and where
Rn,i is the rating of customer n to product i. R̄u is the average rating of customer
n, so R̄u denotes the average rating of customer u.
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5 Experiment Results and Analysis

Here, the experiment dataset comes from [12]. There is a brief description of the
data. This data set consists of:

* 100,000 ratings (1-5) from 943 customers on 1682 movies.
* Each customer has rated at least 20 movies.
* Simple demographic info for the customers (age, gender, occupation, zip)

the most important files in the data set are:
u.data – The full u data set, 100000 ratings by 943 customers on 1682 items.
u.genre – A list of the genres.
u.item – Information about the items (movies); The last 19 fields are the

genres, a 1 indicates the movie is of that genre, a 0 indicates it is not; movies
can be in several genres at once.

In the experiment, items whose rating are 1 can be seen as a class, items
whose rating are 2 or 3 can be seen as another class, items whose rating are
4 or 5 can be a class too. Using the u.item files to predict the items for the
unevaluated items based on the apriori-knowledge clustering algorithm and then
use u.data to implement the similarity of the customers as well as the products
recommendation.

5.1 Experiment Results

We adopt MAE (Mean Absolute Error) as the evaluated standard.
The definition is:

MAE =
ΣN

i=1|pi − qi|
N

(6)

Where pi represents the degree of satisfaction that the customer assess the prod-
uct, qi represents the degree of the satisfaction that recommendation algorithm
assess the product, and N represents the total customers. MAE represents the
mean absolute error between the real ratings items and the predicable rating
items. The more decreased the MAE is, the more the quality of recommendation
is increased.

According to [11], cosine-based similarity method can obtain better result
than correlation-based similarity method. So, the cosine-based similarity method
is chosen as the measure for our experiment.

The experiment result is shows in Fig.1.

5.2 Analysis of the Experiments

The most difference between the traditional collaborative filtering and the combi-
nation of content-based and the apriori-knowledge is how to get the validate neigh-
bors. In the traditional collaborative filtering recommender algorithms, the
correlation-based similarity method only employs the rating items that the cus-
tomers are both rated. In the sparse dataset, since the intersection contains few
items, so the nearest neighbor calculated may not be the actual neighbor. The ex-
periment results also show that the quality of the recommendation based on the
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Fig. 1. The comparison of accuracy of recommendation algorithms

correlation-based similarity method is poor. Another method, cosine-based simi-
larity method employs the union of the rating items. In the union, the un-valued
items are endued with the same value. Though the quality of the recommenda-
tion are improved, the unvalued items have the same value are unreasonable. A
content-based clustering method uses the apriori-knowledge clustering to rate the
unevaluated items and then find out the nearest neighbor of the target customer.
The experiment results show this method has the highest accuracy of the recom-
mendation.

6 Conclusion

This paper begins with the analysis of the deficiency in the traditional similar-
ity measure method for the greatly sparse rating data. To deal with the problem,
content-based recommendation method is proposed. This method uses the charac-
ters of the products as well as the rated products that can be regarded as the clas-
sified data. These apriori-knowledge can be used to supervise the clustering and
accordingly the rating of the unevaluated products can be predicted. This method
can solve the problem that exists in traditional similarity measure method effec-
tively and get themore accurateneighbors of the target customers. The experiment
shows that our method can greatly increase the quality of the recommendation.
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Abstract. This paper presents the development of a novel personal concept-
based multilingual Web content mining system. Multilingual linguistic knowl-
edge required by multilingual Web content mining is made available by encod-
ing all multilingual concept-term relationships within a multilingual concept 
space using self-organising map. With this linguistic knowledge base, a per-
sonal space of interest is generated to reveal the conceptual content of a user’s 
multiple topics of interest using the user’s bookmark file. To personalise the 
multilingual Web content mining process, a concept-based Web crawler is de-
veloped to automatically gather multilingual web documents that are relevant to 
the user’s topics of interest As such, user-oriented concept-focused knowledge 
discovery in the multilingual Web is facilitated. 

1   Introduction 

The rapid expansion of the World Wide Web throughout the globe means electroni-
cally accessible information is now available in an ever-increasing number of lan-
guages. With majority of this Web data being unstructured text [2], Web content min-
ing technology capable of discovering useful knowledge from multilingual Web 
documents thus holds the key to exploit the vast human knowledge hidden beneath 
this largely untapped multilingual text. 

Web content mining has attracted much research attention in recent years [6]. It has 
emerged as an area of text mining specific to Web documents focusing on analysing 
and deriving meaning from textual collection on the Internet [3]. Currently, Web con-
tent mining technology is still limited to processing monolingual Web documents. 
The challenge of discovering knowledge from textual data which are significantly lin-
guistically diverse has been well recognised by text mining research [13]. In a mono-
lingual environment, the conceptual content of documents can be discovered by di-
rectly detecting patterns of frequent features (i.e. terms) without precedential 
knowledge of the concept-term relationship. Documents containing an identical 
known term pattern thus share the same concept. However, in a multilingual envi-
ronment, vocabulary mismatch among diverse languages implies that documents ex-
hibiting similar concept will not contain identical term patterns. This feature incom-
patibility problem thus makes the inference of conceptual contents using term pattern 
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matching inapplicable. To enable multilingual Web content mining, linguistic knowl-
edge of concept-term relationships is essential to exploit any knowledge relevant to 
the domain of a multilingual document collection. Without such linguistic knowledge, 
no text or Web mining algorithm can effectively infer the conceptual content of the 
multilingual documents. 

In addition, in the multilingual WWW, a user’s motive of information seeking is 
global knowledge discovery. This is particularly important among users, such as 
knowledge workers, researchers, government officials and business executives, who 
need to stay competent by keeping track of the global knowledge development within 
his/her domain of interest. Instead of looking for specific documents that can be char-
acterised by a few query terms in a specific language, the user is interested in all 
documents written in all languages that are relevant to his/her personal topics of inter-
est. In such cases, the user usually does not have any ideal documents in mind. Any 
documents that are conceptually relevant to the user’s personal information interest 
can be useful. As such, multilingual Web content mining facilitating user-oriented 
concept-focused knowledge discovery that focuses on knowledge relevant to the 
user’s personal topics of interest becomes highly desirable. To support user-oriented 
concept-focused knowledge discovery in the multilingual Web, it is thus a challenge 
to automatically gather relevant multilingual Web documents based on the conceptual 
content of the user’s information interest. 

To address these issues, a personal concept-based multilingual Web content mining 
system is developed. This is achieved by constructing a multilingual concept space as 
the linguistic knowledge base. The concept space encodes all multilingual concept-term 
relationships from parallel corpus using fuzzy clustering. Given this concept space, a 
personal space of interests modelling the user’s multiple topics of interest is generated 
using the user’s bookmark file. Based on the conceptual content of the user’s topics of 
interest as represented in his/her personal space of interest, a concept-based Web 
crawler is used to automatically gather relevant multilingual documents from the Web. 
As such, user-oriented concept-focused knowledge discovery in the multilingual Web is 
facilitated and, thus, personal multilingual Web content mining is realised. 

In subsequent sections, we first present the architecture of the personal concept-
based multilingual Web content mining system. Technical details about the develop-
ment of the multilingual concept space for encoding the multilingual linguistic 
knowledge, the generation of the user’s personal space of interest and the design of 
the concept-based Web crawler are discussed in Section 3, 4, and 5 respectively. Fi-
nally, a conclusive remark is given in Section 6. 

2   The System Architecture 

A personal multilingual Web content mining system called PMWebMiner (Personal 
Multilingual Web Content Miner) is developed using a concept-based approach. This 
concept-based approach to multilingual Web content mining is due to a notion that 
while languages are culture bound, concepts expressed by these languages are universal 
[12]. Moreover, conceptual relationships among terms are inferable from the way that 
terms are set down in the text. Therefore, the domain-specific multilingual concept-term 
relationship can be discovered by analysing relevant multilingual training documents. 
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Given such multilingual concept-term relationship, conceptual content of all multilin-
gual text can then be revealed. In our system, this concept-term relationship is used as 
the linguistic knowledge base for extracting the conceptual content of both the multilin-
gual Web documents gathered by a Web crawler and the user’s topics of information in-
terest as embedded in the user’s bookmarked documents. Figure 1 shows the architec-
ture of PMWebMiner. 

 

Fig. 1. The Personal Multilingual Web Content Miner (PMWebMiner) 

This system consists of three modules, namely the multilingual concept space, the 
personal space of interest and the concept-based Web crawler. First, a parallel corpus, 
which is a collection of documents and their translations, is used as the training docu-
ments for constructing a concept space using a self-organising map [5]. The concept 
space encodes all multilingual concept-term relationships by clustering semantically re-
lated multilingual terms into concept classes. As the linguistic knowledge base for mul-
tilingual Web content mining, this concept space is used to generate a personal space of 
interest reflecting the conceptual content of a user’s multiple topics of information inter-
est using the user’s bookmark file. Based on these personal topics of interest, a concept-
based Web crawler traverses the Web to gather relevant multilingual Web documents.  
Finally, to present the retrieved documents in accordance with the user’s topics of inter-
est, the concept space is applied again to reveal the conceptual content of these docu-
ments, and the personal space of interest is used as a text filter to facilitate personalized 
concept-based text filtering.  As such, personal multilingual Web content mining aiming 
for user-oriented concept-focused global knowledgediscovery is realised. 

3   Formation of the Multilingual Concept Space 

From the viewpoint of automatic text processing, the relationships between terms’ 
meanings are inferable from the way that the terms are set down in the text. Natural 
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language is used to encode and transmit concepts. A sufficiently comprehensive sam-
ple of natural language text, such as a well-balanced corpus, may offer a fairly com-
plete representation of the concepts and conceptual relationship applicable within 
specific areas of discourse. Given corpus statistics of term occurrence, the associa-
tions among terms become measurable, and sets of semantically/conceptually related 
terms are detected. 

To construct multilingual linguistic knowledge base encoding lexical relationships 
among multilingual terms, parallel corpora containing sets of documents and their 
translations in multiple languages are ideal sources of multilingual lexical informa-
tion. Parallel documents basically contain identical concepts expressed by different 
sets of terms. Therefore, multilingual terms used to describe the same concept tend to 
occur with very similar inter- and intra-document frequencies across a parallel corpus. 
An analysis of paired documents has been used to infer the most likely translation of 
terms between languages in the corpus [1],[4],[7]. As such, co-occurrence statistics of 
multilingual terms across a parallel corpus can be used to determine clusters of con-
ceptually related multilingual terms. 

Given a parallel corpus D consisting N pairs of parallel documents, meaningful 
terms from every languages covered by the corpus are extracted. They form the set of 
multilingual terms for constructing the multilingual concept map. Each term is repre-
sented by an n-dimensional term vector. Each feature value of the term vector corre-
sponds to the weight of the nth document indicating the significance of that document 
in characterising the meaning of the term. Parallel documents which are translated 
versions of one another within the corpus, are considered as the same feature. To de-
termine the significance of each document in characterising the contextual content of 
a term based on the term’s occurrences, the TF.IDF weighting scheme is used. When 
contextual contents of every multilingual term are well represented, they are used as 
the input into the self-organising algorithm for constructing the multilingual concept 
map. 

Let N
i R∈x ( Mi ≤≤1 ) be the term vector of the ith multilingual term, where N 

is the number of documents in the parallel corpus for a single language (i.e. the total 
number of documents in the parallel corpus divided by the number of languages sup-
ported by the corpus) and M is the total number of multilingual terms. The self-
organising map algorithm is applied to form a multilingual concept map, using these 
term vectors as the training input to the map. The map consists of a regular grid of 
nodes. Each node is associated with an N-dimensional model vector. Let 

[ ]Nnm jnj ≤≤= 1m  ( Gj ≤≤1 ) be the model vector of the jth node on the map. 

The algorithm for forming the multilingual concept map is given below. 

Step 1: Select a training multilingual term vector xi at random. 
Step 2: Find the winning node s on the map with the vector ms which is closest to xi 

such that 

ji
j

si min mxmx −=−  (1) 
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where )(tα is the gain term at time t ( 1)(0 ≤≤ tα ) that decreases in time 

and converges to 0. 
Step 4: Increase the time stamp t and repeat the training process until it converges. 

After the training process is completed, each multilingual term is mapped to a grid 
node closest to it on the self-organising map. A multilingual concept space is thus 
formed. This process corresponds to a projection of the multi-dimensional term vec-
tors onto an orderly two-dimensional concept space where the proximity of the multi-
lingual terms is preserved as faithfully as possible. Consequently, conceptual similari-
ties among multilingual terms are explicitly revealed by their locations and 
neighbourhood relationships on the map. Multilingual terms that are synonymous are 
associated to the same node. In this way, conceptual related multilingual terms are or-
ganised into term clusters within a common semantic space. The problem of feature 
incompatibility among multiple languages is thus overcome. 

4   Generation of a Personal Space of Interest 

With the overwhelming amount of information in the multilingual WWW, not every 
piece of information is of interest to a user. In such circumstances, a user profile, 
which models the user’s information interests, is required to filter out information that 
the user is not interested in. 

Common approaches to user profiling [8],[9],[10] build a representation of the 
user’s information interest based on the distribution of terms found in some previously 
seen documents which the user has found interesting.  However, such representation 
has difficulties in handling situations where a user is interested in more than one topic. 
In addition, in a multilingual environment, the feature incompatibility problem resulted 
from the vocabulary mismatch phenomenon across languages makes a language-
specific term-based user profile insufficient for representing the user’s information in-
terest that spans multiple languages. To overcome these problems, we propose a con-
cept-based representation of the user’s information interest by generating a personal 
space of interest. To reflect the conceptual content of  a user’s multiple topics of in-
formation interest using language-independent concepts rather than language-specific 
terms implies that the resulting user profile is not only more semantically comprehen-
sive but also independent from the language of the documents to be filtered. This is 
particularly important for multilingual Web content mining where knowledge relevant 
to a concept in significantly diverse languages has to be identified. 

To understand the user’s information interests for personalising multilingual Web 
content mining, the user’s preference on the WWW is used. Indicators of these pref-
erences can be obtained from the user’s bookmark file. To generate a concept-based 
personal space of interest from a user bookmark file, Web documents pointed by the 
bookmarks are first retrieved. Applying the multilingual concept space as the linguis-
tic knowledge base, each Web document is then converted into a concept-based 
document vectors. To do so, the multilingual concept space is applied. 

Step 3: Update the weight of every node in the neighbourhood of node s by 
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On the multilingual concept space, conceptually related multilingual terms are or-
ganised into term clusters. These term clusters, denoting language-independent con-
cepts, are thus used to index multilingual documents in place of the documents’ origi-
nal language-specific index terms. As such, a concept-based document vector that 
explicitly expresses the conceptual context of a document regardless of its language is 
obtained. 

To achieve this, each document pointed to by the bookmark file is indexed by 
mapping its text, term by term, onto the multilingual concept space whereby statistics 
of its ‘hits’ on each multilingual term cluster (i.e. concept) are recorded. This is done 
by counting the occurrence of each term on the multilingual concept space at the node 
to which that term is associated. This statistics of term cluster occurrences can be in-
terpreted as a kind of transformed ‘index’ of the multilingual document. The concept-
based personal space of interest is generated with the application of the self-
organising map algorithm, using the transformed concept-based document vectors as 
inputs. 

Let G
i R∈y  ( Hi ≤≤1 ) be the concept-based document vector of the ith book-

marked multilingual document, where G is the number of nodes existing in the multi-
lingual concept space and H is the total number of documents pointed to by the 

bookmark file. In addition, let [ ]Gnm jnj ≤≤= 1m  ( Jj ≤≤1 ), be the G-

dimensional model vector of the jth node on the map. The algorithm for forming the 
personal space of interest is given below. 

Step 1: Select a training concept-based document vector yi at random. 
Step 2: Find the winning node s on the map with the vector ms which is closest to 

document yi such that 

ji
j

si min mymy −=−  (3) 

Step 3: Update the weight of every node in the neighbourhood of node s by 

))(( old
ti

old
t

new
t t mymm −+= α  (4) 

where )(tα is the gain term at time t ( 1)(0 ≤≤ tα ) that decreases in time 

and converges to 0. 
Step 4: Increase the time stamp t and repeat the training process until it converges. 

After the training process, multilingual documents from the bookmark file that de-
scribe similar concepts are mapped onto the same node forming document clusters on 
the self-organising map. Each node thus defines a topic of interest of the user. A per-
sonal space of interest reflecting the conceptual content of the user’s multiple topics 
of interest in the multilingual Web is formed. This personal space of interest is then 
applied to realise personal multilingual Web content mining in two ways. First, it is 
used to guide the Web crawler in gathering user-specific conceptually relevant multi-
lingual documents from the Web. Second, when potentially relevant documents are 
collected, it is used as a multilingual text classifier to filter, categorise and organise 
the documents in accordance with the user’s topics of interest. 
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5   Development of the Concept-Based Web Crawler 

The major task of the concept-based Web crawler in our personal multilingual Web 
content mining system is to gather related Web documents in multiple languages 
based on the conceptual content of the user’s information interests. To achieve this, 
two novel techniques are developed. First, concept-based multilingual Web crawling 
is proposed to retrieve related multilingual Web documents based on their conceptual 
content. This is enabled with the generation of a set of concept-focused multilingual 
seed URLs. Second, personal concept-based multilingual text filtering is introduced 
to personalised the mined Web content. From the documents collected by the Web 
crawler, it screens out irrelevant documents based on the user’s topics of interest,  
before they are presented to the user. 

5.1   Concept-Based Multilingual Web Crawling 

Related Web documents are often connected by their in- and out- links. Web crawlers 
traverse the Web to collect related documents by following links. To start crawling 
the Web for documents relevant to a topic, a set of seed URLs are required by the 
Web crawler. In a monolingual dimension, it is sufficient to use any documents previ-
ously considered as relevant to a topic by the user as the seeds for gathering other re-
lated documents written in the same language. However, related documents written in 
different languages are rarely linked. To make a Web crawler capable of retrieving 
relevant documents in various languages, a set of seed URLs in every language must 
be made available. 

To address the above issue, a novel approach to generate multilingual seed URL 
set is proposed.  The idea is: for every language, we use the term that is most proto-
typical to the conceptual content of a user’s interest in a topic to run a Web search. 
Top-ranked Web documents returned by the search engine are then used as the seed 
URLs to initialise the concept-based Web crawling. To realise this, identification of 
the topic-related multilingual terms is the major challenge. Obviously, asking the user 
to nominate a set of terms that best describe his/her interest in each topic in every lan-
guage is impractical if not impossible. To solve this problem, the personal space of in-
terest and the multilingual concept space are applied. On one hand, the personal space 
of interest that capture the conceptual content of the user’s multiple topics of interest 
has revealed concepts covered by every topic of the user’s interest. On the other hand, 
the multilingual concept space that encodes the multilingual concept-term relation-
ships has associated all multilingual terms to the concepts to which they belong. 
Hence, they provide the essential clues for effectively inferring a set of user-oriented 
topic-related terms for every language to form an initial query for generating the mul-
tilingual seed URLs. 

As indicated on the personal space of interest, the weight vector of each output 
node on the self-organising map has already revealed the significance of each concept 
with respect to a topic of the user’s interest.  Now, the task is to identify, for every 
topic, a set of N terms, representing this topic’s N most significant concepts in each 
language. The number of concepts, N, is determined based on the assumption that all 
concepts are evenly distributed among the topics when the personal space of interest 
is formed. So, we obtain the average number of concepts for every topic by dividing 
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the total number of concepts as identified in the multilingual concept space by the to-
tal number of topics existing on the personal space. Then, the top N concepts exhibit-
ing the highest concept weights in the weight vector of a topic (an output node on the 
personal space) are selected to represent a topic. Hence, each topic is now represented 
by its N most significant concepts. To identify a term that is prototypical with respect 
to a concept of a topic in every language, the multilingual concept space comes in. 
For all terms of the same language, the one that is closest to the output node of a con-
cept in the multilingual concept space is considered to be most relevant to that con-
cept. Therefore, this term is selected as the prototypical term to represent this concept 
in that topic. As such, for every language, each topic will be represented by a set of 
terms where each term represents a concept. In other words, one set of terms for one 
language is identified for every topic. 

The objective of the concept-based Web crawler is to gather multilingual docu-
ments that are relevant to a user’s various topics of interest. It needs a set of seed 
URLs that is relevant to the concepts of such topic to start from. To generate this set 
of seed URLs for the concept-based Web crawler, we submit a query to the search 
engine using each set of terms that represent the concepts of a topic in every language 
to retrieve a set of the most relevant (e.g. top 5) Web document in each language. 
These documents then become the seed URLs for the Web crawler to collect other re-
lated documents describing similar concepts in various languages on the Web. This 
approach is to ensure the Web crawler will explore the Web context diversely and yet 
still remained conceptually focused.  Multilingual Web document collected by the 
Web crawler are then passed on to a concept-based multilingual text categorization 
system for organising into the taxonomy to facilitate global knowledge discovery. 

5.2   Personal Concept-Based Multilingual Text Filtering 

Web crawlers traverse the Web to collect related documents by following links. There 
is no guarantee that documents connected by links should all be highly relevant to a 
certain topic. To ensure that only documents that are relevant to the user’s informa-
tion interest are mined by our Web mining system, conceptual content of these docu-
ments must be assessed. Towards this end, a process of personalized concept-based 
multilingual text filtering is incorporated. The purpose is: from what the Web crawler 
has collected, we screen out irrelevant documents, and present only the relevant ones 
to the user for examination. 

The objective of concept-based multilingual text filtering is to sift through the arbi-
trary multilingual Web documents in accordance with their conceptual content. Ana-
lyzing documents by content depends heavily on the document representation scheme. 
To compare multilingual documents by the concepts they describe, contextual  
contents of documents need to be expressed explicitly with a suitable indexing 
scheme. In information retrieval, the goal of indexing is to extract a set of features 
that represent the contents, or the ‘meaning’ of a document. Among several ap-
proaches suggested for document indexing and representation, the vector space model 
[11] represents documents conveniently as vectors in a multi-dimensional space de-
fined by a set of language-specific index terms. Each element of a document vector 
corresponds to the weight (or occurrence) of one index term. However, in a multilin-
gual environment, the direct application of the vector space model is infeasible due to 
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the feature incompatibility problem. Multilingual index terms characterising docu-
ments of different languages exist in separate vector spaces. 

To overcome the problem, a better representation of document contents incorporat-
ing information about semantic/conceptual relationships among multilingual index 
terms is desirable.  Towards this end, the multilingual concept space obtained in Sec-
tion 3 is applied again. On the multilingual concept space, conceptually related multi-
lingual terms are organised into term clusters. These term clusters, denoting language-
independent concepts, are thus used to index multilingual documents in place of the 
documents’ original language-specific index terms. As such, a concept-based docu-
ment vector that explicitly expresses the conceptual context of a document regardless 
of its language is obtained. The term-based document vector of the vector space 
model, which suffers from the feature incompatibility problem, can now be replaced 
with the language-independent concept-based document vector. The transformed con-
cept-based document vectors are then analyzed using the personal space of interest as 
a personal concept-based multilingual text classifier/filter to screen out the irrelevant 
ones. 

To achieve this, each document collected by the Web crawler is indexed in the 
same ways as we previously did on the bookmarked Web documents during the gen-
eration of the personal space of interest. By mapping the text of every document, term 
by term, against concepts onto the multilingual concept space, we count the frequency 
of every concept (i.e. a node on the self-organising map) where a term of that docu-
ment has been associated. This statistics of concept frequencies is then interpreted as 
a kind of transformed ‘index’ of the multilingual document. This transformed con-
cept-based document vectors has now made all multilingual Web documents compa-
rable in terms of their conceptual content. Hence, to sift through the documents by 
their relevance to the user’s information interest, every concept-based document vec-
tor is mapped to the personal space of interest to find the best matching unit. Then, a 
similarity score between the two vectors representing the best matching unit and the 
documents, respectively, are calculated. Documents with a similarity score higher 
than or equal to the average similarity score between the bookmarked documents that 
belong to the same topic are presented to the user. Otherwise, it will be discarded. 

6   Conclusion 

This paper has presented the architecture of a personal concept-based multilingual 
Web content mining system, called PMWebMiner. A multilingual concept space is 
constructed to enable an automatic and unsupervised discovery of the multilingual 
linguistic knowledge from a parallel corpus. A personal space of interest is generated 
from the user’s bookmark file to model a user’s multilingual information interests 
comprising multiple topics. A concept-based Web crawler is developed to gather re-
lated Web documents in multiple languages based on the conceptual content of the 
user’s topics of interest. This approach overcomes the vocabulary mismatch phe-
nomenon in the multilingual environment by developing the multilingual concept 
space, which serves as a universal semantic space accommodating all languages. Per-
sonalisation in the context of multilingual Web content mining is facilitated by two 
novel techniques including concept-based multilingual Web crawling and personal 
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concept-based multilingual text filtering. As such, personal multilingual Web content 
mining aiming for user-oriented concept-focused global knowledge discovery is real-
ised. This personal multilingual Web mining system is particularly useful for knowl-
edge workers who need to keep track of the global knowledge development in his/her 
personal domain of interest in order to stay competent. 
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Abstract. As Ubiquitous commerce is coming, personalization service is 
getting interested. And also the recommendation method that offers useful 
information to the customers becomes more important. However, the previous 
methods depend on specific method and are restricted to the E-commerce. For 
applying these recommendation methods into U-commerce, we propose a 
modeling technique of context information related to personal activation in 
commercial transaction and show incremental preference analysis method, 
using preference tree which is closely connected to recommendation method in 
each step. And also, we use an XML indexing technique to efficiently extract 
the recommendation information from a preference tree. 

1   Introduction 

1Recently, u-commerce which is connected to the existing e-commerce is developed. 
So it is interesting to provide the personalization services suitable to the requirements
and the activities of the customers in ubiquitous space based on the electronic and 
physical space. However, it has a deficiency that does not consider a personal preference
analysis[1,2,3].  

The current recommendation methods are divided into a demographic technique 
[12,13], content based filtering[4,12], collaborative filtering[2,4], and case based 
filtering[2,3]. Each method has different efficiency and precision about recommend- 
dation according to the applying areas and the activation levels[2]. Therefore, it is 
necessary to develop the mechanism that merges and connects the characteristics of 
each recommendation method rather than the one dependent on the special recommend-
dation method. 

In u-commerce environment, to support personalization services, a system should 
recognize preferred items through preference analysis such as personal profile or case 
of personal commerce. Based on this, the system recommends the items that are 
expected for the customers to prefer according to the situation, so it can help commerce 
easily. However, the current recommendation method based on personal preference 
analysis is restricted to e-commerce. So it can’t support the concepts of physical and 
electronic space in ubiquitous space[7,8,9]. 

Accordingly, in this paper we propose how to model the context information[10,11]
in u-commerce focused on the definition of context entities that are customers in 
                                                           
* This work was supported by University IT Research Center Project in Korea. 
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commerce. And based on this, we also propose the mechanism of preference analysis
which represents heterogeneous personal preference analysis method using preference
tree.To extract recommendation information from the preference tree, we apply XML 
indexing method. Also, to show the efficiency of the proposed method, we present the 
example of the recommendation method based on the context modeling, and verify 
the effect of XML indexing through experiments. 

The remainder of this paper is structured as follows. Section 2 shows how to model
the context information in the u-commerce. Section 3 describes the incremental 
preference analysis method using the preference tree and section 4 shows the example  
of recommendation service based on the proposed context modeling. Finally, section 5 
concludes the paper. 

2   Context Modeling in Ubiquitous Commerce  

For context modeling in u-commerce environment, we follow the definition of 
context described in Merriam-Webster’s Collegiate Dictionary. It means that the 
context entities are the customers who are doing commerce, the situation context is 
the information occurring according to the context entities, and the environment 
context is defined as the information of the commerce or shopping mall to extract 
the context information of context entities. 

2.1   U-Environment Context Modeling 

The context is represented as the context entities changing not only the position but 
also the individual activity over time. And the context entities, CE, are composed of 
time attribute, activity attribute, object attribute, and space attribute, and they are 
represented as CE=<TA, AA, OA, GA>. Time attribute of CE consists of 
TA=<cts,cte>, where cts is the starting time, and cte is the end time. Activity attribute 
of customers is “selected” and “visited”. In ubiquitous environment all objects and 
entities are divided into entities of the smallest unit, and the object entities are OA of 
CE. GA classifies the physical and electronic space in u-commerce. 

The context information has to be transformed to the generalized space concept. 
For example, the customer’s location(x, y) coordinates in the physical space or 
directory information in the electronic space itself has no meaning information to 
provide services. Table 1 and Table 2 show a context information example of the 
non-generalized personal location and generalized spatial location respectively. 

Table 1. Non-generalized individual               Table 2. Generalized individual 
 location context                                                location context 

coordinatesX35221

y25235

visited356573455

directoryabcvisited356583455

noteObjectActionCE ID

coordinatesX35221

y25235

visited356573455

directoryabcvisited356583455

noteObjectActionCE ID

Physical

Shopping mall

Aisle 
2535

visited356573455

Electronic

Shopping mall

Store 
2030

visited356583455

noteObjectActionCE ID

Physical

Shopping mall

Aisle 
2535

visited356573455

Electronic

Shopping mall

Store 
2030

visited356583455

noteObjectActionCE ID
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U-commerce based on the context provides the services according to the 
individual visited location and the selected objects. Therefore if someone visits the 
cyber shop or section on the web, the concept space is represented through 
hierarchical relation of items which have the semantic sub-concept.  

Environment context modeling 
like Figure 1 has a category 
modeling of the concept hierarchy 
and a boundary grouping modeling 
based on the nearest entities. 
Environment context such as the 
structure of the shopping mall, has 
a semantic similarity structure such 
as shopping mall with the concept 
hierarchy, section, market, and 
objects in electronic space.  

And also it has a structure based 
on the physical distance in physical 

space. Therefore, through connecting between physical space and electronic space 
in u-commerce, we can be provided the information of the physical and electronic 
space. 

2.2   Database Schema 

To utilize the context information for the personalization services, we need the 
generalized context entity attribute, the current situation context, the situation 
context history and the situation context database. First, the database of the 
generalized context entity attribute information is composed of the customer’s 
profile information. Table 3 is the example of the generalized context entity 
attribute. The current situation context is the context entity, the information of the 
customer’s current activity, and it is used for the context recognition service. Table 
4 is the example of the situation context information. 

   Table 3. Generalized context entity           Table 4. Current situation context information 
   attribute 

…FLee356573455

…MHong356583455

…GenderNameCE ID

…FLee356573455

…MHong356583455

…GenderNameCE ID

Aisle

2535

Store

2030

Object

Physical

space

selected2004-
12-02-
18-10

356573455

Electronic 
space

visited2004-
12-01-
20-12

356583455

noteActionTimeCE ID

Aisle

2535

Store

2030

Object

Physical

space

selected2004-
12-02-
18-10

356573455

Electronic 
space

visited2004-
12-01-
20-12

356583455

noteActionTimeCE ID

 
 

And the context entity history information is used for the recommendation of the 
objects through analyzing the customer’s preferences. Table 5 is the example of the 
context entity history information. The environment context information in u-
commerce is provided by the host of the shopping mall to get the information of the 

Fig. 1. Environment context modeling
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context entity which is the customer’s location or the selected items. Table 6 is the 
example of the environment context information. 

Table 5. Context entity history information     Table 6. Environment context information 

1(min)

10(min)

Visit
Dur-
ation

visited

visited

Action

Aisle

2535

Store

2030

Object

Physical

space

2004-12-
02-18-11

2004-
12-02-
18-10

356573455

Electronic 
space

2004-12-
01-20-22 

2004-
12-01-
20-12

356583455

noteEnd
time

Start
time

CE ID

1(min)

10(min)

Visit
Dur-
ation

visited

visited

Action

Aisle

2535

Store

2030

Object

Physical

space

2004-12-
02-18-11

2004-
12-02-
18-10

356573455

Electronic 
space

2004-12-
01-20-22 

2004-
12-01-
20-12

356583455

noteEnd
time

Start
time

CE ID

   

Aisle

2535

Store

2030

Name

Polygon(50, 
50, 100, 0,..)

Polygon(75, 
75, 125, 75,..)

Physical
Location 
Info.

-

210.115.
167.23

Object

passage3.52.5AL-

583454

Shoppin
g mall

32ST-

583455

noteStore
No.

Section
No.

E-ID

Aisle

2535

Store

2030

Name

Polygon(50, 
50, 100, 0,..)

Polygon(75, 
75, 125, 75,..)

Physical
Location 
Info.

-

210.115.
167.23

Object

passage3.52.5AL-

583454

Shoppin
g mall

32ST-

583455

noteStore
No.

Section
No.

E-ID

 

3   Incremental Preference Analysis by Preference Tree  

To efficiently support recommendation technique to the every commercial active- 
tion level, we propose the incremental preference analysis based on the preference 
tree using the organic recommendation method. And to extract the information from 
the preference tree, we use the XML indexing method. 

3.1   Incremental Preference Analysis 

We show the rate of suitability of the existing recommendation method according to 
the commercial activity level in Figure 2. In the beginning level, profile based 
method is high, but in the middle, collaborative filtering and case based method are 
higher. And in the end level, collaborative filtering is higher because of the 
preference analysis about the items that have never been selected. In this paper, we 
efficiently use features of these techniques according to the commerce activity level 
of users. 

 

Fig. 2. Suitability of each recommendation method              Fig. 3. Preference tree 
according to the commercial activation level 

To analyze the preference, we construct the preference tree based on the concept 
hierarchy modeling u-shopping mall tree which is the environment context in this 
paper. We put the preference, p, as each node of the tree which is the item attribute 
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value, and arrange the shopping mall index structure and preference information. 
Figure 3 shows the preference tree structure, in which the number in the brace is 
index number and the value in the square bracket is the initial value of the 
preference, p. Each node has initialized preference, p. 

In the beginning level of commerce or for the customers who visit the sites first 
time, there’s no information for the preference analysis. So it is impossible to apply 
collaborative filtering method or individual case based method. 

Accordingly, we give the preference to the coincident one by mapping the 
personal profile and the item profile. For example, if male Ken of age 32 is mapped 
to Section 2 which is for male over 18. Therefore, the preference of Ken in Section 
2 is put to 1 and the preference of Section 1 which is not mapped is put to 0. 

Figure 4 is the example of initialization using the preference, and the tree on the 
right hand side shows that the evaluation value about the preference is inherited to 
the sub items. 

Fig. 4. Individual preference tree initialization and preference inheritance 

The preference tree is initialized through mapping the profile. Whenever the 
user’s commercial transaction occurs, we use the following analysis methods. 
Through the individual case or collaborative preference analysis based on the other 
user’s information, we accumulate the preference value about the mall 
incrementally. And using these, we can provide the suitable recommendation 
information to the users. 

Individual Case Based Analysis 
In the existing e-commerce the individual case based information was collected 
using click stream or log file. In u-commerce which contains the existing 
commercial transaction, it is possible to analyze the activities of context entity, 
connecting the activities in the different access space, that is physical and electronic 
space. 
The activity attribute of the context entity is divided into “selected” and “visited”. 

Analyzing the generalized context information such as the time length of the visited 
mall or the selected items, we can compute the preference coefficient. 

Based on the preference coefficient we accumulate the evaluation value of the 
preference according to the number of visit. It is defined as the following equation. 

prrfP
n

i
iA ∗=

=1

p : preference evaluation, f : visited number of mall (selected number of items), 
 prr: preference coefficient  
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Generally the visiting time in the mall and the preference coefficient of the items 
are determined differently according to the inclusion or hierarchy structure. 
Calculating the preference coefficient is determined through real experiment or 
verification. 

User Based Collaborative Preference Analysis 
Because the case based analysis cannot grasp the individual preference about the 
items in the mall which is not visited, to predict the user’s preference we compute 
the correlation coefficient with others using the equation (1). And using the Pearson 
correlation coefficient, equation (2), the prediction value of the preference is 
calculated substituting the correlation coefficient of others and the average of the 
user’s preference. The correlation coefficient value is from -1 to 1. If the value is 1, 
it means the perfect positive relationship, and if -1, then it means the perfect 
negative relationship, and if 0, it means that there’s no correlation [3,4,5,17]. 

BA
AB

Co
corr

δδ
ν ),( ΒΑ=                                        (1)                                               (2)        

Item Based Collaborative Preference Analysis 
User based collaborative preference analysis predicts the individual preference 
about particular items which are not known, using the information of the other’s 
preference about the items. But item based collaborative preference is analyzed 
through the similarity of items. The equation (1) calculates the similarity among 
items, substituting the preference value of other users about particular items. As a 
result we can get the similarity among items in Table 7. 
 

Fig. 5. Preference map based on the  
 index 

 
Using the similarity table we can construct the similarity tree about each item. 

The preference tree represents the preference of items about the users and the 
similarity tree represents the similarity about an item against other items. 

3.2   Extracting the Information from the Preference Tree 

According to the situation of the context entity, in case of “visited”, the items based 
on the preference are recommended. And in case of “selected”, the items based on 
the similarity are recommended. To recommend efficiently according to the 
recommendation situation, the method is required which extracts fast the 
information about preferred or similar items over the given level from the 

Table 7. Correlation among items 

  Item A Item B Item C Item D
Item A 1 0.54 -0.53 0.31 
Item B 0.54 1 -0.32 0.54 
Item C -0.53 -0.32 1 -0.53 
Item D 0.31 0.540 -0.53 1 
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preference or similarity tree. Therefore in this paper, we used the XML indexing 
method to get access to the tree structure fast. 

XML indexing aims not only a cut of search time but also the maintenance of 
hierarchy structure of XML using the least data. We give the preorder and postorder 
in each node and partition the field through comparing the index number by using 
XML index tree suggested in [19]. Then we can construct the XML database based 
on RDBMS. 

To recommend based on the preference, first we construct the u-shopping mall 
structure designed by context modeling, using XML indexing, and then give the 
index value and the preference to the nodes representing items. Then the documents 
are partitioned by axes and we can extract the information based on the preference. 
It is the application of the extended preference map based on the index tree. 

Figure 5 is an example of the preference map based on the index querying about 
the “following” area and preference is 2 by a standard of the current node 
(preorder=11, postorder=9). 

Table 8. Preference map base on the index 

   Field record 
Pre 

Order
Post

Order
Parent EID Preference

18 18 16 2 P1020-005 7 
19 19 17 2 P1020-006 6 

 
 

Table 9. Similarity map information based on the index 

   field record 
Pre 

Order
Post

Order
parent EID Correlation 

46 46 55 1 P2020 - 
47 47 45 2 P1020-001 0.14 

Similar to the preference map based on XML indexing in Figure 5, we construct 
index based similarity map, adding the attributes to index table, and then extract the 
similarity information. Then it is applied to the recommendation based on the 
similarity. Table 8 and Table 9 is database schema of the index based preference 
map and the index based similarity map respectively. 

4   Implementation and Experiment 

In this section, to verify the efficiency of the recommendation method based on the 
context modeling, we show the example of the recommendation service using the 
randomly generated experiment data and experiment to extract the information fast 
from the preference tree using XML indexing method. 

To explain the example of the personalization recommendation service, we 
assume that the customer’s information of the preference and the similarity among 
items is registered. And the information of items according to the given context is 
generated into XML documents. 
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The implementation environment is Windows 2000 server, Visual C# .Net, and 
Ms-SQL 8.0 of RDBMS. The used experiment data are the individual preference 
data sets of items and the similarity data sets of particular items. 

4.1   The Application of the Recommendation Service 

In this section, we input the context entities, the context information such as the 
activity attributes of the customers and the object attributes in section 2.1 as 
parameters. And then we show the example of the recommendation services 
providing the personalized recommendation information in XML documents 
according to the given situation. 

To the users who have the attribute of ‘visited’, we provide the services of items 
based on the preference. While to the users who have the attribute of ‘selected’, we 
provide the services of items based on the similarity. In the physical space the 
distance is preferred, whereas in the electronic space the category is preferred. 

In the physical space, the service system moving along the passage recommends 
the nearest mall and items to the customers. At that time, the information of the 
items is extracted according to the preference of the customers. Figure 6 shows the 
execution result about the query Q1; “recommend the mall over 6 of the preference 
and the items in the mall, to the customer who is located in the passage 
EID=’2525’”. 

         

Fig. 6. Recommendation according                 Fig. 7. Recommendation according to  
to the visited passage                                       visited mall 

If the customer visits the mall, he is recommended the preferred items in the 
mall. The items are equally recommended in the physical and electronic space, 
according to the preference. And through the predicted preference the items are 
arranged and extracted. Figure 7 shows the execution result to the query Q2; 
“Recommend the items over 6 of the preference according to the visited mall 
EID=’2030’”. 

When recommending the items to the customers, we use the preference to 
provide the predicted similar items to the customers. So we can arrange the items by 
the number of the blocks which move according to the distance in the physical 
space. And we arrange the items by the similarity and group them by each section. 
Figure 8 shows the execution result to the query Q3; “In the electronic space, 
recommend the items over “0.43” of the similarity in selecting the item ‘2030-6’”. 
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Fig. 8. Recommendation of similar         Fig. 9. The query performance time according 
items by selecting the items                     to the number of items 

4.2   Experiment and Performance Evaluation 

To evaluate the performance of XML indexing method applied to the context and 
the similarity information modeling for the efficient recommendation, we compare 
and evaluate the performance between the recommendation query with index and 
the recommendation query without index. 

There are three kinds of queries used in the experiment. First, we set the queries 
in Figure 6, Figure 7 and Figure 8 as Q1, Q2, Q3. Second, the recommendation 
queries using XML index are Q1-1, Q2-1, Q3-1. Third, the recommendation queries 
using all the XML documents are Q1-2, Q2-2, Q3-2. And we evaluate the query 
performance time about the general items with increasing the number of items from 
50000 to 400000. The results are shown in Figure 9. The order of the query 
performance time is Q1-2 > Q1-1 > Q2-2 > Q2-1 > Q3-2 > Q3-1. 

The queries about each situation are set to Q1, Q2, Q3. And the query applying 
XML index (Q1-1, Q2-1, Q3-1) is more efficient than the query about all the XML 
documents (Q1-2, Q2-2, Q3-2) as the number of items is increasing. So the XML 
indexing method is more efficient in the query performance time, because it 
conducts the query about the data extracted from the selected tree.  

Of the queries used in the experiment, Q1 requires the longest query performance 
time. It is because Q1 executes the complicated calculation such as searching for 
the nearest mall and extracting the preferred items in each mall, comparing with 
other queries. On the contrary, because the query Q3 requires the simple calculation 
which searches only one time when visiting the mall, the least performance time is 
required. 

5   Conclusion  

As u-commerce is coming, it is becoming important to provide the personalized 
information based on the context more and more. However, the recommendation 
method which is crucial for personalization services is just restricted to the e-
commerce, and it is dependent on the particular method rather than flexible to the 
commerce activity level in analyzing the preference. And the method which 
analyzes the individual commerce in e-commerce can’t apply to the ubiquitous 
commerce directly. 



 Context-Based Recommendation Service in Ubiquitous Commerce 975 

 

In this paper, we designed the context information modeling, such as the 
situation of the commercial activity and the environment information of users which 
are the context entities in u-commerce. And we proposed the way analyzing the 
preference incrementally through connecting the preference tree and each method 
organically. In addition, to verify the efficiency of the context based modeling and 
the proposed method, we implemented the example of the recommendation method 
through query, and we experimented on the effect of the XML indexing method. 

Future research includes to design the recommendation system specifically and 
to study the algorithm to manage the changes of the preference tree and the data 
efficiently. 
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Abstract. Recently, as growing of interest for LBS(location-based services) 
techniques, researches for NN(nearest neighbor) query which has often been 
used in LBS, are progressed variously. However, the results of conventional 
NN query processing techniques may be invalidated as the query and data ob-
jects move. To solve these problems, in this paper we propose a new nearest 
neighbor query processing technique, called CTNN, which is possible to meet 
continuous query processing for mobile objects. In order to evaluate the pro-
posed techniques, we experimented with various datasets and experimental re-
sults showed that the proposed techniques can find accurately NN objects. The 
proposed techniques can be applied to navigation system, traffic control system, 
distribution information system, etc., and specially are most suitable when both 
data and query are mobile objects. 

1   Introduction 

Recently, with the advance of mobile computing technologies and wireless internet 
technologies, the development of technologies on location based services has been 
actively performed. These services aim at providing the information that users want 
by applying various query processing techniques and efficient data storage manage-
ment technologies to mobile objects. Nearest neighbor query is one of the most fre-
quently used query processing techniques, which returns objects that exist nearest to a 
given query as results, and can be applied in location based services like following 
examples: ‘A’ searches for a pizza house that is located nearest to his home by using 
mobile phone then orders a pizza; a sailing vessel ‘B’ wishes to ask for supply of oil 
by searching for a filling ship that is sailing nearby. 

As explained the above examples, location based services process queries for vari-
ous types of objects and many techniques have been proposed for efficient perform-
ance of such services. Since, unlike spatial objects, mobile objects are continuously 
changing their positions over time, The results of NN query that are calculated at a 
certain time point may not be invalid in different times. However, the existing tech-
niques for NN queries that are used by most systems ignore such characteristics. 
Therefore it may not provide users with valid information on total query time. 

In order to solve the problems happened on the existing works, in this paper we 
propose continuous trajectory nearest neighbor (CTNN) query processing techniques. 

                                                           
∗ This work was supported by University IT Research Center Project in Korea. 
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Our proposed techniques are new NN query processing techniques that can find 
mobile objects which maintain the closest distance with queries by comparing trajec-
tory information.  

The rest of the paper is organized as follows. Related works are discussed in sec-
tion 2. Section 3 describes the basic models and assumptions used in this paper. The 
proposed techniques are introduced in section 4. Section 5 shows some of our 
experimental results. Finally, conclusions are given in section 6. 

2   Related Works 

NN query processing techniques have been studied in broad fields including multime-
dia database, data mining, and moving object database[1]. Also an index for process-
ing NN query and approximate query processing technique for reducing response time 
has been proposed[2,3,4].  

Kollios in [5] proposes a technique using duality transform technique which trans-
forms moving object trajectory segments on (x, y) plane into the points on (v, a’) 
plane where v is speed and a’ is y coordinate value. This enables us to apply to all 
kinds of query and data object types on just two dimensional planes, but it cannot be 
applied to continuous NN search which base on moving object trajectory, expressed 
as segments on 3 dimensional (x, y, t) plane. Benetis in [5] proposes a permanent NN 
query processing technique using TPR-tree [6]. The technique calculates the distance 
between node rectangle and query point by using differentiation function according to 
DF search method[1], and retrieve an object that has the shortest distance for each 
interval [now, now+ ]. Since the distance calculation function very much depends on 
the location and speed of the object, whenever its values change, the function has to 
be recalculated and it can cause much overhead. Tao in [8] proposes TPNN (time-
parameterized NN) and CNN (continuous NN) query. These are continuous NN que-
ries that select NN objects by calculating TPNN or CNN time point, whose object 
information may change on overall query time, storing each NN object information 
and valid time interval in time list TL and returning at the last time of query as a re-
sult. Therefore, the result consists of several continuous and divided interval like TL 
= {<a, [t1, t2]>, <b, [t2, t3]>}, and NN object information valid within each interval. 
TPNN query firstly calculates in advance the close future time that is closest to query 
about all objects, checks whether the calculated time value becomes actual NN object 
on time point that is calculated in sequence of calculated time value, and then selects 
a result. CNN query is proposed to reduce calculation overhead in TPNN query. CNN 
query determines NN object and its valid time interval by using neighboring vicinity 
and vertical bisection plane. There will be bigger the overhead as more the number of 
objects and more frequent the direction change of object movement since a number of 
trajectory segments increase.  

3   Preliminaries 

In this section, we describe the basic data structure of CTNN query, and introduce a 
few assumptions and some notations used in this paper. 
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3.1   Data Model 

We assume that mobile objects are point objects and change their positions continu-
ously over time such as car, person, and aircraft. Location information of objects is 
regularly extracted through equipments like GPS, and they are stored in database 
when updates such as insertion, deletion of objects, change of speed and direction 
occur. In other words, mobile objects are stored in form of <idi, (x, y), t> at each time 
t when updates occur, and information about speed and direction is not stored. The 
movement path of objects is called a trajectory in geographical or geometrical terms, 
and generally the trajectory of mobile object is expressed as polyline, groupings of 
line segments that are continuous and separately divided as Fig.1.  

Spatial coordinates at non-stored time in database can be presumed by using func-
tion of linear location estimation, as shown formula 1. As the formula uses coordinate 
values at time ti and ti+1 stored in database, and calculates the object location at time t 
that exists in that interval, spatial location of the object on one line segment can be 
deduced with just the information about the two end points on one line segment. 

3.2   Assumptions and Notations 

CTNN query is processed based on following assumptions. 

1. If a certain object p is changed in less than 1 minute after it is selected as 
NN object, then p is ignored and the valid time interval is included in for-
mer or latter interval. This time interval can be used meaninglessly in prac-
tice since it is too short to express a result. But it can be adjusted depending 
on application. 

2. If the distance between two objects is less than 1 meter, then these objects 
are considered to have met or intersected. In real world, objects having the 
same coordinates at the same time mean collision, and this situation almost 
never happens. Therefore two objects that exist within 1 meter from a cer-
tain time point are regarded as objects that exist on the same place at the 
same time. But it can be also adjusted depending on application. 

 

Fig. 1. Trajectory of mobile object 
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Formula 1. Function of location estimation 
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And following notations are used. 

Table 1. Notations 

ai ith segment of object a (i  1, integer) 
(xa

t, ya
t) Spatial coordinate of object a at time t 

(xai , yai) ith stored coordinates of object a  
x ( y) Movement distance on x(y) axis per unit time intervals  

xab (yab) Absolute of difference value between a and b on x(y) axis 
|a - b|t Spatial distance between a and b from time t =  (xab

t)2 + (yab
t)2 

/p Slope of segment p  = x / y 
p Movement distance per unit time interval : Displacement of p 

4   Continuous Trajectory NN Search 

CTNN query, first of all, searches all the data objects that exist in given temporal 
range query, then time interval of these segments is clipped into query time interval. 
Then segments that maintain the closest distance with the query trajectory through 
NN query processing are selected as a result. Process of selecting NN objects is 
largely made up of evaluation time setup stage for continuous query and object trajec-
tory information comparison stage for trajectory query.  

4.1   Evaluation Time Setup 

Basic evaluation time consists of two end point times of every segment that includes 
data objects and query object. As shown in Fig.2(a), Searching for NN objects simply 
from the start point of segments will yield result, which is TL={<a, [ts, te]>}. If we, 
like Fig.2(b), search for NN object on displacement point and intersection point, the 
result will be TL={<a, [ts, t4]>, <b, [t4, t6]>, <a, [t6, te]>}. In other words, the object 
‘a’ that is searched first is NN object until time t4. And NN object ‘b’ after time t4 
intersects with object ‘a’ at time t6, so the NN information changes to ‘a’ again. This 
may lead to more correct result than simple methods, but it still is not enough.  
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(a) Simple NN search                                               (b) NN search on evaluation time 
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Fig. 2. Simple example of CTNN query 
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Therefore we use symmetrical movement of data segment to get more detailed in-
formation on intersection points between segments, as shown in Fig.2(c). By making 
query segment as criterions, and gaining intersection information after gathering ob-
ject segments toward one corner, we can get correct NN objects as shown in Fig.2(d).  

Overall estimation time is set through algorithm 1 and 2 as shown below. 

Input: Data object segment collection seg , query segment q 
Output: intersection point list IL , displacement point list EL 

1 End points of segments of seg , q    EL 
2 Find_Intersection( )    IL 
3 Return time point within EL , IL 

Algorithm 1. Set_EvaluationTime 

Input: Data object segment collection seg , query segment q 
Output: Intersection point list IL 

1 Search intersection point 
1.1 Consider seg as line segment on 2 dimensional space 
1.2 Sweep Line Algorithm[9]  extract intersection point ip  

2 Set up t, intersection time of ip  // when assuming that objects A and B reach ip each at tA, tB   
2.1 t = tB  If  tA > tB    
2.2 Otherwise t = tA 

3 ip , t    IL 
4 IL return 

Algorithm 2. Find_Intersection 

Input: Data object segment collection seg , query object q 
Output: time list TL 

// In performing stages, when there exists many candidate objects, always apply Calculate_Displac
ement( )  
1 With q as criterions, segments in one side space are symmetrically moved to another side of 

space  
2 Set_EvaluationTime( ) 
3 |seg - q|ts    // start time of q 

3.1 Select NN object p that has mindist 
3.2 TL = <p , [ts , te1]> 

4 Until te1     // end time of q1 
// TL updated if conditions are satisfied in the order of phase 

4.1 When there exists intersection i1 inside IL in time ti,  
4.1.1 If q intersects with p'= {<p , [ts , ti]>, <p' , [ti , te1]>} 
4.1.2 If p intersects with p'' = {<p , [ts , ti]>, <p'' , [ti , te1]>} 
4.1.3 Otherwise TL = <p , [ts , te1]> 

4.2 When there exists formation point p’ inside EL in time tc, 
4.2.1 If |p' - q|tc < |p - q|tc then TL = {<p , [ts , tc]>, <p' , [tc , te1]>} 
4.2.2 Otherwise TL = <p , [ts , te1]> 

4.3 When there exists termination point p’ inside EL in time td, 
4.3.1 If p' == p then repeat 2 stages and select NN object p', TL = {<p , [ts , td]>, 

 <p' , [td , te1]>} 
4.3.2 Otherwise TL = <p , [ts , te1]> 

5 Until te     // End time of q 
5.1 Repeat 4 stages per each query segment unit, with NN object p in tsi as criterions, to tei 

6 Return TL  

Algorithm 3. Find_NNObject 
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4.2   NN Object Search 

NN object searching step of CTNN query is processed basically like the following 
algorithm 3. Here we assume the process of NN query that selects one NN object. 

CTNN query selects NN objects in the next time interval only with additional calcu-
lation process, after performing distance calculation between the whole data object and 
query point at the start time. Only when a certain object is inserted or deleted within 
valid time interval of p, it is checked whether valid time interval is changed due to this 
update or other NN objects are selected, and minimum distance calculation is per-
formed. On other evaluation times, NN object information can be changed to p’ when 
there is a segment p’ that intersects with query or p’ that intersects with current p.  

4.3   Calculation of Displacement 

CTNN query selects objects that move while keeping close distance with query as 
much as possible, as NN objects. At the same time, it decides whether candidate ob-
jects satisfy trajectory query conditions on each estimation time point according to k 
values. For example, in case of NN query, if the number of candidate object that has 
the nearest distance with query from one estimation time point t is 1, then we can 
choose the object as result without further comparisons. On the other hand, if there 
are many candidates, we select one NN object by comparing slop, direction, and dis-
placement values. But since it will take a long processing time if we take into account 
slope, direction, and displacement values of all segments, we select one NN object 
through the following algorithm 4, and it is called displacement calculation. 

Input: A , B // segment of object A and B 
Output: integer T 

 
1 If /A == /B and A== B, 

1.1 If xab == yab == 0 then T = 1 // identical 
1.2 Otherwise T = 0 // parallel 

2 If |/A| == 1/|/B|,  
2.1 If sign of /A == sign of /B,  

2.1.1 If xab == yab then T = xab / || y|-| x|| 
2.1.2 Otherwise T = 0 

2.2 If sign of /A != sign of /B,  
2.2.1 If (| y|+| x|) / || y|-| x|| == xab / yab then T = xab / (| y|+| x|) 
2.2.2 Otherwise T = 0 

3 If /A == -/B,  
3.1 If xab == 0 and yab != 0 then T = yab / (| y|+| x|) 
3.2 If yab == 0 and xab != 0 then T = xab / (| y|+| x|) 
3.3 Otherwise T = 0 

4 Otherwise, X = xab / | A - B| and Y = yab / | A - B| 
4.1 If /A > 1and /B > 1 , 

4.1.1 If X > Y then T = X 
4.1.2 Otherwise T = Y 

4.2 If (/A and /B) > 0 and (/A or /B) < 1 then, T = |xab - yab|/ | A - B| (rounded off) 
4.3 Otherwise T = X + Y 

Algorithm 4. Calculate_Displacement 

Displacement calculation calculates intersection time point that is generated be-
tween two segments. If the result of displacement calculation between object ‘a’ and 
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‘q’ from time t is 1, then it means that ‘a’ and ‘q’ intersect at t+1 time. When dis-
placement calculation is carried out between candidate object and query, objects that 
have the smallest value represent the object that meets the query first, and it repre-
sents the object that moves while keeping the closest distance to query at the same 
time. Therefore we can gain correct NN object result by performing displacement 
calculation between each object and query when there are many candidate objects. In 
this case, negative number means that two segments intersect at the past time rather 
than t. Segments with 0 mean segments that do not meet q after time t, in other words, 
segments that move parallel with each other or move apart from each other.  

4.4   Example of CTNN Query Processing 

Fig.3 is shown the result of detecting intersection points through the sweep line algo-
rithm. At start time of a given query, tqs, Object a and b belong to lower side, list U, 
and c belong to upper side, list H, of the given query. The first intersection time t1 is 
contained in the list U, so at tqs, calculate distance between a, b and q, and then a 
becomes candidate NN object in time interval [tqs, t1]. Next, as c which is contained in 
H, has less distance than distance between a and q at t1, so move segment of c to list 
U during time interval [tqs, t1]. In list U, c has nearer segment than a on the query 
since |c-q|tqs < |a-q|tqs. So, NN object in [tqs, t1] becomes c as shown in Fig.4(a).  

 

 
CL = {<a1,(xa1,yal),tqs>,<b1,(xb1,ybl),tqs>,<c1,(xc1,ycl),tqs>, 

          <a2,(xa2,ya2),t1>,<b2,(xb2,yb2),t1>,<c2,(xc2,yc2),t1>,…} 

EL = {[tqs,t1],[t1,t2],[t2,t3],…,[t8, tqe]} 

IL = {<t1,(a,b)>,<t3,(a,b)>,<t5,(c,q)>,<t6,(a,b,c}>,<t7,(b,q)>} 

Fig. 3. Result of detecting intersection point 

 

Fig. 4. Calculation of NN Object in Each Subinterval 

Then, grasp whether c intersects with a or b. Since there is no intersection with c 
until t1, so c remains candidate NN object until next intersection time t3. And also c is 
kept as NN object until t6 as Fig.4(b). At t6, intersection occur a, b, and c. From there, 
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b is the NN object as Fig.4(c). Continuing on this way, we can calculate NN object 
until tqe, and can gain the result from TL finally. 

5   Experiment and Performance Evaluation 

To evaluate the performance of the proposed CTNN technique, we compare it with 
CNN technique. Since CNN technique on volatile data in [8] is valid only for k-NN 
query, in our experiment we just compare the proposed method with the step of decid-
ing split timestamp which occurred the new nearest neighbors among CkNN query 
processing steps.  

5.1   Experimental Environment 

All experiments were run on Pentium III PC with 256MB main memory. We gener-
ated various synthetic datasets of moving objects in form of <ID, time, minutes, spa-
tial coordinate(x,y)> through GSTD(Generator of SpatioTemporal Datasets). And we 
used trajectory segment number of moving object, spatial range of object movement 
and time interval of segment, that is, time difference of two end points of segment, as 
experimental parameters shown in table 2. 

Table 2. Experimental parameters 

Experimental parameters Value 
Number of object segments to 
evaluate query response time 

50 , 100 , 150 , 200 , 250 , 300 , 350 , 400 , 450 , 
500 

Number of object segments to 
evaluate correctness of result 

5 , 10 , 15 , 20 , 25 , 30, 50, 100 

Spatial distribution range 50,000m2 , 10,000m2 , 5,000m2 , 1,000m2 

Time Interval 3 hour, 5 hour, 10 hour 

 

   
                        (a) 50,000m2                                                   (b) 10,000m2 

   
                        (c) 5,000m2                                                      (d) 1,000m2 

Fig. 5. Query Response Time under Varying Spatial Distribution Range 
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5.2   Effect of Spatial Distribution Range  

We firstly experimented response time of the proposed technique with respect to 
spatial distribution range. Fig.5 shows the results of the proposed technique and CNN 
technique according to different spatial distribution range. As shown in Fig.5, the 
general trend of the result is that the response time increases as the number of seg-
ment increases, that is, each technique is not largely affected in query response time 
according to spatial distribution range.  

In case CTNN technique, this is because the number of intersection points ex-
tracted from CTNN technique does not change much according to spatial distribution 
ranges as shown in Fig.6. 

 

Fig. 6. Number of Intersection Point 

5.3   Effect of Time Interval 

We experimented how query response time of each CTNN technique differs per num-
ber of segments when random segments are generated in time interval (3, 5, 10 
hours).  

   
(a) 10 hour                              (b) 5 hour                                   (c) 3 hour 

Fig. 7. Query Response Time according to Time Interval 

As shown in Fig.7, both CTNN and CNN techniques are affected by query response 
time according to the time difference between two end points of each segment. This is 
because when two end times of each segment are set, if segments are randomly gener-
ated, then speed of each segment changes, therefore intersection points are also af-
fected while affecting the length of segment or distribution density of segments. 

5.4   Comparison of Correctness 

In this section, we describe the correctness of CTNN technique, with randomly gener-
ated segments that have consistent proportion of spatial and time range. 
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(a) Time interval                                  (b) Spatial distribution range 

Fig. 8. Correctness according to Time Interval and Spatial Distribution Range 

We compare the correct result values with the number of time intervals that are 
searched by each technique. The reason is because the difference between time points 
can be correctly discerned only when the number of interval is the same. Therefore, a 
comparison is made in the case when NN objects are searched from each dataset with 
simple technique and the result searched by CTNN technique. If the number of inter-
val is the same as the actual result, it is considered to match when the time difference 
between start and end is within 1 second, otherwise the interval difference value is set 
to 1. And difference in the number of intervals between the result searched by CTNN 
technique and the correct result is generated as correctness value. As shown in Fig.8, 
CTNN technique can retrieve more accurate NN object than CNN technique.  

6   Conclusion 

In this paper, we proposed new NN query processing techniques that can be most 
valuably used when both query and data objects are all mobile objects. Since previous 
works select NN objects without considering trajectory information of data and query, 
it can lead to incorrect result. Also because selected NN object information can 
change rapidly, it need frequent updates. In order to solve these problems, CTNN 
technique used trajectory NN query concept, and selected mobile objects which main-
tain the closest distance with query trajectory through displacement calculation, as 
NN objects. Also in order to explore continuous time during which NN objects are 
changed, it is checked whether the result is changed at displacement and intersection 
points of object segments. Through experiment, we showed that what difference the 
proposed technique and existing technique shows in response time according to spa-
tial range of segments and time range, whether they show any difference in correct-
ness. 

In future studies, we will carry out studies on efficient CTNN technique processing 
by using index structure, and studies on CTNN technique about movement range 
objects. 
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Abstract. In this paper a methodology and a framework for personal-
ized views on data available on the World Wide Web are proposed. We
describe its main two ingredients, Web data extraction and ontology-
based personalized content presentation. We exemplify the usage of these
methodologies with a sample application for personalized publication
browsing1.

Keywords: personalized information management, semantic web, web
intelligence, web data extraction.

1 Introduction

The vision of a next generation Web, a Semantic Web, in which machines are en-
abled to understand the meaning of information in order to better inter-operate
and better support humans in carrying out their tasks, is very appealing and fos-
ters the imagination of smarter applications that can retrieve, process and present
information in enhanced ways. In this vision, a particular attention should be de-
voted to personalization: By bringing the user’s needs into the center of interaction
processes, personalized Web systems overcome the one-size-fits-all paradigm and
provide individually optimized access to Web data and information.

We claim that a huge class of Semantic Web-enabled information systems
should be able to extract relevant information from the Web, and to process
and combine pieces of distributed information in such a way that the content
selection and presentation fits to the current and individual needs of the user.

1 This research has been partially supported by REWERSE - Reasoning on the Web
(rewerse.net), Network of Excellence, 6th European Framework Program.
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From this viewpoint, such systems need to focus especially on the information
extraction process, and the personalized content syndication process. The actual
authoring process of information, and the information management processes,
are important aspects, too, if we consider portal-like applications. However, there
is a sustainable need of systems which can detect and process already existing
Web information.

In this paper, we describe the Web data extraction task (Section 2), and
an approach for personalized content presentation (Section 3). Section 4 finally
exemplifies our vision of Semantic Web-enabled information systems with an
example scenario: browsing publication data with personalized support. We re-
alized this scenario in the Personal Publication Reader (PPR) application. The
paper ends with conclusions and outlook on future work.

2 Web Data Extraction and Integration

Today the Semantic Web is still a vision. In contrary, the unstructured Web
nowadays contains millions of documents which are not queryable as a database
and heavily mix layout and structure. Moreover, they are not annotated at all.
There is a huge gap between Web information and the qualified, structured data
as usually required in corporate information systems. According to the vision of
the Semantic Web, all information available on the Web will be suitably struc-
tured, annotated, and qualified in the future. However, until this goal is reached,
and also, towards a faster achievement of this goal, it is absolutely necessary to
(semi-)automatically extract relevant data from HTML document and automat-
ically translate this data into a structured format, e.g., XML. Once transformed,
data can be used by applications, stored into databases or populate ontologies.

Whereas information retrieval targets to analyze and categorize documents,
information extraction collects and structures entities inside of documents. For
Web information extraction languages and tools for accessing, extracting, trans-
forming, and syndicating the Data on the Web are required. The Web should
be useful not merely for human consumption but additionally for machine com-
munication. A program that automatically extracts data and transforms it into
another format or markups the content with semantic information is usually re-
ferred to as wrapper. Wrappers bridge the gap between unstructured information
on the Web and structured databases. A number of classification taxonomies for
wrapper development languages and environments have been introduced in vari-
ous survey papers [3, 9, 10]. High-level programming languages, machine learning
approaches and interactive approaches are distinguished.

2.1 Extracting Web Data with Lixto

Lixto [1] is a methodology and tool for visual and interactive wrapper generation
developed at the University of Technology in Vienna. It allows wrapper designers
to create so-called “XML companions” to HTML pages in a supervised way. As
internal language, Lixto relies on Elog. Elog is a datalog-like language especially
designed for wrapper generation. The Elog language operates on Web objects,
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that are HTML elements, lists of HTML elements, and strings. Elog rules can
be specified fully visually without knowledge of the Elog language. Web objects
can be identified based on internal, contextual, and range conditions and are
extracted as so-called “pattern instances”.

In [4], the expressive power of a kernel fragment of Elog has been studied, and
it has been shown that this fragment captures monadic second order logic, hence
is very expressive while at the same time easy to use due to visual specification.

Besides expressiveness of a wrapping language, robustness is one of the most
important criteria. Information on frequently changing Web pages needs to be
correctly discovered, even if e.g. a banner is introduced. Visual Wrapper offers
robust mechanisms of data extraction based on the two paradigms of tree and
string extraction. Moreover, it is possible to navigate to further documents dur-
ing the wrapping process. Predefined concepts such such as “is a weekday” and
“is a city” can be used. The latter is established by connecting to an onto-
logical database. Validation alerts can be imposed that give warnings in case
user-defined criteria are no longer satisfied on a page.

Visually, the process of wrapping is comprised of two steps: First, the iden-
tification phase, where relevant fragments of Web pages are extracted. Such
extraction rules are semi-automatically and visually specified by a wrapper de-
signer in an iterative approach. This step is succeeded by the structuring phase,
where the extracted data is mapped to some destination format, e.g. enriching it
with XML tags. With respect to populating ontologies with Web data instances,
another phase is required: Each information unit needs to be put into relation
with other pieces of information.

2.2 Visual Data Processing with Lixto

Heterogeneous environments such as integration and mediation systems require a
conceptual information flow model. The usual setting for the creation of services
based on Web wrappers is that information is obtained from multiple wrapped
sources and has to be integrated; often source sites have to be monitored for
changes, and changed information has to be automatically extracted and pro-
cessed. Thus, push-based information system architectures in which wrappers are
connected to pipelines of postprocessors and integration engines which process
streams of data are a natural scenario, which is supported by the Lixto Trans-
formation Server [2]. The overall task of information processing is composed into
stages that can be used as building blocks for assembling an information pro-
cessing pipeline. The stages are to acquire the required content from the source
locations, to integrate and transform content from a number of input channels
and tasks such as finding differences, and format and deliver results in various
formats and channels and connectivity to other systems.

The actual data flow within the Transformation Server is realized by hand-
ing over XML documents. Each stage within the Transformation Server accepts
XML documents (except for the wrapper component, which accepts HTML),
performs its specific task (most components support visual generation of map-
pings), and produces an XML document as result. This result is put to the
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Fig. 1. Lixto Transformation Server: REWERSE Publication Data Flow

successor components. Boundary components have the ability to activate them-
selves according to a user-specified strategy and trigger the information pro-
cessing on behalf of the user. From an architectural point of view, the Lixto
Transformation Server may be conceived as a container-like environment of vi-
sually configured information agents. The pipe flow can model very complex
unidirectional information flows (see Figure 1). Information services may be
controlled and customized from outside of the server environment by various
types of communication media such as Web Services.

3 Personal Readers – Personalization Services for the
Semantic Web

Flexible information systems which need to be capable of adjusting to different
application domains require a different architecture: not a monolithic approach,
but several, independent components, each one serving a specific purpose. The
recent Web Service-technology focuses on such-like requirements: A Web Service
encapsulates a specific functionality, and communicates with other services or
software components via interface components (e.g. [16, 11]).

We consider each (personalized) information provision task as the result of
a particular service (which itself might be composed of several services, too).
The aim of this approach is to construct a Plug & Play - like environment, in
which the user can select and combine the kinds of information delivery services
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he or she prefers. With the Personal Reader Framework2, we have developed an
environment for designing, implementing and maintaining personal Web-content
Readers [6, 5]. These personal Web-content Readers allow a user to browse infor-
mation (the Reader part), and to access personal recommendations and contex-
tual information on the currently regarded Web resource (the Personal part).

The architecture of the Personal Reader is a rigorous approach for applying
Semantic Web technologies. A modular framework of Web Services – for con-
structing the user interface, for mediating between user requests and currently
available personalization services, for user modeling, and for offering personal-
ization functionality – forms the basis of a Personal Reader.

The goal of the Personal Reader architecture is to provide the user with the
possibility to select services, which provide different or extended functionality,
e.g. different visualization or personalization services, and combine them into
a Personal Reader instance. The framework features a distributed open archi-
tecture designed to be easily extensible. It utilizes standards such as XML[17],
RDF[13], etc., and technologies like Java Server Pages (JSP)[8] and XML-based-
RPC[18]. The communications between all components / services is syntactically
based on RDF descriptions. The architecture is based on different Web Services
cooperating with each other to form a specific Personal Reader instance.

4 The Personal Publication Reader

Let us consider the following scenario for describing the idea of the Personal
Publication Reader:

Bob is currently employed as a researcher in a university. Of course, he is
interested in making his publications available to his colleagues, for this
he publishes all his publications at his institute’s Web page. Bob is also
enrolled in a research project. From time to time, he is requested to notify
the project coordination office about his new publications. Furthermore,
the project coordination office maintains a member page where infor-
mation about the members, their involvement in the project, research
experience, etc. is maintained.

From the scenario, we may conclude that most likely the partners of a re-
search project have their own web-sites where they publish their research papers.
In addition, information about the role of researchers in the project like “Bob
is participating mainly in working group X, and working group X is strongly
cooperating with working groups Y and Z” might be available. If we succeed in
making this information available to machines to reason about, we can derive
new information like: “This research paper of Bob is related to working group
X, other papers of working group X on the same research aspects are A, B, and
C, etc.”

2 www.personal-reader.de
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To realize a Personal Publication Reader (PPR), we extract the publica-
tion information from the various web-sites of the partners in the REWERSE
project: All Web-pages containing information about publications of the REW-
ERSE network are periodically crawled and new information is automatically
detected, extracted and indexed in the repository of semantic descriptions of the
REWERSE network (see Section 4.1). Information on the project REWERSE,
on people involved in the project, their research interests, and on the project
organization, is modeled in an ontology for REWERSE (see Section 4.2). Ex-
tracted information and ontological knowledge are used to derive a syndicated
view on each publication: who has authored it, which research groups are related
to this kind of research, which other publications are published by the research
group, which other publications of the author are available, which other pub-
lications are on the similar research, etc. Information about the current user
of the system (such as specific interests of the user, or his membership to the
project) is used to individualize the view on the data (see Section 4.3). The
realization of the PPR has been carried out in the Personal Reader Framework
(see Section 4.4); the prototype of the PPR is accessible via the Web at the URL
www.personal-reader.de.

4.1 Gathering Data for the PPR

Each institute and organization offers access to its publication on the Web. How-
ever, each presentation is usually different, some use e.g. automatic conversions
of bibtex or other files, some are manually maintained. Such a presentation is
well suited for human consumption, but hardly usable for automatic processing.
Consider e.g. the scenario that we are interested in all publications of REWERSE
project members in the year 2003 which contain the word “personalization” in
their title or abstract. To be able to formulate such queries and to generate per-
sonalized views on heterogeneously presented publications it is necessary to first
have access to the publication data in a more structured form.

In Section 2.1 we discussed data extraction from the Web and the Lixto method-
ology. Here, we apply Lixto to regularly extract publication data from all REW-
ERSE members. As Figure 1 illustrates, the disks are Lixto wrappers that reg-
ularly (e.g. once a week) navigate to the page of each member (such as Munich,
Hannover, Eindhoven) and apply a wrapper that extracts at least author names,
publication titles, publication year and link to the publication (if available).

In the “XSL” components publication data is harmonized to fit into a com-
mon structure and an attribute “origin” is added containing the institution’s
name. The triangle in Figure 1 represents a data integration unit; here data
from the various institutions is put together and duplicate entries removed. IDs
are assigned to each publication in the next step. Finally, the XML data structure
is mapped to a defined RDF structure (this happens in the lower arc symbol in
Figure 1) and passed on to the Personal Publication Reader as described below.
A second deliverer component delivers the XML publication data additionally.

This Lixto application can be easily enhanced by connecting further Web
sources. For instance, abstracts from www.researchindex.com can be queried for
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each publication lacking this information and joined to each entry, too. Moreover,
using text categorization tools one can rate and classify the contents of the
abstracts.

4.2 Ontological Knowledge for the PPR: The REWERSE-Ontology

In addition to the extracted information on research papers that we obtain as
described in the previous section, we collect the data about the members of
the research project from the member’s corner of the REWERSE project. We
have constructed an ontology for describing researchers and their involvement
in REWERSE. This “REWERSE-Ontology” has been built with by aid of the
Protege tool [12]. It extends the Semantic Web Research Community Ontology
(SWRC) [15]. Like in the SWRC, the REWERSE-Ontology has three subclasses
person, organization, and project. Due to the extension of the SWRC, some more
subclasses appear in it, e.g. university, department and institute as subclasses of
organization.

4.3 Content Syndication and Personalized Views

All the collected information is then used in a personalization service which
provides the end user with an interface for browsing publications of the REW-
ERSE project, and having instantly access to further information on authors,
the working groups of REWERSE, recommended related publications, etc.

The personalization service of the PPR uses personalization rules for deriving
new facts, and for determining recommendations for the user. As an example,
the following rule (using the TRIPLE[14] syntax) determines all authors of a
publication:

FORALL A, P all_authors(A, P) <-
EXISTS X, R (
P[’http://.../rewerse#’:author -> X]@’http:...#’:publications
AND X[R -> ’http://www.../author’:A]@’http:...#’:publications).

Further rules combine information on these authors from the researcher on-
tology with the author information. E.g. the following rule determines the em-
ployer of a project member, which might be a company, or a university, or, more
generally, some instance of a subclass of an organization:

FORALL A,I works_at(A, I) <-
EXISTS A_id,X (name(A_id,A)
AND ont:A_id[ont:involvedIn -> ont:I]@’http:...#’:researcher
AND ont:X[rdfs:subClassOf ->

ont:Organization]@rdfschema(’http:...#’:researcher)
AND ont:I[rdf:type -> ont:X]@’http:...#’:researcher).

For a user with specific interests, for example “interest in personalized infor-
mation systems”, information on respective research groups in the project, on
persons working in this field, on their publications, etc., is syndicated. As an ex-
ample, the following rule derives all persons working in specific working groups
in the project. Personalization is realized by matching the results of this rule
with the individual request, e.g ont:WG[ont:name -> ’WG A3 - Personalized
Information Systems’).
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Fig. 2. Data flow of PR

FORALL WG,M working_group_members(WG,M) <-
ont:WG[rdf:type -> ont:WorkingGroup]@’http:..#’:researcher
AND ont:WG[ont:hasMember-> ont:M]@’http://...#’:researcher.

A screenshot of the PPR application is depicted in fig. 2. The PPR can be
accessed via the URL www.personal-reader.de

4.4 Instantiating the Personal Publication Reader

The Personal Publication Reader was implemented using the generic Personal
Reader framework. The Personal Publication Reader instance of the Personal
Reader consists of the following three components:

– a connector service
– the Personal Publication Reader visualization service
– one or more personalization services

Figure 3 shows the data-flow in the Personal Publication Reader and the
services it is composed of:

Step 1: The user logs on to the system and requests information about a
publication through the visualization service

Step 2: The visualization service forwards the request to the connector
service adding information about where the RDF resource de-
scriptions are located
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Fig. 3. Data-flow in the Personal Publication Reader

Steps 3 and 4: The connector service retrieves the resource descriptions needed
from a web server

Step 5: The connector service converts - if necessary - the data to a rea-
soner specific format and forwards it to a personalization service
(e.g. based on TRIPLE[14] or Jena’s RDF query language RDQL
[7])

Step 6: The personalization service provides the results to the connector
service

Step 7: The connector service converts - if necessary - the results to a
specified format and forwards them to the visualization service

Step 8: The visualization service displays the results to the user in an
appropriate manner

5 Conclusion and Future Work

This paper shows an approach for Web data extraction and personalized con-
tent syndication for Semantic Web-enabled information systems. For the Web
data extraction process we use Lixto, an easily accessible technology based on
a solid theoretical framework and a visual approach that allows application de-
signers to defined continuously running information agents fetching data from
the Web. Personalized content syndication has been realized within the Personal
Reader Framework, which provides an infrastructure for designing, implement-
ing and maintaining Web content readers. We have demonstrated the realization
of our approach in an exemplary application, the Personal Publication Reader.
Future research topics in Web data extraction comprise extraction from poorly-
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structured formats such as PDF, ontology-based wrapping, and techniques for
automatic wrapper adaptation. Research on personalized content syndication
will explore the application of more complex personalization strategies, and also
collaborative approaches for personalization.
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Abstract. Vehicle management systems have been developed, which is based 
on conventional database. However, previous systems cannot efficiently 
retrieve location data of vehicles, because conventional databases did not take 
into consideration about property of moving object data such as continuously 
changing location overtime. In this paper, we design the vehicle information 
management system that is able to manage and retrieve vehicle locations 
efficiently in mobile environment. Our proposed system consists of vehicle 
information collector, vehicle information management server, and mobile 
clients. The system is able to not only process spatiotemporal queries related to 
locations of moving vehicles but also provide moving vehicles’ locations which 
are not stored in the system. The system is also able to manage vehicle location 
data effectively using a moving object index. 

1   Introduction 

Due to progress in location positioning devices such as GPS(Global Positioning 
System), mobile users  are able to obtain their location more precisely in real time. 
Therefore mobile user is able to retrieve various information services related to their 
location at any time. The examples using the location information are transportation 
vehicle management, air traffic control. Especially vehicle location tracking 
system(VLTS), which monitors the vehicle’s position in a control center in real-time, 
is the representative research. However previous VLTSs use the traditional 
commercial DBMS, and cannot efficiently process the query related to the moving 
object location, which continuously changes over time [1].  

In this paper, we propose vehicle information management system which manages 
location of vehicle in mobile environment. The proposed system consists of three 
parts: vehicle information collector, vehicle location management server, and mobile 
client. Vehicle information collector gathers location information of vehicle from the 
mobile client. Vehicle location management server stores and manages location of 
vehicle, and provides variety of information to mobile clients related to their location. 
Mobile client sends their location to server, and displays information retrieved from 
the server on PDA(Personal Digital Assistant). In the proposed system, we modify 
TB-Tree[2] for indexing trajectory data of moving object. 

* This work was supported by the RRC program of MOST and KOSEF. 
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The rest of the paper is as follows. Section 2 describes previous works related to 
vehicle location tracking system. Section 3 presents system architecture of the 
proposed method and algorithms. Section 4 and 5 show implemented system, and 
give a performance evaluation of the modified index. Finally, Section 6 gives a 
conclusion and shows directions for future works. 

2   Previous Works  

The vehicle location management system monitors the location and state of the 
moving vehicle in real-time, and displays to client system using map data for 
checking operation status of vehicle. The representative vehicle location management 
systems are Commercial Vehicle Operations(CVO)[3], Advance Public Transport 
System(APTS)[4], and vehicle management and control system of EuroBus[5]. 

CVO efficiently manages cargo/cargo vehicles in order to reduce logistic cost, 
prevent accident, and promote emergency measures. CVO consists of two parts: 
Freight and Fleet Management System(FFMS), Hazardous Material Monitoring 
System (HMMS). FFMS traces cargo/cargo vehicles and forwards variety of 
information to the drivers to prevent empty cargo and to figure out the optimal 
interval time between vehicles. HMMS administrates vehicles with hazardous cargo 
and traces their location. APTS supports information related to location of vehicle for 
public transport in U.S.A. APTS consists of GIS(Geographic Information System), 
AVL(Automatic Vehicle Location) system, APC(Automated Passenger Counters), 
TOS(Transit Operations Software). In the APTS, AVL system plays a role to position 
the location of vehicle equipped with GPS, and transmits location data to central 
center at regular intervals. In the EuroBus, the whole information related to bus 
equipped with receiver sends to the central center, and central center supports related 
information as well as location about bus to the company and bus stop. 

There are several researches on vehicle managing system such as DOMINO[1,6] 
CHOROCHRONOS[2,7], Battle Field Analysis[8,9]. 

Prototype of DOMINO project is focused on predicting future location of moving 
objects based on present location of the object, speed, and direction. However this 
prototype does not support history information of past movement of moving objects. 
In the CHOROCHRONOS project, researches on data modeling of moving vehicle, 
indexing method, and vehicle management system which manages the location and 
trajectory of vehicle ware performed. However this project did not make a prototype 
like DOMINO until now. The battlefield analysis system defines moving units and 
tanks as moving vehicle, which have property of moving point object. This system is 
focused on predicting the motion of moving units in the simulation battlefield. 
Therefore this system cannot properly deal with real-time received location 
information in mobile environment. 

3 Proposed Methods 

In this section, we propose overall system architecture for vehicle information 
management system, and describe each module in the proposed system. And we 
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present how to modify indexing method and deal with index file for management of 
moving objects. 

3.1   Overall System Architecture  

The proposed system consists of Vehicle Information Collector(VIC), Vehicle 
Location Management Server(VLMS), and Mobile Client(MC) as shown in Fig. 1. 
VIC converts location information, which is received from GPS into TM coordinate, 
and transfers location to vehicle location management server. VIC is composed of 
data receiver, TM coordinate converter, packet data converter, data transceiver, and 
data store.  

Fig. 1. Architecture of vehicle information management system 

VLMS stores and manages vehicle location data, and transfers query result about 
vehicle information to mobile clients. VLMS consists of packet data transceiver/ 
receiver, packet data converter, query processor, location predictor, vehicle 
information storekeeper, and moving object index manage. MC requests information 
about vehicle to the VLMS in real-time, and displays information received from 
server on PDA. 

In the VLMS, packet data receiver gathers vehicle information transferred from the 
VIC periodically. Packet data converter transforms packet data into moving object 
data that is able to manage in index manager. Because moving object always changes 
its position, all locations generated by vehicle cannot be stored into the database. 
Therefore the location of moving object is sampling over time using distance or time-
interval criteria. When the user requests query about location that is not stored in the 
system, the system cannot support properly query result. In the proposed system, 
location predictor estimates past and future location data, which is not stored in the 
system. 
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3.2   Management of Moving Vehicle Location 

The proposed method uses moving object indexing method for managing enormous 
volume of vehicle location data as shown in Fig.2. Moving object index manager is 
composed of past location index and current location index. Current location index is 
implemented using R*-Tree[10]. When the location of vehicle is changed, previous 
location data is converted into line segment for inserting past location index. 

Fig. 2. Structure of Moving Object Index Manager 

For managing trajectory of moving vehicle efficiently, we modify the TB-Tree 
which is able to support concurrency control and multi-version index file. TB-Tree is 
proposed for strict preservation of trajectories so that the leaf node only contain line 
segments that belong to the same trajectory. Since spatial proximity is not considered, 
spatial discrimination decreases and the classical range query cost increases. However 
trajectory preserver helps in efficient answering of pure spatiotemporal queries. 

In the mobile environment, multi-user accesses data in server simultaneously. So 
VLMS needs to support concurrency control. The proposed system adopts TDIM(Top 
Down Index Modification)[11] for supporting concurrency control proposed by Ravi 
Kanth et. al.  

Due to the property of continuously moving, vehicle generates a great quantity of 
location data over time. Increasing data causes to grow the index size and deteriorates 
query performance. In this paper, we use multi-version framework for managing 
index file. Index manager stores locations of moving vehicle into new index file day 
by day. If time interval of new data is between two days, new data splits into two data 
by time interval, and stores into two pages. For example, if new data is reported 
between Feb. 10 and Feb. 11, the data is separated into two data that time stamps are 
Feb. 10 and Feb. 11, and then inserted into index file. Multi-version framework of 
index file causes to deteriorate query performance in the case of query for time 
interval more than two days. However, because amount of location data is rapidly 
increased over time in the mobile environment, it makes it easy to manage and 
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migrate index file. Multi-version framework also has a merit to increase performance 
of query which time interval is within one day, because tree-height becomes lower in 
each page file. 

3.3   Query Processing 

Query processor extracts date from the query, and calls the search function for each 
date. Algorithm1 shows how to process the range query for retrieving vehicle located 
in specified range at specified time interval. Time interval of query is extracted from 
input parameter. If time interval is within one day, index retrieves vehicle location 
from corresponding single page file. If time interval is more than two days, index 
searches data from all page files overlapped with time interval. The past location of 
moving vehicle is append-only data. There is no delete operation, and each node does 
not need to coalesce with other node.  

Algorithm 1. RangeQuery(VehicleID, st, sx, sy, et, ex, ey)
INPUT VehicleID is time stamp for query,

(st,sx,sy)~(et,ex,ey) is range for retrieving trajectory 
OUTPUT Result: Retrieved data 
BEGIN

Extract start and end date from (st, et)
IF st == et THEN 

PageFile is page file corresponding to time interval 
Result = retrieve data from PageFile 

ELSE
      WHILE (st != et)
         PageFile is page file corresponding to st 

Result = retrieve data from PageFile 
         Increase st
      END WHILE 
 Return Result
END

3.4   Moving Object Index Manager 

If new trajectory data is reported, trajectory information is changed into 
MBB(Minimum Bounding Box). Then new data is inserted into index. Algorithm2 
shows insertion algorithm of the proposed system. As shown in Algorithm2, when 
new data is inserted into the system, index manager locks only one node in TB-Tree 
for processing concurrency control. 

Algorithm 2. Insert(VehicleID, st, sx, sy, et, ex, ey)
INPUT VehicleID is time stamp for query,

(st,sx,sy)~(et,ex,ey) is trajectory of vehicle 
BEGIN
   IF time interval of new data is more than two days THEN 
      Split new data into two new-data by each day 

END IF 
Choose leaf path for inserting new data 
Node = Root node 
WHILE (Node is not leaf node) 

Obtain shared lock 
IF MBB needs to be modified THEN 

Release shared lock 
Re-obtain the exclusive lock 
Update MBB 

END IF 
Release the lock on the Node 
Set Node to its child node 
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END WHILE 
Obtain exclusive lock 
Add new data into leaf node 
Release the lock on the leaf node 

END

4   Implementation and Analysis 

In this section, we present the user interface of the proposed system. The vehicle 
information management system is implemented using JDK 1.3(JAVA), MS-SQL 
2000.  

Fig. 3. Display result of range query 

Fig. 4. Display query result on PDA 
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4.1   Query for Vehicle Information 

Query is requested from both VLMS and MC. Fig. 3 shows the result of 
spatiotemporal range query. If user request query, VLMS search vehicle information, 
and then display query result with a text and map data.  

User also request query from mobile client such as PDA. Fig. 4 shows execution of 
query from the mobile client. Mobile client sends parameter for query such as vehicle 
unique ID, query range to the VLMS, then VLMS executes query processing. And 
VLMS sends query result to mobile client. Finally, mobile client displays query result 
on PDA. 

4.2   Comparison with Previous Works  

Prototype of DOMINO project deals with only uncertain future location of vehicle 
and does not store history information of moving object. So prototype of this 
project cannot support properly services related past location. CHOROCHRONOS 
project presented application scenario applied in transport management system 
based on GPS. However they didn’t make a prototype until now. The battlefield 
analysis system is focused on predicting the motion of moving units and tanks for 
decision-making in the simulation field. However the system cannot process real-
time location data generated in mobile environment. The proposed system is able to 
deal with trajectory data as well as current location of moving object. And the 
indexing method used in the system supports concurrency control for managing 
real-time data. 

5   Experimental Results for Modified Moving Object Index 

In this section, we present experimental result of modified moving object index. Due 
to the lack of real dataset, we use the synthetic datasets using CitySimulator[12]. City 
simulator is a scalable, three-dimensional city that enables generating dynamic spatial 
data simulating the motion of up to 1 million people by modeling a scalable, three-
dimensional city. The parameters of the generator are given the default value. And we 
generate datasets by simulation that 25, 50, 100, 250, 500, 1000 mobile users report 
each their location during 500 iteration. Each set of queries consists of 100 individual 
queries, and each experimental result accumulates for 100 queries. 

5.1  Index size and Creation Time 

Fig. 5 shows insertion cost of the modified index as the various page sizes. As shown 
in the figure, the cost of insertion operation is smaller as the page size is larger. If 
page size is larger, then fewer nodes is need for the same dataset. Fewer number of 
nodes cause to less height of tree. Therefore overall insertion and query cost is 
reduced. 
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(a) Index size                                                     (b) Insertion cost 

Fig. 5. Index size and insertion performance

5.2   Range Query 

Range query is one of the important query types for the mobile environment. Fig. 6 
shows the result of the range query. Dataset used for range query is set to 10% range 
of overall data domain. We experiment on various page sizes: 512Bytes, 1KB, 2KB, 
4KB. Fig. 6(a) shows the result of range query at the user specified time stamp. And 
Fig. 6(b) shows the result of spatiotemporal range query. As shown in the figure, 
query performance is influenced by page size. 

(a) Time stamp query                                     (b) Spatiotemporal range query 

Fig. 6. Performance of range query 

5.3   Multi-version Page File 

In the proposed system, index file splits into multi-version file. For the performance 
evaluation of the multi-version file, we generate test dataset assumed that 100 
vehicles report their location for three days, and 200 times in every day. Fig. 7 and 
Fig.8 show the performance of index between single version file and multi-version 
file. As shown in Fig. 7, multi-version file has lower tree-height than single version 
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file. Therefore query performance of multi-version file is better than single-version 
file for the query within one day. However, when the time interval of query is more 
than two days, the performance of single version file is better than multi-version file. 
Fig. 8(a) shows the insertion performance between two kinds of methods. As shown 
in the figure, insertion performance of multi-version file is better than single version 
file. This result is caused by lower height of index tree in each index file of multi-
version file than single version file. 

(a) Query with in one day                         (b) Time interval for more than two days 

Fig. 7. Performance of range query 

(a) Query with in one day                        (b) Time interval for more than two days 

Fig. 8. Performance of range query 

6   Conclusions and Future Work�

Recently, it is rapidly increasing interest on location-based services in mobile 
environment. In this paper, we proposed vehicle information management system 
which is capable of managing location of vehicle in real-time. For efficiently 
managing location of moving vehicle, we expand TB-Tree to support concurrency 
control. And the expanded indexing method adopts multi-version framework for 
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managing index file. The experimental result showed that the proposed indexing 
method using multi-version framework outperformed original TB-Tree. 

Currently we are focusing on the improving of query performance by increasing 
the space discrimination ability of the moving object indexing method. And we are 
developing enhanced mobile client, which supports displaying map data on PDA. 
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Abstract. The services for a ubiquitous computing environment have
to automatically provide users with adaptive services according to dy-
namically changing context information, which is obtained from both the
users and their environment. Workflows used in business processes and
distributed computing environments have supported service automation
by connecting many tasks with rules and/or orderings. To adapt these
workflows to ubiquitous computing, we must specify the context infor-
mation on their transition conditions. In this paper, we propose uWDL,
Ubiquitous Workflow Description Language, to specify the context infor-
mation on the transition constraints of a workflow in order to support
adaptive services. And it is designed based on Web services, which are
standardized and independent of heterogeneous and various platforms,
protocols, and languages. In order to verify the effectiveness of uWDL,
we designed and implemented a scenario described with uWDL. And
we demonstrated that the uWDL system provides users with autonomic
services in ubiquitous computing environments.

1 Introduction

Ubiquitous is a Latin word, which means “Existing or being everywhere at
the same time.” The concept of ubiquitous computing was introduced by Mark
Weiser in 1988. He described ubiquitous computing as “The method of enhanc-
ing computer use by making many computers available throughout the physical
environment, but making them effectively invisible to the user [1].” This means
that the computing environments are absorbed into the physical world and inte-
grated in everyday life [2]. In such a ubiquitous environment, more sensibility is
required than in traditional computing environments. Deriving context informa-
tion such as the location, status, and actions, of users, devices, and network by
sensing physical environment is necessary to provide users with context-aware
services based on this context information.

The workflow model in [3] supports service automation through a sequence
of rules in processing tasks. It has been successively applied to traditional com-
puting environments such as business processes and distributed computing in
order to perform service composition, flow management, parallel execution, and
time-driven services. It is also the task of the workflow to provide a service to the
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right person or the right application at the right time so that the service for a
specific task can be carried out [4]. Users of ubiquitous computing environments
may want to receive services in an appropriate form, at the appropriate time,
and without user intervention on dynamically changing environments [5, 6]. In
order to support automatic service in these environments, we need to adapt
workflows to ubiquitous computing. However it must satisfy at least the fol-
lowing two requirements: first, a context-aware state transition is required to
provide users with appropriate services according to a user’s current situation.
Second, a platform- and language-independent standard service interface needs
to integrate, manage, and execute ubiquitous applications, which consist of het-
erogeneous protocols on various platforms [7].

In this paper, we propose uWDL (Ubiquitous Workflow Description Lan-
guage), which specifies the context information on the transition conditions of
workflow services to provide users with an adaptive service for a user’s current
situation. It specifies context information as the perspective of rule-based reason-
ing which can effectively infer his/her current situation in a simple and flexible
way. Furthermore it is designed based on Web services interfaces, which are not
only already specified and widely used, but independent of various platforms,
protocols, and languages. By interpreting a scenario described with uWDL and
executing the scenario, the uWDL system can effectively provide users with
context-aware and autonomic services.

2 Related Work

There have been many studies to enable applications to become capable of
context-awareness in ubiquitous computing environments. Context-aware appli-
cations such as PARCTAB [8], Aura [9], and One.world [10] define context-
triggered action as ‘if-then’ rules. They support context-aware services through
context-triggered actions in execution time. However, these studies focus on rec-
ognizing a user’s situation, within only one service not in a flow of services. In
a ubiquitous computing environment, there exist many services for various pur-
poses, and the specific services which have the flow of tasks needed to accomplish
their purposes must be selected based on the user’s current situation. Because
uWDL is a workflow language, it can easily represent a flow of adequate services
and select the service according to the user’s situation.

Gaia [11] supports a service environment in which ubiquitous applications can
communicate context information with each other. But because it is based on
CORBA middleware, it depends on a specific protocol which is not widely used.
LuaOrb, that is Gaia’s script language, can instantiate applications and interact
with execution nodes to create components and easily glue them together, but it
can’t express dependency or parallelism among the services because it describes
only a sequential flow of specific services. Because uWDL is a workflow language
based on Web services which are platform- and language-independent standard
service interfaces, it can express dependency and parallel execution among the
services in the heterogeneous ubiquitous computing environments.
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BPEL4WS [12], WSFL [13], and XLANG [14] are Web service-based work-
flow languages for business processes and distributed computing environments.
They use the results of previous services and event information for a current
service’s transition conditions. They support service transition, and they use
XML-typed messages defined in other services using XPath. However, they have
some problems adapting a ubiquitous computing environment. First, in ubiq-
uitous computing, workflow services must not simply use the results of specific
service or event information but instead context information which can be ob-
tained from both users and their environment as a service’s transition conditions.
And context information is a complex data set, which includes data types, val-
ues, and relations among the data types. XPath cannot sufficiently describe such
diverse context information as this, because it can use only condition and re-
lation operators to decide transition conditions. uWDL uses rule-based triplet
elements - subject, verb, and object - in order to express high-level context infor-
mation as transition conditions, which existing workflow languages are unable to
support. uWDL can efficiently express the high-level context information using
the triplets, and offer appropriate services according to the current situation.

3 Requirements of Workflow in Ubiquitous Computing

3.1 Context-Aware Workflow

WfMC (Workflow Management Coalition) states that a workflow expresses flows
of subtasks until a process is completed using standardized methods [3]. Between
the subtasks in a workflow, there exist various relationships such as dependency,
ordering, and concurrency. Workflows express flows of subtasks in a standardized
method using a workflow language. A workflow management system manages
and controls flows of subtasks using state-transition constraints specified in the
workflow.

Figure 1 shows the evolution of workflow. Workflow was initially applied to
the automation of business processes. A business process is very static, and its re-
quirements and functionalities are relatively simple. Currently, the workflow has
been applied to service automation in business processes, distributed comput-
ing environments, and especially Grid services. In the near future, the workflow

Fig. 1. Evolution of workflow
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may be evolved to support service automation in ubiquitous computing, since
the workflow is the best means to resolve automation problems in dynamically
changing environments. As the complexity of requirements and functionalities
increase, the workflow must be evolved.

Workflow in ubiquitous computing environments depends on context infor-
mation obtained from physical environments and provides context-aware services
automatically based on the information retrieved. Ubiquitous workflow needs to
specify ubiquitous context information as state-transition constraints.

3.2 The Need of Web Services as a Middleware for Ubiquitous
Computing

Web services are middleware, which allow us to make remote procedure calls
(RPCs) for an object over the Internet or network. Web services aren’t the first
technology to allow us to do this, but they differ from previous technologies in
that they use platform-neutral standards such as HTTP, XML, and SOAP which
make the services able to be used in any language, with any protocol, and on any
platform. A workflow in ubiquitous computing environments has to integrate,
manage, and execute many applications implemented by different languages on
various platforms and protocols. Therefore, it requires Web services interfaces
which are standardized and independent of heterogeneous and various platforms,
protocols, and languages. The characteristics of Web services’ platform-neutral
standards satisfy workflow requirements in ubiquitous environments.

4 A Ubiquitous Workflow Description Language

Although current workflow languages such as BPEL4WS, WSFL, and XLANG
can specify the data flow among services based on Web services, these workflow
languages do not support the ability to select services using context, profile, or
event information in ubiquitous computing environments. Therefore, it is difficult
to express relationships among the services using traditional workflow languages
in ubiquitous environments.

uWDL (Ubiquitous Workflow Description Language) is a Web service-based
workflow language that describes service flows and provides the functionalities
to select an appropriate service based on high-level contexts, profiles, and events
information, which are obtained from various sources and structured by Ontology
[15]. To provide these functionalities, uWDL specifies the context and profile
information as a triplet of subject, verb, and object for rule-based reasoning,
which can effectively represent the situation in a simple and flexible way. Figure
2 shows the schema structure of uWDL.

4.1 <node> Element

The <node> element points to an operation that provides a functionality of
Web services in ubiquitous environments. Web services use WSDL (Web Ser-
vices Definition Language) to describe the port types and operations of specific
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Fig. 2. uWDL Schema

Web services. So, uWDL uses the <service> element and subelements of the
<service> - <wsdl>, <porttype>, and <operation> - to describe the service
location, type, and operation of a specific Web service. And the <uflow> element
directs a reference to another uWDL document.

4.2 <link> Element

The <link> element is the most important part of the uWDL. It specifies
context, profile, and event, aggregated from ubiquitous environments, and de-
fines the flow of services. The <link> element is composed of <condition> and
<action> elements. The <condition> element uses <context>, <profile>, and
<event> subelements to specify the context, profile, and event status of a specific
node, respectively. If the calculated value of the status satisfies a given condition,
the action described in the <action> element is performed. The <action> ele-
ment consists of <export> and <transition> elements, where <export> has a
control link and a data link according to its attribute, and <transition> specifies
the state change of the current node.

The <condition> element is responsible for selecting the appropriate ser-
vice based on the context, profile, and event information. The important ele-
ment is <context>, which contains <constraint> to specify context information
standardized by Ontology. The <constraint> element has the subelements of
<subject>, <verb>, and <object>. The information of subject, verb, and ob-
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ject are provided by entities [16], which represent abstract information such
as location, computing device, user activity, and the social situation of diverse
domain in ubiquitous computing environments. The <constraint> element ex-
presses a context based on the relationship of the subject and the object, which
are instances of the entity. The <subject>, <verb>, and <object> elements
also have an attribute of ‘type’. The type attribute represents a property of an
entity in a domain. The composite attribute of the <constraint> element has an
attribute value of ‘and’, ‘or’, and ‘not’. By using these values of the attribute, it
is possible to express the relationship among the simple contexts and describe a
high-level complex context. The <rule> element means a set of the <constraint>
elements, and represents the high-level expression to infer a social situation.

5 The Architecture for Handling Contexts in uWDL

A uWDL document designed for a specific scenario must be translated and
executed to provide an adaptive service for a user’s situation. To achieve this
purpose, we need a process to manipulate contexts aggregated from a sensor
network. Figure 3 shows the architecture for handling the contexts expressed in
uWDL.

Fig. 3. The architecture for handling the context in uWDL

Any information obtained from ubiquitous middleware is objectified with an
entity. An entity represents a person, a place or an object relevant to the in-
teraction between a human and the corresponding virtual computer world. And
a context means information used to characterize the situation of entities. An
entity categorized into a specific domain has a type and a value. The uWDL
parser parses an uWDL scenario document and produces a DIAST (Document
Instance Abstract Syntax Tree) [17, 18] as a result. A DIAST represents a syntax
of a scenario document. A DIAST is used to compare contexts expressed in a sce-
nario with entities aggregated from a sensor network to verify their coincidence.
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Fig. 4. Construction of an ambiguous subtree for “John indicates Michael”

A context consists of a triplet of {subject, verb, and object} in sequence. A con-
text is described with one or more constraint elements, and each constraint is
represented by a triplet. They are used as nodes to construct a DIAST’s subtree.
In Figure 3, the partial subtree in dotted lines indicates a subtree that makes
up context constraints in the scenario.

The context mapper extracts types and values from objectified entities ag-
gregated from the sensor network, and composes a subtree which consists of
subject, verb, and object information. It then compares a type and a value of an
entity with those of the constraint element in the DIAST subtree, respectively.
If a type in the entity matches with its counterpart in the constraint element,
the context mapper regards it as a correct subelement of the constraint element.
If each entity has the same type, it may be ambiguous to decide a context’s
constraint according to its entity type only. The problem can be resolved by
comparing the value of the objectified entity with that of the constraint element
in the DIAST subtree.

For example, assume that there is a scenario, “John indicates Michael.” The
context mapper may receive entities objectified as (PersonType, John) and (Per-
sonType, Michael). By comparing entity types with the DIAST’s subtree for the
scenario, the subtree can be drawn as Figure 4(a). Because the entity value of
(PersonType, Michael) in Figure 4(b) differs from that of subject element in the
DIAST’s subtree for the scenario, it is not possible for Figure 4(b) to exist as a
subject element. Consequently, the context mapper is designed to consider not
only entity type but also its value to resolve the ambiguity and suggest a proper
service.

6 Experiments

For testing, we developed a uWDL scenario editor with which we created a
scenario of an office meeting. In this section, we show a process to decide the state
transition according to the context information. The purpose is “Implementing
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a service which prepares an office meeting automatically according to a user’s
schedule.” Figure 5 conceptualizes the scenario.

Fig. 5. Office meeting preparation scenario

The scenario designed by using the uWDL scenario editor is as follows: “John
records an appointment on his notebook computer that there is a presentation in
Room 313 at 10:00 AM. John moved to Room 313 to participate in the meeting
at 9:40 AM. There is a RFID sensor above room 313’s door, and John’s basic
context information (such as name and notebook’s IP address) is transmitted
to a server. If the conditions, such as user location, situation, and current time,
are satisfied, then the server automatically downloads his presentation file and
executes a presentation program.”

Figure 6 shows a uWDL instance document created with the uWDL scenario
editor for the above scenario. The uWDL scenario editor is composed of avail-
able services, constraint info, and so forth. The available services show a list of
the Web services available in the current environment. The structure window
shows the structure of DIAST’s subtree for the constraint element highlighted
in the editing window. The constraint information presents a list of the entity
types aggregated from a sensor network within the current environment, and a
list of the entity values registered in each entity type. If the context mapper re-
ceives entities objectified as (SituationType, presentation), (UserType, Michael),
(UserType, John), and (LocationType, 313) from the sensor network during pro-
cessing of the scenario, it compares the entities’ types and values with those of
the constraint element highlighted in the DIAST subtree of Figure 6. At the
moment, because entity (UserType, Michael) is not suitable for anyone of the
subtree’s elements, it is removed. As a result, the entity (UserType, John) is
selected as a context for the DIAST’s subtree.

7 Conclusion

In this paper, we proposed uWDL (Ubiquitous Workflow Description Language),
which can describe service flows for a ubiquitous computing environment. Be-
cause uWDL is based on Web services, it is able to integrate, manage, and
execute various and heterogeneous services in ubiquitous environments. In a
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Fig. 6. uWDL Scenario Editor

ubiquitous computing environment, a service engine needs a method to recog-
nize a user’s context and situation information to decide the state transitions
of a service flow. As explained in section 2, current workflow languages are for
business processes and distributed computational workflows, and they are not
suitable for describing the context and situation information needed for service
transitions in a service flow of ubiquitous computing environments.

We designed uWDL so that it can specify the context information on transi-
tion constraints of a service workflow in ubiquitous computing environments. So,
users are provided with an appropriate service according to the user’s context
information. We implemented an uWDL scenario editor and developed a sam-
ple scenario described with the uWDL. And we demonstrated that the uWDL
system provides users with autonomic services in ubiquitous computing environ-
ments. In the near future, we will expand the uWDL schema to express more
detailed situations by assigning semantic information to Web services.
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Abstract. We describe a wireless enabled solution for the vizualisation of back 
pain data. Our approach uses pain drawings to record spatial location and type 
of pain and enables data collection with appropriate time stamping, thus provid-
ing a means for the seldom-recorded (but often attested) time-varying nature of 
pain, with consequential impact on monitoring the effectiveness of patient 
treatment regimes. Moreover, since the implementation platform of our solution 
is that of a Personal Digital Assistant, data collection takes place ubiquitously, 
providing back pain sufferers with mobility problems (such as wheelchair us-
ers) with a convenient means of logging their pain data and of seamlessly up-
loading it to a hospital server using WiFi technology. Stakeholder results show 
that our approach is generally perceived to be an easy to use and convenient so-
lution to the challenges of anywhere/anytime data collection. 

1   Introduction 

The integrated use of telecommunications and information technology in the health 
sector leads to new challenges in organizing, storing, transmitting and presenting 
health information in both a timely and efficient manner for effective health-related 
decision-making. Innovations range from routine hospital information systems  [1] to 
sophisticated AI-based clinical decision support systems  [2]. 

Moreover, in today’s information intensive society, consumers of health care want 
to be better informed of their health options and are, therefore, demanding easy access 
to relevant health information. Simultaneously, clinicians are eager to exploit ad-
vances in telecommunication technology in order to put in practice new methods of 
data gathering and patient monitoring. Whilst the use of the Internet in this respect is 
by now traditional  [3], it is only recently that wireless technologies have been har-
nessed to act as tools coming to the aid of patients and clinicians alike. 

To this end work has focused on patient monitoring systems and context-aware 
hospitals. Thus, a patient-monitoring system that utilizes WAP-enabled devices as 
mobile access terminals is described in  [4]. Using this system, authorized users, hos-
pital personnel and patients’ relatives, can access a patient’s physiological data stored 
on the hospital’s computer. On the other hand, a context-aware hospital mobile pre-
scription system that can identify and react according to the location of tagged items 
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(PDAs, beds, hospital trolleys), prescribing the correct medication to patients based 
on their bed identification number is detailed in  [5], while a context-aware messaging 
system, which can download the appropriate data to a doctors’ PDA according to its 
location was depicted in  [6]. From a different perspective  [7] examined the use of 
small-screened mobile devices for healthcare services and showed no significant dif-
ference between the use of PDAs and laptops when they are used for nursing docu-
mentation. 

In this paper, we present the implementation and experiences of a wireless-enabled 
monitoring system for back pain patients. The motivation behind our work lies in the 
fact that, whilst back pain is a worldwide problem with considerable implications on 
countries’ health-care budgets and national economies, there is a relative paucity of 
tools for the collection and digitization of back pain data. Moreover, the disabling 
pain experienced by back pain sufferers means that in many cases such data collection 
cannot take place unless medical personnel is present at the patient’s domicile, a 
situation which in most cases is both unrealistic and impractical. The consequence of 
this state of affairs is that there is under-reporting of back pain data, as well as an al-
most total lack of available, continuously-polled back pain data, notwithstanding the 
evidence in support of the fact that, for chronic back pain sufferers, pain has a time-
dependent nature  [8], and that this relation is as of yet still not completely understood. 
Accordingly, the structure of this paper is as follows: Section 2 presents an overview 
of the area of back pain, while Section 3 reviews work done on the visualization of 
back pain data. Such work provides the foundation for our project, which is described 
in detail in Section 4. Lastly, Section 5 presents the results of an evaluative study of 
our back-pain tool, while the implications of our work are elaborated upon in Section 
6, where conclusions and possibilities for future work are identified. 

2   Back Pain 

Back pain is a worldwide experience. Disabling back pain appears to be a problem for 
western and industrialized societies, possibly related to the development of welfare 
states. Thus, according to a Department of Health survey, in Britain back pain affects 
40% of the adult population, 5% of which have to take time off to recover  [9]. This 
causes a large strain on the health system, with some 40% of back pain sufferers con-
sulting a GP for help and 10% seeking alternative medicine therapy  [9]. Due to the 
large number of people affected, back pain alone cost industry £9090 million in 
1997/8, with between 90 and 100 million days of sickness and invalidity benefit paid 
out per year for back pain complaints  [10]. Back pain is not confined to the UK alone, 
but is a worldwide problem: in the USA, for instance, 19% of all workers’ compensa-
tion claims are made with regard to back pain. Although this is a lot less than the per-
centage of people affected by back pain in the UK, it should be noted that not all 
workers in the USA are covered by insurance and not all workers will make a claim 
for back pain  [11]. Moreover, back pain does not affect solely the adult population: 
studies across Europe  [12] show that back pain is very common in children, with 
around 50% experiencing back pain at some time. 

Like most types of pain, back pain is difficult to analyze, as the only information 
that can be used is suggestive descriptions from the patient. However, these patients 
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may have developed psychological and emotional problems, due to having to deal with 
the pain. Because of these problems, patients can have difficulty describing their pain, 
which can lead to problems during the treatment. In some patients, the psychological 
problems may have aided the cause of the back pain, by adding stress to the body, or the 
stress of the back pain may have caused psychological problems  [13]. It is because of this 
factor that patients suffering from back pain are usually asked to fill out questionnaires of 
different types in order to help the medical staff, not only to know where the pain is lo-
cated, but also to identify the patient’s mental state before treatment begins. In addition, 
the patient is usually required to mark on a diagram, usually of a human body, where 
the pain is located, and the type of pain. This type of diagram is known as a ‘pain 
drawing’ and forms the primary focus of our paper. 

3   Pain Drawings and Visualization 

Pain drawings, as depicted in Figure 1, have been successfully used in pain centers for 
over 50 years  [17] and act as a simple self-assessment technique, originally designed 
to enable the recording of the spatial location and type of pain that a patient is suffer-
ing from  [18]. They have a number of advantages including being economic and sim-
ple to complete, and can also be used to monitor the change in a patient’s pain situa-
tion  [18]. 

 

Fig. 1. Example Pain Drawing 

Pain drawings have proven to be a versatile tool for recording information as di-
verse as psychological distress, type of pain, and disability  [15]. In order to link the 
pain drawing to either psychological, emotional or causes of pain; several scoring sys-
tems have been developed and described in the literature. These broadly fall into four 
categories: grid methods, body region methods, penalty point system and visual  
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inspection methods. Whilst the first two record the presence or absence of pain within 
defined regions, the last two do require subjective interpretation. 

With the grid method  [19] an overlay of a grid is placed over the pain drawing. The 
grid is designed so that each cell is approximately the same size. By using the grid, 
unskilled testers could calculate the amount of surface area that was in pain. Body re-
gion methods, on the other hand, break down the surface of the human body in very 
simple regions, in order to indicate areas that are in pain. Thus, in a study exploring 
lumbar discogenic pain, Ohnmeiss et al.  [20] used five general regions: low back and 
buttocks, posterior thigh, posterior leg, anterior thigh and anterior leg. Other ways of 
regionalising the human body can also be used, such as based on dermatomes have 
also been employed  [21]. 

Penalty point systems, such as the one described by Ransford et al.  [16], work by 
awarding points for every un-natural placement of pain on a pain drawing. Different 
areas and rules are made so that there is a weighting depending on the irregularities in 
the drawing. If more points are scored than normal, then that person may have a psy-
chological problem that needs addressing. In this particular case, pain drawings are 
used not only as a recorder of pain location, but also as an economical psychological 
screening instrument to see if a patient would react well to back pain treatment  [16], 
for, as previously mentioned, back pain can be caused by psychological and emo-
tional problems, as well as occupational factors, and hence medical treatment itself 
may not remove the cause of the pain. Whilst psychological screening for back pain 
treatment usually entails patients completing costly, time-consuming and difficult to 
understand questionnaires, by using a penalty point scoring method, it was found that 
pain drawings could predict 93% of the patients that needed further psychological 
evaluation just by looking at their completed pain drawing, a conclusion later cor-
roborated in  [13]. 

Visual inspection methods use trained evaluators, who look at the pain drawings 
and from their experience are able to say what they believe to be wrong with the pa-
tient, or if psychological testing is needed  [22]. Thus, Uden and Landin  [23] have 
used this method for to identifying patients with lumbar disc herniation. In their ap-
proach, drawings were classified as indicative or non-indicative of symptomatic disc 
disease. If pain was primarily in a radicular pattern from the back into one or both 
lower extremities, the drawing was classified as indicative. The drawing was classi-
fied as non-indicative if pain was indicated to be restricted to the low back only, was 
indicated to be widespread in a sporadic pattern, or was indicated by extraneous 
marks made inside and outside of the body to show pain or other sensations. 

Most of the methods described can be and are used in practice in conjunction with 
sensation type approaches, which allow not only the placement of pain to be noted but 
also the particular type of pain encountered. This is done using a key, therefore allow-
ing more information to be collected and acts as an aid to the clinic as to what the 
cause of the pain is. 

The consensus of the literature seems to be that the pain diagram is a powerful tool 
in the role that it is designed for, namely to record the spatial location and pain type. 
However, pain drawings are usually stored in a paper format, which allows no further 
evaluation of the data that is stored upon it and makes searching through the data 
somewhat an arduous task. To compound the issue, when information from the pain 
drawings is digitized, it invariably results in loss of information, since current systems 
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that are used for analysis of the pain drawings and the associated questionnaires re-
volve around statistical packages, such as Excel and SPSS, incapable of handling dia-
grammatic data. Thus, although diagrammatic data is collected, it is not used as the key 
component to the data analysis tools. This is somewhat a problem, as people will find it 
easier to show through a diagram the way that they feel, instead of answering closed 
questions in questionnaires. Such data cannot therefore be used to its full potential and, 
in particular, cannot be used in helping with queries within the dataset. Lastly, the pa-
per-based solution of existing methods makes it impractical to record pain variations 
over time, in spite of the time-dependent nature of pain in chronic sufferers  [8]. 

4   Implementation 

4.1   Aim 

In our work, we have sought to alleviate the problems identified above and have de-
veloped a wireless-enabled, ubiquitous solution that uses the pain drawing as an actual 
user-friendly visual aid to the input and analysis of back pain datasets. Whilst our solu-
tion is generic and applicable to all back pain sufferers which have access to wireless 
technology, we have specifically targeted wheelchair users due to their severe mobil-
ity limitations (which might mean that they might not, for instance, easily have access 
to a desktop-based computer) and their dynamic pain patterns, which are now easily 
logged by the developed application. In so doing, we specifically address the issue of 
pain variability in time, as identified by Gibson and Andrew  [8], and our application 
can thus also be used as a data gathering tool for this still incompletely understood 
phenomenon, the solution of which has potentially important implications in the 
monitoring of the effectiveness of back pain treatment and medication. 

4.2   Data Collection 

In order to function as an effective data gathering tool, the developed application, in 
keeping with previously identified best practice  [14] incorporates a questionnaire 
complemented by visual input of pain location and type, via a pain drawing. 

The questionnaire was elaborated in consultation with clinicians from Northwick 
Park Hospital in London and representatives of the UK National Forum of Wheelchair 
User Groups. Clinicians were interested in recording data pertaining to a patient’s 
medical background as well as that which captured the variation of pain patterns with 
the time of day. On the other hand, the wheelchair users were interested in the usabil-
ity, flexibility and privacy aspects of the application. Both stakeholder groups agreed 
that a wireless solution would be beneficial for the added versatility that it offers. 

It was agreed that the pain drawing should incorporate four different pain types, 
namely numbness, pins & needles, pain and ache and that grid-scoring should be used. 
As opposed to traditional methods  [19], in which transparencies of the grid are made, 
and the drawings are scored by placing the grid over each and counting the number of 
squares in which the patient indicated symptoms, our approach conceptually slices the 
body contour into squares. The advantage brought with this approach was that we were 
able to code the pain location with its coordinates from an image to a database, and 
vice versa. 
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4.3   Application Structure  

The underlying structure of our application is based on a three-tier wireless system 
model where the three main components are: a mobile, wireless-enabled device, a 
Web server with scripting capability, and a backend database. 

In this model, the patient inputs on a wireless-enabled device (in our case, a PDA), 
pain information. This is done at specific time intervals, as requested by clinicians, 
and the information is saved to a local backend database. Whenever the user is within 
a wireless-enabled zone, s/he then connects to a Web/Database server via a wireless 
access point, using the Hypertext Transfer Protocol over Secure Socket Layer 
(HTTPS). Moreover, the connection between the PDA and the wireless access point is 
itself secured through the use of 128-bit Wired Equivalent Privacy (WEP) encryption. 

Upon receiving such requests, the server responds back and asks for appropriate 
authorisation. After this has been successfully completed, the data is then uploaded to 
the hospital server. The clinician then uses his/her computer to logon to the Web 
server and downloads information regarding any specific patient and their pain pattern 
from the database for further analysis. 

4.4   Application Architecture 

The developed Back Pain Application is designed and implemented using Microsoft 
Embedded Visual Basic, a language specifically geared to help developers build ap-
plications for the next generation of communication and information-access devices  
running Windows CE. 

 

Fig. 2. System architecture diagram 

The system architecture diagram (Figure 2) shows the main components that make 
the wireless model system model work. Accordingly, the Back Pain Application was 
implemented on an HP iPAQ 5450 PDA with 16-bit touch-sensitive transflective thin 
film translator (TFT) liquid crystal display (LCD) that supports 65,536 colour. The 
display pixel pitch of the device is 0.24 mm and its viewable image size is 2.26 inch 
wide and 3.02 inch tall. It runs Microsoft Windows for Pocket PC 2002 (Windows CE) 
operating system on an Intel 400Mhz XSCALE processor and contains 64MB standard 
memory as well as 48MB internal flash ROM. The Web server was implemented on an 
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Intel Pentium III running at 1 GHz, with 512MB RAM and a 50GB hard disk. In our 
work, a 10Mbps D-Link DWL-700AP wireless access point was used. 

The application reads the coordinates of the pain locations from the touch-sensitive 
screen and using ADOCE 3.0 (Active Data Objects for CE) connects to a local Micro-
soft Pocket Access database file. Through this connection, the application saves the 
pain coordinates and patient questionnaire data to the database. When the user is 
within wireless Internet coverage, the application uses Winsock CE 3.0 (Windows CE 
Sockets) to send a connection request to the server (Figure 3). The server runs Win-
dows 2000 operating system and Internet Information Server (IIS) 5.0, which Open 
Database Connectivity (ODBC) to connect to the hospital database. 

The doctor’s interface is made of dynamically created Active Server Pages (ASP), 
which can be accessed using any conventional web browser running on a computer 
connected to the Internet. Thus, after successful authorization, medical personnel can 
download a particular patient’s data to their personal computer. This is achieved 
through the ASP code dynamically creating an SQL query to the database, the results 
of which are presented dynamically on the viewed Web page. 

 

   
a b c 

Fig. 3. a) Patient treatment details b) Diagram with pain points c) Upload screen 

5   Functionality and Evaluation 

5.1   Pilot Evaluation 

The first version of the developed application was given out, together with a brief user 
manual, to three wheelchair users from the collaborating group for a 5-day pilot 
evaluation. The feedback provided could be broadly categorized into two groups. The 
first concerned ways through which any potential misunderstandings of the question-
naire content could be clarified. The second grouped issues such as font size (too 
small in our initial prototype) and color schemes used by the application (which had 
to take into account users’ potential color blindness). The users did not encounter 
navigation problems, nor were there any problems raised with regard to clarity of the 
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pain diagram, or indeed with the saving and transferring of recorded data. All the 
concerns identified by the participants of the pilot study were addressed in the subse-
quent version of our application. 

5.2   User Evaluation 

The developed application was evaluated with a sample of 25 wheelchair users, mem-
bers of the UK National Forum of Wheelchair User Groups. There were 13 females 
and 12 males in the sample, aged between 27-64 years old, each of which had varying 
degrees of daily wheelchair use. Each participant was given 5 days in which to evalu-
ate the application, as well as a short (3-page) user manual, and instructions at which 
times of the day they should record their pain measurements. 

Table 1. Evaluation Questionnaire 

 Strongly 
Disagree 

Disagree Slightly 
Disagree 

Neither Slightly 
Agree 

Agree Strongly 
Agree 

It is important to be able to 
record my pain on a PDA. 

       

It is useful to be able to log 
pain data across time. 

       

I find the process of input-
ting pain data on a PDA 
easy. 

       

Process of transferring data 
from PDA to the main da-
tabase is easy. 

       

Input of data took place mainly at the user’s domiciles (or wherever they happened 
to be when the recording of data had to take place), with no personnel being on hand 
to offer help in this respect, save for the information contained in the manual. While 
the degree of local connectivity of each patient varied (three of which had wireless 
LANs already installed in their homes), they were told to use their own means and re-
sources in order to upload the collected data to the hospital server. At the end of the 
evaluation period, participants were requested to complete a questionnaire (Table 1), 
in which they recorded their opinions on a Likert scale of 1-7 about the usability and 
feasibility of using such an application in practice. Patients were also asked to note 
down any other observations that they might wish to make. 

The results of the evaluation are given in Figure 4. Analysis of the results high-
lighted a general consensus that wheelchair users had in respect of the ability to re-
cord pain data on a mobile device being beneficial to their lifestyles (an observation 
also confirmed through informal and formal, written feedback, at the end of the ques-
tionnaires). Although some users, especially those suffering from arthritis and/or 
poorer eyesight did encounter difficulties in using the relatively small interface of the 
PDA, overall the participants agreed that the processes of recording pain data was a 
relatively easy one and that the ability to record data across time, irrespective of the 
particular location in which users found themselves, was indeed beneficial. Lastly, al-
though participants did encounter barriers in respect of their attempts to upload data, 
with some of them using ingenious resources (such as using WiFi-enabled cafes or  
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local shopping malls) to accomplish this task, nonetheless participants felt generally 
positive about ubiquitous data collection and transmission capabilities, with the  
feeling that proliferation of WiFi hotspots would remove such barriers in the future. 
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Fig. 4. Evaluation results 

6   Conclusions 

In this paper we have described the design, implementation and evaluation of a wire-
less-enabled solution for back pain data collection and wireless transmission to a re-
mote clinical database. Employing a user-friendly visual approach to data input, in 
our solution such activities are carried out in a ubiquitous fashion. The fact that the 
collected data, including pain drawings, are digitized makes it easier for it to be col-
lected, time-stamped and analyzed, while the fact that such input takes place on a 
PDA means that this can happen irrespective of the location of the user without clini-
cal supervision. Finally, recognizing the mobility problems that many back pain pa-
tients endure, our solution is WiFi enabled, thus facilitating remote, ubiquitous, data 
access and management and absolving patients of the need to actually physically hand 
in their completed questionnaires. 

However, our proof-of-concept study has not addressed issues such as scalability, 
and security will need to be updated in line with future developments in the area. 
Nonetheless, our experience has shown that the provision of such goals are worth pur-
suing, for only then will the potential of true anytime/anywhere data collection be-
come be realized. 
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Abstract. High bit rate wireless cellular service using CDMA 1X-EVDO is 
now popular in Korea, particularly in urban areas, since it was launched com-
mercially in 2002. This cellular service allows the real-time transmission of pa-
tient images and vital sign signals simultaneously in a moving ambulance appli-
cation. In this paper, we designed a prototype emergency telemedicine system 
that can transfer both biological signal and patient motion video from a moving 
vehicle using a CDMA 1X-EVDO reverse link.  To cope with the limited 
bandwidth of the reverse link (transmission bandwidth of cellular device) rela-
tive to the the forward link (receiving bandwidth), priority control between the 
vital sign and video images, frame rate control using MPEG-4 compression, and 
error control using automatic repeat request were incorporated into the applica-
tion layer protocol of the designed prototype system. Many on-road experi-
ments have been performed to evaluate the actual performance and to demon-
strate the applicability in a real situation. In most cases, the biological signal 
and patient video images with reduced frame rate were successfully transmitted 
from the moving vehicle in urban areas 

1   Introduction 

The mobile emergency telemedicine system can provide an efficinet means of patient 
care from a medical specialist in an urgent situation, since cellular communication 
with high data rate enables the transmission of video information and vital signs of 
the patient instantly from the scene ubiquitously [1,2]. In accordance with the ad-
vances in telecommunication, there has been a constant development of the emer-
gency telemedicine system using cellular communication for which ambulances are 
the most important means of transportation [3,4]. Since 2002, a 2.5 G mobile tele-
communication system, the CDMA2000 1X-EVDO (Evolution-Data Only), has been 
in use. The CDMA2000 1X-EVDO system has an asymmetric data rate structure 
between uplink bandwidth and downlink bandwidth. The maximum forward band-
width is 2.4576 Mbps and the maximum backward bandwidth is 153.6 Kbps.  

matic In for s
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The purpose of this research is to design a mobile emergency telemedicine system 
using the reverse (backward) channel of the CDMA2000 1X-EVDO system that can 
transmit multimedia data from a moving vehicle [5]. The information transmitted 
from the mobile emergency telemedicine system includes electrocardiography (ECG), 
SpO2, non-invasive blood pressure (NIBP) monitoring , respiration, and patient 
video, which helps a remote medical specialist to understand the accident scene and to 
diagnosis patients with external injury via teleconsultation. Throughout field meas-
urements, we analyzed the actual transmission bandwidth of the CDMA2000 1X-
EVDO reverse channel in terms of transmission speed and vehicle location. Rather 
than focus on the thoretical performance,, we determined an appropriate transmission 
strategy to improve the efficiency of the designed mobile emergency system under the 
conditions of a mobile ambulance. 

2   Materials and Methods 

As shown in Fig. 1, the mobile emergency telemedicine unit transmitted data through 
the reverse link with a maximum theoretical bandwidth of 153.6 Kbps from an ambu-
lance. The transmitted bitstream over air interface passed to a wired IP network via 
PDSN at the base station, and finally was destined to the emergency center receiver 
unit.   

 

Fig. 1. The configuration of the mobile emergency telemedicine system 

The CDMA 2000 1X-EVDO employed the radio link protocol (RLP) version 3, with 
a limited number of automatic repeat requests as the device level communication 
protocol. In the case of a high error environment, the RLP discards some packets. 
Hence, we devised a special header having a sequence number (segment number) to 
manage both the biological signal and patient video information efficiently to limit 
packet loss. A data unit is the standard unit that processes the biological and video 
signal, where as the segment unit is a real data unit transmitted by the UDP protocol.
The data number (DN) distinguishes the type of data, e.g. vital sign or patient video. 
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Fig. 2. Data structure of the mobile emergency telemedicine system 

 

Fig. 3. Dataflow daigram for the mobile emergency telemedicine system 
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Figure 3 shows data flow diagrams for the mobile emergency telemedicine system, 
which consist of an ambulance unit with a reverse CDMA2000 1X-EVDO cellular 
link (transmiting patient's biological signal and video information), and an emergency 
center unit with a wireline connection (displaying the received data for remote consul-
tation). The ambulance unit consists of data input and transmission control with UDP 
protocol parts. Biological signals,  measured by the patient monitor, are inputted to a 
laptop computer through an RS-232C interface. Patient video images are compressed 
by MPEG4 format (spatial resolution 640x480). Both streams are stored at the ARQ 
controller buffer of the application layer to supplement lost packets due to the ARQ of 
the RLP protocol. The transmission inspector inspects failures of the RLP protocol 
corresponding to the lost packet (checking each packet's sequence number and ARQ 
timing), and requests the re-transmission up to once for video and twice for vital signs 
at 2-second intervals (maximum permissible delay) to make mobile communication 
more reliable.  

We also employed the following control strategies to compensate for the varing 
bandwidth depending on the number of users and power control at the radio station. 
 
 Priority control: We assumed that biological signals are more important than the 

patient's video information [1]. Hence, if the bandwidth available is unable to handle 
the biological signal and patient video with the minimum frame rate and maximum 
quantization scale, the priority controller assigns higher priority to the biological 
signal than the patient video to secure biological signal transmission. As the band-
width approaches 8 Kbps, which is the minimum required bandwidth for reliable ECG 
transmission, the priority controller starts to discard lower priority data including 
compressed patient video.  
 
 Frame rate control: The transmitter controls the video frame rate according to the 

buffer state of the transmission unit. Before priority control, the frame rate controller 
increses the quantization level and reduces the frame rate.  
 
 Error control: The receiver recognizes error occurrence using the data head and 

sequence number. If the received packet is lost, the receiver's ARQ controller sends 
an ARQ signal requesting re-transmission to the transmission unit. If the transmitter 
receives an ARQ signal from the receiver, it re-transmits relevant data in the ARQ 
Buffer.  

3   Results 

Based on the designed prototype system, we performed several field tests to design an 
emergency telemedicine system fitted to the reverse channel of CDMA2000 1X-
EVDO in a real situation. By using the user datagram protocol (UDP), we measured 
actual transmission bandwidth at the receiver unit by chaning the speed of the ambu-
lance. The error probability (PE) related to packet data loss, was then measured.  
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Fig. 4.  Measured mean bandwidth in terms of vehicle speed and location 

 

 Fig. 5. Transmission Patterns in terms of vehicle speed 
(a) stop (b) 20km/h (c) 40km/h (d) 60km/h (e) 80km/h (f) tunnel 
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Fig. 6. Error probability in terms of vehicle speed 

Bandwidth measurements of the reverse channel of CDMA 1x EVDO were con-
ducted 20 times each in the morning, afternoon, and evening. We measured band-
width and PE by changing vehicle speed. Figure 4 shows the measured mean bit rate. 
A maximum bandwidth of 132 Kbps was observed at suspension state, which is simi-
lar to the theoretical maximum bandwidth of 153.6 Kbps for the reverse link of  
CDMA2000 1X-EVDO. As the vehical speed increased, transmission speed de-
creased gradually. However, bandwidths higher than 100 Kbps were always main-
tained except during tunnel measurement.  

Figure 5 shows the transmission pattern of UDP packets for 70 seconds associated 
with the designated transmission speed.  Bandwidthes higher than 140 Kbps were 
mostly maintained regardless of vehicle speed. But, the duration and frequency of 
burst error incresed as the vehicle speed increased. Particularly, in cases of 80 km/h 
and tunnel, relatively longer disruption of burst error was measured, which necessati-
ated an efficient ARQ scheme at the application layer to cope with packet loss due to 
a limited number of re-transmissions at the RPL protocol layer. 

Figure 6 shows error probability in terms of vehicle speed, corresponding to lost 
packets due to unreliable RLP protocol. Lower error probability is maintained if the 
speed is lower than 60 km/h. However, when the speed reaches 80 km/h, error rate 
increases rapidly. Hence, the mobile telemedicine system can be reliably operated in 
urban areas, where vehicle speed is generally lower than 60 km/h.  

The following was observed in moving vehicle experimentation. The average time 
delay for biological signal and patient video transmissions were 2.5 and 3 seconds, 
respectively.  Frame rates for patient video were 0.5 ~ 5 frames per second, with an 
average of 2.5 frames per second. In the case of an unmoving state, the biological 
signal was continuously transmitted, while patient video was infrequently disrupted. 
Regarding vehicle speed from 20 to 60 km/h, the biological signal was continuously 
transmitted, while patient video was suspended 3 times per minute. Delay (4 ~ 5 sec-
onds) occurred in biological signal and patient video transmissions when vehicle 
speed was higher than 80 km/h. Finally, when the ambulance shook due to a corner or 
rugged road surface, the frame rate for patient video dropped to less than 1 frame/sec 
regardless of speed or tunnel. 
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4   Discussion and Conclusions 

High bit rate wireless cellular service using CDMA 1X-EVDO is now common in 
Korea, particularly in urban areas, since it was launched commercially in 2002. This 
cellular service allows real-time transmission of patient images and vital sign signals 
simultaneously in a moving ambulance application. Future work will focus in com-
paring network performance with general packet radio service(GPRS) and in the pro-
vision of a mobile emergency telemedicine system covering the needs of the whole 
areas to apply to the practical emergency situations[6, 7]. 

In this paper, we designed a prototype emergency telemedicine system that can 
transfer both biological signals and patient motion video from a moving vehicle using 
a CDMA 1X-EVDO reverse link.  To cope with the limited bandwidth of the reverse 
link (transmission bandwidth of cellular device) compared to the forward link (receiv-
ing bandwidth), priority control between vital signs and video images,  frame rate 
control using MPEG-4 compression, and  error control using automatic repeat request, 
was incorporated into the application layer protocol of the designed prototype system.  

On-road experiments have been performed to evaluate the actual performance and 
to demonstrate applicability in a real situation. In most cases, the biological signal and 
patient video images with a reduced frame rate were successfully transmitted from a 
moving vehicle in urban areas.  
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Abstract. Requests for application services that require large data space such as 
multimedia, game and database[1] have greatly increased. Nowadays those re-
quests locomote for various services using mobile devices. However, mobile 
devices have difficulty in sustaining various services as in a wired environment, 
due to the storage shortage of the mobile device. The research[5] which pro-
vides remote storage service for mobile appliances using iSCSI has been con-
ducted to overcome the storage shortage in mobile appliances. In research we 
found that when iSCSI was applied to mobile appliances, iSCSI I/O perform-
ance dropped rapidly if a iSCSI client had moved from the server to a far away 
location. It occurred due to the specific character of iSCSI, which is very sensi-
tive to delay time. In this paper, we suggest an intermediate target server that 
localizes iSCSI target to achieve a breakthrough against the shortcomings of 
iSCSI performance dropping sharply as latency increases when mobile appli-
ances recede from a storage server. 

1   Introduction 

The explosive growth of the mobile appliance market has made a lot of demands in 
mobile-related services. Efforts to apply wired network environment services, which 
need large amount of storage space, such as multimedia and databases, to mobile ap-
pliances with a wireless network environment, were performed. However, mobile ap-
pliances should be small and light to support mobility, so that they use a small flash 
memory instead of a hard-disk having large data space. In the case of PDAs, these 
usually have memory space of 32 ~ 64M. Cell-phones or smart phones permit smaller 
memory space. Therefore, there is difficulty saving multimedia data such as mpg, 
mp3, etc. and installing large software such as database engines. Limited storage 
space in mobile appliances has been a barrier for applying various services in a wired 
environment. As a result, the necessity for remote storage services in mobile appli-
ances has overcome limited storage space of mobile devices, and store large amounts 
of data, or provide various application services [5] [8] [9]. 

                                                           
* Corresponding Author. 
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Remote storage services have two classifications. One is file-level I/O and the 
other is block-level I/O. File-level I/O service is provided by communication between 
a server and client file systems. In the case of file I/O, because client’s I/O request is 
passed to a device via the server file system, data share is possible between other cli-
ents through a locking mechanism which the server file system offers. However, file 
system overhead drops I/O performance. In block-level service, client’s I/O request is 
directly passed to a storage device without a server file system, in the form of a block 
I/O command. Therefore, it is not able to provide data sharing services by itself, but 
I/O performance is better than file-based I/O services [9]. 

The bandwidth of wireless networks, which mobile devices use, is usually lower 
than those of wired networks. If the purpose of the remote storage service is to extend 
individual storage space for mobile appliances without data sharing, block-level I/O 
service is more suitable. iSCSI is a standard protocol that transports SCSI command. 
This is a representative block I/O through TCP/IP network. However, iSCSI has a 
problem that I/O performance drops sharply if network latency increases between 
iSCSI initiator and target. 

For the environment iSCSI-based remote storage service is applied to mobile ap-
pliances, we have achieved a breakthrough against the problem of iSCSI performance 
falling rapidly accordingly the mobile client recedes from the storage server and net-
work latency increases. This paper comprises as follows. In section 2, we present the 
iSCSI basic operations to explain the reason why iSCSI performance drops down 
when distance between iSCSI initiator and target is long. We also depict the research 
related with improving iSCSI performance using a client’s local cache. In section 3, 
we propose ways to improve iSCSI performance using an intermediate server, and we 
talk about system architecture and algorithms in section 4. We analyze the result of 
simulation with NS2. Finally we shall conclude and describe our future work in  
section 5. 

2   Background 

2.1   iSCSI 

The iSCSI (Internet Small Computer System Interface) is an emerging standard stor-
age protocol that can transfer a SCSI command over IP network [5]. Since the iSCSI 
protocol can make clients access the SCSI I/O devices of server host over an IP Net-
work, client can use the storage of another host transparently without the need to pass 
through a server host's file system [6]. 

In iSCSI layer, which is on top of TCP layer, common SCSI commands and data 
are encapsulated in the form of iSCSI PDU (Protocol Data Unit). The iSCSI PDU is 
sent to the TCP layer for the IP network transport. Through this procedure, a client 
who wants to use storage of the remote host, can use, because the encapsulation and 
the decapsulation of SCSI I/O commands over TCP/IP enable the storage user to ac-
cess a remote storage device of the remote host directly [3]. Likewise, if we build a 
remote storage system for mobile appliances using the iSCSI protocol, mobile clients 
can use the storage of a server host directly, like their own local storage. It enables 
mobile appliances to overcome the limitation of storage capacity, as well as the ability 
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to adapt various application services of wired environment in need of mass scale data. 
Different from the traditional remote storage system, based on file-level I/O, iSCSI 
protocol provides block unit I/O. Therefore it can make more efficient transmission 
throughput than the traditional remote storage systems, like CIFS and NFS. 

Another characteristic of the iSCSI protocol is that it operates on a standard and 
commonly used network component like Ethernet. Since iSCSI protocol can be 
plugged directly into an Ethernet environment, it is easier to manage than another 
storage data transmission protocol, such as Fibre Channel. Moreover, iSCSI can re-
duce the costs to build a storage system due to the use of infra network without addi-
tional adjustment. The iSCSI protocol was defined as the standard SCSI transmission 
protocol recently by IETF and a lot of related research is being conducted with the 
development of Gigabit Ethernet technology. 

Fig. 1 shows the exchanged control and data packets’ sequence in the read and 
write operation of iSCSI protocol [10]. 

initiator Protocol Data Unit target

Write Command

Write Command
complete

SCSI  Write Command
Queue Command

Prepare Buffers

Send R2T

Ready to Transmit

SCSI Data

SCSI Response 

Status and Sense

Read Command

Read Command 
complete

SCSI Read Command 

Send data
SCSI Data

Status and SenseSCSI Response 

 

Fig. 1. iSCSI Basic Operation 

Like Fig. 1, iSCSI exchanges the control packets (SCSI Command, Ready to 
Transmit, SCSI Response) and data packet (SCSI Data) to process one R/W opera-
tion. Three control packets and one data packet are used in a write operation and 
spend 2 x RTT. It takes 2 control packets and 1 x RTT for a read operation. Because 
the control packet, including header informations, is no more than 48 byte, bandwidth 
waste becomes serious when the initiator recedes a little from the target. Therefore, 
the distance between iSCSI initiator and target, and the network latency influence 
iSCSI I/O performance. 

2.2   iCache 

iCache is a research to improve iSCSI performance using local cache of a client sys-
tem. Initiator’s systems have specific cache space for iSCSI data, and iSCSI block 
data is cached to minimize network block I/O. Therefore, iSCSI does not send I/O re-
quests through the network every time the disk I/O happens. Instead it reads cached 
blocks or send blocks cached in LogDisk at once to the server for improving iSCSI 
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performance. iCache's buffer space consists of two hierarchical caches comprising 
NVRAM and LogDisk. Data is stored sequentially in NVRAM. When enough data is 
gathered, iCache process moves data from NVRAM to LogDisk. Blocks which are 
frequently accessed, are kept in NVRAM where access speed is fast. iCache stores 
less accessed data in the LogDisk. Furthermore, destage operation is achieved by ker-
nel thread called a LogDestage. In a Destage Operation, NVRAM’s data is moved to 
the LogDisk, or the LogDisk's data is sent to remote storage using iSCSI proto-
col.Cache techniques used in iCache are based on DCD technology, [11] proposed to 
improve Disk I/O performance. 

System Services

File System

iCacheNVRAM

iSCSI SW
Log Disk

Network

Storage
Device

 

Fig. 2. iCache Architecture 

However it is difficult to apply iCache to mobile devices which lack memory, be-
cause iCache needs additional memory and hard-disk space to embody the local 
cache, NVRAM and LogDisk. 

3   Quick-Relay of Remote Storage 

In this section, we discuss how localizing the iSCSI target with an intermediate 
server, called intermediate target, and solve the problem of iSCSI performance drop-
ping when iSCSI mobile clients recede from the storage server. iSCSI response time 
for read operation is minimized with the nearest intermediate target. This prefetches 
read blocks for the client to use, or response beforehand packet to iSCSI initiator for 
the written blocks. 

In the proposed design, we assume the following three factors to simplify the prob-
lem. 

− Supposing a distributed storage server environment, iSCSI intermediate target 
server spread over wide areas. A mobile client is connected with the nearest iSCSI 
intermediate target through an iSNS (Internet Storage Name Server) [3]. 

− As transmission distance increases, propagation delay of physical media, and the 
sum of the queuing delay of intermediate routers increase. 
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− iSCSI latency includes propagation delay by distance, queuing delay and transmis-
sion delay by bandwidth, and ignores processing delay of end nodes. 

3.1   iSCSI Intermediate Target 

In an iSCSI based remote storage service for mobile nodes, when mobile node ser-
viced in area A moves to area C, the distance between iSCSI initiator and target is 
prolonged and packet transfer time increases. In section 3, we showed that the SCSI 
command is processed sequentially in SAM-3 [7] and iSCSI basic operations need an 
exchange of several control packets to process one command. Because small control 
packets of the iSCSI protocol influence iSCSI response time, if the distance between 
the server and the client is long, the link utilization drops sharply and iSCSI perform-
ance becomes low. 
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We introduced an intermediate server (iSCSI Intermediate Target) to reduce the 
packet transfer delay time between server and client, and heighten practical utilization 
of the network bandwidth. Intermediate target prefetches the next block to be used by 
the client for iSCSI read operations and can give quick responses for iSCSI write op-
erations. The nearest intermediate server from mobile client is selected by iSNS and 
the client can run iSCSI protocol with the intermediate server, which also has an 
iSCSI connection with a remote storage server. Therefore, response delay time of an 
I/O request shortens because the client has an iSCSI connection with a nearby inter-
mediate server, instead of a long-distance storage. 

Fig. 5 and Fig. 6 show that response delay times are different when the iSCSI Ini-
tiator and Target communicate directly with each other, and when put with an iSCSI 
intermediate server. Three control packets should be exchanged to process a write 
command and two control packets for a read command. If the distance between initia-
tor and target is short, iSCSI I/O response time is reduced because the control packet 
size is small, but it has same propagation and queuing delay. If the end nodes’ proc-
essing delay of an iSCSI packet is ignored, response delay time is reduced by A/L ra-
tio when introducing an intermediate server as shown in Fig. 6. 

3.2   System Architecture 

Fig. 7 shows a module diagram of an intermediate target system. An intermediate tar-
get system consists of iSCSI initiator, target, and block management module. An 
iSCSI intermediate server has two iSCSI connections. One is a connection between 
the intermediate target server and mobile client and the other is a connection with the 
storage server. The target module has an iSCSI session with a mobile client's iSCSI 
initiator and the initiator module has one with the iSCSI target module of the storage 
server. Two modules perform the same role, such as general iSCSI Target/Initiator 
module. However, the first iSCSI connection between mobile client and intermediate 
 

Intermediate Target System

iSCSI
Initiator
(Mobile)

iSCSI
Target

(Server)
Block Management Module

Target ModuleInitiator Module

SCSI Device Driver

iSCSI Buffer

S
C

S
I R

esp
o

n
se

S
C

S
I R

/W
R

eq
u

est

Prefech SCSI Block

Write SCSI Block

 

Fig. 7. Intermediate Target System 
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target is used for I/O requests of the client, and the latter is used to prefetch next 
blocks used by the client from the storage server or to deliver write blocks to a storage 
server. The target/initiator module of an intermediate server is controlled by a block 
management module. ISCSI Buffer is managed by FIFO as a way to leave blocks 
used most recently. 

Fig. 8 shows processing algorithm for client I/O requests by block management 
module of intermediate server. In the case of a read request, a block management 
module searches requested blocks in the iSCSI buffer to service the requested block 
with a target module. If the requested block exists in the iSCSI buffer, target module 
of intermediate target server will reply to the client. But when there is a non requested 
block in the buffer, the initiator module of the intermediate target server, which has a 
connection with the storage server, sends the client’s request to storage server and re-
ceives the block to send to the client. At this time, the block management module 
sends a read request to the next logical address of the block that the client required. 
When the intermediate server receives a write I/O request, the intermediate server 
sends a reply message to the client and sends the write block to the storage server in 
no time. Therefore, a mobile client's iSCSI initiator has an effect of an iSCSI connec-
tion with a nearby storage server. 

When Intermediate Target Receives I/O Request 
i : Requested Block 
{ 
 if(Read Op) 
 {//Client's I/O Request is Read Operation 
  if(i exists in iSCSI Buffer) 
  { 
   Send i and Response to Initiator 
  } 
  else 
  { 
   Send Read Request of i to Target 
  } 
  Send Read Request of i+1 from Target  
  and Put at Head of iSCSI Buffer 
  //Prefetch next block from Storage Server 
 } 
 else (Write Op) 
 {//Client's I/O Request is Write Operation 
  Put i at Head of iSCSI Buffer 
  Send Response to Initiator 
  Send Write Request of i to Target  
 } 
} 

Fig. 8. Block Management Algorithm 
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4   Simulation 

4.1   Simulation Environment 

In Fig. 9, the network of an iSCSI initiator, target and intermediate target is simulated 
using a network simulator 2.27. The bandwidth of the link between node1 and node2 
is limited by 14400bps to sumulate wireless network (CDMA 2000 1x). Performance 
is measured by changing the delay time from 1ms to 64ms to analyze the change of 
iSCSI performance according to the distance between iSCSI initiator and target under 
the supposition that delay is proportional to distance. We selected 512 byte data size 
which is SCSI block size used in PDA of Windows CE base, which is one of the rep-
resentative mobile appliances. 

Node1 Node2

iSCSI Initiator Intermediate Target

TCP TCPsink

iSCSI iSCSI

Bandwidth : 1.44kbps
Delay : A

Node3

iSCSI Target

TCPsink

iSCSI

TCP

iSCSI

Bandwidth : 2Mbps
Delay : B

Total Delay : A+B ( 1~64ms )

 

Fig. 9. Network Configuration with NS2 

4.2   Experimental Results and Analysis 

Fig. 10 shows the difference in iSCSI performance, by data type, when an intermedi-
ate target is used or not. In the case of the ratio of delay time A and B specified by 
7:3, we can see that the difference in iSCSI performance is very small regardless of 
data type when total delay is less than 2ms. In a simulation using NS2, iSCSI 
throughput is influenced by a propagation delay, which depends on physical media, 
and transmission delay that depends on data size and bandwidth. In cases where 
iSCSI has a short delay, when the distance of iSCSI initiator from target is short, 
transmission delay is much bigger than the difference of propagation delay by intro-
ducing intermediate target. Therefore it has little influence on iSCSI performance. 
However, when the iSCSI initiator is distant from the target, the difference of propa-
gation delay time is much longer than transmission delay. And, the intermediate target 
greatly effects on the iSCSI throughput. According to Fig. 11, we know that iSCSI 
performance differences appeared greatest when propagation delay of the iSCSI ini-
tiator and target was prolonged. In the case of multimedia, text and application data, 
each has improved throughput by 30%, 27% and 17% when the latency is 64ms. Per-
formance differences according to data type are due to the fact that the iSCSI buffer 
hit rate for a read block is different. We suppose that the hit ratio of multimedia data, 
which is accessed sequentially, is 90 percent and hit ratios are 80% and 50% in the 
case of text and application data. 
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Fig. 10. Performance Result by Data Types (Read Operation) 

Fig. 11 shows throughput change by distance ratio of an intermediate target for 
iSCSI write operations. In cases of a write operation, throughput does not change re-
gardless of data type, so we experimented how the performance of iSCSI write opera-
tion changes according to the intermediate target’s position. Same as a read operation, 
iSCSi write operation has a small difference in performance when total distance is 
short, but the difference is larger if the distance is longer. Furthermore the results 
show that performance appears high when delay time of the iSCSI initiator and inter-
mediate target is smaller. iSCSI performance difference was biggest at the point 
where total delay time is 64ms, as is the case of  read operations. And in the case of 
the ratios, A:B = 5:5, A:B = 3:7, A:B = 9:1, performance elevation of each 25%, 40%, 
59% occured. Therefore, we know that proposed method show high performance 
when the iSCSI intermediate target is close to the initiator. 
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Fig. 11. Throughput Change by Distance Ratio of Intermediate Server (Write Operation) 
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5   Conclusion and Future Work 

In this paper, we described efficient ways introducing iSCSI intermediate target, to 
achieve a breakthrough against the problem of iSCSI performance falling when apply-
ing iSCSI-based remote storage services for mobile appliances. In the proposed 
method, localizing the iSCSI target improved low link utilization and iSCSI perform-
ance degradation problems when the initiator receded from the target. Through simu-
lation results we know that iSCSI performance falls rapidly if the distance (latency) of 
the initiator and target is long, and could see that iSCSI performance is high if the in-
termediate target is close to the initiator. 

In future work, we will apply various prefetch algorithms for data type, or improve 
present FIFO iSCSI buffer management algorithm to heighten buffer hit rate. To ac-
complish this future work, we have to research how data type is classified and meth-
ods of sending information, and other buffer management algorithms. 
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Abstract. Today mobile computing is pervasively taking over the traditional 
desktop computing. Mobile devices are characterized by abrupt and un-
announced changes in execution context. The applications running on these de-
vices need to be autonomous and thus dynamically adapt according to the chang-
ing context. Existing middleware support for the typical distributed applications 
is strictly based on component technology. Future mobile applications require 
highly dynamic and adaptive services from the middleware components i.e. con-
text-aware autonomic adaptation. Traditional middleware do not address this 
emerging need of wide ranges of mobile applications mainly because of their 
monolithic and inflexible nature. It is hypothesized that such application adapta-
tion can be achieved through meta-level protocols that can reflectively change 
the state and behaviors of the system. We integrate Component Technology with 
our active Meta Object Protocols for enabling mobile applications to become 
adaptive for different contexts. This paper implements the application adaptation 
service of this middleware. It specializes the concept of Meta Object Protocols 
for autonomic adaptation of mobile applications. ActiveMOP provide robust and 
highly flexible framework for autonomic component development for mobile 
applications. It proved to be a very simple and powerful way to programmati-
cally develop location-driven applications based on autonomic components.  

1   Introduction 

Adaptivity is a distinguishing characteristic of emerging Ubiquitous Computing envi-
ronments that clearly separates it from desktop computing. Software are supposed to 
be adaptive towards changing environments, ad hoc networks, multitude of communi-
cation protocols and most importantly user’s current context. 

Desktop computing is no longer sufficient to meet the ever-increasing information 
needs of the highly mobile world. Future computing environments promise to free the 
user from the constraints of this stationary desktop Computing. But mobile devices 
are characterized by abrupt and un-announced changes in execution context. The 
applications running on these devices need to be autonomous and thus dynamically 
reconfigure according to the changing context [1]. 
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The conventional Middleware do not provide appropriate support for dealing with 
the dynamic aspects of this new mobile computational infrastructure. Due to this 
reason today the research focus is shifting from Static Design time services to run-
time adaptive services. [2], [3], [4] and [5]. Application adaptation can be achieved 
through meta-level protocols that can reflect internal state and behaviors of the  
system.

1.1   Application Adaptation and Meta Object Protocols 

Reflection is a discipline to achieve inspection and adaptability [4], [6], [5] and the 
protocols designed to achieve reflection are known as the “Meta Object Protocols”.
MOPs can enable software to change itself e.g. alter its behaviors, reconfigure its 
settings, recover the damages, optimize its structures, and install new security mecha-
nisms.  As shown in Fig. 1, the meta object can be changed at runtime to get adaptive 
services. 

Fig. 1. MOPs at work 

Meta Object Protocols are an abstraction of the computational process where the pro-
tocols governing the execution of the program are exposed. A Meta Object is bound to 
the base object and controls the execution of the object. The method calls going to base 
object are intercepted and diverted to the Meta Object. By changing the implementation 
of the Meta Object the object's execution can be adjusted in a principled way.  

1.2   A Middleware Using MOPs 

A major advantage of using middleware to develop software is that it hides the details 
of the underlying layers and operating system specific interfaces. Developers of dis-
tributed applications can write code that looks similar to code for centralized applica-
tions; the middleware takes care of networking, method dispatching, scheduling etc. 
The code running on top of the middleware is easily portable and the programmer 
need not to worry about the internals of the operating system and of the middleware.  

System and application code may use meta-interfaces to inspect the internal 
configuration of the middleware and when needed, reconfigure it to adapt to changes 
in the environment. Hence it becomes possible to choose networking protocols, 
security policies, encoding algorithms [3], and various other components to provide 
personalized service for different contexts and locations.  
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Our focus is on building a fully dynamic middleware thus providing development 
APIs for the development of Location-Driven applications so that at runtime behavior 
adaptive services can be provided depending upon the location of the mobile client. 
This research specializes the concept of Meta Object Protocols and introduces Ac-
tiveMOP that has been used in our Location Driven Adaptive Middleware (LDAM) 
for robust highly flexible application adaptation. 

2   Existing Work 

Dynamic TAO [7] is an extension of the C++ TAO ORB [8], enabling runtime recon-
figuration of the ORB internal engine and of applications running on top of it. But 
being built on top of the static code of TAO it does not provide much flexibility for 
offering adaptability. The Open ORB project [9] aims at the design of highly config-
urable and dynamically reconfigurable middleware platforms to support applications 
with dynamic requirements. It is built using components, component frameworks and 
reflection. But using many component frameworks increases the size of the middle-
ware implementation; extra management functionality for managing reconfiguration 
exhausts the constrained resources of the mobile device. Moreover these existing 
systems like Dynamic TAO and Open ORB are built for application domains, such as 
multimedia and real-time only and do not address many other issues related to mid-
dleware in mobile computing. [5] Identifies that the key property in supporting mobile 
computing is the ability to seamlessly interoperate with the range of ubiquitous de-
vices that are encountered by the mobile device as it changes location. Therefore, the 
Universal Interoperable Core (UIC) [5] has been developed; this reflective middle-
ware is loosely based on the reconfiguration techniques of Dynamic TAO. The plat-
form can change between different middleware personalities. But the implementation 
of UIC concentrates on synchronous middleware styles and does not implement all 
paradigm types that could be encountered in a ubiquitous environment. [10] 

ReMMoC [10] also examines the use of reflection and component technology to 
overcome the problems of heterogeneous middleware technology in the mobile envi-
ronment as in OpenORB. But, ReMMoC consists of two key component frameworks: 
(1) a binding framework for interoperation with mobile services implemented upon 
different middleware types, and (2) a service discovery framework for discovering 
services advertised by a range of service discovery protocols [10]. Hence it over 
comes the problem of exhaustion of the mobile devices resources. It uses OpenCOM 
[2] as its underlying component technology. OpenCOM uses a subset of Microsoft 
COM technology, hence is not an open source middleware. It needs an Active Space 
(a physical space where mobile devices communicate via certain set mechanisms) 
called Gia for its execution.  

To our best knowledge MOP are not used to specifically address the Location-
driven Adaptation of applications for handheld devices and mobile clients. This prob-
lem faces a number of challenges in order to be operative for really interactive mobile 
applications. There is a need to extend component technology to take the benefit of 
MOP in order to support rich behavior adaptation. They should be supporting hetero-
geneous client handheld devices and independent of a particular wireless operating 
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environment. Furthermore unlike existing MOP implementations, it should be self 
managing to support autonomic component development.  

We propose a design pattern called the Autonomist Design Pattern that can be used 
to design Meta Object Protocols for dynamic adaptation of mobile applications. Ac-
tiveMOP has been built using Autonomist DP that supports behavior as well as appli-
cation adaptation. Location Driven Adaptive Middleware (LDAM) is a middleware 
that implements ActiveMOP to provide development as well as run time adaptive 
services to location driven mobile applications across different environments in a 
principled manner. 

3   Autonomist DP 

As part of this research we have developed a design pattern, known as the Autonomist 
DP that supports design of Meta Object Protocols for application adaptation and con-
struction of components that are Autonomic in nature. The design pattern offers adap-
tation at the behavioral as well as the application level. Its participants are shown in 
Fig 2. The Autonomic Component is at the base level, while the Autonomic Service 
and Service Template are at the meta level. The Meta Controller acts as a mediator 
between the base and the meta level and intercepts all the calls coming to the base 
level, sets the meta level with new behaviors and calls the base level that experiences 
new changed behaviors. 

Fig. 2. Autonomist DP Participants 
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4   ActiveMOP 

To show the strength of Autonomist DP, ActiveMOP was constructed. Fig. 3 shows 
ActiveMOP working.  When a mobile client invokes the base level, the Meta Control-
ler intercepts this call. The Meta Controller registers this client with the location ser-
vice (which is peer research involving location sensing MOPs). After registration the 
Meta Controller is constantly updated about the clients location and sets the Auto-
nomic Service with each update. In turn the Autonomic Service sets the Behavior 
Template based on the location value. Since location updation and behavior switching 
is done actively, that is why this MOP is called the ActiveMOP.  

Fig. 3. ActiveMOP working 

5   LDAM 

Location Driven Adaptive Middleware (LDAM) is a middleware that provides devel-
opment as well as run time adaptive services for location driven mobile applications 
across different environments. ActiveMOP has been used to make LDAM capable of 
behavior level as well as application level adaptation specifically based on changing 
location.  

5.1   System Architecture of LDAM 

In the LDAM architecture the behavior adaptive services are realized through the 
components of ActiveMOP. All the components are part of a centralized Container 
that pools different components for instant execution.  

• Container 
Container is the main holder of all the components. It controls all the activity of the 
reflective middleware.  When the container is started up, it initializes all the Auto-
nomic Components in a pool. It also initializes a Meta space that contains a pool of 
various template behaviors, the autonomic service object pool and the location service 
object pool.  
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Fig. 4. (a) Descriptor defines LDAM container; (b) Dedicated Meta Controller for each mobile 
client 

At the time of arrival of a client, the container fetches a behavior adaptive service 
(Autonomic Service) object and a location service object from the respective pools 
and binds it with a dedicated Meta Controller. 

• Meta Controller 
The Meta Controller acts as a mediator and interceptor of calls coming to the base 
level. It sets up the Meta level based upon the current location of the client and calls 
the base level method to execute the new behavior. The Meta Controller offers net-
work transparency and hides the implementation details from the client. 

• Autonomic Component 
The Autonomic Component is a representative of the client application. It is the base 
level component containing an Autonomic Method, the execution of which is con-
trolled by the Meta Controller. 

•  Behavioral Templates 
The behavioral templates are different template applications that are actually the 
adaptive behaviors for each particular location.  Service Template is an interface that 
defines these behavior templates. These different BTs are the multiple implementa-
tions identifying a complete working component present against each Autonomic 
Component. 

• Autonomic Service 
Autonomic service is setup by the Meta controller for each client. The location attrib-
ute is passed to the autonomic service by the Meta controller whenever behavior ad-
aptation is required. The task of the Autonomic Service is to match the behavior with 
its corresponding Location. The resulting Template Behavior is set for execution in 
the service residing in the Autonomic Component. The Meta Controller invokes the 
Autonomic Method to execute the new template behavior through this service. 

• Location Service 
The second part of this research is to provide Meta Object Protocols (MOPs) for loca-
tion monitoring, acquisition and updation. It facilitates the development of location 

a b
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sensitive applications by providing standard vocabulary in the form of APIs that en-
capsulate in them the description of location awareness thus shielding the programmer 
from many tedious and error prone aspects of location determination of an object 
representing a mobile device. 

 Implementation Results

The initial size of the client is very small, but without behavior adaptation the increase 
in behaviors causes a drastic increase in client size.  

Fig. 5. Behavior Adaptation (BA) service size comparison 

Fig. 6. Pooling vs. no pooling 

6
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Through behavior adaptation in LDAM though, no code for the behavioral tem-
plates is present on the client. For as many behaviors there is no change in client size. 
This is shown in Fig.5.  

Pooling was incorporated in LDAM after seeing the remarkable results found for 
component loading when they were already pooled. These results have been shown in 
Fig. 6. As the number of components increases the time for initializing them increases 
rapidly.  

The startup time for the client was noted to vary between 2ms to 20ms. This was the 
case when the Container initializes the Meta Controller by fetching components from 
each pool. Incase there is no pooling the components have to be instantiated each time a 
new client comes. This was noted to vary in range of 20 to 37 milliseconds. 

Fig. 7. Behavior switching time comparison 

Fig. 8. ActiveMOP comparison with OpenCOM 

Pooling also resulted in fast execution of behavior adaptation process. At location 
change time the behavior switching was transparent for the client, i.e. it took the Meta 
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controller nearly 0 ms to change the behavior. Whereas without pooling, when each 
time instantiation of components is required, it took 15 to 64 ms to switch a behavior. 
Pooled components save both startup as well as execution time of the client.  

Fig. 8. Shows ActiveMOP comparison with OpenCOM for, the number of null 
method (method with no code) invocations possible in one millisecond. Through 
ActiveMOP 4.219 calls can be made in one millisecond while in OpenCOM only 0.78 
calls can be made in one millisecond. 

All the tests for LDAM were conducted on Pentium III 800 M-Hz machine with 
256MB RAM. The tests for OpenCOM had been performed on Dell Precision 410MT 
workstation with 256Mb RAM and Intel Pentium III processor 550Mhz. The operat-
ing system was Microsoft’s Windows2000.

  Conclusion 

In this paper a generic architecture for a behavioral adaptive middleware targeting 
location driven applications is presented where emphasis has been laid upon dynamic 
behavior adaptation of the client device keeping in view the fact that mobile devices 
have a small memory footprint and the behavior adaptive services need to be light-
weight and flexible. This middleware was named LDAM, Location-Driven Adaptive 
Middleware. It is a combination of component technology and Meta object protocols 
to be capable of providing adaptive services to the mobile client.  

The Autonomist Design Pattern opens up new avenues for application program-
mers who want to design systems to implement adaptation at different granularity 
levels i.e. application, behaviors. ActiveMOP provides complete supports for loca-
tion-based adaptation at the behavior level as well as the application level. This adap-
tation is transparent for the client since pooling the components makes behavior-
switching time reduce to being negligible. The LDAM client enjoys a vast range of 
behavioral services with no burden on the memory. 
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Abstract. Web mining is one of the mining technologies, which applies data 
mining technique in large amount of web data to improve the web services. 
Web traversal pattern mining discovers most of users’ access patterns from web 
logs. When we understand the users’ behaviors, we can make some appropriate 
actions for different purposes. However, it is considerably difficult to select a 
perfect minimum support threshold during the mining procedure to find the in-
teresting rules. Even though the experienced experts, they also cannot deter-
mine the appropriate minimum support to find the interesting rules. Thus, we 
must constantly adjust the minimum support until the satisfactory mining re-
sults can be found. This will waste a lot of time on these repeating mining proc-
esses with the same data. Therefore, many researchers pay attention to the in-
teractive data mining in recent years. The essence of interactive data mining is 
that we can use the previous mining results to reduce the unnecessary processes 
when the minimum support is changed. In this paper, we propose an efficient 
interactive web traversal pattern mining algorithm to reduce the mining time 
and make the mining results to satisfy the users’ requirements. 

1   Introduction 

With the trend of the information technology, huge amounts of data would be easily 
produced and collected from the electronic commerce environment every day. It 
causes the web data in the database to grow up at amazing speed. Hence, how should 
we obtain the useful information and knowledge efficiently based on the huge 
amounts of web data has already been the important issue at present. 

Web mining [1] refers to extracting useful information and knowledge from large 
amounts of web data, which can be used to improve the web services. Mining web 
traversal patterns [2] is to discover most of users’ access patterns from web logs. 
These patterns can not only be used to improve the website design, e.g. provide effi-
cient access between highly correlated objects, and better authoring design for web 
pages, etc., but also be able to lead to better marketing decisions, e.g. putting adver-
tisements in proper places, better customer classification, and behavior analysis, etc. 

In the following, we describe the definitions about web traversal patterns: Let I {x1, 
x2, …, xn} be a set of all web pages in a website. A web traversal sequence S = <w1, w2, 
…, wm> (wi ∈ I, 1 ≤ i ≤ m) is a list of web pages which is ordered by traversal time, and 
the web page can repeatedly appear in a web traversal sequence. The length of the web 
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traversal sequence S, which is denoted as |S|, is the total number of web pages in S. A 
web traversal sequence with length l is called an l-sequence. Suppose that there are two 
web traversal sequences α and β, if α ⊆ β, α is the web traversal sub-sequence of β, 
and β is the web traversal super-sequence of α. For instance, if there are two web 
traversal sequences α = <ACD> and β = <ABCBD>, then α is a web traversal sub-
sequence of β and β is a web traversal super-sequence of α. 

A web traversal sequence database D, as shown in Fig. 1, contains a set of records. 
Each record includes traversal identifier (TID) and a traversal sequence. A traversal 
sequence is a web traversal sequence, which stands for a complete browsing behavior 
by a user. The support of a web traversal sequence α is the ratio of traversal se-
quences which contains α to the total number of traversal sequences in D. It is usually 
denoted as Support (α). A web traversal sequence α is a web traversal pattern if Sup-
port (α) ≥ min_sup, in which the min_sup is the user specified minimum support 
threshold. For instance, in Fig. 1, if we set min_sup to 80%, then Support (<CA>) = 
4/5 = 80% ≥ min_sup = 80%. Hence, <CA> is a web traversal pattern. If the length of 
a web traversal pattern is l, then it can be called l-web traversal pattern. 

 

Fig. 1. Web Traversal Sequence Database 

Based on the min_sup, all the web traversal patterns can be found. Thus, it is very 
important to set an appropriate min_sup. If the min_sup is set too high, it will not find 
enough information for us. On the contrary, if the min_sup is set too low, it will find 
excess noise and waste our time. However, it is very difficult to select a perfect mini-
mum support threshold in the mining procedure to find the interesting rules. Even 
though experienced experts, they also cannot determine the appropriate minimum 
support threshold. Therefore, we must constantly adjust the minimum support until 
the satisfactory results can be found. This will waste our time on these repeat mining 
processes. Since it is difficult to know exactly what can be discovered within a data-
base, an interactive scheme is needed. So, many researchers pay attention to the inter-
active mining [3] in the recent years. 

In this paper, we propose a novel interactive web traversal pattern mining algo-
rithm and a storage method to reduce the mining time and make the mining results 
satisfied the real requirements. The rest of the paper is organized as follows. Section 2 
introduces the most recent researches related to this work. Section 3 describes our 
web traversal pattern mining algorithm and storage structure. Before concluding, we 
compare our method with the methods without interactive mining. 
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2   Related Work 

Path traversal pattern mining [4, 5, 6, 7, 8, 9] is the technique that find navigation 
behaviors for most of the customers in the web environment. The web site designer 
can use this information to improve the web site design, and to increase the web site 
performance. Besides, this information can also provide the navigation suggestions to 
customers. Many researches focused on this field, e.g., FS (Full Scan) algorithm, SS 
(Selective Scan) algorithm [4], MFTP (Mining Frequent Traversal Patterns) algo-
rithm [5], and other algorithms [6, 7]. Nevertheless, these algorithms have the limita-
tions that they can only discover the simple path traversal pattern, i.e., the page can-
not repeat in the pattern. Non-simple path traversal pattern, i.e., web traversal pat-
tern, contains more information. It can be used to predict customer’s behaviors more 
accurately. The related research is IPA (Integrating Path traversal patterns and Asso-
ciation rules) algorithm [8, 9]. 

Interactive mining has been proposed for mining sequential patterns. [3] proposed 
a KISP (Knowledge base assisted Incremental Sequential Pattern) algorithm for in-
teractively finding sequential patterns. KISP algorithm extends the hash tree in GSP 
algorithm to count the candidate sequence and constructs a KB (Knowledge Base) 
structure in hard disk to minimize the response time for iterative mining. KISP algo-
rithm used the previous information in KB and extends the content for further mining. 
Based on the KB, KISP algorithm can mine sequential patterns on different minimum 
support thresholds without using original database. 

KISP differs from our proposed algorithm in several ways. First, our algorithm is 
proposed to interactively discover web traversal patterns. KISP algorithm is proposed 
for the sequential patterns. KISP does not consider the web site structure to increase 
the mining performance. Second, we cannot directly apply KISP algorithm on mining 
the web traversal patterns. The combination method in mining sequential patterns is 
different from mining web traversal patterns. Third, KISP algorithm cannot obtain the 
longest sequential patterns immediately. Our algorithm can easily obtain the longest 
web traversal patterns. In next section, we will describe our algorithm in details. 

3   Algorithm for Interactive Web Traversal Pattern Mining 

For interactive mining, we use the previous mining results to discover new patterns 
and reduce mining time. Therefore, how to choose a well storage structure to store 
previous mining results becomes very important. In this paper, lattice structure is 
selected as our storage structure. Fig. 2 shows the original lattice structure O for the 
database described in Fig.1, when min_sup is set to 50%. In O, only web traversal 
patterns are stored in this structure. To interactively mine the web traversal patterns 
and speed up the mining processes, we extend O to record more information. The 
extended lattice structure E is shown in Fig. 3. In Fig.3, each node stands for one web 
traversal sequence. We append the support information into the upper part of each 
node. This information can help us to calculate and accumulate the support when the 
interactive mining is proceeding. 
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Fig. 2. Original Lattice Structure 

 

Fig. 3. Extended Lattice Structure 

Moreover, we also append the TID information, which the web traversal sequence 
occurs, into the lower part of each node. This information can help us to reduce the 
unnecessary database scans. According to TID information, we only need to scan 
some records of web traversal sequence database. If the mining system does not have 
enough memory space to store the TID information, then we need to scan all records 
of database such that our algorithm can also work. Different from original lattice, we 
put all web traversal sequences, which their support count are greater than or equal to 
one, into the lattice structure. The reason for putting all web traversal sequences into 
the lattice structure is that it is more convenient for us in interactive mining. The lat-
tice structure is saved in hard disk level-by-level. The total size of the lattice structure 
(including TID information) is about 5 times larger than the original database in aver-
age. Because our method is to mine the patterns level-by-level, it will not cause the 
memory be broken when we just load one level of lattice structure into memory. 

The lattice structure is a well storage structure. It can quickly find the relationships 
between patterns. For example, if we want to search for the patterns related to “A” 
web page, we just traverse the lattice structure from the node represented as “A” web 
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page. Moreover, if we want to find the longest web traversal patterns, we traverse the 
lattice structure once and output the patterns in leaf nodes, whose supports are greater 
than or equal to min_sup. 

The following shows an example for mining web traversal patterns. The database is 
shown in Fig.1. The web site structure shown in Fig. 4 is also used in this example. Fig. 
3 is the mining result, when min_sup is set to 50%. If the sequence is a web traversal 
pattern, it is denoted by the single line. Otherwise, it is denoted by the dotted line. 

 

Fig. 4. Web Site Structure 

The reason for using the web site structure is that we want to avoid the unqualified 
web traversal sequences to be generated in the mining processes. For example, as-
sume that our web site has 300 web pages and all of them are all 1-traversal patterns. 
If we do not refer to the web site structure, then 299×300=89,700 2-sequences are 
generated in next step. But, in most situations, most of them are unqualified. Assume 
that the average number of links between web pages is 10. If we refer to the web site 
structure, then just 300×10=3,000 2-sequences are generated. 

Different from the combination method in sequential pattern mining [10], we use 
the middle term to join the candidates. For example, <ABCDE> is joined by 
<ABCD> and <BCDE>. BCD is the middle term in this example. Besides, we also 
check all of the qualified web traversal sub-sequences with length l-1 to reduce some 
unnecessary combinations. In this example, we need to check <ABDE> and 
<ABCE>. If one of them is not a web traversal pattern, <ABCDE> is also not a web 
traversal pattern. We do not need to check <ACDE>, because <ACDE> is an unquali-
fied web traversal sequence (no connections between web pages A and C). 

The following shows an example for interactive mining. First, we change the min_sup 
from 50% to 70%. Because we increase the minimum support threshold, we just traverse 
the lattice structure once and output the web traversal patterns, which the supports are 
greater than or equal to 70% (occurs at least four records). In this example, the outputs 
are <CDA>, <CEA>, and <AB>. Second, we change the min_sup from 50% to 40% 
(occurs at least two records). Because we decrease the minimum support threshold, we 
should scan the database again and update the lattice structure. First of all, we scan the 
first level of the lattice structure. Because no new 1-web traversal patterns are generated 
(no updates in this level) in this case, we scan the second level of the lattice structure. 
Then, we find that <AD>, <BC>, <DB> and <DE> become new 2-web traversal pat-
terns. It is shown in Fig. 5. The double line represents these four new patterns. 
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Fig. 5. Update on Second Level of Lattice 

According to the web site structure, we join these four new patterns with the origi-
nal web traversal patterns (denoted by single line). The results are shown in Fig. 6. In 
this example, although <BCD> can be joined by <BC> and <CD>, we also need to 
check the web traversal sub-sequences. In this case, we need to check that whether 
<BD> is a 2-web traversal pattern or not, because there is a direct link between web 
pages B and D in the web site structure. In this case, <BD> is not a 2-web traversal 
pattern. Hence, <BCD> are not 3-web traversal pattern and eliminated from the  
candidate set. If there is not a direct link between B and D in web site structure, the 
<BCD> also can be a candidate, because we can not decide whether it is a web 
traversal pattern or not in current situation. 

 

Fig. 6. The Results of Joining New-Generated Patterns with Original Web Traversal Patterns 

We recursively join the new-generated patterns with the original web traversal pat-
terns and count the candidates, until no candidates can be generated. Fig. 7 is the final 
result of the lattice structure when min_sup is set to 40%. The single line represents 
the web traversal patterns.  The c++ like algorithm is listed below. 
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Fig. 7. The Final Result 

Void Interactive_Mining(D, s, s’, W, L) 
{ 

if(s’≤s) 
{ 

Level=1; 
Lattice_Top_Level=Get_Top_Level(L); 
while(Level≠Lattice_Top_Level) 
{ 

L=Interactive_Update_Lattice(D, s, s’, W, L, Level); 
Level++; 
if(Have_New_Frequent_in_Top_Level(s, s’, L)) 

Ori_Mining(D, s’, W, L, Level); 
} 

} 
Traverse_Lattice(L, s’); 

} 
 
Lattice Interactive_Update_Lattice(D, s, s’, W, L, Level) 
{ 

Levelk=Read_Lattice_Into_Memory(L,Level); 
A=Find_Frequent_Pattern(Levelk, s); 
B=Find_Frequent_Pattern(Levelk, s’); 
New_Freq=B-A; 
New_Cand=Interactive_Generate_Candidate(A, New_Freq, W); 
L=Count_Candidate(New_Cand, D, L, Level); 
return L; 

} 
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Candidate Interactive_Generate_Candidate(Ori_Freq, New_Freq, W) 
{ 

New_Cand=∅; 
for each frequent Fi in New_Freq 
{ 

for each frequent Fj in New_Freq 
{ 

if(i≠j) 
{ 

Cand_temp= Fi ⊗ Fj; 
if(Subset_Check(Cand_temp, W, Ori_Freq, New_Freq))  

New_Cand = New_Cand ∪ Cand_temp; 
} 

} 
for each frequent Fj in Ori_Freq 
{ 

Cand_temp= Fi ⊗ Fj; 
if(Subset_Check(Cand_temp, W, Ori_Freq, New_Freq))  

New_Cand = New_Cand ∪ Cand_temp; 
} 

} 
return New_Cand; 

} 
 

 
In the above three algorithms, D denotes the web traversal sequence database, W 

denotes the web site structure, L denotes the lattice structure, s denotes the current 
min_sup, and s’ denotes the new min_sup. The longest web traversal patterns will be 
outputted as the results. The Interactive_Mining is the major algorithm. If s’ greater 
than s, we just traverse the lattice. Otherwise, we update the lattice level-by-level. In 
Interactive_Update_Lattice algorithm, we read the lattice structure level-by-level. In 
each level, we generate new candidates New_Cand by using Interac-
tive_Generate_Candidate algorithm and then count these new candidates by using 
Count_Candidate algorithm. Finally, the updated lattice is returned as the results. The 
Interactive_Generate_Candidate algorithm generate new candidates by self-joining 
new web traversal patterns New_Freq and join new web traversal patterns New_Freq 
and original Ori_Freq web traversal patterns. 

4   Experimental Results 

In the following experiments, we use a real web traversal sequence database and sev-
eral simulated datasets to test the execution performance of our proposed method. 
This real database is a networked database. It stores information for renting DVD 
movies. There are 82 web pages in the web site. We collect the user traversing data 
from 02/18/2001 to 02/24/2001 (seven days). There are 428,596 log entries in this 
original database. Before mining the web traversal patterns, we need to transform 
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these web logs into the web traversal sequence database. The steps are listed as fol-
lows. Because we want to get most of users’ traversal patterns, the log entries referred 
to images are not important. Thus, all log entries with access filename suffix like 
.JPG, .GIF, .SME, .CDF are removed. Then, we organize the log entries according to 
the user's IP address and time limit. After these processes, we can acquire the web 
traversal sequence database like Fig. 1. 

According to these steps, we organize the original log entries into 12,157 traversal 
sequences. The comparison of using interactive mining and without interactive min-
ing is depicted in Fig. 8. It is based on different min_sup. The initial min_sup is set to 
20%. Then, we continually decrease the min_sup. 

 

Fig. 8. Execution Time in Real Database 

Table 1. The Ratio of Using Interactive Mining and Without Interactive Mining 

min_sup 
Dataset 

20% 10% 5% 1% 0.5% 0.1% 0.05% 0.01% 

10K 1.00 3.25 5.27 3.37 6.74 7.62 7.99 8.28 

30K 1.00 29.25 4.27 5.76 22.98 25.51 26.74 27.75 

50K 1.00 12.11 3.87 6.55 38.59 43.39 46.11 47.39 

100K 1.00 7.54 3.46 7.01 64.42 88.26 92.36 97.24 

In the simulation datasets, we set the number of web pages to 300. Then, we gener-
ate 4 datasets with 10K, 30K, 50K and 100K traversal sequences, respectively. The 
experiment result is shown in Table 1. The initial min_sup is also set to 20%. Then,  
 
we continually decrease the min_sup as the previous experiment. Table1 lists the ratio 
of using interactive mining and without interactive mining, i.e., the execution time of 
original mining / execution time of interactive mining. Obviously, the mining time 
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can be reduced dramatically. Our algorithm speeds up 3.25 to 97.24 times, according 
to the dataset size and the minimum support threshold. 

5   Concluding Remarks 

The interactive web traversal pattern mining was not discussed in the past. We con-
sider that it is necessary to have interactive mining, because the user’s behavior will 
change and we usually try various thresholds for the final desirable patterns. Thus, if 
we integrate the concept of interactive mining into the web traversal pattern mining, 
we will not waste our time on these repeating mining processes with the same data. 
The experimental results show that the interactive mining is very efficient. It can help 
us to quickly find a perfect minimum support. 
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Abstract. Query decomposition is one of the most important phases of query 
processing in an integrated database system. A global query is decomposed into 
several sub-queries conforming to local formats, which can be used to extract 
data from distributed databases. In this paper a new query decomposition meth-
odology for integrated XML databases is introduced. A special construction of 
mappings is also introduced, which provides information for query decomposi-
tion while efficiently avoiding data redundancy. Based on a set of given map-
pings, a global query is simultaneously decomposed into n sub-queries in one 
step, thus reducing time complexity.  XML Declarative Description (XDD) - an 
extensible XML language incorporating a new variable class - provides the 
means to model as well as build the algorithms for the proposed system. 

1   Introduction 

The last few years have witnessed a great increase in the number of web sites on the 
world-wide computer network. A web site can be considered as a collection of semi-
structured data, hence the quest for a structured standard language for the web is on-
going. XML1 - eXtensible Markup Language - has been proposed to fill this gap. It 
permits a new class of databases - XML databases. In order to support users during 
information access and utilization, distributed XML databases can be integrated and 
provide a unified representation of all participating XML databases. In an integrated 
XML database system, each participating XML database source can follow its own 
schema, which typically differs from the integrated schema. Users can pose their que-
ries based on the integrated schema. These queries cannot be used to query the local 
sources directly due to the different formats of the global schema and the local ones. 
In order to extract data from these sources for further processing, the global XML 
query must be decomposed into all possible XML sub-queries. Each sub-query con-
forms to a schema of local sources; thus it can be executed to get the relevant data. 
The most recent database integration systems are: MIX [3, 4, 12], ADDSIA [5], 
DIXSE [6], Tukwila [8, 9]. Even though these systems have achieved certain results, 
their query decomposition algorithms still contain limitations caused by the heteroge-
neous formats of the query, metadata and programming language. None of them can 
simultaneously produce sub-queries for local sources in one step, thus they unneces-
sarily increase complexity and computer usage.  
                                                           
1 http://www.w3.org/TR/REC-xml 

 –
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Towards a solution to these existing problems, we introduce a new algorithm for 
query decomposition in integrated XML databases. In our approach, the global query 
is simultaneously decomposed into n sub-queries conforming to local source formats. 
Each of them can then be used to query the local data source directly. Moreover, all 
components of query decomposition are modeled as XML clauses, hence they can be 
flexibly processed in a uniform environment. We also construct a data dictionary 
(mappings) that can be used for both query decomposition and data conversion. 

Section 2 gives a brief overview of XDD. Section 3 describes the proposed query 
decomposition framework, its steps and algorithms. Section 4 demonstrates system 
prototype. Section 5 concludes the paper.  

2   XML Declarative Description  

XML Declarative Description (XDD) [2, 11, 14, 15] is an XML based modeling lan-
guage with well-defined declarative semantics and supports for computation and in-
ference mechanisms. In order to obtain this expressive power, it incorporates vari-
ables with the conventional definition of XML elements.  

Ordinary XML elements, that is XML expressions without variables are called 
ground XML expressions. Those containing variables are called non-ground XML ex-
pressions. Table 1 lists all types of variables in non-ground XML expressions. This 
representation facilitates expressing a set of ground XML expressions with similar 
characteristics by a non-ground XML expression. 

Table 1. Types of XDD variable 

Variable type Begin 
with 

Instantiation to 

N-variables: Name-variables $N Element type or attribute 
names 

S-variables: String-variables $S Strings 

P-variables: Attribute-value-pair-variables $P Sequences of zero or more 
attribute value pairs 

E-variables: XML expression-variables $E Sequences of zero or more 
XML expressions 

I-variables: Intermediate-expression-variables $I Part of XML expressions 

Moreover, an important concept of XDD is the XML clause [15] of the form: 
H  ←  B1, … , Bm, β1, …, βn 

where m, n ≥ 0; H and Bi (i=1..m) are XML expressions. Each βj (j=1..n) is a prede-
fined XML constraint - useful for defining restrictions on XML expressions or their 
components. The XML expression H is called the head of the clause while the set {B1, 
…, Bm, β1, …, βn} is the body. When the body is empty, such a clause is referred to as 
an XML unit clause; otherwise it is a non-unit clause with both head and body. A unit 
clause (H←.) is often denoted simply by H and referred to as a fact. 
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3   Query Decomposition 

Fig. 1 shows an overview of the XML query decomposition. The input is an XML 
query followed by the integrated schema. Its outputs are XML sub-queries conformed 
to local schemas. In order to achieve the results, mappings and algorithms modeled by 
XDD are used. 

 

 

 

 

 

 

 

3.1   Query 

User's queries can be expressed in terms of XQuery, which will be transformed into 
the XDD format. However, it is assumed that user queries are in the XDD format and 
comprise single XML clauses. 

A query has three parts: constructor, pattern and filter which are head, body and 
constraints of the XML clause, respectively [11]. The following example shows an 
XML query modeled by XDD. 

<Answer> 
<name>$S:name</name> 
<nationality>$S:nation</nationality> 

</Answer> 
 
<Student> 

<name>$S:name</name> 
<nationality>$S:nation</nationality> 
<GPA>$S:gpa</GPA> 
$E:properties 

</Student> 
   [ $S:gpa>3.5] 

%
%
%
%
%

List name and nationality 
of all student elements 
which contain GPA sub-
element with a value of 
more than 3.5. 

When the pattern matches with a ground XML expression of the given XML docu-
ment source and the filter is also satisfied, the result is returned in the form of the con-
structor with specifications (variables are replaced by ground XML elements). In 
order to decompose a global query into sub-queries, the query decomposition uses 
mappings to find corresponding elements between the integrated and the local  
schemas. 

XML 
query 

Query  
Decomposition  

XML sub- 
query 1 

XML sub-
query n 

XML database 1 

XML database n 

Integrated 
schema 

XML mappings 

Fig. 1. Query decomposition overview 

... 
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3.2   Mappings 

The mappings introduced are composed in XML format and modeled by XDD as 
XML expressions. In order to describe the correspondence between an object (XML 
attribute, XML element) in the integrated XML schema and others in the local ones, 
the mapping contains two sub-XML expressions. The first represents the object in the 
integrated schema, while the second describes all corresponding objects in schemas of 
the local sources. Because XDD rules can be applied to manipulate XML expressions, 
mappings containing those sub-XML expressions can be processed to generate the 
expected results. The general form of the mappings is shown in Fig. 2. 

<Mapping> 
     <$N:globalTag> 
                 $E:exp 
     </$N:globalTag> 
     <local> 
          <$N:tagName1 source=$S:source1> 
     $E:exp1  
          </$N:tagName1>  
          <$N:tagName2 source=$S:source2> 
    $E:exp2  
          </$N:tagName2>  
     </local> 
</Mapping> 

%
%
%
%
%
%
%

This mapping specifies that 
the element $E:exp in the 
integrated schema corre-
sponds to elements 
$E:exp1, $E:exp2 in 
sources $S:source1 and 
$S:source2,  respectively. 

 
 

The following example is a mapping between the integrated schema and schemas 
of sources A and B. 

<Mapping> 
    <student> 
 <country>$S:country</country> 
    </student> 
    <local> 
 <SATstudent source="A"> 
     <country>$S:country</country> 
 </SATstudent> 
 <SOMstudent source="B">            
    <nationality>$S:country</nationality> 
 </SOMstudent> 
    </local> 
</Mapping> 

% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 

This mapping speci-
fies that the country 
element which is child 
of the student element 
in the integrated 
schema has two corre-
sponding elements 
that are country and 
nationality in local 
sources A and B. 

With such mappings, when the elements in the integrated schema or in the local 
ones are defined as XML expressions, they are very useful. They can be embedded 
themselves in XML clauses or XML rules that can apply for logic model in executing. 
We use that efficiently for query decomposition. In detail, if an element in the inte-
grated schema is exactly known, its corresponding elements in local sources will be 
derived naturally by using XML rules. The general rule applying for mappings in 
query decomposition is shown. 

Fig. 2. General form of mapping 
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$E:expression 
  ←   
   <Mapping> 
 <globalTag>$E:exp</globalTag> 
 <local>$E:expression</local> 
   </Mapping> 

%
%
%
%
%
%

This rule specifies that if an ele-
ment $E:exp in the integrated 
schema is explicitly known, its cor-
responding elements in the local 
sources contained in $E:expression   
are yielded via the mapping. 

An application for this rule is shown in Fig. 3. When this rule is executed, the body 
of the rule will match with one mapping and the variables ($E:exp,$E:expression) are 
replaced by explicit instances (ground XML expressions), thus the head of rule will 
contain the expected results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
Another phase of the integration system, after querying is to convert the data for-

mat following global schema. Those mappings can, once again be used. They find the 
correspondence between one element in an explicit local source and an element in the 
integrated schema. These mappings (facts) are created once in the schema integrating 
phase but can be used for both query decomposition and data conversion. Thus, this 
way of building such mappings and their attached rules is extremely useful. It saves 

<answer>
<SATstudent source=”A”> 
    <country>$S:country</country> 
</SATstudent> 
<SOMstudent source=”B”> 
    <nationality>$S:country</nationality> 
</SOMstudent> 

</answer>

<answer>
$E:expression 

</answer> 
   
     <Mapping> 
       <student> 
          <country>$S:country</country> 
       </student> 
       <local>$E:expression</local> 

  </Mapping> 

<Mapping>
    <student> 
 <country>$S:country</country> 
    </student> 
    <local> 
 <SATstudent source="A"> 
     <country>$S:country</country> 
 </SATstudent> 
 <SOMstudent source="B">             
    <nationality>$S:country</nationality> 
 </SOMstudent> 
 </local> 
</Mapping>

1

matches with 

2 

bound to 

3 

4 

infers to 

results in 

Fig. 3.  Applying to the mapping generation rule 
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effort on the part of whoever creates the mappings and omits data redundancies in the 
system. Other applications of mappings will be expressed in detail in the next section. 

3.3   Query Decomposition Algorithm 

In order to succeed with query decomposition, we model all related algorithms based 
on XDD theory.  In other words, we build them by using a set of XML rules. While 
input, output queries and mappings are modeled by XDD, the algorithms for query 
decomposition are also modeled by XDD. We believe that this will create a harmoni-
ous combination among internal parts of the system. An XML rule for query decom-
position is: 

<$N:LocalTag source=$S:source> 
$E:exp1 
<$N:tag2>$E:content</$N:tag2> 
$E:exp2 

</$N:LocalTag> 
 
<Query> 
 $E:exp1 
 <$N:tag1>$E:content</$N:tag1> 
 $E:exp2 
</Query > 
<Mapping> 
   <$N:GlobalTag> 
     <$N:tag1>$E:content</$N:tag1> 
   </$N:GlobalTag >  
   <local> 
    $E:exp3 
       <$N:LocalTag source=$S:source> 
         <$N:tag2>$E:content</$N:tag2> 
       </$N:LocalTag> 
    $E:exp4 
   </local> 
</Mapping> 

%
%
%
%
%
%
%

This rule specifies that if the 
query contains the $N:tag1 
element, which is mapped to   
the $N:tag2 element in the   
$S:source source, the sub- 
query will contain the 
$N:tag2 element in spite of 
$N:tag1. 

Fig. 4 shows an example of the integrated schema and an XML query. Fig. 5.a and 
5.b represent two schemas of local sources A, B and their sub-queries after decompo-
sition, respectively. In this paper, for simplicity, we use a tree to express the instance 
of an XML schema.  

The local XML expressions of mappings (see Fig. 2) contain many elements be-
longing to different sources. The name of each source is the value of source attribute. 
In the XML rule for query decomposition, at each value of $N:tag1, two variables 
$E:exp3 and $E:exp4 would change automatically,  depending on the value of 
$S:source in the mappings. Thanks to this feature, all possible values of $N:tag2 can 
be treated simultaneously. By repeating this rule recursively, the output sub-queries 
are concurrently yielded. The number of sub-queries depends on the number of 
$S:source value. 
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student 

id name 

Lname Fname 

country 

  <student id=$S:id> 
          <name> 
                   <Lname>$S:lname</Lname> 
                   <Fname>$S:fname</Fname> 
          </name> 
          <country>$S:phone</country> 
      </student> 

Fig. 4. An example of integrated schema and input query 

 

 

 
 
 
 
 
 
 
Altogether, this step processes an XML query to obtain XML sub-queries in the 

form of the local sources. Low-level metadata processing, which could yield map-
pings for both query decomposition and data conversion, helps to save human effort 
and to avoid redundant data.  

 

 

 

 

 

 

 

 

 

 

 

 

4   System Prototype 

The prototype of the proposed framework for query decomposition of integrated 
XML databases is implemented successfully. After careful analysis of XDD theory, 
all components of the framework are changed semantically into XET [1] for separate 
implementation, while Java is used to combine them into one big system as well as to 
support building of a system interface by which users can easily contact the system 
and collect their data. 

5.a Schema of source A and the query after decomposing 

SATstudent 

key fullname country 

  <SATstudent key=$S:id > 
           <fullname>$S:fullname</fullname> 

     <country>$S:phone</country> 
  </SATstudent> 

          

5.b Schema for source B and the query after decomposing 

SOMstudent 

id name 

Lname Fname 

nationality 

  <SOMstudent id=$S:id > 
      <name> 

<Lname>$S:lname</Lname> 
<Fname>$S:fname</Fname> 

        </name> 
        <nationality>$S:nationality</nationality> 
  </SOMstudent> 

Fig. 5. An example of output sub-queries 
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4.1   Overview of XET 

XML Equivalent Transformation (XET) is a rule based language modeled by 
XDD. Similar to XDD, XET can manipulate and represent XML elements with 
variables. Its five types of variables: Nvar, Evar, Svar, Ivar, Pvar are similar to 
XDD’s variables: $N, $E, $S, $I, $P, respectively.  A program in XET is a well 
formed XML document which contains the three main parts: fact, i.e., ground 
XML elements; XML rules, i.e., head, body and variable, and rule priority - the or-
der of the rules performed. There are two kinds of XET engine: on ETC2, another 
enhanced version on ETI3. For the sake of its flexibility, implementation in the 
second one is chosen.  

4.2   System Functions 

The prototype is built with three different database sources - three different XML 
documents which sample information of students in SAT school, SOM school and 
Student Union. These documents are attached with different schemas which con-
tain conflicts about structure and format. These heterogeneous documents are har-
monized by the available integrated XML schema and two-direction mapping. Be-
sides, there exist certain data conflicts between the three documents and certain 
metadata are assumed to have been given to resolving them. 

Fig. 6. System interface 

                                                           
2 http://kr.cs.ait.ac.th/et 
3 http://assam.cims.hokudai.ac.jp/eti 
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In order to allow users to get quickly integrated data from local sources, a system 
interface has been developed - an important client component. It consists of a small 
window by which users pose queries; five buttons for executing the steps of the proto-
type: Query decomposition, query execution, data conversion, data cleaner and data 
integration, respectively; during run time; below each component is its outputs, kept 
in the XML document. Users click mouse on each output button to see the output of 
each component by XML Spy application. Besides, if users like to see only the final 
result and ignore all mediate results, they just need to click the Data integration but-
ton. The result will be shown in the XML file placed below it. Figure 6 shows the sys-
tem interface. 

Assuming that users already know the integrated schema, XML query modeled by 
XDD is again followed by the format of the integrated schema. The prototype starts 
work whenever users click their mouse on the buttons of the interface.   

5   Conclusions 

The prototype of the proposed framework for query decomposition of integrated 
XML databases was successfully implemented. After careful analysis of XDD theory, 
all components of the framework are transformed into XET programming language 
[1] for execution. The system is running simply, flexibly; and free of syntax errors. 
Java is also used to support building a system interface by which users can easily in-
teract and collect their data. This proposal is the first query decomposition system of 
integrated XML databases that uses XDD as underlying model. It is one of a few sys-
tems that are capable of decomposing a global query to obtain n sub-queries in local 
format simultaneously. Since these sub-queries can be used to query directly in local 
sources, the extracted data is structural and semantic which is easier for the further in-
tegrating processes.  

For the present, we are concentrating on XML queries in simple forms. Complex 
queries are being built and tested. Its power can be appreciated when it is considered 
as a complete database integration system [13] where every component is modeled by 
using XDD such as: XML schema integration, query processing, data integration, 
conflict resolving, etc. Besides, the proposed framework should be extended in a net-
work environment, where XML databases are distributed for Ecommerce purposes. A 
typical application that could be seen is query processing of integrated web pages on 
the internet where XML web pages share a global schema. 
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Abstract. Since syntactically different URLs could represent the same resource 
in WWW, there are on-going efforts to define the URL normalization in the 
standard communities.  This paper considers the three additional URL 
normalization steps beyond ones specified in the standard URL normalization.  
The idea behind our work is that in the URL normalization we want to 
minimize false negatives further while allowing false positives in a limited 
level.  Two metrics are defined to analyze the effect of each step in the URL 
normalization. Over 170 million URLs that were collected in the real web 
pages, we did an experiment, and interesting statistical results are reported in 
this paper. 

1   Introduction 

A Uniform Resource Locator (URL) is a string that represents a web resource (here, a 
web page). A URL is composed of five components: scheme, authority, path, query 
and fragment [1]. Given a URL, we can identify a corresponding web page in the 
World Wide Web (WWW).  If some URLs locate the same web page in the WWW, 
we call them equivalent URLs in this paper.  Syntactically identical URLs are 
certainly equivalent, but there are cases in which syntactically different URLs 
represent the same web page (hence, are equivalent). 

One of the most common operations on URLs is simple comparison to determine if 
two URLs are equivalent without using the URLs to access their web pages.  For 
example, a web crawler (web robot) encounters millions of URLs during collecting 
web pages in the WWW, and it needs to determine if a newly found URL is 
equivalent with ones of the already-crawled URLs to avoid duplication of request 
actions.  Syntactically different URLs that are indeed equivalent give rise to a large 
amount of processing overhead; a web crawler requests, downloads, and stores the 
same page repeatedly, consuming unnecessary network bandwidth, disk I/Os, disk 
space, and so on.  Extensive normalization [2][5] prior to comparison of URLs is 
often used by many web crawlers to prune a search space or reduce duplication of 
request actions. 

                                                           
 This work was supported by Korea Research Foundation Grant. (KRF-2004-005-D00172) 
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The details of URL normalization methods that have been used (or are currently 
used) in real web crawlers have not been described in the literature yet. The URL 
normalization issues have not drawn technical interests successfully in the research 
communities yet, in spite of their importance in web application developments.  
Moreover, the existing URL normalization methods have been developed rather on 
the basis of developers’ personal heuristics, not from an extensive analysis of 
experimental simulation.  We need to approach this matter in an analytic and 
systematic way. 

It is possible to determine that two URLs are equivalent, but it is never possible to 
be sure that two URLs represent different web pages.  For example, an owner of two 
different domain names could decide to serve the same resource from both, resulting 
in two different URLs.  Any URL normalization methods could cause occurrences of 
so-called false negative (determining equivalent URLs to be not equivalent, hence not 
being able to transform equivalent URLs into a syntactically identical string).  People 
want to use URL normalization methods that transform equivalent URLs into an 
identical string as much as possible (hence reduce the occurrence rate of false 
negatives as low as possible). 

There are on-going efforts to define the URL normalization in the standard body 
[1].  The standard URL normalization defines a number of steps to transform URLs 
into the canonical form of URLs, so that it helps determine whether given two URLs 
are equivalent. The standard URL normalization transforms URLs that are determined 
to be equivalent, into the syntactically identical canonical form. The standard URL 
normalization is designed to minimize false negatives while strictly avoiding false 
positives (determining non-equivalent URLs to be equivalent); it never transforms 
non-equivalent URLs into a syntactically identical string. However, we notice that in 
reality there are cases in which we can minimize false negatives significantly while 
allowing false positives in a very limited way. 

This paper considers the three URL normalization steps that are beyond the 
standard URL normalization.  Discussed three steps are the case sensitivity at the path 
component of a URL, the last slash symbol in the path component of URLs, and the 
designation of a default page.  The idea behind our approach is that in the URL 
process we want to minimize false negatives further while allowing false positives in 
a limited level. We believe that our approach is worthy of investigation even though 
after all we may not collect some web pages due to false positives. 

We define two metrics: the redundancy rate and the coverage loss rate. The 
redundancy rate shows how many web pages are duplicated due to false negatives. 
The coverage loss rate shows how many web pages are lost due to allowing false 
positives. Over 170 million URLs that were collected in the real web sites in Korea, 
we report statistical information on the redundancy and loss of web pages for each 
method of the URL normalization. The investigation shows the cases in which our 
approach works well in practice. Analyzing the statistical data on the effect of the 
URL normalization, we propose the new methods for URL normalization that reduces 
the rate of false negatives significantly while allowing false positives just a little.  

Our paper is organized as follows. In section 2, the syntax of a URL and the 
standard URL normalization are presented. Section 3 describes the two metrics, and 
section 4 presents our transformation options for the URL normalization along with 
experimental results. Section 5 contains the closing remarks. 
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2  URLs and Their Normalization  

A URL is composed of five components: the scheme, authority, path, query, and 
fragment components. The scheme component contains a protocol (here, Hypertext 
Transfer Protocol) that is used for communicating between a web server and a client.  
The authority component has three subcomponents: user information, host, port. The 
user information may consist of a user name and, optionally, scheme-specific 
information about how to gain authorization to access the resource. The user 
information, if present, is followed by a commercial at-sign (“@”) that delimits it 
from the host. The host component contains a location of a web server. The location 
can be described as either a domain name or IP (Internet Protocol) address. A port 
number can be specified in the component. The colon symbol (“:”) should be prefixed 
prior to the port number. The path component contains directories including a web 
page and a file name of the page. A directory and a file are separated by the slash 
symbol (“/”).  The query component contains parameter names and values that may to 
be supplied to web applications. The query string starts with the question symbol 
(“?”). A parameter name and a parameter value are separated by the equal symbol 
(“=”). A pair of parameter name and value is separated each other by the ampersand 
symbol (“&”). The fragment component is used for indicating a particular part of a 
document. The fragment string starts with the sharp symbol (“#”). Fig. 1 shows all the 
components of a URL. 

 

Fig. 1. URL Example

The URL normalization is a process that transforms a URL into a canonical form. 
During the URL normalization, syntactically different URLs that are equivalent 
should be transformed into a syntactically identical URL, and URLs that are not 
equivalent should not be transformed into a syntactically identical URL. The standard 
document [1] describes the syntax-based standard URL normalization as below. 

First, a URL with a default port number (80 for the HTTP protocol) and a URL 
without the port number represent the same page. For instance, 
“http://example.com:80/” and “http://example.com/” represent the same page. During 
the normalization, the default port number is truncated from a URL. 

Second, the scheme and authority components are case insensitive. For example, 
“http://EXAMPLE.com” and “http://example.com” represent the same page. During 
the normalization, all the letters in the components are changed into lower-case 
letters. 

Third, a URL with path string null and a URL with path string “/” represent the 
same page. For instance, “http://example.com” and “http://example.com/” represent 
the same page. If a path string is null during the normalization, then the path string is 
transformed into “/”. 
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Fourth, unreserved characters (namely, uppercase and lowercase letters, decimal 
digits, hyphen, period, underscore, and tilde) can be encoded into a three-digit string, 
where the percent symbol (“%”) should be located at the first position, and the last 
two digits are a hexadecimal number representing an ASCII code of the character 
under consideration. For instance, “http://example.com/~smith” and 
“http://example.com/%7Esmith” represent the same page. During the normalization, 
encoded unreserved characters are decoded. 

Fifth, a URL with the fragment and a URL without the fragment represent the 
same page. For instance, “http://example.com/list.htm#chap1” and 
“http://example.com/list.htm” represent the same page. During the normalization, the 
fragment in the URL is truncated. 

3   Two Metrics 

This section presents two metrics (namely the redundancy rate and the coverage loss 
rate) to analyze the effect of the URL normalization.  These metrics will be used to 
evaluate a normalization method later. 

A set of equivalent URL candidates is defined as a set of URLs that may possibly 
represent the same web page under a particular normalization method. The set of all 
URLs, U, is then represented as U1∪ U2 … ∪ Un, where Ui denotes the ith set of 
equivalent URL candidates and Ui  Uj = ∅ for i  j.  It should be noted that the 
decomposition of U into Ui is fully dependent on a normalization method in question.  
Further, we do not need to consider a set of equivalent URL candidates in which the 
number of elements is exactly one, because there is no equivalent URL candidate to 
compare.  For the purpose of computation of the redundancy rate and coverage loss 
rate, we drop off all Ui’s with only one element without loss of generality.   

Suppose that we have N sets of equivalent URL candidates in which the number of 
elements is at least two.  Di is the set of successfully downloaded documents (or 
pages) from all the URLs in Ui. n(Di) is the number of documents in Di, un(Di) is the 
number of unique documents in Di (simply, we count the number of unique contents 
in Di). The redundancy rate is defined as equation (1).    
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The redundancy rate shows how many web pages are duplicated due to equivalent 
URLs. If all the equivalent URL candidates in U represent different web pages, then 
the redundancy rate becomes 0. 

Suppose that we transform all the URLs in Ui into a syntactically identical URL, 
hoping that all the URLs in Ui are equivalent.  During the transformation, a 
normalization method under consideration could transform a non-equivalent URL into 
a syntactically identical one (i.e., false positive occurs).  This implies that some valid 
web pages may be lost (not collected) during the transformation. For example, if Ui is 
composed of a number of URLs representing different web pages, then (un(Di) – 1) 
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documents will be lost. The coverage loss rate is defined in equation (2), where 
Ddownloaded denotes the number of documents downloaded successfully with the 
transformed URLs. 
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In essence, the redundancy rate shows how much web pages are redundantly 
collected due to false negatives, and the coverage loss rate shows how much valid 
web pages are lost due to false positives. Our approach toward the URL normalization 
is to reduce the redundancy rate significantly while limiting the coverage loss rate to 
be within a (user-definable) threshold.  
 
Example 1. 
Assume that we have 10 URLs (u1 to u10) as below.  For convenience, the scheme 
component (i.e. “http://”) is omitted.  

U = { www.microsoft.com/ (u1),  www.microsoft.com/default.asp (u2), 
www.microsoft.com/index.htm (u3),  www.microsoft.com/index.html (u4), 
nasdaq.com/asp/ownership.asp (u5),  nasdaq.com/ASP/ownership.asp (u6), 
ietf.org/tao.html (u7),  ietf.org/TAO.html (u8),  ietf.org/Tao.html (u9), 
www.acm.org/ (u10) } 

We can think of several criteria to decompose U into sets of equivalent URL 
candidates.  Suppose that we decompose U under the designation of default pages of 
web servers. Then we have seven sets of equivalent URL candidates: 

U1 = {u1, u2, u3, u4}, U2 = {u5}, U3 = {u6}, U4 = {u7}, 
U5 = {u8}, U6 = {u9}, U7 = {u10}. 

The sets U2, …, U7 have only one member, so those sets are not considered any 
more. Suppose that the downloaded pages from URLs u1, u2, u3, and u4 are , , 

, and , respectively.  Assume that u1 is the normalized URL for U1 (i.e., u2, u3 
and u4 are transformed to u1).  Then we have following computation: 

The redundancy rate = (4 – 2)/4 = 0.5, 
The coverage loss rate = 1 – (1/2) = 0.5 (note that page  is lost). 

Now consider that we decompose U under other criterion (such as the case 
sensitivity at the path component).  Then we have seven sets of equivalent URL 
candidates: 

U1 = {u1}, U2 = {u2}, U3 = {u3}, U4 = {u4}, 
U5 = {u5, u6}, U6 = {u7, u8, u9}, U7 = {u10}.  

Suppose that the downloaded pages from URLs u5, u6, u7, u8, and u9 are , , 
, , and , respectively, where  denotes the downloading failure.  Assume that 

u5 and u7 are the normalized URLs for U5 and U6, respectively.  Then we have 
following computation: 

The redundancy rate = ((2 – 1) + (1 – 1)) / (2+1) = 0.33, 
The coverage loss rate = 1 – (2/2) = 0. 

It should be noted that the set of all URLs can be decomposed differently, 
depending on the decomposition criteria.              
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4   New URL Normalization Methods 

This section considers additional normalization steps beyond the ones specified in the 
standard document [1]. In our experiment, the web robot [4] crawled approximately 
the 350,000 Korean sites in the breadth-first fashion during one week in December 
2003. The robot requested web pages within nine hops from the root pages of a site. 
The robot was not allowed to download dynamically-generated pages, whose URLs 
contain the question symbol inside. Consequently, 50 million web pages were 
downloaded successfully. We extracted 170 million URLs from the collected web 
pages, and normalized the URLs according to the standard URL normalization.  
Using the real URLs we collected, we did an experiment to get the effectiveness of 
normalization options for URLs in each case. 

4.1   Case Sensitivity at the Path Component 

The Windows operating system manages names of directories and files in a case-
insensitive fashion. In a web server working on the Windows operating system, URLs 
can be composed with various combinations of the upper-case and lower-case letters. 
For instance, “http://www.nasdaq.com/asp/ownership.asp” and 
“http://www.nasdaq.com/ASP/ownership.asp” are equivalent.  On the other hands, 
since the Unix and Linux operating systems manage names of directories and files in 
a case-sensitive fashion, two URLs composed with different combinations of the 
upper-case and lower-case letters are very likely to represent different web pages. For 
instance, “http://www.acm.org/pubs/journals.html” and 
“http://www.acm.org/PUBS/journals.html” should be considered not to represent the 
same web page. 

The scheme and host components of a URL are defined to be case-insensitive. The 
path component of a URL is case-sensitive in principle. Here, we investigate the 
effects of assuming that the path component is case-insensitive.  The set of equivalent 
URL candidates contains URLs that are syntactically identical except the case 
sensitivity in the path component. We consider the following three transformation 
options for the equivalent URL candidates. 

(1)  Keep a URL as it is 
(2)  Change letters in the path component into the lower-case letters 
(3)  Change letters in the path component into the upper-case letters 

The first option is the one accepted in the standard URL normalization.  The 
second and third options can cause false positives to occur, because the file and 
directory names are case-sensitive in the Unix-like operating systems.  Analyzing 
statistical data in our experiment, this paper explores the possibility of accepting the 
second or third options in the URL normalization.  

In our experimental set of URLs, there were 383,444 equivalent URL candidates, 
which were decomposed into 185,474 sets of equivalent URL candidates. Figure 2 
shows the number of requested, downloaded, and unique pages for each option. In the 
first option, the redundancy rate was 0.52. That is, over half of the successfully 
downloaded web pages were turned out duplicates. 
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In the second option, we change all the letters in the path component into the 
lower-case letters, resulting that each set of equivalent URL candidates has only one 
URL after normalization. Hence, only one request for the each set is possible.  In 
terms of the number of web requests, there was 48% (= 185,474 / 383,444) reduction 
after normalization. The coverage loss rate of the second option was 0.01, which 
means 1% of the contents were lost.  As for the third option, the coverage loss rate 
was 0.11. 
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Fig. 2. Results for case sensitivity at the component 

In terms of case sensitivity at the path component of a URL, almost all equivalent 
URL candidates in the same set represent the same page in the real web. We could 
download more web pages in the second option than those in the third option. In 
contrast to the first option, the second option (transforming all the letters in the path 
component into the lower-case letters) not only reduced the number of requests by 
48% but also reduced redundant web pages by 52% at the cost of losing 1% of the 
unique pages that should be downloaded.  Taking into account the benefits of the 
second option, we would say that the coverage loss rate (here, 1%) is negligible. 

4.2   The Last Slash Symbol at the Non-empty Path Component 

The standard URL normalization defines an empty path of a URL to be equivalent to 
“/”, thus the two URLs are equivalent: “http://example.com” and 
“http://example.com/”.  The standard URL normalization, however, does not do 
anything on the last slash symbol at the non-empty path component at all (i.e., leaves 
it as it is). 

This subsection considers the last slash symbol at the non-empty path component 
of URL.  A URL with the last slash symbol represents a directory. When sending web 
servers such URL, web clients get either a default page in the requested directory or a 
temporarily created page showing all files in the directory.    Users requesting a 
directory often omit specifying the last slash symbol in a URL. What really happens 
in this case is that web servers are likely to redirect the URL into a URL including the 
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last slash symbol. For instance, “http://acm.org/pubs” is redirected into 
“http://acm.org/pubs/”. This redirection allows users not to take care of the last slash 
symbol when users specify URLs. 

Two URLs with and without the last slash symbol in the non-empty path 
component consist of a set of equivalent URL candidates.  Each set of equivalent 
URL candidates has exactly two URLs that differ only at the last slash symbol. We 
consider the following three transformation options for the equivalent URL 
candidates. 

(1)  Keep a URL as it is 
(2)  Pick the URL with the last slash symbol as a normalized URL. 
(3)  Pick the URL without the last slash symbol as a normalized URL. 

In our experimental set of URLs, there were 152,924 equivalent URL candidates, 
which were decomposed into 76,462 sets of equivalent URL candidates. Figure 3 
shows the number of requested, downloaded, and unique pages for each option. In the 
first option, the redundancy rate was 0.49, which means approximately half of the 
successfully downloaded web pages were duplicates.  The coverage loss rates in the 
second and third options were 0.01 and 0.03, respectively.   

Our experiment shows that the possibility that equivalent URL candidates 
represent different pages is indeed rare. In the second and third options, the coverage 
loss rates were very small (0.01 and 0.03, respectively). The second option 
(specifying the last slash symbol at the end of the URL if possible) could reduce 50% 
redundant web pages, while only losing 1% of the unique pages to be downloaded. 
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Fig. 3. Results for the last slash symbol 

4.3   The Designation of a Default Page 

A default page is a file to look for, when a client requests a directory. The default 
page can be specified in a URL. For instance, “http://www.acm.org/” and 
“http://www.acm.org/index.htm” represent the same page in the site (acm.org), which 
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sets the designation of a default page as “index.htm”.  This subsection considers the 
designation of default pages in a web site. 

In reality, any file name could be designated as a default page. It is reported [6] 
that only two web servers (the Apache web server, the MS IIS (Internet Information 
Services) web server) comprise over 85% of all the installed web servers in the world.  
The default pages of those web servers are “index.htm”, “index.html”, or 
“default.htm”, when they are installed by default.  We consider the three file names, 
i.e., “index.htm”, “index.html”, and “default.htm”, as default pages in our experiment.  

The URLs with and without the default page names consist of a set of equivalent 
URL candidates. We consider the following two transformation options for the 
equivalent URL candidates. 

(1) Keep a URL as it is. 
(2) Eliminate default page names in the path component.  This means that a URL 

with a default page specified in the path component is normalized by 
eliminating the default page name.  

In our experimental set of URLs, there were 147,266 sets of equivalent URL 
candidates and 305,835 equivalent URL candidates. Figure 5 shows the number of 
requested, downloaded, and unique pages for each option.  The redundancy rate of the 
first option was 0.42.  The coverage loss rate of the second option was 0.19. The 
second option could reduce 42% of redundant pages, but lost 19% of the unique web 
pages to be downloaded. 
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Fig. 4. Results for the designation of a default page 

5   Conclusion and Future Work 

We have considered three additional normalization steps beyond the ones specified in 
the standard document.  Using two metrics this paper defined, we have analyzed the 
effects of each normalization step on the set of real URLs we collected in the all the 
Korean web pages. Our experimental results are summarized in Table 1. Changing all 
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letters in the path component into low-case letters and specifying the last slash symbol 
could reduce approximately 50% redundant web pages with the small coverage loss 
rates (i.e., 0.01). Despite the reductions of the redundancy rates, eliminating a default 
page name caused a large portion (19%) of the web pages to be lost. 

Table 1. Summary of experimental results 

Type Normalization options 
Redundancy 

rate 
Coverage 
loss rate 

Leave as it is 0.52 0 
Change into lower cases 0 0.01 

Case sensitivity 
at the path 
component Change into upper case 0 0.11 

Leave as it is 0.49 0 
Slash symbol 0 0.01 

Last slash 
symbol at the 

path component No slash symbol 0 0.03 
Leave as it is 0.42 0 

Default pages No page default 
specification 

0 0.19 

Under the two cases (case sensitivity at the path component and last slash symbol), 
does work out the idea that we can reduce the redundant web pages significantly at 
the cost of allowing false positives at a limited threshold.  Adoption of our approach, 
which allows false positives to take place as well as reduces false negatives 
considerably, is completely up to the users.  If efficiency is more important than 
correctness in URL process of web applications, our approach is an excellent choice.  
But if users think that correctness is more important than efficiency, they will stick to 
only the standard URL normalization. 

The URL normalization is composed of the several steps to transform a URL into 
another.  The order of transformation steps could lead to different URLs.  As a future 
work, we plan to investigate how to effectively establish the normalization steps that 
consider not only the steps in the standard community but also the steps described in 
this paper. 
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Abstract. The abundant information on the web attracts many researches on 
reusing the valuable web data in other information applications, for example, 
digital libraries. Web information published by various contributors in different 
ways, schema matching is a basic problem for the heterogeneous data sources 
integration. Web information integration arises new challenges from the 
following ways: web data are short of intact schema definition; and the schema 
matching between web data can not be simplified as 1-1 mapping problem. In 
this paper we propose an algorithm, COSM, to automatic the web data schema 
matching process. The matching process is transformed into a clustering 
problem: the data elements clustered into one cluster are viewed as mapping 
ones. COSM is mainly instance-level matching approach, also combined with a 
partial name matcher in calculating the elements distance metrics. A 
pretreatment for data is carried out to give rational distance metrics between 
elements before clustering step. The experiment of algorithm testing and 
application (applied in the Chinese folk music digital library construction) 
proves the algorithm’s efficiency. 

1   Introduction 

The web contains a huge volume of information contributed by various organizations, 
groups and individuals, which provides abundant raw material for constructing digital 
library [4]. Many researches try to develop tools to facilitate constructing data 
collections of digital library from web [2,4] through web data integration. Though 
these tools have automated the first step of the task: extracting data from the web 
pages, the second step, mapping heterogeneous web data into the target data 
collection of  DL, i.e. schema matching, are most done manually.   

Schema matching is a fundamental problem in many database application domains, 
such as information integration, digital library, data warehousing and semantic query 
processing, also including the web-oriented data integration [1]. However the 
automatic schema matching between web information is more difficult [3]. New 
challenges arise in many ways: The data obtained from web pages with automatic 
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extracting algorithms [14,15,16] mostly are flat or nested data lists, lack of  data type 
and data illustration. Also, attached with descriptive content, extracted data are not as 
clean as the ones in rational databases. In general, the web data schema lacks the 
intact definition in the traditional schema-matching problem. Another side, there are 
great diversity of web data sets in the same application domain for different purpose 
of web sites. Just finding pairwise correspondences becomes impractical.  

This paper considers the specific problem of schema matching – determining the 
correspondences elements in heterogeneous data sets obtained from web sites. The 
data sets with associated schema are all extracted from web pages, i.e. no additional 
information is added into the data set manually. Because of the opaque character of 
the schema and data, we call it the opaque schema-matching problem. 

Solutions for automatic schema matching have received steady attention over the 
years [5,11,12,13]. The key conclusion from this body of research is that an effective 
schema matching tool requires a principled combination of many techniques, such as 
linguistic matching of names of schema elements, comparison of their data instances, 
considering structural similarities between schemas, and using domain knowledge and 
user feedback.  

Our approach for the opaque schema-matching problem is constructed on the 
former works, combining the instance matching with schema name matching. Since 
not all elements having names, the instance-level matching is more valuable to gain 
an insight into the contents of data sets. In this paper we describe the COSM 
(Clustering-based Opaque Schema Matching) algorithm to automatically create 
semantic mappings between web data sets. With little information about the 
correspondence cardinality of web data schema, we attempt to consider the schema 
mapping with a new paradigm, into a clustering problem. The elements in different 
schemas clustered into one cluster are similar ones, and the instances of each element 
are viewed as an object to process the clustering iteration. A heuristic pre-step is taken 
to identify the likely data type of the pure text data so that the distance of data objects 
can be exactly measured.  

The experiments on several web data sets obtained from real web sites validate the 
effective of COSM. It also has been successfully used in the construction of Chinese 
folk music digital library, for mapping the web data into the folk music collections. 

 The rest of paper is organized as follows. We give the formal representation of 
web data schema matching problem in Section 2, and the details of our algorithm 
COSM are described in Section 3. Section 4 reports on experiments result and section 
5 reviews related work. Section 6 is the conclusion. 

2   Opaque Schema Matching  

Automatic information extracted technology is an important method to access the 
structured data from web pages for reusing. The data sets obtained have following 
character: 

1) Data schema is deduced by wrapper production program, it is always 
represented as a table, flat or nested table.  
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2) No schema definitions such as data type, constraint and etc of each element, 
some of  data elements may have name extracted from web pages. 

3) No matter what the content, the data are stored as text string. Some of them 
are dirty for meaningless characters. 

Example 1. From two web sites of bookstore, we get the book detail information with 
the following structure: Sa ={Ca1, Ca2, Ca3, Ca4, Ca5}}, Sb ={Cb1, Cb2, Cb3, Cb4, Cb5, 
Cb6}, and the corresponding elements name list are Na = {U, U, U, by, our price}, Nb 
= {U, author, U, price, member price, book description} respectively, where “U” 
represents no name is found for this element from the web page.  

Table 1.  Data insxtances for schema Sa and Sb 

Ca1 Ca2  Ca3 Ca4 Ca5  
4685. Data Mining This book 

described… 
Jiawei Han 42.1  

6480. Introduction 
to Algorithm 

Since first 
edition … 

Thomas 
H.Cormen  

57.8  

Cb1 Cb2  Cb3 Cb4 Cb5 Cb6 
Principles of 
Data Mining 

David Hand 08/01/2003 $48.00 $38.40 Many subjects 
are in face of 
… 

Data System 
Concepts 

Abraham 
Silberschatz 

12/10/2002 $69.00 $55.20 Database 
system has 
become … 

Our approach rephrases the problem of spatial n-m mapping as a clustering 
problem [10]: for the elements in different schemas, we want to find the relation 
between these elements. The elements with strong correspondence relationship are 
clustered into one cluster. Some clusters may have more than two elements and some 
clusters may keep one’s. For example 1, the two schemas can be clustered into 6 
clusters: {{Ca1}, {Ca2, Cb1}, {Ca3, Cb6}, {Ca4, Cb2}, {Cb3}, {Ca5, Cb4, Cb5}}.  

The opaque schema-matching problem can be formal represented as following. 

Definition 1. The opaque schema is defined as the data schema of the structure data 
extracted from web pages, which can be express as a nest set of string: 

1) S ={C1, C2,…, Cn} is a schema, C denotes the basic type of set. C∈Σ, where 
Σ is an alphabet of symbols.  

2) IF S is a schema, then {S} is also a schema.  
3) IF S1, S2, …, Sn is a schema, then {S1, S2, …, Sn } is also a schema. 
4) All data schemas are symbol string by using 1) ~ 3) finite times. 

Definition 2. For two opaque schemas Sa and Sb, the corresponding elements name 
are expressed as Na = {Na1, Na2,…, Nama}, Nb = {Nb1, Nb2,…, Nbmb} respectively, 
where ma and mb are the element number of Sa and Sb. Some values of Ni may be null. 
Va:ma×q = {v a1, v a2, …, v aq}and Vb:mb×q = {v b1, v b2, …, v bq} give the data instances 
of Sa and Sb, where q is the instances number. The schema matching algorithm outputs 
a cluster set of the elements contained in two schemas: P = {P1, P2, …, Pn}, Pi = ∪Si, 
Si ∈ Sa∪Sb. 
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3   Instances Cluster Analysis 

The spatial n-m mapping problem of web data schema requires the clustering 
algorithm has ability to deal with different types of attributes and to be insensitive to 
noisy data. Many algorithms are designed to cluster interval-based (numerical) data. 
However, the web data are all extracted as text, we introduce a data pretreatment step 
to meet the requirement. 

3.1   Data Pretreatment 

For clustering analysis, the fundamental problem is measuring the gap between two 
objects [10]. In general clustering application, we have full knowledge about each 
attribute’s data type, text, numeric or date etc. So it’s not very hard to find the suitable 
distances metrics.  

For web data, the situation is complex. No data type information is explicit labeled. 
They are just text string. The distance metric may produce bias, if we simply deal 
implicit numerical and date type data as text string.  

A pretreatment must be taken to reduce the bias. The purpose of this step tries to 
identify the implicit data type from the data themselves, and then we can choice 
proper distances metrics for each data type. Through research on various data sets 
from real web sites, we classify the data type as text, numeric and date (including 
time) categories, for each of them having similar distance metric. Following heuristics 
are used to distinguish the data type of instances: 

1) If the string str is a numerical character list, no other type character, i.e. str = 
∪ {i}, i∈{0, 1, 2, …, 9}, then str is numeric type data; 

2) If the string str contains the normal numerical format string (e.g. -, e), i.e. there 
exists substr(str)∈ NFE(Numeric Format Expression), then str may be 
numerical type; 

3) If the string str contains the normal date and time format string (e.g. - -, / / , 
pm), i.e. there exists substr(str)∈ DFE(Date Format Expression), then str may 
be date and time type; 

4) There exists one and only one substr(str)∈ DFE or NFE in the data of numeric 
or date type; 

5) Subtrings can prefix and suffix to numerical or date type expression, the 
percentage of the sum of the length of prefix and suffix cannot exceed thd; 

6) Every data instances of an element must be one data type. 

The numeric data type contains general numeric, currency, accountant, percentage, 
fraction and scientific notation. We use the electronic table, Excel, to give the normal 
numeric, date and time expressions list.  

The pretreatment algorithm checks each instance of one element {vi}, i=1,…,q 
with heurist rules1)~5) rj., j=1,…,5. The check result sa(i,j) can be four cases: 
numeric, date, numeric or date and text. For a instance string vi, if ∃ j, sa(i,j) = text, 
then vi is labeled as text data, otherwise it calculates knu, kda, the occurrence of 
numeric and date type giving by every rule. If knu>kda, then the data type of vi is 
numeric, otherwise is date. For the element, we calculate kenu, keda and kete, the 
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occurrence of numeric, date and text type giving by every instance. The data type 
corresponding to max(kenu, keda, kete) is assigned to the elements.  

3.2   Object Distance Metrics 

For accurately measure the distance between the object instances, we introduce two 
different metrics for the text data and the rest data separately.  

Definition 3. For two text elements Sv, Sw, Nv, Nw are the corresponding names, and V, 
W are the documents composed of the correspondence instances. The similarity 
distance of these two elements is defined as the weighted mean of three components: 
isim, the similarity of the text content of V, W; the normalization difference of the 
length of V, W and nsi, the name similarity of Nv, Nw. 
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and {Xi} is the document set of all text elements.  
The similarity distance between two text instances, isim(V,W), uses VSM (Vector 

Space Model), a mathematic mode to calculate the text-matching degree, is widely 
applied in traditional IR and search engine [17]. VSM works well on long textual 
elements, such as book description. It is not good at short text elements, such as title, 
name. To revise the dist value, we add the weighted term of the data length 
difference. 

The name of elements is also useful for measure the distances of them, though not 
all of them have a certain name. Element names are broken up into sets of name 
tokens {ui}, N = ∪{ ui }. For Chinese language text, the tokens are determined by a 
thesaurus lookup. The similarity of two names, nsi, is the average of the similarity of 
each token with a token in the other set. The similarity or two name token u1 and u2, 
si(u1, u2,) is looked up in a synonym and hyponym thesaurus (Wordnet [18] for 
English and Hownet [19] for Chinese). Each thesaurus entry is annotated with a 
coefficient in the range of [0,1] that indicates the strength of the relationship. In the 
absence of such entries, we match sub-strings of the words u1 and u2, to identify 
common prefixes or suffixes. The similarity of two names N1 and N2 is calculated as 
follows: 
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For two elements named N1 and N2, if N1 = null or N2 = null, then the name 
similarity nsi(N1 , N2) is zero. 

Definition 4. For two numeric (or date) type elements Sv, Sw, Nv, Nw are the 
corresponding names, V, W are the corresponding data vectors. The distance of Sv, Sw 
is measured as weighted mean of normalization absolute deviation of V, W and the 
name similarity of Nv, Nw. 
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First, we calculate the mean of all instances {vi},{wi}of the elements Sv, Sw 
respectively, and then use the normalization difference between the mean values to 
express the distance between two elements: 
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where {xi} is the data set of all instances in numeric (or date) type. The date type 
instances are transformed into absolute time format to calculate the difference. 

3.3   Hierarchical Clustering Algorithm 

A hierarchical clustering method works by grouping the data objects into a tree of 
clusters. For this problem, a cluster containing a lot of elements is lower probability 
case. The agglomerative hierarchical clustering method is chosen. At first, every 
element of the two schemas are considered as an object and placed into their own 
atomic cluster. The clusters are then merged step-by-step according to some criterion, 
until the distance of two closest clusters exceeds the threshold. Because the distance 
metrics between three data type greatly differ with each other, the different types of 
elements are dealt separately. The cluster merging only works between the elements 
of the same data type, the thresholds for three data type are also set separately.  

For schema Sa and Sb, the instances vector of elements vai and vbi form the 
objects of the elements. The merging rule is: the clusters Px and Py will be merged if 
an object in Px and an object in Py form the minimum distance between any two 
objects from different clusters. The clusters containing elements of different schemas 
merge first, i.e. only when one cluster containing elements come from different 
schemas can merge elements randomly. The termination criterion is the mean 
distances of the objects in one cluster larger than the giving threshold.  
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The detail algorithm is giving as following: 

Algorithm: Instance-based Clustering (Instance Va, Instance Vb) 
Input: The instances of two schemas Va, and Vb , the schema name mapping table  
Output: a cluster set Pi 
Method:  

for each elements set of data type dt 
Pi= {vi}, vi ∈ Va ∪ Vb, i = 1, …, ma + mb 

 Repeat  
       SelMin(Px, Py) // Function: give the data type of one element 
      Px = Px ∪ Py 

  Until Disc(Pi) > threshold(dt) , i = 1, …, k 
       return Pi 

Fig. 1. Hierarchical clustering algorithm  
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4   Experimental Result 

To evaluate the COSM algorithm, we test it with four domains of sources from real 
web sites. Our goals were to evaluate the matching accuracy of COSM, and the 
contribution of our data pretreatment process and name matcher. We also applied the 
algorithm in WGaDL, a web data gather tool for digital library, to automatically map 
web data extracted from different web sites into the target schema of DL collection. 

4.1   Experiment Setup 

We report the evaluation of COSM on four domains, whose characteristics are stated 
in table 2. The test data are obtained by extracting structure data sets and schemas 
from web pages. Automatic tool helps this work [16]. For each web source, we get the 
schema and a lot of instances. In preparing the data, we performed only trivial schema 
cleaning on discard elements irrelevant to the domain concepts, such as page ID of 
web pages. Table 2 shows the elements number of one schema and indicates the 
number of elements with name.  

Table 2. Domains and the characteristics of sources 

Domains Sources Extracted data instances 
for each source 

Schema 
elements 

Elements with 
name 

Books  5 350 8~17 5~15 
Faculty staff 5 50 6~10 2~6 
Real Estate 5 300 9~22 8~20 
Movies 5 300 12~15 9~10 

For each domain, the schemas are mapped two by two in the same domain. So with 
5 sources of a domain, we can get 10 mapping pairs. Firstly, we created a mapping 
result manually as answer, and then compare the COSM’ mapping result with the 
answer to measure the algorithm’s accuracy. Next, we measure the contribution of the 
data pretreatment process and the name matcher. Third, we investigated how sensitive 
it is to the amount of instances available from each source. The matching accuracy of 
two schemas is defined as the percentage of the clusters grouped by matchable 
elements that are output correctly by COSM. The average matching accuracy of a 
domain is the accuracy average over all ten pairs in the domain.  

4.2   Matching Result Analysis 

Figure 2 shows the average matching accuracy for different domains running with 
300 data instances for each source. The contribution of data pretreatment process and 
name matcher are depicted. For each domain, the three bars (from left to right) 
represent the average accuracy produced respectively by the complete algorithm 
COSM, COSM without name matcher and COSM without data pretreatment process, 
i.e. all the data are treated as text data in hierarchical clustering step. 
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The results show that COSM achieves high accuracy across four domains, ranging 
from 83.8% to 92.3%. In contrast, if COSM without data pretreatment, the accuracy 
decrease to 56.2%~74.2%. The contribution of data pretreatment varied greatly 
between different domains because of the difference of the percentage of text 
elements. For movies domain, most elements are text data, so pretreatment step only 
improves the accuracy 10.3%. Name matcher also improves the accuracy in some 
extend. Especially notable in the movies domain, most data elements are given and 
some elements’ content are similar to each other, so the accuracy increases 18.4% by 
name matcher.  
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Fig. 2. Average matching accuracy of CMOS 

Figure 2 shows the variation of the average domain accuracy as a function of the 
number of data instances available from each source. The results show that on these 
domains the performance of COSM stabilizes fairly quickly. From 5~30, the accuracy 
climbs steeply, and after 100, it levels off. This result indicates that COSM appears to 
be robust and the instances needed for running the algorithm can be controlled.  
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Fig. 3. Matching accuracy with variety of data instancesMatching result analysis 
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Figure 3 shows the variation of the average domain accuracy as a function of the 
number of data instances available from each source. The results show that on these 
domains the performance of COSM stabilizes fairly quickly. From 5~30, the accuracy 
climbs steeply, and after 100, it levels off. This result indicates that COSM appears to 
be robust and the instances needed for running the algorithm can be controlled.  

5   Related Work 

Schema matching is a critical step for data integration [1]. We relate our work to 
existing works in following aspects.  

The previous works [5,7,8,9] assume their input as either relational or structured 
schemas, and those schemas are designed internally for developers. As a 
consequence, the attributes of the schemas are explicit defined, also as the data type. 
We focus on a newcome problem, web extracted data integration. The data schema 
and instances are all extracted from web pages by machine automatically. The web 
site changing quickly and the huge web data make manual work unpractical.  

The Cupid and related method [5] are based on schema-level matching combined 
with structure-level matching. This approach does not suit the opaque situation for 
incomplete data schema definition.  

Our work is mainly based instance mapping, related to the LSD system [8]. LSD 
focuses on 1-1 mapping and maps source to a fix mediated schema so it can view the 
mapping problem as classification problem. The web data schema cannot be 
controlled and simple treated as a 1-1 mapping problem. This motivates this paper’s 
clustering idea, for it need no having the classification knowledge before. Clustering 
approach also avoids the work of collecting and labeling training data for each 
application. Embley’s work [7] aimed to the n-m mapping problem and applied 
machine-learning algorithms to terminological relationships and data-value 
characteristics, which are just not possessed by web data schema.  

The work described in [9] talks about the opaque column name and data values 
problem. It’s a just supplement to other automated schema mapping tools, can not be 
used independently. 

6   Conclusion 

In this paper, we study a special schema-matching problem, matching the data schema 
extracted from web pages, when automatically constructing digital library collections 
from web data. The web data schema matching has more challenge than traditional 
work since we lost the control of the data schema and instances. We present a novel 
view to resolve the problem: transforming the spatial n-m mapping problem into 
clustering problem. It avoids the traditional approach’s requirement of complete 
schema definition and the 1-1 mapping limitation. The algorithm is mainly based on 
instance-level matching but also combined with schema name matching. It takes a 
data pretreatment step to deal with the special representation of web data. The 
experiment results across four domains prove the efficiency of our algorithm. In 
WGaDL tools, it has been successfully used to automate the process of mapping 
heterogeneous web data schemas into the target one.  
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We see a number of promising avenues for future work. Now we just consider the 
elements in the web schema as equal level. In fact, they may be organized in nested 
structure. Combined the structure-level matching into the clustering algorithm may 
improve the matching accuracy. On the other side, when we apply this algorithm to a 
special domain, the domain constraints are existed. The constraints-based clustering 
algorithm is more complex but more valuable for real application. 
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Abstract. This paper presents the design of a middleware approach that aims at 
assisting handheld devices in accessing Grid services by wrapping the 
computational and resource intensive tasks in a surrogate and shifting them to a 
capable machine for execution. The performance of the surrogate approach is 
evaluated with the help of a test scenario. The reduction in computational 
intensity at the handheld device, achieved through task delegation, is examined 
and the optimization of communication mechanisms, that reduce the load on a 
resource constrained handheld device, is presented1.  

1   Introduction 

With ever decreasing costs and increasing functionality in small sized chips, mobile 
handheld devices e.g., Personal Digital Assistants (PDA) and smart phones are 
becoming mainstream now. While mobile elements will improve in absolute ability, 
they will always be resource-deprived relative to their static counterparts 
(desktops/workstations). In [1], the author argues that for a given cost and level of 
technology, considerations of weight, power, size and ergonomics will exact a penalty 
in computational resources such as processor speed, memory size, and disk capacity. 
These devices do not have enough resources in effect to utilize the Grid services 
comprehensively.  

Owing to monotonically increasing mobility of users and greater adoption of 
handheld devices, job submission to Grid through handheld devices comes up as a 
viable option for maximizing usability of devices and efficiency of services. 
Constraints that hinder handheld devices from such interactions include limited 
network bandwidth, CPU power, memory (small network buffers) and intermittent 
connectivity. Keeping such limitations in mind, we aim to define a middleware 
approach that will allow handheld devices, e.g. PDA units, to interact with Grid 
services while inducing minimal burden on the device itself. We demonstrate a 
solution based on Jini Network Technology’s [2] Surrogate Architecture [3] which 
provides a network framework in which a device can deploy a client or a service on a 
device other than itself. 
                                                           
* This work is partially supported by Ministry of Commerce, Industry and Energy, Republic of 

Korea. 
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Since we are stepping in a new realm of Grid access through handheld devices, 
many design and performance challenges need to be considered and countered. In the 
domain of Grid infrastructure, where services and data resources are replicated across 
geographical boundaries [4], [5], communication costs can be minimized by careful 
selection of intermediate network. The communication mechanisms involved in job 
submission, execution and resource access are optimized at three levels: 1) Selection 
of the host to which the device will submit the job/task for execution, 2) Resource 
access by the surrogate during execution and 3) filtering and optimization of 
intermediate results that are to be transferred to the device from the remote machine. 

One possible approach for facilitating handheld device interaction with the Grid is 
to narrow down the criteria for Grid access and make it less resource hungry; but 
doing so will also take away several benefits. How can a resource constrained device 
be configured and supplemented with software based techniques to make it Grid-
interaction capable? A handheld device wishing to host a service and unable to do so 
can be allowed to delegate this task to a relatively powerful machine (desktop, 
server). Conversely, if the interaction with remote Grid services proves too much for 
limited local resources of a handheld device, it can deploy the actual client 
functionality at an intermediate machine and receive the results in a form that is in 
keeping with its hardware resources. This second scenario has a greater probability of 
being used in real world applications and is the focus of our research.  

 

Fig. 1. Interaction between a mobile handheld device with Grid services through middleware 
deployed at a ‘in-between’ gateway 

The ‘client’ process, transferred from the device, is called a ‘surrogate’ (The term 
‘surrogate’ is used to describe an entity that performs some action on behalf of 
another entity). The middleware component at intermediate machine, which provides 
the execution environment and access to extensive resources for the handheld 
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device’s surrogate, is called the ‘Gateway Surrogate Host’ or simply ‘Host’. An 
interconnect mechanism, defined as “logical and physical connection between the 
surrogate host and a device” [6], also needs to exist. A handheld device that can 
communicate on IP (wirelessly or wired) can be programmed to shift its processing to 
a host capable machine. 

An overview of our middleware approach is presented in Sect. 2. Section 3 deals 
with the communication mechanisms and the proposed optimizations in the 
middleware. Prototype implementation and test results are presented in Sect. 4. We 
conclude our discussion in Sect. 5 and also list relevant related work. 

2   3 – Tier Architecture 

The main concept driving our approach is to shift the 1) access to generic Grid 
services and 2) intensive task processing, from a resource constrained handheld 
device to a resource rich system (i.e. the Surrogate Host). This is to be achieved by 
wrapping the access and processing mechanisms in a ‘surrogate’ module. Consider 
the example of a physicist who needs to see graph plots, on his PDA, of data 
produced as a result of high energy collisions between atomic particles. The amount 
of information stored in data-stores from which graphs are to be generated will be in 
the range of several gigabytes or even terabytes. The processing of such data for the 
purpose of plotting graphs is not a job to be handled by a handheld device. Moreover, 
the handheld device may have low network bandwidth, further diminishing the 
prospects of a successful remote analysis by a user. By utilizing the Jini Surrogate 
Architecture based middleware support, one can ‘pack’ the functionality of access 
mechanisms for data-stores and graph plotting routines in a surrogate and transfer the 
surrogate to a host machine. The host machine will provide the surrogate with the 
necessary resource rich execution environment and network connectivity. The 
surrogate is able to communicate back to the device (PDA) through available 
interconnects e.g. IP, USB, Bluetooth etc. The aforementioned tasks of service access 
and intensive processing can be shifted from the handheld device to a more 
appropriate host machine, with the device only managing less intensive tasks of 
displaying the tailored results returned from its surrogate. The middleware framework 
consists of three distinct tiers namely Device, Surrogate and Gateway. These are 
discussed one by one in the subsequent paragraphs. 

2.1   Tier 1 – Gateway 

Gateway Surrogate Host is the middleware component that aids the Device to 
overcome resource and computational limitations by accepting tasks, packed as 
surrogates, for execution. The middleware provided at these hosts consists of three 
main sub-modules. Host Adapter sub-module offers an interface to client devices for 
accessing the Gateway Surrogate Host. It enables the initial communication between 
a device and the host so that both can agree on the transfer of the surrogate after 
authenticating the device and its related surrogate. Once the surrogate is available at 
the host, it is delivered to the Execution Engine sub-module. It consists of a Surrogate 
Wrapper that exposes the functionality of the surrogate that is required to facilitate 
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surrogate’s execution at the host. Dispatcher allocates a separate thread for the 
execution of the surrogate from a thread pool, and then activates the surrogate. 
Resources required for surrogates’ execution are resolved and handled by the 
Resource Manager module. These resources include memory and disk space, 
processor, JVM (for Java based surrogates, as is the case with our implementation), 
network resources etc. The Access Gateway sub-module provides interface to the 
external resources e.g. discovery of available Grid services and resources.  

A Gateway Surrogate Host announces attributes relevant to its properties and 
capabilities including, but not restricted to: 

• ID, Location, Currently hosted surrogates etc 
• Network address and Discovery/Listening port for incoming 

Device/Client requests 
• Available/Allocated Resources e.g. CPU, Memory, Storage, Throughput  
• Environment e.g. Java VM availability and version, SOAP/WSDL [7], 

[8] XML parser etc 
• Grid services available through this Surrogate Host 

Advertising these attributes allows clients to identify appropriate hosts based on 
their location, network proximity and other desired features. Administrator of a host 
can restrict the number of surrogates that are allowed to execute, restrict memory, 
bandwidth allocation etc on per surrogate basis. Security policies can be configured 
based on public/private key pairs and digital certificates. 

2.2   Tier 2 – Surrogate 

A generic surrogate for Grid service access contains the following features: client 
authentication based on public/private key pairs; generic functionality to 
communicate and interact using WSDL/SOAP for web service based Grid services; 
persistency safe i.e. to be put to persistent storage if its functionality is periodic; 
migration – to be able to stop and save current execution, mark restore points and 
migrate to a different Surrogate Host. The functionality of the generic surrogate, as 
shown in surrogate stack in Figure 1, is incorporated at the top layer along with the 
specific logic of the extended Surrogate. Moreover, the surrogate has complementary 
modules for communicating with the middleware stack at the Device. Surrogate can 
be hosted in the file system of the Device or it can be stored at a URL accessible store 
e.g. a web server or FTP server. Some clients may be void of any Surrogates. These 
sorts of clients/devices are still able to use other deployed surrogates if they can 
provide valid credentials as their rightful owner or users.  

2.3   Tier 3 – Device 

At the Device, a lightweight middleware stack is provided to facilitate the 
coordination with its exported surrogate. The stack consists of a Surrogate Handler 
module which has three sub modules for providing services complementary to the 
middleware at the Gateway Surrogate Host. Registration Handler discovers and 
selects the Host and registers and transfers the surrogate. Once the surrogate is 
transferred, Keep Alive Monitor keeps track of the status of the surrogate. Data 
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Handler retrieves the results from the surrogate-side corresponding module, and 
makes them available for the application executing at the device. Surrogate to be 
transferred can be stored at the Device or at a URL accessible store e.g. a web server 
or FTP server. 

3   Optimizations 

There is a critical requirement of clients/devices being able to discover available 
Gateway Surrogate Hosts. A good discovery mechanism is required to avoid single 
points of failure in the system. For reasons of efficiency and fault tolerance, multiple 
discovery techniques are provided in the architecture.  

The foremost method of discovery is multicast announcements from Gateway 
Surrogate Hosts. This automatically provides for finding ‘nearby’ hosts by the 
devices (as multicast is geographically contained within a limited network boundary 
by most administrators). HTTP based discovery is provided as a supplement. All 
available Gateway Surrogate Hosts register with a web service hosted on a known 
location. Client devices/applications can query for a particular host by submitting 
appropriate parameters to this service over HTTP. 

The surrogate paradigm will function most efficiently when the network delays 
between the device/client side and surrogate are minimal. Moreover, efficiency also 
depends on the proximity of surrogate to the actual service being accessed. Since a 
mobile user may be in motion with respect to the Gateway Surrogate Host as well as 
the Grid resources it wants to access, support is needed in the architecture to optimize 
both proximity based parameters. Each Gateway Surrogate Host will keep track of its 
access quality towards available Grid service hosts/networks. On the other hand, 
before deploying a surrogate, client side application can determine its network 
connectivity and temporal efficiency with a specific host. This procedure poses a 
certain one time per start-up burden, but improves runtime performance relative to a 
scenario where such optimizations are left to good luck.  

Table 1. Attributes published by a surrogate host 

Name Description 
Host Identification ID, Location, Network address and Discovery/Listening 

port for incoming Device/Client requests 
Host Resources Currently Hosted Surrogates, Available/Allocated 

Resources  e.g. CPU, Memory, Storage, Throughput  
Host Environment JVM availability, version; SOAP/WSDL etc 
Network Resources Grid services available through this Host, Proximity to 

service and client side (in terms of network access) 

Table 1 lists the attributes computed and advertised by each host allowing clients 
to select hosts based on location, proximity and other desired features. The following 
pseudo-code describes a selection approach for 1) the device to choose a host and 2) 
the surrogate to select resources: 
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1)  Discover available Surrogate Hosts 
  Listen for Multicast Announcements from Hosts 
  Query Web Service W for available Hosts 

Select Optimal Gateway Surrogate Host 
For all discovered Hosts 

   Retrieve attributes 
Choose best host through function ‘f’ 

Transfer Surrogate 
 
2) Retrieve Resource List from Gateway Surrogate Host 
  For all known Resources 

Retrieve Resource attributes  
 Choose optimal resource 
 
In order to elaborate the given algorithms, let D be a set of Devices willing to 

transfer surrogates and let G be a set of available Gateway Surrogate Hosts:         

},...,,,{= 321 nddddD  (1) 

},...,,,{= 321 nggggG  (2) 

Let R be the resources known to a particular Gateway Surrogate Host gi that 
might be of interest to arriving surrogates: 

},...,,,{= 321 nrrrrR  (3) 

where Rgi will a subset of resources R known to host gi. 
 
The set Agi, of attributes associated with a Gateway Surrogate Host gi is listed as 

follows: 

},,,{= , iiijii gggdgg NCMTA  (4) 

where Tgi,dj represents the network throughput available between the device dj and a 
host gi, Mgi represents the available memory resources and Cgi represents the 
average idle CPU availability. Basing on the type of surrogate, a subset of these 
parameters is chosen to decide the most suitable host for the surrogate of the device.  

A device with a CPU intensive surrogate task can choose a Gateway Surrogate 
Host, as follows: 

)},({max=
iii ggGgsel NCfg  (5) 

where gsel is the Gateway Surrogate Host selected as a function of processing power 
and number of surrogates hosted to avoid contention for CPU.   

Similarly, a number of attributes can be retrieved from job schedulers and resource 
managers in generic grid infrastructures such as approximate wait time (AWT), 
network throughput, CPU availability, wait queue length; [9] describes a ‘resource 
utilization status’ (RUS) being maintained by a grid computing facilities that indicates 
resource availability. Attributes associated with each resource ri include: 
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...},,{= , kkk rrri RUSCTAr  (6) 

where Trk is the network throughput [10] available between the resource and the 
Gateway Surrogate Host and Crk is the CPU availability at the resource host.  

 
The surrogate can select the resource to access basing on these attributes. 

}{=
irsel Agr  (7) 

where rsel is the Resource selected as a function over attributes of available 
resources.  
 

The attributes of a host and resource along with corresponding selection functions, 
as shown in (5) and (7), help in optimizing access to the resources.  

4   Implementation Overview 

The authors have provided a bare-bones implementation of the proposed architecture 
so that before this design is tested for actual Grid service interaction, its viability can 
be validated in a general scenario. The scenario of choice should involve considerable 
CPU, memory and network utilization. Simple Network Management Protocol [11] is 
a widely accepted and utilized way of monitoring network entities. We have chosen to 
verify our approach by monitoring a remote server for 14 system statistics 
periodically, through a handheld device. Handheld device has network connectivity 
through a wireless LAN interface. A desktop machine is configured to act as a 
Gateway Surrogate Host. A Surrogate has been coded for the handheld device with 
the functionality of monitoring the remote server through SNMP queries and 
adjusting the results to be sent back to the Device. The results of these queries are to 
be displayed on the handheld device in the forms of dynamic line, bar and pie 
charts/graphs. Performance of the device and the impact of the running system will be 
measured and the benefits and shortcomings of the approach will be highlighted.  

The Gateway Surrogate Host module has been implemented by modifying and 
extending the Surrogate Host provided with the reference implementation of Jini 
Surrogate Architecture specification. The extensions include addition of useful 
attributes to be announced, additional discovery mechanism and addition of an SNMP 
agent. IBM’s J9 VM for java is used to implement the surrogate for the handheld 
device and contains classes which implement the functionality of the task that the 
Device wishes to execute i.e., monitoring. Moreover, it contains the ‘device-to-
surrogate’ interconnect implementation which, in the case of this scenario, is based on 
IP Interconnect Specification. 

4.1   Analysis 

Measurements were taken to analyze the performance of the Device during the course 
of execution. The client application on the PDA consumes fewer than 6 MB of 
memory at maximum. This also includes the foot print of the J9 JVM and Java AWT 
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classes. Delay during the transmission of results from the surrogate and their display 
in the form of graphs on the Device were found to be negligible (quite less than 1 
second) owing to 100 % signal strength of the wireless connection and CPU 
availability to client application on the PDA The size of result object depends on the 
type of values stored in the fields. The 14 statistical values are received in 5 ‘Result’ 
objects and amount to, on average, 62 bytes of results per 5 seconds with additional 
44 bytes after every minute. An interesting comparison is made by considering the 
number of result parameters and their size as retrieved by the surrogate (executing at 
the Gateway Surrogate Host) with the corresponding values at the Device. A 
significant amount of information can be condensed by applying intermediate 
calculations and filtration of values at the surrogate module.  

        

Fig. 2. Left: Comparison between number of values at the Host and values sent to the Device; 
Right: Comparison between size of intermediate results at the Host and size of results at Device 

It can be observed that the number of parameters is reduced by 75% (4 times 
reduction) when transferring results to the Device. Similarly, more than 64% of the 
data has been filtered out in intermediate calculations and trimming at the surrogate. 
This performance markup is in addition to the communication and delay reduction 
achieved by careful selection of host machine and resource access mechanisms during 
surrogate lifetime, as explained earlier. The burden on PDA has been reduced to a few 
hundred bytes of data and graph formation. 

5   Conclusion and Related Work  

Research and development in enabling handheld held devices to interact with Grid 
services is in its early stages. Signal [12] proposes a mobile proxy-based architecture 
that can execute jobs submitted to mobile devices, in-effect making a grid of mobile 
devices, but this approach may affect the fault tolerance of the system as the mobile 
device hosting the proxy also has to deal with the adverse effects of a mobile/wireless 
environment. Also, the proxy schedules the jobs submitted to it by other mobile 
devices, but in our case as the middleware has far more resources at its disposal, so 
there is no particular need for scheduling. In [13] mobile agent paradigm is used to 
develop a middleware to allow mobile users’ access to the Grid. It focus’s on 
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providing this access transparently and keeping the mobile host connected to the 
service. GridBlocks [14] builds a Grid application framework with standardized 
interfaces facilitating the creation of end user services. They state that SOAP usage on 
mobile devices may be 2-3 times slower than a proprietary communication protocol, 
but the advantages of using SOAP (such as overcoming device heterogeneity) maybe 
far more profitable than the effects of this limitation 

A solution based on Jini Surrogate Architecture, to access Grid services, is 
demonstrated in this paper. In the proposed approach, a resource constraint device 
wishing to access a resource-demanding service is allowed to delegate this task to a 
relatively powerful machine (desktop, server). Specifically, CPU intensive, network 
oriented tasks can be efficiently delegated to such systems when network connectivity 
is available. In case of intermittent connectivity, applications and services requiring 
on demand or periodic network access can benefit from this approach. 

Optimization of the overhead caused by an additional layer between the source 
service and the destination device, location based dynamic scalability, and multi-
protocol discovery services, are the main focus of the research. The implementation 
has been tested for a moderately intensive task. We intend to extend and implement 
the architecture to interact with existing Grid services and analyze the working of our 
framework incorporating HTTP discovery, client authentication, and surrogate 
migration support. A notable constraints suffered by our approach include the 
requirement of Java virtual machine at the device. Furthermore, at present we have 
not addressed the notions of client/surrogate authentication and authorization and are 
the focus of our future work. 
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Abstract. Mobile Phone has been widely used in the world and adopted in dif-
ferent application areas involved with SMS. SMS has been evolved for 
downloading logo, ring-tones, advertisement, security notes, and location based 
system. This paper describes an extension to current functionalities of SMS. 
“SMS Credit” is a prototype, which allows customers to perform electronic 
payment using their mobile phones via SMS without the need to modify exist-
ing devices or to acquire new equipment. Users simply send SMS to connect to 
the background GSM system and key-in the charged amount, their account will 
then be automatically credited once the transaction is authorized. Specific wire-
less terminal is installed at participating merchants and service providers, which 
allow customers to identify and authorize a transaction. Example scenarios on 
actual application on telecommunication and electronic commerce field will be 
discussed. 

1   Introduction 

Mobile phones become an essential communication tool nowadays that almost every 
person owns one. They are so popular nowadays, as wallets or watches, that almost 
every citizen in an urbanized city will carry one along with them.  

GSM (Global System for Mobile communications) networks are highly developed 
and its coverage extends to almost every part of the city. Since any person with suit-
able equipment can capture information sent over the radio medium, the network it-
self is designed to provide a secure channel for transferring digital information 
through the air. To achieve this, a connection must first be established and both the 
user and the background system have to mutually authenticate themselves before in-
formation is exchanged. Data is transmitted through a secure private connection af-
terwards and all the information is encrypted using cryptographic algorithms. 

With its popularity and ease-of-use, application of this secure wireless network can 
be further extended from a simple voice communication to other commercial areas. 
Mobile phones with integrated electronic purse applications are already available in 
the market. However, in order to access these new functionalities, customers usually 
have to purchase new equipments. In this paper, a prototype will be developed that al-
lows customers to perform electronic payment using their mobile phones, without the 
need of modification of their mobile device or acquiring any new equipment.  
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Section 2 reviews some existing mobile payment models that allow customers to 
perform electronic transactions using their mobile phone. Section 3 presents the 
framework for mini-payments using mobile phones. In section 4, the software proto-
type of this payment model will be discussed. Finally, it concludes the benefit of this 
mini payment for the GSM operator and the customer. 

2   Literature Review 

Mobile payment systems are nowadays readily available as a commercialized product. 
Wireless devices can be used either as an Internet surfing tool, allowing users to per-
form different types of electronic transaction or as an electronic wallet that allows us-
ers to obtain resources and services from traditional distribution medium. 

Various online mobile business transactions models are developed and discussed 
[1]. However, its development is constrained as it faces the traditional limitation of 
mobile devices: limited bandwidth, low-resolution display and lack of a proper user 
interface.  

Current mobile devices and technology might be more suitable for conducting 
electronic transactions over the traditional retail medium. Nokia 6510 first introduces 
the concept of an electronic wallet, which made use of the advance WAP technologies 
to perform electronic transactions. Siemens have introduced the concept of pay@once 
[2] that enables users to conduct micro-payment at registered merchants and services 
providers. Network operators act as a payment gateway that charges their subscribers 
on behalf of internal or external merchants. It makes use of SMS (Short Message Ser-
vice) for transferring payments from one account to another. 

A mobile wallet model is proposed, allowing existing credentials, such as bank and 
credit cards, be easily included within the architecture without any change to this leg-
acy system and their functionality, thus realizing payment using off-line digital cash. 
The authors proposed the usage of a two-slot “Subscriber Identity Module” (SIM) in 
the implementation of the mobile payment system. 

Money can quickly and safely be transferred from one account to another via mo-
bile phone. It is as simple as sending an SMS: just type in the recipient's mobile phone 
number, the desired amount of money and confirm with your PIN [3]. 

 Telemoney [4] offers a similar payment which allows customers to perform their 
payment on registered merchants and service providers using their mobile phone. The 
main idea of Telemoney is to use the client’s mobile as a digital identity tool to au-
thorize online transactions performed on the Internet. Compared to the payment 
model in this paper, it offers a similar service called TeleCab which allows customers 
to pay their taxi fees by simply inputting a set of parameters into their mobile.  
Telepay is another service that allows users to pay by their mobile phones by beaming 
their Telemoney ID to the service terminal. 

In summary, the model and prototype were discussed on the online payment area. 
For electronic payment over the traditional retail medium, most of these solutions re-
quire new devices or modification of existing equipments. 
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3   Mini Payment Model 

3.1   Design Requirement 

The main requirement of this project is to develop a mini-payment model using mo-
bile phones without the need of modification of existing wireless devices. The model 
is designed to allow consumers to conduct electronic payment by simply key-in sev-
eral codes via Short Message Services (SMS) to specific MSISDN (Mobile Station 
International ISDN) using the 12-keys input pad available in most standard mobile 
phones.  

Furthermore, customers expect an efficient payment solution when dealing with 
low value transactions. Standard macro-payment or electronic cash protocols make 
use of cryptographic algorithms to achieve security and privacy. Transactions must be 
authorized by a central independent third party. This results in a central bottleneck on 
most of the on-line payment schemes, a single point of failure that increases payment 
latency. It also raises the cost of the transaction, and imposes a minimum cost per 
transaction, as the bank is faced with the real cost of authorizing each transaction [5].  

In this payment model, Network Operator (NO) will act as a central authority that 
handles all the transactions. They will charge on behalf of the merchant and vendors 
and credit the customer’s account once the transaction is completed. GSM network 
architecture provides mechanism for the authentication of the user and the encryption 
of the transmitted messages. As it is dealing with low value transactions, payment in-
formation will be encrypted using the standard cryptographic algorithms offered by 
the GSM Network. To minimize the risk of payment using stolen or loss mobile de-
vices, users have to authenticate themselves using a PIN code for authorizing each 
transaction. 

Privacy cannot be achieved in this model and users are expecting to reveal their 
identity. As in credit card payment models, users have to identify themselves using a 
card and the corresponding account is credited. In this payment model, users are iden-
tified by their MSISDN. 

3.2   System Overview 

Assumptions 

1. The billing architecture of the Network operator could be extended to handle ex-
ternal financial transactions. 

2. Security of messages transmitted through radio communication network is 
achieved by using cryptographic services offered by the GSM Network. 

3. Users are identified by their MSISDN. 
4. Background operation of the billing system will be out of scope of this paper. 

This model requires network operators to offer additional services more than the ex-
isting voice-call system. Traditionally, NOs provide basic telecommunication services 
(voice-calls, SMS, etc.) that charge their subscribers according to their usage. In this 
payment model, NOs have a new role: they act as a Payment Service Provider (PSP) 
that charges their consumer on behalf of an external merchant for the purchase of a 
product via their billing infrastructure. 
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Fig. 1. Role of network operator 

Each subscriber’s account does not only represent the amount charged for the us-
age of the telecommunication services offered by the NO, it also accounts and credits 
the consumer for any m-commerce purchases and services initiated using their mobile 
devices. As a consequence, the NO who is willing to participate in this business has to 
modify his payment infrastructure in order to accept new internal and external mer-
chants.  

Authorization terminals can be installed on the participating merchant and service 
providers. These are special GSM devices that are designed to allow consumers to 
confirm and authorize a particular transaction.  

In order to access this payment service, the customer must be a valid mobile sub-
scriber of the network operator, and he/she must have applied short code messaging 
service and has been registered as a Mobile payment user”.  

The following figure shows how the model works: 
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Fig. 2. Mini-payment model with authorization terminal 

1. Consumer sends SMS to the Payment Gateway. A set of parameters is key-in using 
their mobile device, separated with the special key “#”: vendor’s code, their secret 
PIN and the corresponding amount to be charged or key-in using their mobile de-
vice, separated with the special key “*”: Product short code, their secret PIN.  
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2. A confirmation message through TCP/IP is sent to the merchant’s authorization 
terminal. Consumer’s mobile number and amount to be charged are shown on the 
terminal for authentication. 

3. Consumer authorizes the transaction by key-in a second PIN code in the through 
authorization terminal. 

4. Authorization terminal sends a message back to the Network Operator along with 
the secret PIN code to confirm that the customer has authorized the transaction. 

5. Consumer receives a SMS message, which notifies the payment completion. 
6. Merchant or service provider delivers the product or service to the customer. 
7. The transaction is recorded on the Payment Gateway server. 
8. Merchant can request for clearing through the Payment Gateway. 
9. Payment Gateway sends transaction records to the billing center. 

10. The corresponding credited amount is recorded and included in the monthly bill 
and sent to the subscriber. 

3.3   Detailed Payment Model 

The proposed payment model has just been discussed in a simplified form. The actual 
payment model involves interaction with the GSM background system. Details on 
how users are authenticated and messages are encrypted by using the services offered 
by the GSM network has not been discussed. 
In summary, the process is shown as follows: 

1. Customer chooses a valid short code of a merchant, keys in the short code and PIN 
code in SMS and sends out. The request will be transferred to the BTS through ra-
dio, and finally transferred to MSC through the BSC.  

2. The GSM network authenticates customer by a service table, which is located in 
the HLR (Home Location Registers) related to the MSC. It will check the request 
from the customer (mobile phone short code) with its short code table and finds the 
matching code in the service located in the HLR.  

3. If this short code and service belongs to the mini payment service, it will route the 
request to SMS credit system, which has been integrated as part of the Value 
Added System (VAS). 

4. After the VAS received the request, the short code and PIN will be decoded ac-
cording to the content in short message and the system in return will either accept 
the customer’s request by sending a confirmation “short message” or denied the 
customer with a rejection “short message”. 

5. Customer request will be routed to the payment gateway, which will authenticate 
the request with both the merchant and the customer billing center.  

6. The VAS will inform the merchant for requesting final authorization from the cus-
tomer. 

7. The merchant terminal will display the authorization requested message for final 
confirmation. 

8. If the customer agrees with the transaction, a message will be sent back to the 
VAS, which will route the message to the payment gateway. 

9. The billing account of the customer will be credited, and the merchant account will 
be debited if the customer agreed with the transaction. 
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Fig. 3. GSM system overview 

4   Software Prototype 

4.1   Implementation 

In this software prototype, there are three components: 

1. The phone Client is only a mobile phone or a mobile device, which emulates the 
basic functionalities of a mobile client acting as a wireless payment device. 

2. GSM Server emulates the background system that serves as a payment gateway re-
cording each transaction. This GSM server is composed with a mobile phone or a 
SMS modem which is used to retrieve the SMS of Phone Client Request 

3. Merchant terminal emulates the device installed on the merchant’s sites for transac-
tion verification and authorization.  

Phone Client Merchant Terminal

GSM Server

 

Fig. 4. Component diagram 



1112 S. Fong and E. Lai 

 

4.2   Phone Client 

The phone client mainly emulates the basic functionalities of a mobile device used as 
an electronic payment tool on the model proposed in the last section. By using the 12-
keys input pad offered on most mobile phones, user input a set of string via SMS for 
the initialization of a payment. 

In order to be correctly interpreted by the GSM server, the string must have a stan-
dardized format. In this mini-payment, there are two payment services, which offer 
credit transfer and short code payment 

1. Credit Transfer-The billing account of customer will be credited with this specific 
payment amount, and the merchant account will be debited if customer agreed with 
the transaction. 

#[Merchant ID]#[User PIN]#[Payment Amount]# 

The decimal point is represented by *. In the following example, the amount of 
$88.80 is represented by 88*8. 

2. Short Code Payment-Customer only needs to key in the Short Code for requesting 
the product or service. The payment amount charged based on Merchant Service or 
Product Code Table. 

* [Product or Service Short Code]*[User PIN]* 

In this model, after the user inputs the whole payment string, user must click on the 
SEND button in order to transfer the SMS message to the GSM Server. TCP/IP is 
used to simulate the communication protocol between the merchant terminal and the 
background GSM server. The server is listening to the port 1007 to receive messages 
transmitted from the merchant terminal. 

As discussed before, information transmitted through the GSM network is secured 
and messages transmitted through the air are encrypted when a session is established 
in the background system. The unique PIN number contained in the message cannot 
easily be eavesdropped by attackers. 

4.3   GSM Server 

GSM server primarily emulates the background system connected to the GSM net-
work, the billing system and the payment gateway. The basic functionalities are: 

1. Listen to client payment requests. 
2. Identify and authenticate the client. 
3. Send authorization confirmation messages to merchant terminals. 
4. Record transactions and transfer it to the billing system. 

When the server receives the payment message, the interpreter will decode it and 
perform the following checks: 

1. Locate the customer from the database by its Customer ID. An error message is re-
turned if the corresponding ID does not exist on the database. 
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2. Locate the merchant from the database by its Merchant ID. An error message is re-
turned if the corresponding ID does not exist on the database. If a match is found, 
the corresponding port number is retrieved from the database. 

3. Finally, the PIN of the customer is retrieved from the database and compared with 
the one received from the user. If they do not match, an error message is returned. 

The transaction proceeds if the correct PIN is matched. The message is sent to the 
corresponding merchant terminal according to their port number. 

In the payment system, the merchant service query is updated through TCP/IP 
connection or a SMS message is sent to the merchant terminal, which is a specialized 
designed similar to the  GSM client. This device is designed to retrieve merchant ser-
vice query or received SMS messages transmitted from the GSM server and act as an 
authorization terminal where customers are able to confirm their transaction. 

4.4   Merchant Terminal 

Merchant terminal models the special designed GSM client used to authorize a trans-
action. It will listen to payment confirmation messages by TCP/IP sent from Server or 
from GSM servers in SMS format. 

When a message arrives, it will display the corresponding client information in the 
terminal screen, along with the amount to be paid. User can select to accept the trans-
action or reject it. 

If the user chooses to accept the transaction, a confirmation message is sent back to 
the GSM server. When the message arrives to the payment gateway, the transaction is 
recorded in the database and later will be sent to the billing system for processing. 
The server will finally send a payment receipt in SMS message format to the client’s 
mobile to acknowledge the transaction. 

If the user chooses to reject the transaction, a reject message is sent back to the 
server and the transaction will be aborted. 

5   Conclusion 

GSM network can provide a strong security for each mobile subscriber, and it is 
found to be a suitable medium for performing off-line transaction of small amount.  

A model has been developed allowing GSM subscribers to effectuate payments by 
their mobile phones without need of modification of existing equipment or acquiring 
new equipments. Users simply key in a set of parameters to initialize a payment to 
registered merchants or service providers, and they account will be charged accord-
ingly. Network operators will act as acquirers to credit customer’s account to pay-in-
advance to merchants they deal with. 

This value-added service offered by network operators helps them to increase their 
market share as they are offering a much more convenient payment option to their 
subscribers. 
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6   Future Work 

The future work for this mobile payment scheme is to prepare a simulation analysis 
on this payment protocol and evaluate its performance. Moreover, fraud control and 
cost analysis are major study work. 
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Abstract. Typical ubiquitous computing environments contain a large number 
of data sources, in the form of sensors and infrastructure elements, emitting a 
huge amount of contextual data (called context) continuously that need to be 
processed and stored in some context repository. Usually, this data is for 
software system’s internal use to provide proactive services. Hence, it makes 
sense not to store this entire huge amount of data but to identify and remove 
some irrelevant data (garbage collecting context), summarize the left over and 
only store this summarized and more meaningful data. We believe that such a 
summarization will result in improved performance in query processing, data 
retrieval, knowledge reasoning and machine learning. Besides, it will also save 
the storage space required to store context repository. In this paper, we will 
present the idea and motivation behind context summarization and garbage 
collecting context and some possible techniques to achieve this. 

1   Introduction 

The idea of Ubiquitous Computing [1] is gaining popularity with every passing day. 
Several research groups are developing their own ubiquitous computing projects [2], 
[3]. Ubiquitous (or pervasive) computing provides computing environment where 
computing resources are spread through out, present everywhere in the environment 
and providing services to users seamlessly & invisibly without any explicit user 
intervention. A ubiquitous computing environment, thus, contains a number of 
devices, sensors, and software systems.  

Context awareness is among the foremost features of any ubiquitous computing 
environment. In order to provide appropriate services, an application needs to be 
aware of the user and environmental context. Similarly at lower levels of abstraction, 
an application (or middleware) is required to be aware of the computational context 
including device and network state. So, what is ‘context’ itself? We take context as 
the ‘implicit situational understanding’ and consider all the information that defines a 
situation as context. So, location, temperature, network bandwidth, device profile, 
user identity can all be taken as the context information or simply context. 

Since a Ubiquitous Computing system needs to deal with such huge and diversified 
information (context), there should be an appropriate context model to define, 
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represent, and store context efficiently in some context repository. The management 
of context information in ubiquitous computing imposes lots of issues and challenges. 
M. J. Franklin [4] has identified a number of issues in ubiquitous data management 
such as those posed by adaptivity, ubiquity, mobility and context awareness  

We approach the context (or data) management in ubiquitous computing from a 
different perspective. We are working on to identify the relevance and significance of 
information that a Ubicomp system receives from sensors and its surrounding. We 
believe that identifying and removing the irrelevant context (we call it ‘garbage 
collecting context’) and summarizing the available or incoming context (which we 
call the ‘context summarization’) will result in the improved performance of 
knowledge reasoning, inference making, machine learning and efficient use of 
computing resource including the storage space required by the Context Repository. 

The rest of the paper is organized as follows. Section 2 contains related work. 
Shortcomings of existing systems are in Section 3. Our proposed solution is in 
Section 4. Four techniques of Context Summarization are in Section 5 and our 
proposed model is in Section 6. Section 7 contains issues and challenges. Finally we 
mention about risk factors involved in Section 8 and conclude the paper in Section 9. 

2   Related Work  

Unfortunately, Garbage Collecting Context (GCC) and Context Summarization (CS) 
have not yet got the attention of researchers. One primary reason is majority of 
Ubicomp systems are academic projects and have not been deployed in real 
environment and used for elongated periods. The issues identified in this work come 
in one’s attention when actual system is deployed and run for considerable time. The 
general focus of research community in ubiquitous computing is not towards context 
data management; but how to make ubiquitous computing operational in first place?  

Several existing ubiquitous computing systems support features like noise filtering, 
privacy control, feature extraction [6], [3], [10] but we believe that using separate 
components for GCC and CS with clearly defining the responsibility of each component 
will produce better results; mainly because of the separation of concerns. 

In Database Systems, data mining and data ware housing [7] use the concept of 
histogram [8] and multidimensional views of database and work on the aggregate, 
consolidated data instead of raw data to support higher level decision making and to 
identify the hidden patterns in data. Hence, when we extract underlying meaning from 
context data, it can be considered as something like ‘Context Mining’ where we 
extract higher level context from the lower level context. Online Analytical 
Processing (OLAP) and data mining are not done on actual data but on the historical, 
consolidated and aggregate data while we are performing the context summarization 
on actual context. Contrary to data mining and OLAP, we want to transform the raw 
context to summarized form taking less storage space and provide improved and 
efficient reasoning and machine learning. Anyhow, the concepts explored in the field 
of data mining and OLAP are highly useful for the Context Summarization. 

Researchers in DBMS have also analyzed time series data streams for very large 
databases [9]. Here, they analyze the data coming in continuous streams with time. 
They have proposed solutions on how to manage, represent and store the time series 
data streams. This is also highly related to the context summarization.  
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In traditional DBMS, data is seldom removed. But in our context summarizer, we 
do replace raw context with summarized information. Why? The answer lies in why, 
in first place, we are storing the context? We are storing the context and maintaining 
context history so as to reason on context, draw inferences from the context and make 
the machine learn. If the context is summarized properly, the application can reason, 
infer and learn about activities more efficiently; because, they need the history and 
consolidated data which we are providing as a result of context summarization.  

3   Problem Definition 

A ubiquitous computing environment comprises of a number of different sensors 
providing context information like Environmental context (temperature, pressure, 
light), Audio / Video, Location context, Computational context (network bandwidth, 
underlying operating system, hardware specification), the list goes on and on… 

Context information comes in a continuous stream with each sensor emitting data 
regularly (at least during some interesting activity). We are heading towards flood of 
context data. Such a huge amount of data requires proper management. At this point, 
we need to answer what to do with such a huge amount of data? Do we need to store 
all of this? More importantly do we really need such a large amount of data?  

Several data items sensed from the environment are required for some instant 
processing and reasoning, e.g., presence of a person can be used to trigger the activity 
of turning lights on or caching data related to a particular user. But, we also need to 
store context for later use; knowledge reasoning, inference making & machine 
learning. For instance, we may need to keep the context of user presence for some on 
going (near future) activity or to infer what she might be up to.  

But storing all such context information imposes several issues. First, it requires 
considerable amount of storage space. Ubiquitous computing systems are essentially 
distributed, therefore, migrating larger amount of data puts significant burden over 
network traffic. Secondly, query processing and data retrieval on large context 
repository requires significant computing resources decreasing the overall throughput 
of the system. Thirdly, several contexts needs to be discarded and should not be 
stored permanently. For example, the data with low precision, because of noise, needs 
to be filtered out before sensitive operations (e.g., heartbeat rate of a patient). Privacy 
control also prevents us from storing all information, e.g., the information that user is 
in washroom. Lastly, efficiency of techniques such as knowledge reasoning, inference 
making and machine learning depends heavily on the size of supplied data.  

4   Proposed Solution 

First we need to identify low precision, irrelevant and redundant context; the one that 
is no longer useful and remove such context information. We call this process as 
Garbage Collecting Context (GCC).  

Secondly, we need to summarize the actual (raw) context in such a way that it is 
more meaningful, can be used more efficiently for reasoning, etc and takes up less 
storage space. We name this process as the Context Summarization (CS). 
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A simple analogy is human behavior towards received news. Every day, we read a 
lot of news in newspaper, on internet and television. But do we (need to) remember 
all the words and information that make up a particular activity or event? What we 
actually (need to) remember is some compact information about a particular event 
that what has actually happened. For example, Bob watches a soccer match for 70 
minutes but after the match is over, he does not remember exactly what had happened 
in the 14th minute of the game. What he actually remembers is a summary of the 
match like who has won the match, few ups and down, and how many goals were 
scored and by whom. This is very close to what we mean by Context Summarization 
that instead of storing each and every raw information, only keep summarized and 
meaningful context information. Coming back to scenario, after the match is over, 
Bob tends to forget some information, e.g., how far did the ball go when Player X 
kicked it and who received it. Also, as time goes by, he also tends to forget more 
details like a spectator had broken in to the field. This act of discarding irrelevant 
information is analogous to the concept behind Garbage Collecting Context.  

4.1   Garbage Collecting Context (GCC) 

GCC is analogous to the garbage collection in programming languages [5] where we 
identify the memory areas no longer needed by a program and free it. 

GCC can be used to filter out the noise in the data, i.e., the data with low precision 
so that it does not affect sensitive operations. Some systems [3] provide the precision 
value or the probability of the correctness of sensed value which can be employed.  

GCC can be used to identify and remove the context no longer needed by an 
application. For example, if an application is storing temperature values after every 5 
minutes then it may not require raw history forever. But generally, discarding 
information is not considered as a good idea; therefore, here we can employ the idea 
of context summarization and replace the raw history with this summarized history.  

Privacy control can also be dealt using GCC. In this case, certain privacy policies 
determine which context should not be stored and included in the system processing. 
For example, the location of user in private places (like washrooms) and activities 
during the lunch break should not be processed and stored permanently in the system.  

4.2   Context Summarization (CS) 

Where Garbage Collecting Context (GCC) identifies and removes the irrelevant and 
less significant context, Context Summarizer (CS) operates on incoming and existing 
context to extract useful context from the original data so that it consumes less storage 
space, improves the efficiency of query processing, reasoning and machine learning. 
Consider a temperature sensor emitting temperature value after every 5 minutes.  

Table 1. Temperature values stored after every 5 minute 

Time Temp.
12:05 23 °C
12:10 21 °C

…
15:35 15 °C

…
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Using Context Summarization, e.g., we can group (average) this on the daily basis. 
Another possible way could be when a day is divided into periods like morning, 
afternoon, evening and context information is kept for each such period (See Table 2).  

Table 2. Temperature values stored for different periods of day 

Date Period Avg. Temp Max. Temp Min. Temp 
12/01 Morning 5 °C 8 °C 3 °C 
12/01 Afternoon 10 °C 14 °C 8 °C 
12/01 Evening 9 °C 11 °C 7 °C 
12/01 Night 7 °C 8 °C 5 °C 
12/02 Morning 4 °C 8 °C 1 °C 
… 

The above example demonstrates the summarization of historical data. CS can also 
be applied as data is received from sensors. For example, when receiving data from 
audio/video sensors we can extract useful information from it. With audio, we can 
extract Intensity and Audio type (music, talk, telephone ring). From video sensor, we 
can extract Pixel percent change, Motion pattern, etc. As a result, instead of storing 
actual audio & video context, we can summarize and only store relevant information.  

One of the benefits of performing context summarization is reduced storage space, 
which will result in the faster query execution and data retrieval. It will also make the 
data migration in distributed environment more efficient with fewer burdens on 
network traffic. Another important motivation behind CS is to store only the relevant 
context information in such a way that it is more useful for context consumers.  

Reasoning about context and drawing inferences is the primary reason for keeping 
context in context repository in first place, and is primary tool for providing context 
aware services. For example, if a ubiquitous computing system knows that when Bob 
comes to his office in morning, he likes to check his emails, then a system can start 
downloading his emails when Bob enters the room in the morning. The amount and 
quality of input data makes reasoning engine perform more efficiently. We believe 
that if context summarization is done properly then it will result in less data; 
optimized for reasoning and inference making and machine learning. 

Context Summarization can either be ‘Active’ or ‘Passive’. In Active Context 
Summarization, the context is summarized as it is received from the context sources; 
sometimes, even before it being stored in the Context Repository, e.g., the 
summarization of audio and video context. Active Context Summarization is usually 
irregular and event-based and is performed more frequently. 

Passive Context Summarization is usually performed on the context already stored 
in the repository. The summarization of temperature (as discussed earlier) and other 
numerical valued contexts comes in this category. It is regular and periodic, i.e., 
performed in background after a regular interval or at some pre-specified time. It is 
performed less frequently and may consume considerable computing resources. 
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5   Context Summarization Techniques 

We have identified several categories of context information based on the 
similarities and nature of context. Each technique is designed for a particular 
category of context.  

5.1   Aggregation 

In aggregation, the history of context information is aggregated to generate compact 
and consolidated context. Numerical context types like temperature, light intensity, 
humidity, available network bandwidth can be summarized using this technique. In 
section 4.2, we have demonstrated how this technique.  

Aggregation is a passive, regular and periodic type of context summarization, 
which works in background periodically and is performed less frequently. It removes 
the original (raw) context after the context summarization has been performed.  

5.2   Categorization 

Here we categorize different context entities, e.g., user and device profile can be 
categorized into user and device groups. In this way, we can track the network 
bandwidth utilization by some particular user group (say doctors) or by some 
particular device group (say PDAs) during office hours.  

Categorization is passive and static type of context summarization, i.e., it is not 
performed frequently. It can be performed at system startup by some human or the 
system can learn itself to define categories. In any case, categorization supports 
machine learning and higher level reasoning. Unlike other techniques, it does not 
remove original context information such as existing user or device profiles.  

5.3   Context Extraction 

In Context Extraction, useful interesting context is extracted from continuous 
streams like audio and video. For example, it can be applied to video stream 
received from Camera, Webcam to extract features like pixel percent change, 
picture motion pattern (like stable, regular, irregular), etc. Similarly, audio context 
can also be summarized.  

It is an active, irregular and event based context summarization. It can start any 
time with an interesting activity. Unlike other techniques, it can be triggered even 
before the context is stored in the repository and even discard it before storage. It 
results in saving a lot of storage space but may take considerable time in doing so.  

5.4   Pattern Identification 

Context can be summarized by identifying existing patterns in the context repository 
or history of activities. Location context can be summarized using this technique. 
Consider the location context history in the context repository (See Table 3). 
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Table 3. Location Context History of Users and Rooms 

Time User Room 
09:05 1 1
09:02 2 1
10:08 1 2
11:26 3 3
11:44 3 3
… 

Using pattern identification, a system may deduce the pattern of user’s location 
during week days and come out with something as presented in Table 4. 

Table 4. Pattern Identification for User Location 

Time Period
From To 

User Room Probability 

09:00 12:00 1 1 0.76
13:00 17:00 1 1 0.83
09:00 12:00 2 2 0.67
13:00 17:00 2 1 0.89
…  

Similarly, a system can identify pattern of room occupants at various time periods. 
Using categorization with pattern identification, a system may also infer which user 
group (doctors, programmers, etc) occupies which room at different periods of time.  

Pattern Identification is again passive, regular and periodic class of summarization 
that works in background. It is resource intensive and thus performed less frequently. 
On the positive side, it results in reducing considerable amount of storage space and 
also supports higher level inference making, machine learning and in predicting future 
intentions of a user or device in the specific situation. Pattern identification works on 
the history of context and replaces larger history with patterns of activities.  

6   Proposed Model for GCC and CS 

The first question, while designing and developing the GCC and CS, is should these 
components be part of middleware or not? We believe that making these components 
part of a middleware will yield us the re-usability of design and code.  

We prefer designing these components (GCC and CS) as frameworks [11] so that 
applications only need to provide the hotspots (areas of specification). Hence, 
Garbage Collecting Context (GCC) can be developed in such a way that application 
specific techniques for Noise Filtering and Privacy Policies can be induced even 
while the application is operational. For example, an application can specify, through 
XML, that from 1 pm to 2 pm, there is a lunch time at room X, so the location and 
other activities of users over there should not be monitored. Figure 1 presents the 
proposed architecture of Garbage Collecting Context (GCC) module. 
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Fig. 1. Garbage Collecting Context Module 

GCC retrieves context data from Context Repository (CR), identifies noise 
(corrupted) context using Noise Filters (NF), applies Privacy Policies (PP) to remove 
privacy sensitive context and updates the context repository. In a particular 
implementation, GCC may not delete the context as it identifies it as garbage but only 
mark it or move such context to some other repository for some later analysis.  

Context Summarizer (CS) can also be developed with framework technique. There 
are various context summarizer sub-modules for each different category of context, 
called Context Category Summarizer (CCS). Thus temperature, network bandwidth, 
etc can all be summarized using a single CCS. Context Summarizer (CS) is supplied 
context information along with Context Meta-Data (CMD). This context meta-data, 
usually represented through XML, specifies the category of supplied data, so that CS 
may decide which Context Category Summarize (CCS) should be used to summarize 
this context. All CCS sub-modules implement a particular interface so that CS can 
access each of them uniformly. Because of the framework based design of the CS, 
new CCS can be added and the existing CCS can be updated while the application is 
operational. Figure 2 shows the architecture of Context Summarizer (CS). 

 

Fig. 2. Context Summarization Module 

7   Issues and Challenges in GCC and CS 

Garbage Collecting Context (GCC) and Context Summarization (CS) have their own 
research issues and challenges both at conceptual and implementation level. Here, we 
identify several such issues and wherever possible identify few applicable solutions.  
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7.1   What Can Be Summarized and When the Context Should Be Summarized? 

Can we summarize each and every type of context? We do not think so; we should 
only apply context summarization where our application specific analysis identifies 
some performance or storage optimization. Also, different kind of context information 
can not be efficiently summarized using a single method. Rather, we can form several 
categories according to similarities in the nature of context information and define 
mechanisms to summarize each different category of context data.  

Another important question asks what is the appropriate time to trigger context 
summarization? Should we start context summarization just as sensors provide 
contexts? (may be useful for audio and video sensors) or as the application processes 
it to some more useful form and stores in the context repository (may be applicable 
for location context) or once the context has become the history and is not directly 
useful for application (applicable for temperature and similar type of contexts) or 
periodically after some regular interval of time or some pre-specified time?  

7.2   Performance Overhead and Other Challenges 

Perhaps the foremost concern to apply these techniques is the performance cost. Do 
the benefits achieved by these methods justify the computing resource consumption? 
We believe that a proper application of GCC and CS (like those discussed in section 
5) will yield the performance improvement and will not eat up many resources. In any 
case, the overall system should not be ceased or hung-up during the execution of GCC 
and CS modules, the resources (like context repository) should not be locked for 
noticeable period of time. But the problem is how to achieve this? We need GCC and 
CS only when there is considerable amount of context information, a considerable 
amount of context means a considerable amount of processing and resource 
consumption to produce useful output.  

Other issues and challenges include how are we going to deal with distributed and 
ubiquitous nature of middleware, data repository and applications? What are security, 
trust and service level guarantees required for systems using GCC and CS techniques? 

8   Risks Involved 

Garbage Collecting Context (GCC) and Context Summarization (CS) are sensitive in 
nature as they directly access context information and modify it. Information is 
always one of the most important assets of any system and organization. In this 
section, we will briefly mention about some risk factors that should be considered 
while developing and implementing GCC and CS techniques. 

Both GCC and CS result in some data and precision loss. Failing to compensate 
this precision lost may affect performance and overall throughput of the system badly. 

Improper context summarization may make reasoning and machine learning more 
difficult, complicated, inefficient, incorrect and misleading instead of improving it. 

GCC and CS modify Context Repository (CR). Several modules of middleware 
and application access CR simultaneously. Such a sudden modification may be 
unexpected and make these modules produce unexpected results and must be avoided. 
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9   Conclusion 

Garbage Collecting Context (GCC) and Context Summarization (CS) are new, 
interesting and useful research areas with a number of interesting research issues. We 
have presented both the benefits and risk factors involved in using these techniques 
and have also identified four techniques for implementing Context Summarization 
(CS). We have also proposed a model for implementing these concepts and identified 
certain research issues and challenges expected to be faced. We conclude with the fact 
that they are sensitive operations which must be handled carefully and applied after 
rigorous testing. Finally, ‘to summarize and how to summarize?’ that is the question! 
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Abstract. XML is becoming increasingly a popular medium in industrial 
informatics for (a) storing and representing unstructured and semi-structured 
information such as web content and (b) messaging between heterogeneous data 
sources. For both these purposes it is important to provide a high level, model 
driven solution to design and implement websites that are capable of handling 
heterogonous schemas and documents. For this, we need a methodology, that 
provides higher level of abstraction of the domain in question (here the web) 
with rigorously defined standards that are to be more widely understood by all 
stakeholders of the system. To achieve this, in this paper, we propose an XML-
view driven design and architecture solution (methodology) for web 
engineering called xWeb. This methodology uses Object-Oriented (OO) 
conceptual modeling techniques in combination with proven higher-level web 
user interface engineering and data engineering techniques that provides a 
comprehensive, yet generic web design methodology. Also, xWeb architecture 
utilizes XML technologies without requirements for a middleware and provides 
support for web portals. 

1   Introduction 

Web engineering and website development have evolved from coding simple HTML 
based static pages into complex a software engineering discipline. The traditional web 
engineering techniques, which were based around textual file based structures, 
provided only limited or no facilities for modeling higher-level design concepts that 
go beyond the granularity of file-based textual information [1]. But, today’s websites 
not just deliver static contents, but also support (web) application driven data 
transactions to complex multimedia web contents. Thus with such complex increasing 
complex web contents such as interactive and hypermedia based web sites, designers 
went beyond traditional HTML files and turned towards middleware and scripting 
technologies, from Common Gateway Interface (CGI) scripts to advanced SOAP 
messages. While there are speedy advancement in the implementation and 
deployment level technologies, there is a lack of sufficient techniques with modeling 
and design capabilities that are available to classical (non-web based) software 
solutions. One of the most common architecture for the deployment of such web 
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system is the 3-tier architecture, which consist of the presentation layer, application 
layer, and data layer. Many web engineering solutions (for simple web site design to 
e-Commerce engineering) are focused  mainly on building, designing  and 
maintaining web pages (using various styles and techniques) to support user-requests 
(from displaying simple text information to B2B and B2C transactions) without 
consideration for all four combined aspects of web engineering namely; (1) a well 
defined design methodology (such as OO) using standard modeling language (such as 
OMG’s UML™) to capture and model (a) domain requirements, (b) user 
requirements, (c) user-interface requirements (user-interface engineering), (d) data 
requirements (data engineering) and (e) platform/architecture requirements, (2) a 
generic architecture adoptable to various implementation techniques (3) well defined 
generic data standard (such as XML) to describe and represent web data and (4) 
process to address post-development maintenance and expansion. Though there exists 
tools that can perform one or two of the above stated aspects in regard to web 
engineering, to our knowledge no tool or techniques provide all four aspects. In this 
paper we propose web design/engineering methodology (called eXtensible Web or 
xWeb) that we argue will provide all four aspects of the software engineering process 
for a comprehensive web engineering methodology.  

xWeb incorporates proven software engineering techniques such as; (1) OO 
conceptual modeling [2, 3], (2) data modeling and engineering using XML views [4-
6] and (3) web user interface engineering [7, 8]. In related work, the authors have 
shown that, XML view based design methodology is well suited for modeling and 
building architectural solutions for the complex domains such as web portals [9] and 
XML data warehouses [10-12]. Also, in work [13], the authors proposed an XML-
view based middleware solution to modeling and implement a role-based user access 
control (UAC) mechanism. In the case of capturing web user interface requirements 
in xWeb, we adopt Web User Interaction Analysis Model (WUiAM) [7, 8], which is 
used in requirement capture and design of a large e-Logistics/e-Commerce solution 
[14-16] and taught as part of the user interface engineering course in a leading 
Australian University (in 2001/’02).   

In the following sections, we discuss the uniqueness and the application of xWeb 
methodology using a simple case-study example (Section 1.2). Though we like to 
provide detail discussion on all aspects of the xWeb methodology and its components, 
due to page limitation, we provide detailed discussion on unique aspects of xWeb and 
only a brief discussions on established/common software engineering aspects, as 
xWeb methodology derives/utilizes many well proven software engineering 
techniques such as OO conceptual modeling [2, 3] (using UML).  

The rest of this paper is organized as follows. In Section 1.1, we briefly look at 
some early work done in relation to web engineering (and web portal engineering) 
followed by an outline of an example case-study used to illustrate the concepts 
presented in this paper. Section 1.3 briefly introduces our own work; xWeb, followed 
by Sections 2 - 2.2 where we look into the xWeb modeling techniques and gradually 
build our case-study website. Section 2.3 provides an in-depth discussion on the xWeb 
components that form the basic xWeb implementation architecture. Section 3 
concludes the paper which includes some discussion on our future research directions.  
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1.1   Related Work 

Here we look at some work done in both areas of web engineering as well as web 
portal design, as our work incorporates both. There exists many work and tools in 
dealing with one or more aspects of general web engineering principle such as [1, 17-
20], but none that address the whole spectrum of web engineering issues. Also, there 
are many existing works that deal with the possibility of application of portal in 
different areas of use [21], and the classification and discussion of different type of 
portal [22, 23]. Only few have look into the issue of the actual design and 
development of a portals. One of the most interesting work includes [24], where the 
authors looks at the development of portal from a software engineering perspective. In 
[25], usability issues are taken into account and the importance of evaluating these on 
customizable portals is also discussed. Yet most of these works do not provide a 
comprehensive design and technological solution for addressing both web data and 
web user interface design issues under one design methodology. We argue that, such a 
combined design methodology is a must for any web system development such as 
portals.  

In [26], the authors have argued that there are two aspects of technical architecture 
that a web modeling language must possess for it to be used effectively on the 
development of web systems, namely information architecture and functional 
architecture. In the related literature, there is a lack of consideration to the idea that 
the implementation of a web user interface (WUI) is quite difference to that of a 
traditional software system, as traditional software GUI is mainly constructed through 
the use of GUI widgets. Also, the kinds of device that are used for the display of WUI 
are much diverse, such as PDA’s, mobile phone, etc. Over the years, several 
techniques have been introduced in the literature for the modeling and design of web-
based systems. There is a heavy concentration in the earlier methods to be; (1) 
hypertext oriented [27, 28], or (2) data centric or data driven [20]. While some of the 
more recent methods have its base on (3) object oriented paradigm [Con99]. These 
models were found to not pay sufficient attention to users, who are central in web 
systems. These systems, hypertext, or data centered approaches need to be contrasted 
with the (4) User-Centered approach [7, 18, 29]. 

In general, most of the abovementioned methods have navigational design 
addressed in the process. However, the navigational model is often a by-product of 
the underlining domain model, which does not always provide the user view required 
as the user would like to perceive the information. Rather, it had only map this data 
model that are a suitable representation of the data for storage and efficient for system 
manipulation directly onto the presentation layer. It can be observed there is the 
assumption that all data source come form the internal system. However, with the 
swift advent of technologies such as web services, agent-base system, the final 
contexts that are presented to user on client device may include content from a 
number of different data sources. This will certainly have fundamental effect on the 
way how the whole system is to be built. 



1128 R. Rajugan  et al. 

 

1.2   Motivating Case Study  

To demonstrate our work, we developed our research group’s website [30] using 
xWeb methodology and as an xPortal system. It is a simple web site used as 
information source (research collaboration, news, publication list etc.), for public 
 

 
Fig. 1.  The xWeb and its Components (Context Diagram) 

 relations (PR), references (for members and their students/collaborators) and for 
collaborative work (with other research and industry partners/entities).  The site has 
four main user groups, namely; (1) visitors (any user/agent visiting the site), (2) 
collaborative partners, (3) members and (4) administrators. Each group has some 
predefined privileges in regards to accessing the web site, visitor being the least 
privilege group and the administrator being the highest privilege group.  

1.3   Our Approach 

Our approach to web engineering is an XML-view driven design methodology and 
architecture (shown in Figure 1), with extensive support for web user analysis and 
design using Web User Interaction Analysis Model (WUiAM), for modelling and 
building user-centric, content-based websites and web portals. The design 
methodology provides three levels of abstraction namely; (1) conceptual, (2) logical 
or schema and (3) document levels. Intuitively, xWeb methodology provides a 3-step 
design process to engineer web contents.   

At the conceptual level we; (1) design the web site and its semantics (such as site 
layout, structure, data, user access control) using a generic UML model (shown in 
Figure 2), which serves as the XML repository for the web site, (2) develop abstract 
user interface definitions [2] using abstract (web) user interface (AUI) objects or user 
perspectives [19] and (3) we derive conceptual views [4] to build the web pages (i.e. a 
web page construct corresponds to one (or more) conceptual view/(s)) and web 
portals (view of a view/ aggregate view).  
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At the logical level we; (1) transform the XML repository captured in UML model 
to XML (schema and document) using the website data (page contents, layouts, 
resources etc) as shown in Figure 4, (2) transform AUI objects to web user interface 
(WUI) definitions such as stylesheet definitions and (3) transform conceptual views to 
XML view [4, 6] schema definitions (schema & constructor or XQuery [31] 
definitions) using transformation rules described in [32-34]. 

And finally at the document level, the transformation is threefold; (1) fill XML 
repository with web data, (2) transform XML view definitions to (imaginary) XML 
(view) documents (materialized views) and (3) generate XHTML documents using 
materialized XML (view) documents and UI definitions (an XSLT transformation). 

The main advantage of the xWeb/xPortal design is that, the user does not feel any 
difference between a classical (HTTP) website and a xWeb driven website, as there is 
no loss of performance traditionally related to XML technologies (XQuery) as the 
user access directly access (X)HTML pages and not native XML documents. As 
shown in Figure 1, the HTTP web server serves as the front end to users and the XML 
repository serves as the data source for both xWeb and xPortal servers. 

2   The xWeb Methodology 

To understand xWeb, it is important to understand both the inter-related xWeb 
architecture and the design methodology itself. The design-time methodology has the 
following steps; 

Step 1. Development of conceptual model of the web domain in question: At the 
conceptual level, the website domain and data requirements are analysed and captured 
(using UML) using typical OO conceptual modelling techniques with extensive use-
case analysis (discussed in Section 2.1) and WUiAM analysis (discussed in Section 
2.2). Also identified are the abstract (web) user interface (AUI) objects [19], such as 
screens, their components and the navigation links. 

  

Fig. 2. XML (web) Repository (conceptual level) Fig. 3. XML (view) Repository 
(conceptual level) 
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Step 2. Development of conceptual model of the XML (web) repository: Based on the 
conceptual model development in Step 1, the conceptual model is mapped to the 
XML (web) repository model under three categories namely; (1) web contents, (2) 
web resources (hypermedia objects host at the website)and (3) user interface 
definitions (such as AUI). The model developed for the example case study is shown 
in Figure 2.  

Step 3. Development of website conceptual model: Here, based on XML (web) 
repository, conceptual views (XML views at the conceptual level) [4, 6] are 
constructed (discussed in Section 2.3.2) to satisfy one “screen” which in turn satisfy 
one or more web user requirement/(s). The conceptual views constructed form the 
XML (view) repository. Figure 3 shows this model, which is developed for the case 
study example.  

Step 4. Development of the XML (web) repository logical model: Here, the 
conceptual model of the XML (web) repository is mapped to XML schema using 
schemata transformation rules defined by Ling Feng et al. [32-34]. 

Step 5. Development of the XML (view) repository logical model: The conceptual 
views defined in Step 3 are mapped to XML views, where XML view schemas are 
constructed.  

Step 6. Development of the XML (web) repository document model: At this stage, the 
XML (web) repository is populated with the web contents. Later the populated 
repository (XML) document/(s) are validated against the XML (web) repository 
schema generated during Step 4.  

Step 7. Development of the XML (view) repository document model: Here, the XML 
views defined are materialised and validated against the (XML) view schema 
constructed in Step 5 above. The view materialization can be done using automated 
tools (which uses XQuery or SQL 2003) or manually using simple XPath or XSLT 
queries. 

Step 8. Development of the xWeb (XHTML) Pages: Here the materialised XML 
views are transformed into XHTML pages using XSLT and style-sheet definitions, 
thus enabling classical web servers to host xWeb pages. 

2.1   xWeb: Use-Case Analysis 

Though we do not intend to address the issue of user access control design for web 
sites, this paper do not provide In regards to privilege and access to xWeb based 
systems, we look back at work done in [14-16], where we discussed in detail about 
communities (open, closed and locked) for web based systems based on their access 
privileges. Based on that, in our case study example, we identified four main groups 
of actors who interact with system. They are (1) members, (2) administrators, (3) 
collaborators and (4) visitors. The member and administrator group belongs to the 
locked community while collaborative partner group belong to closed community. 
The visitors (and other web users) belong to open community where they mainly have 
view privilege only. The user access hierarchy (actors) is shown in Figure 4, while the 
complete use-case analyses together with use-cases are shown in Figures 5-6.  
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2.2   xWeb: User Interaction Analysis Using WUiAM 

For analysing user interaction, we use our own Web User Interaction Analysis Model 
(WUiAM), which we argue captures the user interaction for WUI at a higher level of 
abstraction. The proposed WUiAM, which is a modelling method for representing the 
possible user-system interaction requirements, is a systematic approach that allows the 
specification of an analysis model based on a task/activity oriented approach. The 
information captured in WUiAM should be isolated from any specific visual or 
graphical design concerns; it gives a logical view of the WUI that is under 
consideration. It does not mean to replace some of the currently available conceptual 
and design modelling methods for Web systems, but as an added set of models targeting 
the area of user interface of a Web system, which can be integrated and complemented 
with other domain modelling methods, hence providing a comprehensive system 
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development process. We note here that in addition to domain analysis, which leads to a 
domain conceptual model, we are here proposing a method of user interface analysis 
leading to a logical user interface model. Due to page limitation, we do not show a 
complete WUiAM model for our case-study example here.  

2.3   xWeb Components  

In this section, we briefly discuss the major components of the xWeb, its purpose and 
the implementation model of the components. xWeb composes of three logical 
components namely the XML repository, XML view repository and the xWeb page 
server.  These individual components are discussed in the following sections. Figure 7 
shows the basic relationships that exists between some these components (shown 
using UML packages). 

2.3.1   XML (Web) Repository 
The xWeb repository hosts the website contents (site meta-data, data and user 
interface definitions) in a generic XML encoded textual format. The repository 
composes of a descriptive, semantically rich repository (XML) schema and an XML 
document that store the web contents. Therefore the XML repository serves as 
organized web information source for building, hosting and distributing web data for 
intend use. Simply said, it replicates a simple yet generic XML based database 
management system (DBMS) hosting web contents.  

Storing and maintaining web content in such an XML repository reduces structural 
ambiguity among web content, yet maintain semantic richness of each individual web 
object (this in contrast to hosting web content as relational data). Some of the 
perceived benefit of such repository include and not limited to; (1) generic yet 
semantically descriptive web content repository (a direct result of using XML and 
XML Schema for content description, (2) semantically richer than relational and/or 
HTML counter parts where schema descriptions are limited and/or optional, (3) since 
it is in native XML format, the web content dissemination (such as publication data in 
our motivating example website) among collaborators and/or stakeholders are easier 
than using propriety messaging formats, (4) based on native XML technology, thus 
data is descriptive and support heterogeneous web structures and (5) since the web 
content is independent from WUI objects and/or constraints (in contrast to HTML 
data), the data along with the WUI definitions (not technology specific presentation 
layers) are readily distributable and re-usable in other applications such as web portal 
generation and collaboration. In the case of collaborative website engineering, using 
XML repository helps in; (1) keeping the content generic yet semantically descriptive, 
(2) XML (view) Schema driven, therefore no need of additional schema mapping at 
the source and the target in the content distribution chain, (3) text based data (XML) 
data thus support for Unicode & multilingual support and (4) keeping the captured 
web user interface (WUI) definitions independent and free of the web content 
structure and format. 

For physical storage model for the repository, it is readily implemented and hosted 
in any data storage technology that provides support for native XML documents (and 
schema) manipulations (from XML-enabled high end DB servers such as Oracle 9i or 
above to simple custom made XML DBs). 
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2.3.2   XML (View) Repository 
The XML (view) repository is only logically (not physically) different from its web 
repository counterpart. Here, instead hosting the original web content and its 
associated structures, it hosts maintain (XML) views. An XML view represents a web 
“user” screen (with web contestants and associated WUI definitions) in XML. The 
description and the semantics of the user screen is provides by the XML view 
Schema, which in addition provide validity the user screen. Typically, the XML views 
in the repository organized in a hierarchical manner that loosely reflect a web 
document tree structure (such root view/node closely resembles the classical 
index.html page in a classical web server documents and so on).   

Physically, the view repository is part of the XML (web) repository storage model 
(similar to that of external schema in the relational databases) and implemented as 
part of the XML (web) repository (external schema). Typically the XML views and 
the schemas are persistence in the view repository together with their view definitions 
as they serve as the middleware (thus avoiding overhead of additional XML-aware 
middleware) between the presentation oriented XHTML pages and the core XML 
repository based web contents. Here, the middleware support is provided in the form 
of (XML) view updates and re-writes. 

2.3.3   xWeb (XHTML) Page Server 
The xWeb Page server is a typically a web server serving clients of X/HTML pages. 
The XHTML pages are generated (preferably not in real-time) using the XML views 
stored in the XML (view) repository (in batch mode, depending on the web content 
type) and the WUI definitions using XSLT transformation. A detail discussion of such 
transformation (XML view to XHTML) can be found in [9] in the context of web 
portals. The main advantage of using XHTML based pages to build screens is 
performance and compatibility. Other perceived advances of using HTML based 
screens include; (1) no propriety standards (classical HTML server pages) or browsers 
needed to view the pages (though originally the web content is based in an XML 
encoded format), (2) easy to implement and maintain (server/client technologies), (3) 
no new scripts and/or web languages embedded into the web pages and (4) no 
middleware and/or servers are needed. 

3   Conclusion and Future Work 

Since the introduction of XML and later with its Schema language, the web has been 
revolutionized. Today XML is considered as the language of the web. Here, in this 
paper, we proposed an XML view based web engineering methodology focusing on 
user-centric web design.  

For future work, a lot of issues deserve investigation. First, the process of 
automation, where the schemata transformation, view construction and model 
mapping between the levels (conceptual, logical and document) are automated. 
Secondly incorporating XForms as (web) user interface objects deserve further 
investigation. Another area that needs refinement is handling interactive (web) objects 
(to support web applications), where web contents are updated in the XML (web) 
repository via XML (view) repository in real-time. Also investigation into formally 
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modeling user access control (UAC) mechanisms as part of the web engineering 
process, as web contents need to be access controlled.  
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Abstract. This paper refers Web Coverage Service which provides geospatial 
data as Coverages that are geospatial information representing space-varying 
phenomena. It also takes care of Coverage Portrayal Service that defines a stan-
dard operation for producing visual pictures from coverage data. This paper 
proposes an interoperable and integrated coverage service. It takes international 
recommendations of coverage operations, WCS and CPS, on web environments 
and implements them in a single server system. For interoperability, it takes 
XML Web Services enabling cooperation of separate systems regardless of 
their platforms and languages. Through this paper, we are able to propose a pro-
totype model for real geospatial services from an implementation viewpoint. It 
is expected that this endeavor can develop existing HTTP-based geospatial web 
services into XML Web Services, which enhances the Internet GIS services to 
give users fundamental benefits of ubiquitous accesses. 

1   Introduction 

The use of Internet and related web technologies for accessing spatial data as well as 
for performing basic spatial query and analysis has opened the world of GIS to the 
masses. Web GIS means an access to GIS applications/functionality and data via a 
web browser. Web-based mapping is the fastest growing segment of the spatial-
software market. For some applications, web-based applications can provide map 
visualization and analysis at the lowest possible cost per user. The result is more rapid 
and informed decision-making, which translates into higher revenue growth and 
greater cost reduction. 

With the semantics of information and information processing, the OpenGIS In-
formation Framework from Open Geospatial Consortium (OGC) defines conceptual 
schemas for describing models for any geospatial information and associated commu-
nities. A geographic feature is an abstraction of a real world phenomenon with a loca-
tion relative to the Earth. It may be represented as a discrete phenomenon with its 
geographic and temporal coordinates. Feature types may have properties, feature 
operations, and feature associations expressed in a meta model, and attributes. Such 
geographic information has been treated based on their types that classified into two 
parts. Vector data deals with discrete phenomena that are recognizable objects having 
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well-defined boundaries or extents such as streams and buildings. Raster data are 
about continuous phenomena varying over space and having no specific extents. In 
order to represent one feature or a collection of features to model spatial relationships 
between, and the spatial distribution of, earth phenomena, a raster image, or a polygon 
overlay (defined coverages) can be used.  

This paper refers and implements Web Coverage Service, which supports the net-
worked interchange of geospatial data as Coverages that are geospatial information 
representing space-varying phenomena. We also take care of Coverage Portrayal 
Service that defines a standard operation for producing visual pictures from coverage 
data. Communication interfaces of the basic service are advanced to allow different 
types of client systems to be accessed through. In addition to designs of SOAP proto-
cols, web operations for geospatial coverages are represented with WSDL documents. 

The rest of this paper is organized as follows. Section 2 gives an overview of the 
Internet GIS and related web specifications derived from OGC. Section 3 describes 
basics on XML Web Services technologies and steps of geospatial data toward inter-
operable web services. Design, implementation, and discussion of the proposed ser-
vice system are presented in Section 4. Finally, we conclude this paper in Section 5. 

2   Geospatial Web Services 

For international recommendations of the Internet GIS, OGC has researched a suite of 
web service specifications that have explicit bindings for HTTP in order to easily 
provide geo-spatial data on browser. 

Geospatial DataGeospatial Data Service SpecificationService Specification ClientsClients

WMS

WFS

WCS

CPS

SLD

 

Fig. 1. This figure shows specifications of geospatial web services derived from OGC 

Figure 1 shows major specifications and their relations. “Web Map Services Im-
plementation Specification” (WMS) produces maps of georeferenced data, where the 
maps are generally rendered in a simple image format such as PNG, GIF, or JPEG 
[4]. “Web Feature Services Implementation Specification” (WFS) delivers vector 
representations of simple geospatial features; exactly a GML which is shown in the 
next section [5]. “Web Coverage Services Implementation Specification” (WCS) 
provides geospatial data as ‘Coverages’ in digital information [6]. Coverage repre-
sents satellite imagery which is currently encoded as GeoTIFF, HDF-EOS, DTED, 
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and NITF. Due to raw data formats that are not browsed on a client easily, WFS and 
WCS require a client-side rendering. For a thin client, however, “Styled Layer De-
scriptor Implementation Specification” (SLD) [8] and “Coverage Portrayal Service” 
(CPS) could help to display those raw data on its web browser; the two specifications 
convert raw-typed data such as GML or GeoTIFF data into a JPEG or GIF. 

3   Advance of Geospatial Data Toward XML Web Services 

3.1   XML Web Services 

XML Web Services are the fundamental building blocks in the move to distributed 
computing on the Internet. XML Web Services expose useful functionality to web 
users through a standard protocol. “Simple Object Access Protocol” (SOAP) defines 
the XML format for message protocols and describes how to represent program data 
as XML [10]. “Web Service Description Language” (WSDL) describes how the mes-
sages are exchanged and specifies what a request message must contain and what a 
response message will look like [11]. “Universal Discovery Description and Integra-
tion” (UDDI) describes businesses and services it offers; it contains a company offer-
ing the service, industrial categories, and interface descriptions of the service [12]. In 
order to provide an interoperable architecture of XML Web Services, Web Service 
Architecture (WSA) from World Wide Web Consortium (W3C) identifies global 
elements required to ensure interoperability between web services [13]. WSA consists 
of three primary roles such as service provider, service consumer, and service broker, 
and operates with interactions of roles to perform three basic operations: Publish, 
Find, and Bind.  

3.2   Geospatial Specifications for Interoperable Web Services 

OGC has proposed service specifications such as WMS, WFS, and WCS referred to 
as OGC Web Services (OWS) [2] allowing representation of geospatial information 
with appropriate XML schemas. Recently, OGC has announced new specifications 
for supporting interoperable functionality of web services: “OpenGIS Reference 
Model” (ORM) [3], “Web Registry Server Specification” (WRS) [14], and “Geogra-
phy Markup Language Implementation Specification” (GML) [9]. WRS supports ‘one 
stop shopping’ for the registration, metadata harvesting and descriptor ingest, push 
and pull update of descriptors, and discovery of OWS services using HTTP. Even 
though WRS does not consider SOAP protocols currently, its conceptual service ar-
chitecture follows up that of service broker in WSA; WRS interfaces allow service 
objects to populate a database of service descriptions and query the description data-
base to discover service location. GML is an XML encoding for the transport and 
storage of geographic information including the geometry and properties of geo-
graphic features. GML could make OWS services interoperable for data exchanges by 
encoding the semantics, syntax and schema of geospatial and geoprocessing-related 
information resources. GIS industries have researched and proposed many ideas, 
algorithms, and extensions related with GML since its first appearance [21-23]. 
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3.3   OWS 1.2 SOAP Experiments 

With efforts for communication interoperability, OGC does a SOAP experiment by 
porting OWS services to XML Web services, which might offer several benefits in-
cluding easier distribution over heterogeneous environments, integration of geospatial 
functionality and data, and utilization of the advantage of huge amount of infrastruc-
ture [1]. In the experiment report, it is discussed how OWS services can be ported into 
XML Web services and what are issues and problems discovered and needed for 
future discussion. A target for the SOAP experiment is WMS producing maps of geo-
referenced data, where a map may be generally rendered in a pictorial format such as 
GIF or JPG. WMS defines four web operations: GetCapabilities, GetMap, GetFea-
tureInfo, and DescribeLayer. At the beginning of the experiment, a platform inde-
pendent model of WMS operations is defined using Unified Modelling Language 
(UML). UML models for HTTP Get/Post interfaces in the existing WMS specifica-
tions are discussed. Then it proposes a new UML model of WMS for SOAP protocol 
based on the two existing UML models with several class changes such as MapType, 
ImageType, etc. The next step in the experiment is to create WMS web services based 
on the proposed UML model. The procedure includes a creation of the appropriate 
XML schemas, WSDL documents, and a definition of the bindings where clients can 
use to communicate with a server. The last step in the experiment is a test for interop-
erability on a broad range of XML Web Services toolkit, .NET, Axis, and XML spy, 
by invoking WMS operations. The experiment identifies issues involved with using 
XML Web Services standards and the toolkits to call WMS server. The issues are 
almost related to structures inside XML schemas, WSDL documents, or SOAP mes-
sages: import of multiple XML schema files, name/namespace conflicts, top-level 
elements in SOAP messages, enumerations, etc. Then the experiment proposes WMS 
XML schema and WSDL documents. 

4   Proposed System: An Interoperable Web Coverage Service for 
Integrated Geospatial Imagery 

4.1   Coverage Service Description 

Coverage is a feature that associates positions within a bounded space to feature at-
tribute values, a function from a spatiotemporal domain to an attribute domain, in-
cluding a digital elevation matrix and a raster image. As a type of coverage, imagery 
is a common way of collecting information where the value of a continuous phe-
nomenon is sampled at regular and discrete locations. WCS promoted by OGC pro-
vides access to potentially detailed and rich sets of geospatial information. It returns 
representations of space-varying phenomena that relate a spatio-temporal domain to a 
range of properties. Portrayal services provide visualization of geographic 
information, rendered maps such as perspective views of terrain and portrayed maps. 
They are usually sequenced into a value-chain of services to support production 
decisions and workflows. CPS may be chained to WCS to convert data to a map 
viewable by a thin client, and defines a standard operation for producing visual 
pictures from coverage data. 
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Even though WCS and CPS give fine ideas together, it is conceptually hard to re-
late them into a single workflow. If a thin client wants to get a geographic image on 
its web browser, it, at first, connect to CPS. CPS, then, communicate with WCS get 
corresponding coverage data, which is completely from the coverage concept. The 
acquired coverage is transformed into an appropriate format, and then transmitted to 
the clients. In order to reduce the complex steps, integrating approach should be ex-
plored. 

4.2 System Architecture of Proposed WCS Server 

Figure 2 shows overall architecture of the proposed WCS server including a service 
consumer page. Raw format of satellite imagery data stored in main-memory based 
database system is provided into the server. Basic functionalities and operations for 
services from WCS provide appropriate coverage data, GeoTIFF format, to clients 
and middleware system. Additional extension of WCS is able to provide imagery 
data, JPG format, to thin clients by taking CPS operations into current WCS specifica-
tion. Services on the server can be provided through SOAP protocols based on XML 
Web Services environments. The portrayal part includes a service consumer page that 
can communicate with the server to receive coverage and imagery data and display 
them on a specified view or a normal web browser. 

 

Fig. 2. This figure shows overall architecture of the proposed WCS server 

4.3   Web Operations for GeoTIFF and JPG 

In order to implement coverage service on web environments, we take WCS opera-
tions providing GeoTIFF format of output coverage data. GeoTIFF is a data inter-
change standard for raster graphic images and extends the TIFF format to support a 
raster data georeferencing capability. In addition to WCS specification, the server 
takes CPS concept for portrayal services for a thin client, which provides JPG output 
format. Due to none of any specification regulating operations of CPS on detail, the 
basic design idea for implementation of the server providing coverage data is on an 
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extension of the existing WCS specification in order to support fundamental function-
alities of CPS. Figure 3 shows designs of web operations of the server. 

 

Fig. 3. Web operations, including WCS and CPS together, provide GeoTIFF and JPG data 

Fundamentally, the server supports three operations of WCS: GetCapabilities,  
DescribeCoverage, and GetCoverage. In the GetCapabilities operation, the server take 
only required requesting parameters: REQUEST and SERVICE and the values are 
‘GetCapabilities’ and ‘WCS’. The response contains a capability document encoded 
by GML. The DescribeCoverage operation also supports two requesting parameters: 
REQUEST and SERVICE and responds with descriptions of coverage all data also 
encoded by GML. The GetCoverage operation has an extension, and supports re-
quired requesting parameters: SERVICE, VERSION, COVERAGE, CRS, BBOX, 
WIDTH, HEIGHT, DEPTH, and FORMAT. In order to provide JPEG coverage data, 
we update the limit of output data format specified in WCS specification. Clients can 
request JPEG coverage data to the server for displaying simple portrayal format. 

4.4   SOAP Communications 

For extensible interoperability, the server takes concepts of XML Web Services. From 
WSA, the server plays the role of service provider. Therefore, it does care about 
SOAP protocols and WSDL documents. The below listing shows a SOAP messages 
for service request of a GetCoverage operation. Requesting parameters listed are 
corresponding to those described in previous subsection and use data types of charac-
ter and integer. The response data, GeoTIFF and JPG, are transmitted in forms of 
binary that are configured by binary character in the message. 

Figure 4 shows a part of WSDL on the server: GetCoverage operation again. It de-
fines message types consisting of a few elements of requesting parameters and re-
sponse data. At the beginning, an administrator configures the server system. He se-
lects target data to be served that is stored in database system. In our system, main-
memory based database storage is used in order to reduce data access time. The for-
mat of imagery data stored may be any type, for example, a raw format of satellite 
imagery. Instead, the server takes advantage of Grid Coverage component that can 
process and transform satellite imagery data into GeoTIFF coverage data. In order to 
support CPS service, GeoTIFF coverage data from the Grid Coverage component can 
be transformed into JPG format data. Or the server can directly receive JPG data from 
database storage, if it contains data in the same format. On receiving a request of 
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GetCoverage operation, the server can provide GeoTIFF coverage data or JPG data 
based upon the requested output format. Additionally, the server includes a processing 
module for XML data. On receiving a request of GetCapabilities or DescribeCover-
age operation, the server provides appropriate XML documents, exactly GML format 
except for an error situation, based upon the request. 
Example of a SOAP message in the system 

<?xml version="1.0" encoding="utf-8"?>  
<soap:Envelope xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xmlns:xsd="http://www.w3.org/2001/XMLSchema" 
xmlns:soap="http://schemas.xmlsoap.org/soap/envelope/"> 
 <soap:Body> 
  <GetCoverage xmlns="http://hostserver"> 
    <SERVICE>string</SERVICE> 
    <VERSION>string</VERSION> 
    <COVERAGE>string</COVERAGE> 
    <CRS>string</CRS> 
    <BBOX>string</BBOX> 
    <WIDTH>int</WIDTH> 
    <HEIGHT>int</HEIGHT> 
    <DEPTH>int</DEPTH> 
    <FORMAT>string</FORMAT> 
  </GetCoverage> 
 </soap:Body> 
</soap:Envelope> 

 

Fig. 4. This figure shows a part of WSDL documents: details on a GetCoverage operation 

4.5   Service Consumer Page 

An additional implementation in this paper includes a service consumer page. From 
the view point of WSA, it plays a role of service consumer receiving coverage data 
from WCS as a service provider and displaying the received image data on a user web 
browser. It can call the operations of the server and receive/process corresponding 
data. A viewer is nested into the page based on OCX technology and uses public 
libraries for processing TIFF, GeoTIFF, and JPG data. It can support basic navigation 
operation such as loading, saving, enlarging, and moving of coverage data displayed.  

Figure 5(a) shows the page displaying coverage data. When the consumer calls the 
GetCoverage operation of WCS server, the page receives coverage data of binary  
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              (a)                                   (b) 

Fig. 5. The figure shows a part of the consumer page displaying selected coverage data re-
ceived from the proposed service system, and detailed descriptions on coverage information 

format that may be a format of GeoTIFF or JPG. It is displayed on the OCX viewer 
nested on the page. Figure 5(b) shows the service consumer page displaying informa-
tion of coverage data. When the consumer selects coverage and request coverage 
information, the page calls the DescribeCoverage operation of WCS server and re-
ceives corresponding response of a GML document describing the requested cover-
age. The content list of the GML document may be entirely depends on information 
regarding the coverage stored in database system. It may include cost information as 
well as name, label, and supported format of coverage. 

4.6   Discussion 

The proposed server includes CPS operations in WCS specification, which is a quiet 
different approach from that by OGC. That means a distinction between coverage 
including geographic imagery and normal images. With advance of ubiquitous tech-
nologies, coverage has become interesting research target due to its specific character-
istics and relationship to phenomena in the real world. Therefore, more extensive 
attention has to be on it and this paper proposes a prototype model at a starting point. 
The unification of coverages is expected to provide easier accesses to coverages with 
various types of data and efficient methods for data management and analysis with 
countless ubiquitous information. With regarding to data distribution, the server uses 
XML Web Services that are expected to provide interconnected and complicated 
services, which may make us more familiar. The server is able to provide more appli-
cable services utilizing pre-existing coverage and imagery data with SOAP protocols 
and WSDL documents. Additional cooperation of the server with systems in other 
industry, for example traditional GIS systems, CAD visualization systems, traffic 
management systems, is also expected to create real applications and services with 
outstanding quality. 

On comparison the proposed server in this paper with SOAP experiment in OGC, 
objectives of the server are interoperability, cooperation, and efficiency, and OGC 
experiment has distribution, integration, and infrastructure. Even though they notify 
their goals in quiet different terms, the final target in common is developing the HTTP 
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based geospatial web services into XML Web Services and proposing advanced geo-
spatial services with fundamental benefits of XML Web Services. In order to achieve 
the goals, OGC experiment proposes a basic structure model based on analyses of 
inner architectures of XML schemas and WSDL documents. On the other hand, the 
proposed server gives an implementation prototype based on actual service architec-
tures and integration processes. 

It is expected that two endeavors are able to propose the first step into the next 
geospatial vision. However, it is needed to do more research with intensive design and 
experiment model for actual services at the same time. Moreover, untouched research 
areas may include transaction models for integration and cooperation of multi-level 
workflows and liaison approach for distribution and interoperability, which maxi-
mizes benefits from concepts, architectures, and applications of XML Web Services. 

5   Conclusion and Further Works 

This paper proposes an interoperable and integrated web coverage service. It takes 
international recommendations of coverage operations, WCS and CPS, on web envi-
ronments and implements them in a single server system. For interoperability support, 
it takes XML Web services enabling cooperation of separate systems regardless of 
their platforms and languages. With regarding to the proposed server, contributory 
points and discussing speech are described. This paper also gives analyses and com-
parisons about approach of an international organization. Through this paper, we 
propose a prototype model for real geospatial services from an implementation view-
point. Current research works give basic approaches, and they remain a huge room to 
be discussed and explored. They may include system environments and message 
architectures as well as transaction models and liaison approaches. Therefore, we are 
going to make more efforts on those research areas, especially on integrated geospa-
tial services with information systems in other industries. 
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Abstract. Location-based services or LBS refers to value-added service by 
processing information utilizing mobile user location. For this kind of LBS, the 
role of security service is very important in the LBS that store and manage the 
location information of mobile devices and support various application services 
using those location information. And in all phases of these functions that in-
clude acquisition of location information, storage and management of location 
information, user management including authentication and information secu-
rity, and management of the large-capacity location information database, safe 
security service must be provided. We show the security methods for open LBS 
in this paper. 

1   Introduction 

Given the recent advancement of mobile telecommunications technology and rapid dif-
fusion of mobile devices, the importance of wired and wireless Internet services util-
izing the past and present location information of users carrying mobile terminals 
with location tracking function is growing. LBS refer to value-added services that 
detect the location of the users using location detection technology and related appli-
cations. LBS is expected to play an essential role in creating value-added that utilizes 
wired and wireless Internet applications and location information, since these are very 
useful in various fields.  

In view of the current controversy on the information-collecting practices of certain 
online sites concerning their members particularly with regard to the disclosure of 
personal information, it is only natural that there is heightened concern on the disclo-
sure of personal information regarding the user's present location, given the unique 
characteristics of LBS. Easily disclosed information through certain online sites in-
clude member information, i.e., name, resident registration number, and address. 
Moreover, there is a growing concern that such personal information are leaked for 
purposes other than what has been originally intended. Such concern is even more 
serious since location information on customers and possibility of tracking their 
movements can constitute a direct encroachment of other people's privacy by them-
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selves. Hence, there is a growing need to conduct research on LBS security both in 
korea and abroad to prevent disclosure of personal information of individuals espe-
cially in the areas of authentication and security.  

Furthermore, an open LBS service infrastructure will extend the use of the LBS 
technology or services to business areas using web service technology. Therefore, 
differential resource access is a necessary operation for users to enable them to share their 
resources securely and willingly.  

This paper describes a novel security approach to open LBS to validate certificates 
based on the current LBS environment using the web services security mechanism, 
presents a location-based platform that can block information leak and provide safe 
LBS, and analyzes authentication and security service between service systems and pre-
sents relevant application methods.    

2   Framework Model for Providing Secure Services 

2.1   Security Service Framework  

Web services can be used to provide mobile security solutions by standardizing and 
integrating leading security solutions using XML messaging. XML messaging is 
considered the leading choice for a wireless communication protocol. In fact, there 
are security protocols for mobile applications that are based on XML messaging. 
Some of these include SAML, which is a protocol for transporting authentication and 
authorization information in an XML message. It can be used to provide single sign-
on web services. On the other hand, XML signatures define how to sign part or all of 
an XML document digitally to guarantee data integrity. The public key distributed 
with XML signatures can be wrapped in XKMS (XML Key Management Specifica-
tion)  formats. In addition, XML encryption enables applications to encrypt part or all 
of an XML document using references to pre-agreed symmetric keys. Endorsed by 
IBM and microsoft, WS-security is a complete solution to providing security to web 
services. It is based on XML signatures, XML encryption, and same authentication 
and authorization scheme as SAML (Security Assertion Markup Language).  

 

Fig. 1. Proposed secure LBS middleware service model 
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When a LBS-mobile device client requests access to a back-end application, it 
sends authentication information to the issuing authority. Depending on the credentials 
presented by the LBS-mobile device client, the issuing authority can then send a positive 
or negative authentication assertion. While the user still has a session with the mobile 
applications, the issuing authority can use the earlier reference to send an authentication 
assertion stating that the user was in fact authenticated by a particular method at a specific 
time. As mentioned earlier, location-based authentication can be done at regular time 
intervals. This means that the issuing authority gives location-based assertions periodically 
as long as the user credentials enable positive authentication. 

Security technology for LBS is currently based on KLP (Korea Location Protocol). 
Communication between the LBS platform and Application Service Providers should 
be examined from the safety viewpoint vis-à-vis XML security technology. As shown 
in the security service model of the LBS platform in figure 1, the platform should 
have an internal interface module that carries out authentication and security functions 
to provide the LBS application service safely to the users[2].  

2.2   Structure of Mobile Location Protocol in Korea  

The protocol used for data exchange between the LBS server and terminals operates 
based on the MLP (Mobile Location Protocol) protocol established by LIF (Loca-
tion Inter-Operability Forum). KLP is korea location protocol. The application of 
the authentication and security factors to KLP should be configured considering the 
following points: 

The KLP is an application-level protocol for querying the position of mobile sta-
tions independent of underlying network technology. The KLP serves as the inter-
face between a location server and a location-based application. The details of the 
location information security structure between the location information providers 
and the LBS providers should be defined in terms of confidentiality, integrity, and 
authentication and access control element as shown in figure 2.  

 

Fig. 2. Security protocol for secure open LBS services 
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These elements should be configured into a standard reference system for LBS 
security and authentication on WS-security-based transport layers. Based on this 
structure, the LBS security service transmits location information safely between 
the LBS platform and the Service Providers in accordance with the XML-based 
request and response model.  

2.3   Standard Element Layer Definition for LBS Security  

For LBS provided on the service layers of KLP, KLP service protocols can be divided 
into five different services, whereas message transmission can be defined in three 
types as request, answer, and report messages. 

Security functions that should be provided to LBS service layers should be defined 
as LBS security elements. For element layers, there are seven main definitions: sub-
scriber identification element, functional element, location element, configuration 
element, location accuracy element, network element, and context element. For the 
seven types of element definition DTD (Data Type Definition), the attribute parame-
ters requiring security are displayed in bold font.  

Subscriber Identification Elements Definitions 
Among subscriber identification elements, there are three elements requiring security: 
‘msid’, which represents the identification information of mobile telecommunications 
subscribers; ‘codeword’, which is the access code defined in each subscriber terminal, 
and; ‘session’, which is the information on the session of the LBS client with the 
subscriber terminal. There is a need to encrypt data using XML encryption tag ele-
ments.  

 Functional Element Definitions 
As an element requiring security among functional elements, the ‘url’ represents the 
necessary address information to send an answer to the report. ‘url’ is part of the 
‘pushaddr’ item that can contain the ID and password. Thus, it is necessary to encrypt 
data using XML encryption tag elements.  

Location Element Definitions 
As the element requiring security among location elements, ‘time’ represents the time 
when the service was carried out upon the request for location information. It is there-
fore necessary to encrypt data using XML encryption tag elements.  

 Shape Elements Definitions 
‘X’, ‘Y’, and ‘Z’ are elements requiring security among configuration elements. As 
coordinate values, ‘X’, ‘Y’, and ‘Z’ are the basic units of location information. Thus, 
these data have to be encrypted using XML encryption tag elements.  

 Quality of Position Definitions 
Since location accuracy elements represent accuracy based on the location informa-
tion for which security has already been dealt with, there is no need for separate secu-
rity. Nonetheless, it is necessary to examine security elements that can be applied to 
the necessary attribute parameters for enhancing the quality of the future LBS service.  
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 Network Parameter Element Definitions 
CDMA (Code Division Multiple Access), GSM (Group Special Mobile), CDMA-
2000, and WCDMA (Wideband CDMA) are defined in network elements. As such, 
transport layer security should be dealt with on the transport layer of KLP. Likewise, the 
security function depending on the network infrastructure should be examined separately.  

 Context Element Definitions 
As an element requiring security among context elements, an identifier can be used in 
an element for the provisioning of the privacy structure. This includes ID that allows 
the use of location information service, ‘sessionid’ that can substitute for ‘pwd’, 
‘pwd’ as the password for a registered user implementing the location service, and 
‘serviceid’ as an identifier for distinguishing services and applications that access the 
network. For ‘sessionid’ and ‘pwd’, it is necessary to encrypt data using XML encryp-
tion tag elements. In addition, since ‘serviceid’ requires security to access service, 
such security should be based on authentication using the PKI (Public Key Infrastruc-
ture) interface.  

3   Security Protocol for Secure Open LBS Middleware Services 

Three types of principals are involved in the proposed protocol: LBS application 
(server/client), SAML processor, and XKMS server (including PKI). The proposed 
invocation process for the secure LBS security service consists of two parts: 
initialization protocol and invocation protocol.  

The initialization protocol is a prerequisite for invoking LBS web services se-
curely. Through the initialization protocol, all principals in the proposed protocol set 
the security environments for their web services (Fig. 3). The following is the flow of 
setting the security environments: 

Fig. 3. Security protocol for secure open LBS services 
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The client first registers information for using web services. It then gets its 
id/password, which will be used for verifying its identity when it calls web services 
via a secure channel. The client gets SAML assertions and installs a security module 
to configure its security environments and to make a secure SOAP message. It then 
generates a key pair for digital signature and registers its public key to a CA. 

The client creates a SOAP message containing authentication information, method 
information, and XML signature. XML then encrypts and sends to a server such message. 
The message is in the following form: Encsession(Envelope (Header (SecurityParame-
ters,Sigclient(Body))+Body(Method, Parameters)))), where Sigx(y) denotes the result of 
applying x’ s private key function (i.e., the signature generation function) to y. The 
protocol shown in Fig. 3 shows the use of end-to-end bulk encryption [3,7,9]. Security 
handlers in the server receive, decrypt, and translate the message by referencing secu-
rity parameters in the SOAP header. To verify the validity of the SOAP message and 
authenticity of the client, the server first examines the validity of the client’s public 
key using XKMS. If the public key is valid, the server receives it from a CA and veri-
fies the signature. The server invokes web services upon completion of the assessment 
of the security of the SOAP message. It then creates a SOAP message that contains 
the result, signature, and other security parameters. The server encrypts the message 
using a session key and sends it back to the client. Finally, the client evaluates the 
validity of the SOAP message and server and receives the result. 

 

Fig. 4. SAML/XACML message flow using XKMS in open LBS 
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In the existing LBS service, there is no mechanism for differential resource access. 
To establish such security system, a standardized policy mechanism is required. The 
XACML specification is employed to establish the resource policy mechanism that 
assigns a differential policy to each resource (or service)[2,3]. SAML also has such 
policy mechanism, whereas XACML provides a very flexible policy mechanism that 
is applicable to any resource type. For the proposed implementing model, SAML 
provides a standardized method of exchanging authentication and authorization infor-
mation securely by creating assertions from the output of XKMS (e.g., assertion valida-
tion service in XKMS). XACML replaces the policy part of SAML (Fig. 4). Once the 
three assertions are created and sent to the protected resource, verification of authenti-
cation and authorization at the visiting site is no longer necessary. SSO (Single Sign-
On) is a main contribution of SAML in distributed security systems[1].  

Figure 4 shows the flow of SAML and XACML integration for differential re-
source access. Once assertions are created from the secure identification of the PKI-
trusted service, the access request is sent to the policy enforcement point (PEP) server 
(or agent) and to the context handler. The context handler then parses and sends to the 
PIP (policy information point) agent the attribute query. The PIP gathers subject, 
resource, and environment attributes from the local policy file, with the context han-
dler giving the required target resource value, attribute, and resource value to the PDP 
(policy decision point) agent. Finally, the PDP determines and sends to the context 
handler the access possibility to enable the PEP agent to allow or deny the request [4]. 

4   Simulations 

We have modeled our architecture as a closed queuing system as in figure 5, and we 
analyzed of approximate Mean Value Analysis (MVA) as described in [5,6,8]. In the 
scenario of figure 5, the secure LBS procedure has two job classes, initial secure loca-
tion update step and secure LBS roaming step. rim,jn means the probability that a class 
m job moves to class n at node j after completing service at node i. And ratio repre-
sents a ratio of total users to secure LBS roaming users[8]. Analyze steps of class 
switching closed queuing system are following. 

 
Step1: Calculate the number of visits in original network by using (1) 

                                                       (1) 
where K = total number of queues, C = total number of classes. 

 
Step 2: Transform the queuing system to chain. 
Step 3: Calculate the number of visits e*iq for each chain by using (2) 

                                                               (2) 
where r = queue number in chain q, q  = total queue number 

Step 4: Calculate the scale factor  ir  and service times  s iq by using (3) with (1). 
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                             (3) 
Step 5: Calculate the performance parameters for each chain using MVA. 

 

Fig. 5. Multiple class queuing system in the Secure LBS push scenario 

XKMS has been implemented based on the design described in previous section. 
Package library architecture of XKMS based on CAPI (Cryptographic Application 
Programming Interface) is illustrated in figure 6. Components of the XKMS are xml 
security library, service components api, application program. Although XKMS ser-
vice component is intended to support xml applications, it can also be used in order 
environments where the same management and deployment benefits are achievable. 
XKMS has been implemented in java and it runs on JDK ver. 1.4 or more. 

The manner in which the various XKMS service builds upon each other and con-
sumes each other’s services is shown in the following diagram. 

The figure for representing testbed architecture of XKMS service component is as 
follows figure 6. 

 

Fig. 6. Testbed Architecture of XKMS component for Open LBS 
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Figure 7 showed difference for 0.2 seconds that compare average transfer time be-
tween client and server of XML encryption &decryption by XML Signature base on 
XML security library. According as increase client number on the whole, showed 
phenomenon that increase until 0.3 seconds. 

 

Fig. 7. Simulation Result of XKMS Protocol  

Figure 7 is change of average transmission time according as increase client num-
ber in whole protocol environment. If client number increases, we can see that aver-
age transfer time increases on the whole. And average transfer time increases rapidly 
in case of client number is more than 45. Therefore, client number that can process 
stably in computer on testbed environment grasped about 40(At the same time). When 
compare difference of signature time and protocol time, time of xml signature module 
is occupying and shows the importance of signature module about 60% of whole 
protocol time. 

5   Conclusion  

This paper sought to present a location-based platform that can block information leak 
and provide safe LBS as well as to establish methods for authentication and security 
application between service systems for presentation. Toward this end, LBS security 
requirements were examined and analyzed. In particular, the trend of technology and 
standard was analyzed to provide safe LBS. To formulate an authentication method as 
well as a security technology application method for LBS on MLP, MLP security 
elements were identified based on LBS security requirements by defining the MLP 
security structure, which serves as the basis for KLP.  

A novel security approach to open LBS was proposed to validate certificates based 
on the current LBS security environment using XKMS and SAML and XACML in 
xml security. This service model allows a client to offload certificate handling to the 
server and to enable the central administration of XKMS polices. To obtain timely 
certificate status information, the server uses several methods such as CRL (Certifi-
cate Revocation List), OCSP, etc. The proposed approach is expected to be a model 
for the future security system that offers open LBS security. 
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ANNEX A.  Security Elements & Attributes in DTD 
 

<!--// Subscriber Identification Element Definitions //--> 
1 Line) <!ELEMENT   msid      (#PCDATA)> 
5 Line) <!ELEMENT   codeword  (#PCDATA)> 
10 Line) <!ELEMENT   session     (#PCDATA)> 
12 Line) <!ELEMENT   start_msid   (msid)> 
13 Line) <!ELEMENT   stop_msid   (msid)> 

<!-- // Function Element Definitions // --> 
11 Line) <!ELEMENT   pushaddr  (url, id?, pwd?)> 
17 Line) <!ELEMENT   url  (#PCDATA)>  

<!--// Shape Element Definitions //--> 
5 Line) <!ELEMENT   coord         (X, Y?, Z?)> 
6 Line) <!ELEMENT   X  (#PCDATA)> 
7 Line) <!ELEMENT   Y  (#PCDATA)> 
8 Line) <!ELEMENT   Z  (#PCDATA)> 

<!--// Location Element Definitions //--> 
1 Line) <!ELEMENT   pos   (msid, (pd | poserr), net_param?)> 
2 Line) <!ELEMENT   eme_pos   (msid, (pd | poserr), esrd?, esrk?)> 
3 Line) <!ELEMENT   trl_pos    (msid, (pd | poserr))> 
5 Line) <!ELEMENT   pd   (time, shape, (alt, alt_acc?)?, speed?, direction?, lev_conf?)> 
10 Line )<!ELEMENT   time  (#PCDATA)> 

<!--// Context Element Definitions //--> 
2 Line) <!ELEMENT   sessionid   (#PCDATA)> 
4 Line) <!ELEMENT   requestor   (id, serviceid?)> 
5 Line) <!ELEMENT   pwd   (#PCDATA)> 
6 Line) <!ELEMENT   serviceid   (#PCDATA)> 
9 Line) <!ELEMENT   subclient  (id, pwd?, serviceid?)> 

<!--// Quality of Position Definitions //--> 

None  

<!--// Network Parameter Element Definitions //--> 
None 



Ubiquitous Systems and Petri Nets

David de Frutos Escrig�, Olga Marroqúın Alonso��,
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Abstract. Several years before the popularization of the Internet, Mark
Weiser proposed the concept of ubiquitous computing with the purpose
of enhancing the use of computers by making many computers available
throughout the physical environment, but making them effectively in-
visible to the user. Nowadays, such idea affects all areas of computing
science, including both hardware and software. In this paper, a formal
model for ubiquitous systems based on Petri nets is introduced and mo-
tivated with examples and applications. This simple model allows the
definition of two-level ubiquitous systems, composed of a collection of
processor nets providing services, and a collection of process nets re-
questing those services. The modeled systems abstract from middleware
details, such as service discovery protocols, and security infrastructures,
such as PKI’s or trust policies, but not from mobility or component
compatibility.

1 Introduction

The term ubiquitous computing was coined by Mark Weiser [11, 12] in order to
describe environments full of devices that compute and communicate with its
surrounding context and, furthermore, interact with it in a highly distributed but
pervasive way. By pervasive we mean that users will not be aware of the existence
of such environment, much in the same way as they pay little attention to other
technologies, already fully integrated in their everyday life. Thus, ubiquitous
computing is a vast field that involves not only many areas of computer science,
including hardware components, network protocols, and computational methods,
but also social sciences.

Since Weiser’s vision [11], a great deal has been achieved, mainly because of
advances in micro-electronics, that make possible the design of smaller embedded
devices. However, the state of the art is probably not as developed as expected.
One of the reasons may be the lack of widely accepted formal models, needed
at various levels of abstraction, in order to understand “the probably largest
engineered artifact in human history” (see [7]).
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Nevertheless, some recently developed formal models can be applied in fields
related to ubiquitous computing like workflow, flexible manufacturing or agent-
oriented approaches (mobile agents or intelligent agents as in AI research).
Among these models we are here interested in those based on Petri nets for
their amenable graphical representation and their solid theoretical basis. For in-
stance, the interest of Elementary Object Systems [8, 9] has been illustrated in
numerous case studies [8]. Elementary Object Systems are composed of a system
net and one or more object nets that move along the former, like ordinary to-
kens of it. Such tokens are able to change their marking, but not their structure,
either when lying on a place or when being moved by a transition of the system
net. In this way, the change of the object net marking can be either independent
from the system net or triggered by it.

In contrast with Elementary Object Systems and their reference semantics,
which allow to access a net token from many places at the same time, in Nested
Petri nets [5, 6] each token is located at a single place at each time. Net tokens
may be produced, copied and removed during a system run, as expressed by
labels on arcs. The number of those tokens, as well as the level of nestedness, is
unlimited, thus obtaining multi-level nested systems, whose behaviour consists
of three kinds of steps: An autonomous step in a given level of a Nested Petri
net follows the ordinary firing rule for high-level Petri nets; horizontal synchro-
nization is defined as the simultaneous firing of two element nets located in the
same place of a system net; and vertical synchronization is the firing of a system
net together with the firing of its token nets that are involved.

In earlier papers [3, 4], we have introduced another multi-level extension of the
Elementary Object Systems called Ambient Petri nets, which allows the arbitrary
nesting of ambients permitted in the Ambient Calculus [1]. As a consequence,
it is possible to find in the places of an Ambient Petri net both ordinary and
high-level tokens. The latter move along the net due to the firing of ambient
transitions, labeled by capabilities that are obtained from names: Given a name
n of a component net, that is, a bounded place where computation happens, the
capability in n allows to enter into n, the capability out n allows to exit out of n,
and the capability openn allows to open n. Besides, ordinary transitions consume
and produce only ordinary tokens by following the firing rule from ordinary
Petri nets. In [4] the basic model of Ambient Petri nets has been extended with
the aim of supporting the replication operator from the Ambient Calculus, !P ,
which generates an unbounded number of parallel replicas of P . By combining
these elements, together with concepts such as limitation of access to locations,
Ambient Petri nets provide a framework to describe wide area network mobility.

Although the described models were not originally conceived in the frame-
work of ubiquitous computing, they can be used for handling some of its most
important aspects, specially mobility. Nevertheless, many features of ubiquitous
computing, such as the supply and demand of resources between processors and
processes, context awareness, and ad-hoc nets, are not naturally modeled. In
order to formalize such features, in this paper we define a new model based on
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Petri nets called Ubiquitous nets, whose basic version relies on ordinary Petri
nets, though it can be easily enhanced by considering coloured Petri nets.

Ubiquitous nets allow to model both devices (processors) and software com-
ponents located in processors (processes), in such a way that processes change
their location due to the firing of special movement transitions. Besides, we ab-
stract from middleware details, such as those dealing with service discovery or
transport protocols, so transitions offering or requesting a service are detected
by others just by its mere existence. Then, a service is supplied whenever its
offer and request are co-located, that is, whenever the firing of the correspond-
ing service-supply and service-request transitions can be done at the same time.
The synchronization criteria is merely syntactical, that is, two transitions can
synchronize whenever the corresponding labels match. Nevertheless, in real open
systems we could always make use of specific-domain ontologies, in order to avoid
this lack of flexibility.

The paper is structured as follows. Section 2 gives the formal definition of
ubiquitous nets by considering the simplest possible model in which processes
move from location to location with no processor interaction. Section 3 illustrates
those definitions with a simple example composed of three processor nets and a
process net that is required to follow an authentication protocol in order to obtain
a specific service. Extensions of the basic model are introduced and motivated
in Section 4. Finally, conclusions and areas for further study are discussed in
Section 5.

2 Formal Definitions

Ubiquitous systems are defined in order to model the supply and demand of
services/resources of both processors and processes, respectively. To define the
exchange of such services, we consider a countable alphabet of labels S, which will
denote available resources. Moreover, we assume the existence of two bijections
!:S → S ! and ?:S → S?, by means of which we associate to each label s∈S two
synchronizing actions, s!∈S ! and s?∈S?, respectively. The countable alphabet
of labels S ! will denote resources provided by processor nets, while the countable
alphabet of labels S? will denote resources requested by process nets. Besides,
we consider a countable alphabet of labels A, which will denote autonomous
actions performed by either processors or processes.

In order to identify the different components of a ubiquitous system, we start
with two given sets of processor names, Nr, and process names, Ns, thus taking
N =Nr∪Ns. Then we have:

Definition 1. A processor net is a labeled Petri net L=(P, T, F, λ) where:

– P and T are disjoint sets of places and transitions.
– F ⊆(P×T )∪ (T×P ) is the set of arcs of the net.
– λ is a function from T to the set A∪S !.
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Definition 2. A process net is a labeled Petri net A=(P, T, F, λ) where:

– P and T are disjoint sets of places and transitions.
– F ⊆(P×T )∪ (T×P ) is the set of arcs of the net.
– λ is a function from T to the set A∪S?∪Ms, where Ms ={gol | l∈Nr}.

As stated above, ubiquitous systems are composed of a collection of processor
nets which provide services to a collection of process nets. Therefore, a processor
net has two types of transitions: autonomous transitions (those with λ(t)∈A),
and service-supply transitions (those with λ(t)∈S !). Those services are requested
by process nets, which migrate from processor to processor due to the execu-
tion of go transitions. Therefore, a process net has three types of transitions:
autonomous transitions (those with λ(t)∈A), service-request transitions (those
with λ(t)∈S?), and movement transitions (those with λ(t)∈Ms).

Definition 3. A plain ubiquitous system is a pair of the form U = 〈R, S〉
where R= {l1 :L1, . . . , lm :Lm} is a finite collection of named processor nets or
locations and S={a1 :A1, . . . , an :An} is a finite collection of named process nets
or agents, with m>0, n≥0, ∀k∈{1, . . . , m} lk ∈Nr and Lk =(P k

l , T k
l , F k

l , λk
l ),

and ∀k∈{1, . . . , n} ak∈Ns and Ak =(P k
a , T k

a , F k
a , λk

a).

Note that, in contrast with Ambient Petri nets, ubiquitous nets define two-level
systems with no distinguished root net, so we consider that all processors and
process nets have the same significance. The static nature of processor nets,
whose location is fixed, highlights the static character of some devices such as
operating systems. On the other hand, the dynamic nature of process nets, that
move from processor to processor in order to request the execution of services,
reflects the behaviour of processes performed in a distributed way by the whole
distributed system.

The current location of processes is described by means of a location function
loc, which, given a process net, returns its communicating processor. In the
following, we assume that in an ubiquitous system each component net has a
different name. Nr(U)={l1, . . . , lm} will denote the set of processor names in U,
and Ns(U)={a1, . . . , an} will denote the set of process names in U.

Definition 4. Given a plain ubiquitous system U, we define a location func-
tion for U as a function loc : Ns(U)→Nr(U). A located ubiquitous system
is a plain ubiquitous system for which we have defined a location function.

A located ubiquitous system describes the structure of both processors and pro-
cesses. In order to suitably represent their state, we use the usual concept of
marking, in such a way that places are occupied by ordinary tokens that move
along the system by following the ordinary firing rule.

Definition 5. A dynamic located ubiquitous system is a located ubiquitous
system for which we have defined an ordinary marking M : P → N, where P is

the full set of places of the ubiquitous system, that is, P =(
m⋃

k=1

P k
l )∪(

n⋃
k=1

P k
a ).
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Similarly, we define the full sets of transitions and arcs of the ubiquitous system

as the sets T =(
m⋃

k=1

T k
l )∪(

n⋃
k=1

T k
a ) and F =(

m⋃
k=1

F k
l )∪(

n⋃
k=1

F k
a ), respectively, and

the full labelling function of the system as λ(t)=λk
c (t) if t∈T k

c with c∈{a, l}.
As stated before, both processors and processes can perform autonomous

transitions that model independent actions, that is, actions whose execution does
not depend on the surrounding context of the evolving net. The corresponding
firing rule is the one for ordinary Petri nets, since the location function does not
change. Besides, a process can move from its current location to any other due to
the execution of movement transitions, labeled by gol with l∈Nr, which specify
the new destination l. Note that in this basic model we disregard security issues,
so we consider that the full set of processor names is known to the full collection
of processes of the system. Finally, the supply of a service s is modelled by means
of the synchronized firing of two transitions, t1∈T k

a and t2∈T k′
l with λk

a(t1)=s?
and λk′

l (t2)= s!, corresponding respectively to the request of the service by the
process net Ak, and its offering by the processor net Lk′

. Those transitions can
only be fired simultaneously, each of them following the firing rule for ordinary
Petri nets.

Definition 6. Let 〈U, loc〉 be a located ubiquitous system and M be a marking
of it. An autonomous transition t∈T , with λ(t)∈A, is enabled at marking M
if ∀p∈•t M(p)>0. The reachable state of U after the firing of t is that described
as follows:
– The reachable marking M ′ is defined by M ′(p)=M(p)−F (p, t)+F (t, p) for

all p∈P .
– The location function loc does not change.

Definition 7. Let 〈U, loc〉 be a located ubiquitous system and M be a marking of
it. A movement transition t∈T k

a , with λk
a(t)=gol∈Ms, is enabled at marking

M if ∀p ∈• t M(p) > 0. The reachable state of U after the firing of t is that
described by:
– The reachable marking M ′ is defined by M ′(p)=M(p)−F (p, t)+F (t, p) for

all p∈P .
– The current location of process net ak changes, getting loc(ak)= l. The loca-

tion of the rest of the process nets remains the same.

Definition 8. Let 〈U, loc〉 be a located ubiquitous system and M be a marking of
it. A pair of service-supply/service-request transitions (t1, t2), with t1 ∈T k

a

and t2 ∈T k′
l , λ(t1)= s?∈S? and λ(t2)= s!∈S !, and loc(ak)= lk

′
, is enabled at

marking M if ∀p∈•t1∪•t2 M(p)>0. The reachable state of U after the firing of
(t1, t2) is that described as follows:
– The reachable marking M ′ is defined by

M ′(p) = M(p)−
∑

v∈{t1,t2}
F (p, v) +

∑
v∈{t1,t2}

F (v, p) ∀p∈P

– The location function loc does not change.
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Due to the firing rule in Definition 8, services are provided in mutual exclusion
with the purpose of avoiding their concurrent use, since they are considered un-
shareable resources. In this way, whenever a process requests a service s to its
processor, both nets must synchronize the firing of the corresponding transitions
in order to satisfy such demand. At that moment, service s becomes unavailable
for any process requesting the same resource. Note that if there exist more than
one process net demanding such service, the choice among them is made in a
non-deterministic way.

3 A Simple Application

In order to illustrate the behaviour of ubiquitous nets, in this section we present
an example that models a system composed of three processor nets, L1, L2 and
L3, and a process net, A, initially located in L3 (Figure 1). Processor L1 can be
interpreted as an electronic notes system [2] that requires authentication to view
its contents (action identified as service s2), and L2 can be seen as an electronic
thermometer [10] in which the action of consulting the temperature is denoted
by s3. Both processors can also give the local time, which is denoted as service

Fig. 1. An ubiquitous system modeled by Petri nets
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s1. Processor net L3, composed of a single place and no transitions, can neither
evolve in an independent way nor interact with any process, since it is just a
container that allows to store agent nets.

Therefore, process A can move either to L1 or L2, where it demands ser-
vices s2 or s3 (trying to view the contents of the notes system or asking for the
temperature, respectively). In order to supply service s2, processor L1 requires
first to log in and if it is successfully done then to proceed with a commitment
(otherwise it aborts), whereas processor L2 does not demand any such authen-
tication to offer its services. On the other hand, after the firing of a movement
transition, process A may not only log in if asked, but also try to commit with
no previous logging, thus trying to force the authentication protocol.

In this scenario, it is clear that after the firing of transition gol2 , process
A obtains service s3 from its new location L2, which must be updated before
offering again its services (for instance, checking the temperature again). Then,
process A needs to restart before going back to its initial state, where now it
may choose to execute transition gol1 . As a consequence of this firing, process A
moves to L1, that demands it to log in before proceeding with a commitment,
which is needed to supply service s2.

4 Extensions of the Basic Model

Ubiquitous nets allow to define two-level systems focusing on both the supply
and demand of services and the mobility of processes. Nevertheless, their sim-
plicity produces some drawbacks, that can be easily removed by introducing
some extensions in the defined basic model.

In the first place, real systems constrain both mobility of processes and access
to their resources as a general rule. In particular, processes do not migrate by
themselves, but are moved by processors. As a consequence, it is reasonable to
limit the access to processors depending on their current availability to receive
processes. Moreover, processes would need to obtain the permission of their
present location to move away to the desired processor.

Therefore, in general it is necessary to model a three-way synchronization
among the moved process, its current location and its new destination. In order
to do it we introduce processor transitions labelled by lgol and lin. Their intended
meaning is that the processor firing a transition labelled by lgol allows any pro-
cess that can fire transition gol to exit out of it. This migration can only take
place when the destination processor, l, executes the admission transition lin at
the same time.

Definition 9. A go-processor net is a Petri net Lgo =(P, T, F, λ) where:

– P and T are disjoint sets of places and transitions.
– F ⊆(P×T )∪ (T×P ) is the set of arcs of the net.
– λ is a function from T to A∪S !∪Mr, where Mr ={lin}∪{lgol | l∈Nr}.

Definition 10. Let 〈U, loc〉 be a located ubiquitous system with go-processor nets
and M be a marking of it. A tuple of movement transitions (t1, t2, t3), with
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t1 ∈ T i
l , t2 ∈ T k

a and t3 ∈ T i′
l , λ(t1) = lgoli′ , λ(t2) = goli′ and λ(t3) = lin, and

loc(ak)= li, is enabled at marking M if ∀p∈•t1∪•t2∪•t3 M(p)>0. The reached
state of U after the firing of (t1, t2, t3) is that described by:

– The reachable marking M ′ is defined by

M ′(p) = M(p)−
∑

v∈{t1,t2,t3}
F (p, v) +

∑
v∈{t1,t2,t3}

F (v, p) ∀p∈P

– The current location of the process net ak changes, getting loc(ak)= li
′
. The

location of the rest of the process nets remains the same.

In this extended model, authentication could be simply modeled: We only have
to replace lin transitions by others labeled by lina, where a is the name of the
incoming process, that is, the one the destination location is ready to receive. In
this way, it is easy to limit the access to some services by taking into account
the names of processes, and hence a processor net will only admit those agents
whose name appears in labels of the form lina.

However, in this model processes must include in their code concrete infor-
mation about their desired movements, although in some cases such movements
are performed in a non-deterministic way (this happens, for instance, whenever
there exists a choice between movement transitions). Furthermore, processors
must have a static knowledge of the names of those processes whose entry is
allowed. Nevertheless, this assumption is a bit coarse, and more flexible mecha-
nisms to control authentication and mobility are desirable. Regarding the latter,
processor names will appear as token values. Then, a synchronized firing of the
movement transitions, that in this new version of the model would be labeled
by lgo, go and lin, respectively, produces the migration of the involved process
to the location indicated by the consumed token. In this way, labels of tokens
represent a permission or a capability to enter into the corresponding processors.

Definition 11. A ggo-processor net is a Petri net Lggo =(P, T, F, λ) where:

– P and T are disjoint sets of places and transitions.
– F ⊆(P×T )∪ (T×P ) is the set of arcs of the net.
– λ is a function from T to the set A∪S !∪{lin, lgo}.

Definition 12. A ggo-process net is a Petri net Aggo =(P, T, F, λ) where:

– P and T are disjoint sets of places and transitions.
– F ⊆(P×T )∪ (T×P ) is the set of arcs of the net.
– λ is a function from T to the set A∪S?∪{go}.
– Each t ∈ T such that λ(t) = go has a distinguished precondition,

wheret ∈ P , whose tokens should be labelled with processor names.
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In order to define the behaviour of ggo-systems, we have to separate ordinary
places from those distinguished ones storing processor names. This could be eas-
ily formalized using a simple version of coloured Petri nets, though its definition
could be rather cumbersome. Here we propose a less formal but clearer definition.

Definition 13. A dynamic located ubiquitous ggo-system is a located ubiq-
uitous system with ggo-processor and ggo-process nets, for which we have defined
a marking M :P →N∪M(Nr(U)), where P is the set of places of the ubiquitous
system, and all the tokens are ordinary ones except from those in distinguished
places, that is, M(p)∈N ∀p∈P\Pgo and M(p)⊆M(Nr(U)) ∀p∈Pgo , where Pgo

is the set of distinguished places of the ubiquitous system Pgo ={wheret | t∈T,
λ(t)=go}.

Therefore, each process in a ggo-system has some distinguished places in Pgo

connected as preconditions of its go transitions. In this way, whenever a three-
way synchronization is performed, the name of the new location is taken from
the distinguished place wheret, taking as t the corresponding transition labeled
by go. Then, it is simple to model a mechanism for the transmission of processor
names to processes by means of special agents that move from location to lo-
cation providing the corresponding process nets with their labeled tokens. Such
mechanism is not formalized here due to lack of space.

Definition 14. Let 〈U, loc〉 be a located ubiquitous ggo-system and M be a mark-
ing of it. A tuple of movement transitions (t1, t2, t3), with t1 ∈ T i

l , t2 ∈ T k
a

and t3 ∈ T i′
l , λ(t1) = lgo, λ(t2) = go and λ(t3) = lin, loc(ak) = li and li

′
is a

processor name stored in the distinguished precondition wheret2 of t2, is enabled
at marking M if ∀p∈•t1∪•t2∪•t3 M(p) > 0. The reachable state of U after the
firing of (t1, t2, t3) is that described as follows:

– The reachable marking M ′ is defined by

M ′(p) = M(p)−
∑

v∈{t1,t2,t3}
F (p, v) +

∑
v∈{t1,t2,t3}

F (v, p) ∀p∈P\Pgo

M ′(p) = M(p) ∀p∈Pgo

– The current location of the process net ak changes, getting loc(ak)= li
′
. The

location of the rest of the process nets remains the same.

Following the above definition, the marking of places in Pgo does not change due
to the firing of transitions, since the distinguished input place of a go transition is
just a container for the names of the available destinations. The coloured formal
version of ggo-systems would be more flexible, allowing us to indicate how the
tokens annotated with processor names are transmitted and consumed, in such a
way that processes can have a dynamic knowledge of their possible destinations.
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5 Conclusions and Future Work

We have introduced a model for two-level ubiquitous systems, in which a collec-
tion of processors provide services to a collection of processes that request those
services. In the simplest version of the model, processors remain fixed in their
locations, whereas processes move from processor to processor in order to obtain
the resources they need.

Supply and demand of services is modeled by the synchronized firing of two
transitions: a service-demand transition located in the involved process and a
service-supply transition located in the corresponding processor. Besides, mobil-
ity is formalized by the execution of movement transitions, by means of which
each process sets its destinations.

This simple model is then enhanced with some extensions that include, first
a three-way synchronization mechanism that limits resource access (a process
moves if and only if its current processor lets it go and its new location lets it
in), and then introduces the colouring of some tokens, that allow to dynamically
determine the destinations of the moving processes.

As work in progress, we are currently introducing new features in our model to
cover the most of the characteristic properties of ubiquitous computing, mainly
a procedure to dynamically transmit private processor names to processes, in
such a way that access to locations can be adequately constrained. We will
do that by using a simple version of coloured Petri nets. Certainly, this will
lead us to the analysis of security properties by means of, for example, typing
mechanisms to suitably restricting the contents of net places. In addition to this,
we will generalize the described framework in order to encompass the dynamic
generation of new processes during a system run. With this purpose, we will
introduce a set of process types {A1, A2, . . . , Ak}, which are ordinary process
nets initialized in such a way that the firing of a special transition createi will
generate a new copy of the process of type i.
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Abstract. Our Smart Bio-Laboratory project seeks to deploy smart
technologies pervasively within the wet laboratory to facilitate bio-
scientists in their daily experimental activities. In this work, we develop
a “Virtual Lab Dashboard” (VLD) platform for ubiquitous local and
remote monitoring and control in a smart bio-laboratory. We have im-
plemented a prototype VLD system that employs wireless mobile com-
puting, Java, and LAMP (Linux, Apache, MySQL, PHP/Perl/Python)
technologies to enable lab users to access different bio-equipments at dif-
ferent locations in different modes, showing that current wireless and
embedded technologies can be effectively utilized to create a unique
smart work space for scientific experimentation and research in the wet
laboratories.

1 Introduction

With the recent successful completion of the Human Genome Project[7, 9], tech-
nologically sophisticated bio-instruments designed for large-scale, genome-level
experimental interrogations of whole biological systems have become common-
place in today’s bio-laboratories. Increasingly complex experimental procedures
are now being routinely carried out by the scientists in the bio-laboratories. Biol-
ogy is becoming highly computerized in response to the mountains of data being
generated and the computationally grand challenges of managing and analyzing
the experimental data.

In the meantime, a phenomenal proliferation of wireless networks and mobile
computing has taken place in the computing world. Together with the tech-
nological advances in embedding computing power in non-computing devices,
appliances and equipment, pervasive computing has emerged as a key techno-
logical theme of the post-PC era. Already, numerous pervasive computing im-
plementations of smart spaces have been reported in terms of smart homes[6],
smart museums[3], smart towns[8],and so on. We conceive that the modern wet

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 1167–1176, 2005.
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laboratory1, with its dispersed heterogeneous experimentation devices and its
increasing needs for computational power, makes a perfect candidate for smart
technology deployment.

One key characteristic of the wet laboratory environment is that lab scientists
often need to move from one workstation to another in order to carry out their
tasks. At the same time, each job that they run on a workstation often lasts for
hours and requires periodic monitoring. This causes unnecessary reduction in pro-
ductivity in the laboratories, as the lab scientists are “tied” to one workstation
physically (or at least need to stay in the vicinity) in order to monitor progress
and control adjustments. To free the lab users from this constraint, it is necessary
to provide a means to remotely access, monitor, and control anytime, anywhere
so that the lab scientists can do other productive tasks after they have started
a lengthy experimental run at a workstation. In our Smart Laboratory Project,
we envisage an intelligent laboratory environment in which the various lab appli-
ances at each of the work stations can be accessed, monitored, and even controlled
remotely from anywhere anytime via a “virtual lab dashboard” on another com-
puter, PDA, or even mobile phone. This not only frees the lab scientists from
having to be physically near the work station, but it can also enable new applica-
tions, for example in remote collaboration, as another scientist in a different lab
somewhere else can share access to a local work station running an experiment.

There are also many other potential usages for such virtual lab dashboards.
For example, in military situations when the sending over of biomedical sam-
ples for local analysis may be infeasible, biomedical experts outside the (field)
lab can help access and control the lab appliance in the proper running of the
experiments remotely. Another potential use for a virtual lab dashboard is to
enable lab scientists to set-up, monitor, or control multiple lab equipment si-
multaneously. For example, a farm of thermocyclers (a common bio-equipment
for the amplification of DNAs) is often deployed in a high throughput genomic
laboratory. Lab scientists can use the virtual lab dashboard to set up the desired
parameters and apply to each thermocyclers in the farm concurrently instead of
having to set up and monitor each individual thermocycler manually with the
same set of settings.

The rest of this paper is structured as follows. In Section 2, we provide the
background on our Smart Laboratory project, as well as some related work. We
then present the system architecture of our VLD platform in Section 3, and we
show how VLD can be deployed to provide ubiquitous local and remote access
and control in various wet-lab scenarios in Section 4. Finally, we conclude in
Section 5 with discussions on various “concept-to-reality” research challenges
associated with the Smart Bio-laboratory.

1 The “wet laboratories” in this paper refer to the traditional bio-laboratories where
biological (“wet”) experiments are carried at the lab benches. The “dry laboratories”,
on the other hand, are a new kind of bio-laboratories in the form of computer labs
where bioinformatics—a new computationally-based cross-discipline between com-
puter science and biology—is the primary tool used to analyze the massive biological
data generated in the wet laboratories.
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2 Background

The grand objective of our Smart Laboratory Project is to convert the traditional
wet bio-laboratory into an intelligent and productive work place for the scien-
tists. We hope to create a pervasive LIMS (Laboratory Information Management
System) that provides ubiquitous online accessing, monitoring, controlling, and
capturing of experiments while allowing maximal freedom of mobility for the lab-
oratory scientists and requiring minimal manual computing efforts from them.

A recent pioneering attempt in the transformation of the bio-laboratory en-
vironment into a smart space is the Labscape project[1]. Labscape focuses on
deploying smart technologies for meta-data capturing to create an intelligent
lab system through automatically acquiring knowledge about the lab users’ work
processes by the computer. In this work, our Virtual Lab Dashboard (VLD)’s fo-
cus is on addressing the user-oriented issues of providing ubiquitous monitoring
and control in a smart bio-laboratory. There are also other related works such as
virtual or online laboratories[4], as well as telemetric applications such as remote
RES (Renewable Energy Sources) monitoring systems[5]. These works focused
on the provision of remote monitoring of equipment, typically in an engineering
environment. In our project, our VLD is to be a smart laboratory platform that
provides for borderless man-machine interface both in and out of the bio-lab
environment. In other words, we focus on designing a smart platform that can
provide for both ubiquitous monitoring and control services remotely over the
internet or other public network, and locally within the bio-lab environment.
Our VLD addresses the following two key issues:

1. Heterogeneous lab instruments. It is typical for a biology laboratory to house
multiple lab instruments from different vendors for similar or different exper-
imental procedures. A common platform for integrating this heterogeneous
environment has to be provided.

2. Mobile lab scientists. Frequent physical movements of the scientists in the
laboratory are necessary for the coordination and progress monitoring of
multiple heterogeneous laboratory devices. Ubiquitous access of the equip-
ment must be provided in a smart laboratory.

In the next section, we describe our VLD platform that (i) integrates diverse
bio-instruments using a re-configurable plug-and-play middleware; and (ii) pro-
vides of remote multi-modal access for diverse bio-instruments via a common
online lab dashboard.

3 System Architecture

We have designed and implemented a prototype VLD platform that links lab
equipment together wirelessly and makes these equipment remotely accessible
by lab users using current wireless and embedded technologies. Figure 1 shows
the architecture of our current system.

As mentioned previously, a bio-laboratory usually houses multiple lab instru-
ments from different vendors for similar or different experimental procedures.
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Fig. 1. Smart Lab Prototype VLD System Architecture

These lab instruments have different vendor-specific communication protocols
for remote monitoring and control purpose, creating a big challenge for effective
system integration. Although there are some well-known enterprise middlewares
like CORBA, DCOM, JINI that are developed for supporting application soft-
ware on different platforms to communicate with each other over the network,
these technologies are not applicable in the smart bio-laboratory because the
firmware in the various lab instruments are fixed and not re-programmable. To
deal with this heterogeneity issue, we have included a component called the Bio-
Bridge (BB) Device in our VLD platform which is a embedded middleware that
links the heterogeneous lab instruments to the network in a plug-and-play fash-
ion while providing a unified communication interface for remote access to the
lab instruments. In the current manifestation of VLD, all the BB Devices are
connected to the Service Gateway wirelessly via 802.11b ad hoc network, using
a window controlling scheduling scheme among the BB Devices and the Service
Gateway for peer-to-peer communication. Various web-based Smart Lab services
can then provided to the remote users via a VLD Service Gateway (more details
on this in Section 4).

3.1 BB Device

The BB Device is a low cost, small form-factored embedded system. It uses
UbiCom IP2022, a high speed (120MIPS) dedicated network processor, which
is specially designed to deliver high performance software I/O solutions over
a wide range of communication protocols. It is physically connected to the lab
equipment through RS232/485 or GPIB, which are common interfaces for almost
all of advanced lab equipment. Figure 2 shows a prototype BB Device and its
connection to a thermocycler. With the on board 802.11b PCMCIA card, it links
the connected lab equipment to the end user through the wireless network and
the VLD Service Gateway.

The BB Device plays an essential role in our VLD platform for creating a
smart workspace where all the lab equipment can be plugged into the system
“on-the-fly” to be ubiquitously accessible by the scientists in a smart bio-lab.
For this, it must understand the language that the connected lab equipment
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Fig. 2. A BB Device and its connection to a bio-equipment

speaks and speaks the language that the equipment can understand. This can
be achieved by a combination of off-line learning and in-system reconfigura-
tion procedure. Additionally, with the RSSI (Received Signal Strength Index) in
its wireless LAN module, it can support smart laboratory features such as the
proximity service provided by our Smart Lab system: When a user (scientist) is
identified within the lab premise, the system performs a real-time relative posi-
tioning scheme together with the application program on the user side (either
running on a laptop or a PDA carried by the mobile user). A direct wireless link
between the user and the connected lab equipment is established when the user
is identified closest to it and this virtual linking is maintained dynamically by
the system without intervention from the user. In so doing, the system provides
on-the-go access to different lab equipment, which is highly preferable by sci-
entists conducting multiple experiments in a bio-laboratory and have to move
about frequently in (and out of) the lab to monitor the various experimental
procedures. More details on this are provided in Section 4.1. In the case when a
user is not physically within the wet lab, the BB Device then serves as a “bridge”
in providing a virtual remote link between the user and the lab equipment he/she
wants to access. The BB Device receives any commands sent from the Service
Gateway and forwards them to its connected lab equipment, collects and buffers
real-time experimental data (if any) from the lab equipment, and updates the
respective database on the Service Gateway continuously. In this way, the BB
device helps the VLD system provide remote monitoring and control services for
the authorized users (see also Section 4.2).

3.2 VLD Service Gateway

The second component of the VLD platform is the Service Gateway. In our
current prototype system, it is physically composed of a WaveCom FastTrack
GSM Modem, a LinkSys WUSB11 802.11b adapter and a Dell Optiplex Desktop
PC. Figure 3 shows the architectural block diagram of the gateway.

The Apache web server provides client with access to dynamic web pages that
are made up of PHP scripts and Java applets. Two different levels of access are
provided in our current system: Administrative access and User access. The core
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Fig. 3. VLD Service Gateway Block Diagram

program is depicted as the VLD Engine; it keeps tracking of active user status
and active BB Device (lab-equipment) status, controls the access to database,
schedules the peer-to-peer wireless communication between the Service Gateway
and the BB Devices. A specific communication protocol is designed for inter
PHP-VLD communication.

The VLD platform stores its system information and experimental data in a
MySQL DBMS server. All VLD databases are updated through the core VLD
Engine. While the system supports multiple connections to the DBMS server by
different PHP scripts for database queries, the granting of permission by VLD
Engine is always required before the direct connection can be created. This is
essential in the case of multiple users accessing multiple lab equipment through
the web server.

Our current system design also includes Java SMSA (SMS Alerting) which
is an independent Java program running on the Service Gateway. It listens for
incoming SMS from the GSM Modem, parses the SMS command and sender
information, performs both the sender and the command authentication, and
once authenticated, queries the database and sends the appropriate SMS about
(say) lab-equipment status to the user in the way that is specified in the user’s
SMS request commands.

4 Ubiquitous Multi-modal Access to Bio-equipment

In this section, we describe how the VLD platform supports ubiquitous access
to bio-equipment in a smart bio-laboratory. We consider three different use case
scenarios:

1. Smart on-the-go access within the lab. Bio-scientists frequently need to move
from one work station to another in the laboratory to perform various ex-
perimental procedures, monitor the experimental status of lab equipment,
record experimental data and set experimental parameters when necessary.
In fact, a busy biologist can change locations as high as a total of 76 times
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in the span of 60 minutes (i.e. more than once per minute), as reported in
[1]. It is thus desirable that the linking of a bio-instrument to a scientist can
be automatically done when they approach an equipment. With the help of
BB Devices and a novel relative positioning algorithm running on the mo-
bile computing device (e.g. a laptop or a palmtop) carried by the scientist,
a wireless communication link is dynamically established and maintained
between the scientist and the nearest lab equipment.

2. Internet access through a web browser. As most of the biological experiments
are time consuming, lab scientists would rather not be tethered within the
lab for hours before the completion of their experiments. The VLD delivers
web-based monitoring and control services so that lab scientists can go back
to their offices to work on other productive tasks while logging into the
VLD Service Gateway via a web browser for monitoring their experiments
remotely.

3. Mobile access through public network. In the event when the lab scientist is
not within the reach of internet (e.g., during commute), the VLD system pro-
vides an alternate way to access the lab equipment through mobile phones.
The GSM SMS alerting service is developed for this purpose. While service
content adaptation to the mobile user remains a research issue, we focus
here on simple text alerting services that would be helpful to the scientist
in efficient time management for monitoring lengthy (oftentimes overnight)
experiments.

4.1 Intelligent On-the-Go Access Within the Lab

When a lab scientist parks his mobile computing equipment (a laptop, PDA,
or even a wearable computer) next to a lab equipment, he expects to work on
this equipment of his interest. This means that a virtual link has to be set up
automatically and wirelessly between his personal computing device and the lab
instrument of his interest without any explicit input from the user. For a Smart
Lab to achieve this intelligently, the key contextual information to establish the
virtual link is the relative proximity of the user and the various equipment in
the lab.

To provide such intelligent virtual linking between user and machine, the
VLD platform must embed solutions for relative proximity detection. In the VLD
platform, the BB devices are configured to broadcast a beacon which consists
of Service Set Identity (SSID) periodically with the IEEE 802.11b wireless LAN
API provided in BB device software stack. This allows the users’ mobile devices
such as laptop, PDA which are within its purview to detect its beacon so that
relative proximity amongst multiple BB-device enabled bio-instruments can be
determined using the relative Received Signal Strength Indications (RSSIs)[10,
2]. Similarly, the BB devices can be used to determined whether a user is in the
lab or outside the lab by comparing the RSSI with a pre-set threshold value (The
threshold value is pre-set as the pre-calibrated minimum RSSI of a user’s mobile
device when he is in the lab). The BB device can then use this information
to detect that a user has exited the lab when the RSSI is smaller than this
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pre-set threshold. This allows the VLD system to perform intelligent context
switch from the local wireless virtual link between man and machine to the
remote communication mode between server and machine where the data are
transmitted to the server for the user to retrieve remotely. Such smart features
are made feasible by exploiting the BB device as a common middleware platform
to embed context sensitive features for the Smart Lab.

4.2 Remote Internet Access Though a Web Browser

Our VLD platform provides web-based ubiquitous remote monitoring and con-
trol services so that a user only needs to have a general web browser to access
the lab equipment through the internet without any requirement to install ad-
ditional user/application specific programs on the user side. Figure 4 shows the
access diagram in terms of the various PHP scripts on the web server.

Fig. 4. Lab-equipment Web Access Diagram

Let us consider the following scenario: a user is in his office and wishes to ac-
cess Smart Lab via his desktop PC. He invokes an internet browser on his desktop
PC and enters Smart Lab’s URL to access the VLD. Standard log in procedures
ensue—upon successful authentication, the Home.php webpage is presented to
user, in which a list of user-accessible bio-instruments in the lab is presented
for remote access and/or control over LAN. After the user has selected a bio-
instrument for access (say machine1), the PHP script machine1.php is invoked
to manage the communication between the user and the machine1 via the VLD
Engine. At this point, the VLD Engine creates a TCP connection to BB device
associated with machine1 and adds it into the scheduling list for the peer-to-
peer communication within the backend wireless ad hoc network. It will also
establish a direct database access link for the machine1 to update the database
with its on-going experimental data (through UpdateDB.php).

On the user side, machine1.php downloads a Java applet displayPCR1 to
the user browser for real-time graphic display of experimental data. The PHP
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Fig. 5. Multi-modal remote access on a user’s laptop and PDA

script Posttest.php periodically queries the database and updates the applet.
Since in VLD, we provide web-based remote monitoring and control services,
the same smart lab service is accessible on the users’ PDAs and even web-
enabled mobile phones. For the latter mode of remote access, the VLD system
provides alternative text-based web pages, since some PDAs or web-enabled
mobile phones may have problems displaying graphically intensive pages. Figure
5 shows a screen shot of the dynamic web pages displayed by the web browser
on a user’s laptop and PDA.

4.3 Remote Mobile Access Through Public Network

An SMS text-based command interface has also been designed in VLD for sim-
ple but interactive access to lab equipment via mobile phones that are not web-
enabled or connected to the internet. In this case, a user can send an SMS
message to the Java SMSA on the VLD Service Gateway, for example: “SHOW
ACTIVE MID*;” to ask for the machine IDs of all the bio-instruments on which
that he is currently running an experimental procedure. The Java SMSA on
the Service Gateway will then query the registered user database to authenti-
cate the user using pre-registered phone numbers. Once authenticated, the user
will receive an SMS from VLD’s Java SMSA with such content: “YOUR ACTIVE
MIDS ARE PCR1 PCR2 SEQ1”. After that, the user may send another SMS to pro-
gram an alert on PCR2: “SET ALERT PCR2 -I30MIN -DTEMPERATURE -DCYCLE”,
requesting VLD’s Java SMSA to send an SMS Alert with the temperature and
cycle data of PCR2 every 30 minutes. In this way, the VLD provides remote access
to the Smart Lab even if the user is out of the lab’s campus or on the road.

5 Conclusion and Discussions

In this work, we address the fundamental need for the integration of diverse
bio-instruments, as well as the increasing demand for ubiquitous monitoring
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and controlling of experimental procedures in the bio-laboratories. We have im-
plemented a prototype VLD platform that employs wireless mobile computing,
Java, and LAMP (Linux, Apache, MySQL, PHP/Perl/Python) technologies to
enable lab users to access different bio-equipments at different locations in dif-
ferent modes.

There are still numerous “concept-to-reality” issues that need to be addressed
before a full-fledged enterprise system can be deployed into a real bio-laboratory.
These include various further research issues in pervasive computing such as
plug-and-play middleware design, automatic service content adaptation to multi-
modal users, intelligent scheduling of wireless ad hoc network, and so on, as well
as research issues that are beyond the scope of pervasive computing—for exam-
ple, distributed data management and data security. While such practical issues
need to be addressed before the realization of a full-fledged enterprise system, we
have demonstrated here that current wireless and embedded technologies can be
utilized to create a unique smart work space for scientific experimentation and
research in the wet laboratories. We also surmise that the wet laboratory forms
a unique “sand-box” for further research and development in pervasive comput-
ing and other smart space technologies, providing many inimitable challenges to
drive the necessary advances in these current emerging technological domains.
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Abstract. A web site usually contains a large number of concept enti-
ties, each consisting of one or more web pages connected by hyperlinks.
In order to discover these concept entities for more expressive web site
queries and other applications, the web unit mining problem has been
proposed. Web unit mining aims to determine web pages that constitute
a concept entity and classify concept entities into categories. Neverthe-
less, the performance of an existing web unit mining algorithm, iWUM,
suffers as it may create more than one web unit (incomplete web units)
from a single concept entity. This paper presents a new web unit mining
algorithm, kWUM, which incorporates site-specific knowledge to discover
and handle incomplete web units by merging them together and assign-
ing correct labels. Experiments show that the overall accuracy has been
significantly improved.

1 Introduction

A web site usually contains a large number of concept entities. Each concept
entity consists of one or more web pages. For example, in a university web site, a
professor’s homepage together with web pages about his/her research interests,
teaching activities, or curriculum vitae constitute one concept entity. It is clear
that a single web page is not sufficient to represent a concept entity. Thus the
concept of web unit is introduced [6]. A web unit is a set of web pages that
jointly provide information about a concept entity. The web unit level is the
granularity more suitable for representing concept entities. Web units are useful
for indexing and organizing web information since they have richer and more
complete content than any individual web page.

In order to construct and classify web units, Sun and Lim [6] proposed web
unit mining. It is related to the web classification research. Unlike previous
web classification efforts that conduct classification either at the web page level
[1, 2, 4, 5] or at the web site level [3, 8, 7], web unit mining conducts classification
at the web unit level. An iterative web unit mining algorithm, iWUM, has been
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developed [6]. Experiments show that concept entities can be better determined
by iWUM compared to the standard web page classification approach and report
20% improvement in overall accuracies.

Nevertheless, there is some room for improving the iWUM algorithm. Exper-
iments showed that iWUM might create more than one web units (incomplete
web units) from a single concept entity. Each incomplete web unit contains in-
complete information about a concept entity. We therefore propose a new web
unit mining algorithm, kWUM, which finds web folders in a given web site con-
taining potential web units and handles incomplete web units by merging them
together and assigning correct labels. We also created a new evaluation dataset
called UniKB from two university web sites. Our experiments show that overall
accuracy of kWUM has been significantly improved compared to that of iWUM.

The rest of the paper is organized as follows. In Section 2, we present the
web unit mining problem. In Section 3, we propose our new web unit mining
algorithm, kWUM. Experiment with UniKB are given in Section 4. Finally, we
conclude this paper in Section 5.

2 Web Unit Mining

A web unit consists of exactly one key page and zero or more support pages
that jointly provides information about a concept entity [6]. Consider the course
web unit shown in Figure 1. It consists of eight web pages. The first page is the
course’s (CS100) homepage and the others provide supplementary information of
the course. The homepage is the entry point to all information about the course
and thus the key page; the others are support pages. Similarly, for a faculty web
unit, the key page is a faculty’s homepage; support pages include those pages
about his/her research interests, teaching activities, and so on.

Key Page

Support Pages

Fig. 1. An example web unit for course CS100

Web unit mining consists of two sub-problems, namely web unit construction
and web unit classification. In the former, web pages representing a single concept
entity are identified so as to form a web unit. The latter involves assigning web
units correct concept labels.

Sun and Lim [6] proposed an algorithm called iterative Web Unit Mining
(iWUM). iWUM carries out web unit construction and web unit classification in
an iterative manner. It first groups closely-related web pages (based on hyperlink
connectivity) into small units, which are then classified and merged with one
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another to form large units. This classifying-merging procedure repeats until
there is no change of category labels assigned to the web units. The rules of
merging allow a single labelled web unit to merge with neighboring unlabelled
web units, but not labelled web units. Note that a labelled web unit refers to one
that has been assigned a category label; otherwise it is called an unlabelled web
unit. In this method, an error in web unit classification will lead to errors in web
unit construction, resulting in incomplete web units. An incomplete web unit is
one that covers only a subset of web pages forming a concept entity. For example,
a concept entity consists of web pages p1, p2, . . . , pn. If more than one web unit
is created from them, say u1 = {p1, p2}, u2 = {p3, p4} and u3 = {p5, p6, . . . , pn},
they are incomplete web units. The larger the number of web pages of a concept
entity, the more likely incomplete web units are created. Our initial experiment
showed that among the web units mined by iWUM, 15% of them were incomplete
web units.

3 Knowledge-Based Web Unit Mining (kWUM)

In order to address the issue of incomplete web units, we propose a new web unit
mining algorithm called Knowledge-based Web Unit Mining (kWUM). kWUM
first takes the web units produced by iWUM and then attempts to merge in-
complete web units and assign correct category labels. It utilizes site-specific
knowledge about the constraints of web unit distribution in a web site to dis-
cover and handle incomplete web units.

3.1 Web Directory and Web Unit Distribution

We are interested in analyzing the distribution of web units among web folders
in a web site. The location of a web unit can be determined by its key page
URL. Given a set of web units from a web site, we can construct a web di-
rectory, which is a tree structure with web folders as internal nodes and web
units as leaf nodes.Web folders are extracted from the locations of web units, in

h1

f1

f2

f4

h2...
...

...

...u1

u2

u3

Web folder Hub folder Web Unit

Fig. 2. Web directory and web units
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particular, from the path components of their URLs. Note that a typical URL
follows the syntax: type://hostname[:port number][/path][filename]. An example
web directory is shown in Figure 2.

We have observed from the web directory in our experiments that incomplete
web units are either located in the same web folder or form invalid parent-child
pairs. In kWUM, this key observation has been utilized in finding incomplete web
units. Two web units, e.g. ui and uj , can form a parent-child pair if the web folder
containing uj is a sub-folder or descendent folder of the web folder containing ui.
This parent-child web unit pair is denoted as pc(ui,uj). In Figure 2, pc(u1,u2)
and pc(u1,u3) are parent-child web unit pairs. Based on the web units’ category
labels, we have different types of parent-child web unit pairs, e.g. faculty-course
web unit pairs, faculty-faculty web unit pairs, and so on. We then divide them
into two groups: valid or invalid, based on site-specific knowledge described in
Section 3.2.

3.2 Site-Specific Knowledge

Given a web site and a set of concepts relevant to the web site, there are some
constraints on how the concept entities are located in the web directory. We
model these constraints as invalid parent-child concept pairs and call them site-
specific knowledge. Each invalid parent-child concept pair suggests that it is
highly unlikely to have an entity of the child concept be found in the sub-folder
or descendent folder of the web folder containing an entity of the parent concept.
The set of invalid parent-child concept pairs varies from web site to web site.
Consider university web sites that contain three categories of web units, faculty,
student, and course. Faculty-faculty and faculty-student concept pairs are invalid
concept pairs as it is unlikely that a faculty or a student puts his/her own home
page under another faculty’s home page. For some specific university web sites,
more invalid parent-child concept pairs may be specified. If a university web
site W1 has dedicated web space for course materials, it is unlikely that course
web pages are stored under the web folder assigned to faculty. As a result,
faculty-course concept pairs is invalid for W1. We assume that this site-specific
knowledge about invalid parent-child concept pairs of a web site is provided by
a domain expert who is familiar with that web site.

3.3 kWUM Algorithm

The details of kWUM are given in Algorithm 1. A few notations are listed in
Table 1. kWUM requires three inputs, a collection of web pages from a web site,
a set of category labels, and the parent-child pair validity table that represents
the site-specific knowledge.

We first utilize iWUM to create a preliminary set of web units (Algorithm 1,
Line 1). We then discover and handle incomplete web units based on web struc-
ture and site-specific knowledge. A web directory is built with web units produced
by iWUM (Algorithm 1, Line 2). Web folders whose sub trees contain many web
units, or hub folders, are discovered by FindHubFolders (Algorithm 1, Line 3).
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Algorithm 1 kWUM Algorithm

Input: A collection of web pages from a web site,
A set of category labels,
Parent-child pair validity table

Output: Web units

1: generate an initial set of web units by applying iWUM, {u}
2: build a web directory with web units in {u}, root as the root folder
3: hfl =FindHubFolders(root)
4: for each hub folder hf ∈ hfl do
5: for each sub-folder shi ∈ sub(hf) do
6: merge multiple web units within the same web folders under subT (shi)
7: RemoveInvalidPair(shi)
8: end for
9: end for

Table 1. Notations and their meanings

Notation Description

sub(f) sub-folders of web folder f
subT (f) subtree rooted at web folder f , including f ,

its sub-folders and descendent folders
N(f) number of labelled web units under subT (f)

A hub folder is one that has many sub-folders possibly containing incomplete web
units. We then discover and handle incomplete web units in each sub-folder of the
hub folders (Algorithm 1, Line 4-9). For each sub-folder of hub folders, shi, we
first merge web units within the same web folder under subT (shi) (Algorithm 1,
Line 6). The key page of each merged web unit is identified based on filenames and
hyperlinks. Then we carry the removal of invalid parent-child web unit pairs (Al-
gorithm 1, Line 7).

As shown in Algorithm 2, hub folders are found by travelling the web directory
in a breadth-first manner, where web folder root is examined first, followed by its
sub-folders and descendent folders. For each web folder f , E(f) is calculated as
defined in Equation 1 (Algorithm 2, Line 6). We set a minimum threshold Emin

Algorithm 2 FindHubFolders

Input: web folder r
Output: list of hub folder

1: create an empty key folder list kfl
2: create an empty folder list fl
3: fl.push back(root)
4: while |fl| > 0 do
5: f=fl.pop front()
6: calculate E(f)
7: if E(f) > Emin then
8: kfl.push back(f)
9: else
10: for each sub-folder cfi ∈ sub(f) do
11: fl.push back(cfi)
12: end for
13: end if
14: end while
15: return kfl
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such that web folders satisfying E(f) ≥ Emin will be determined as hub folders.
If f is a hub folder, it is inserted into a hub folder list, hf l (Algorithm 2, Line 8);
otherwise, all sub-folders of f are inserted into a queue, f l, in order to find hub
folders among them later (Algorithm 2, Line 10–12). Note that sub-folders of a
hub folder will not be further examined. This is because we assume that no hub
folders should be found under another hub folder. Finally, when f l is empty, all
hub folders are stored in hf l.

E(f) =

⎧⎨⎩
−
∑

cfi∈sub(f)
N(cfi)
N(f) ∗ log2

N(cfi)
N(f) if f has sub-folders

0 otherwise
(1)

The detailed removal procedure is shown in Algorithm 3. We take a top-down
approach to examine each web folder f in the sub-tree of shi, subT (shi). Let u be
the web unit in f , all parent-child web unit pairs with u as the parent web unit
are examined (Algorithm 3, Line 5–7). We conduct a majority voting between
the number of valid pairs and invalid pairs, numv and numi. If numv ≥ numi,
the category label of u is assumed to be correct. Otherwise, we try to assign
another category cat for u such that after re-computing the number of valid and
invalid parent-child pairs, numv −numi is maximized and non-negative. If such
a cat is not found, u’s category label is not changed (Algorithm 3, Line 8–12).
For each child web unit of u, cuj , if it forms an invalid parent-child pair with
u, it is merged into u, u’s key page unchanged (Algorithm 3, Line 15); other-
wise the web folder containing cuj , is inserted into a queue, f l (Algorithm 3,
Line 17–18). In this way, all invalid parent-child pairs with u as the parent web
unit are removed. We then pop up a web folder from f l and repeat the same pro-
cessing. Finally, when f l is empty, all invalid pairs under subT (shi) are removed.

Algorithm 3 RemoveInvalidPair

Input: Web folder shi

1: create an empty list fl
2: fl.push back(shi)
3: while |fl| > 0 do
4: f = fl.pop front()
5: get web unit u contained in f
6: get the set of web units {cu} such that ∀cuj ∈ {cu}, pc(u, cuj)
7: count number of valid and invalid parent-child pairs, numv and numi

8: if numv < numi then
9: if exists category cat for web unit u such that numv >= numi then
10: assign u to category cat that maximizes numv − numi

11: end if
12: end if
13: for each web unit cuj ∈ {cu} do
14: if pc(u, cuj) is invalid pair then
15: merge cuj and its descendent web units with u
16: else
17: get web folder fj that contains cuj

18: fl.push back(fj)
19: end if
20: end for
21: end while
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4 Experiments

In this section, we conduct experiments of iWUM and kWUM on a dataset called
UniKB. The main objective is to compare the performance of kWUM and iWUM
in terms of precision, recall, and F1 measures, as defined in [6] (illustrated in
Appendix A).

4.1 UniKB

Web unit mining was originally evaluated using the WebKB dataset 3. However,
WebKB is a small and relatively old dataset, containing only 4159 pages from
four university web sites collected in 1997. The small number of pages in each web
site cannot reflect present web sites of complex structures. Therefore, we create
a new dataset, UniKB. In early April 2004, we downloaded web pages (HTML,
HTM, SHTML) from www.cs.washington.edu and www.cs.utexas.edu (These two
web sites are also used in WebKB). After removing the following web pages:
1) pages that require login authentication, 2) dynamic pages, 3) PowerPoint
slides, email archives in HTML format, and 4) reference documentations, we call
this collection UniKB. We then manually identified web units corresponding to
concept entities. Three categories of concepts are used, namely course, faculty,
and student. The statistics of UniKB are shown in Table 2, where u and p refer
to the number of web units and web pages respectively; and other refers to those
pages not belonging to any web unit.

Table 2. UniKB dataset overview

Concept course faculty student other
University u p u p u p p
Washington 1233 19346 59 1689 220 1865 2930

Texas 132 1534 51 1104 155 1358 4202

Table 3. Parent-child validity table

Washington
Parent unit Child unit

course faculty student
course 1 0 0
faculty 0 0 0
student 0 0 0

Texas
Parent unit Child unit

course faculty student
course 1 0 0
faculty 1 0 0
student 0 0 0

We also manually identified valid and invalid parent-child concept pairs for
each web site and created parent-child validity tables, as shown given in Table 3.

3 http://www-2.cs.cmu.edu/ webkb/
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In Washington, there is only one valid parent-child concept pair, course-course. In
Texas, there are two valid parent-child concept pairs, course-course and faculty-
course. Note that in Table 3, 1 denotes a valid parent-child concept pair and 0
denotes an invalid one.

4.2 Results and Discussion

The performance of iWUM and kWUM are shown in Table 4. We measure the
precision (Pr), recall (Re), and F1 4 for each category. Note that < Cat > (W )
and < Cat > (T ) denote the category Cat in Washington and Texas respectively.
In the rightmost column, we measure the percentage of improvement kWUM
achieves over iWUM.

Table 4. iWUM and kWUM results (α = 1)

Concept iWUM results kWUM results Comparison (in %)
Pr Re F1 Pr Re F1 Pr Re F1

Course(W) 0.867 0.509 0.642 0.887 0.604 0.719 +2.3 +18.7 +12.0

Faculty(W) 0.548 0.727 0.625 0.652 0.818 0.726 +19.0 +12.5 +16.2

Student(W) 0.481 0.518 0.499 0.595 0.668 0.630 +23.7 +29.0 +26.3

Course(T) 0.267 0.578 0.366 0.336 0.538 0.414 +25.8 -6.9 +13.1

Faculty(T) 0.475 0.569 0.518 0.533 0.784 0.635 +12.2 +37.8 +22.6

Student(T) 0.394 0.735 0.514 0.544 0.684 0.606 +38.1 -6.9 +17.9

In general, web units are extracted with reasonable accuracies using iWUM
and kWUM, although the performance can be quite poor for some categories.
kWUM significantly outperforms iWUM. kWUM has better F1 values for all
three categories from both universities (ranging from 12.0% to 26.3%). kWUM
is also consistently better in Pr scores. This is because kWUM merges some
incomplete web units into larger web units and thus reduces the number of web
units that should not exist. For course and student in Texas, the Re scores of
kWUM are slightly worse than iWUM by 6.9%, although this does not affect
the improvement of F1 values. In other words, kWUM sometimes trades off Re
scores for improving Pr scores.

Another interesting finding is that in both kWUM and iWUM results, the
performance of different categories in different universities varies. Course(W)
has very high precision scores (0.887/0.867) while Course(T) has very low scores
(0.336/0.267). Washington has much better results in course and faculty cate-
gories than Texas. We notice that Washington is better-structured compared
to Texas, especially for its course and faculty web units. Course web units in
Washington has their own dedicated web space while those in Texas are often
embedded in faculties’ web folders. We also observe that key pages of course
units in Washington follow similar styles or templates in their content. On the

4 F1 = 2 ∗ Pr ∗ Re/(Pr + Re).
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contrary, key pages of course units in Texas have no common style, some of which
even contain little information. As a result, web site structure and key page qual-
ity are the two major factors that affect the performance of both kWUM and
iWUM.

5 Conclusion and Future Work

Web unit mining aims to discover concept entities in a web site. An existing
web unit mining algorithm, iWUM, suffers as it creates incomplete web units,
with each covering only a subset of web pages of a single concept entity. By
observing the distribution of web units within a web directory, we find that
incomplete web units often form invalid parent-child pairs. Thus we propose a
new web unit mining algorithm, kWUM, which analyzes the distribution of web
units within a web directory, and discover and handle incomplete web units by
removing invalid parent-child pairs.

We conducted experiments on a dataset called UniKB, which consists of
web pages from two large university web sites. The results show that concept
entities can be extracted with a reasonable accuracy and kWUM significantly
outperforms iWUM in terms of precision and F1 measures. The performance of
both iWUM and kWUM for different concept categories in different universities
varies, depending on web structure and key page content.

Web unit mining is a new research field. There is much room for further im-
provement, e.g. improving performance for web sites that are not well-constructed.
In our next phase of work, we plan to apply web units to other applications, e.g.
developing more expressive queries for web site search.
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Appendix A – Performance Metrics for Web Unit Mining

It is difficult to use the standard precision and recall measures to evaluate web
unit mining performance. A web unit is set of web pages. A mined web unit could
only partially match a labelled web units. Furthermore, the key page and support
pages may have different importance. Given a web unit ui constructed by a web

Table 5. Contingency table for web unit ui

Web unit evaluation Perfect web unit u′
i

u′
i.k u′

i.s NU

Constructed ui.k TKi SKi –
web unit ui ui.s KSi TSi FSi

NU NKi NSi –

unit mining method, we must first match it with an appropriate labelled web
unit u′

i, also known as the perfect web unit. We define u′
i to be the labelled web

unit containing ui.k and u′
i has the same label as ui; ui.k can be either the key

page or a support page of u′
i. The contingency table for matching a web unit ui

with its perfect web unit u′
i is shown in Table 5. Each table entry represents the

overlapping web pages between the key/support pages of ui and u′
i. For example

TKi = {ui.k} ∩ {u′
i.k} and TSi = ui.s ∩ u′

i.s. The entries in the last column
and row account for pages that appear either in ui or u′

i, but not both. FSi =
ui.s− (u′

i.s∪ {u′
i.k}). NKi = {u′

i.k}− {ui.k}− ui.s. NSi = u′
i.s−{ui.k}− ui.s.

Note that |TKi| + |KSi| + |NKi| = 1 and |TKi| + |SKi| = 1. If the perfect
web unit for ui does not exist, ui is considered invalid and will be assigned zero
precision and recall values. Otherwise, the precision and recall of a web unit, ui,
are defined as follows.

Prui
=

α · |TKi|+ (1− α) · |TSi|
α + (1− α) · (|KSi|+ |TSi|+ |FSi|)

(2)

Reui
=

α · |TKi|+ (1− α) · |TSi|
α + (1− α) · (|SKi|+ |TSi|+ |NSi|)

(3)

To account for the importance of key pages, a weight factor α to represent
the degree of importance is introduced. More information about the performance
metrics for web unit mining can be found in [6].
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Abstract. In this paper we propose a microscopic traffic flow model to simulate 
the flow at an unsignalised intersection. The model is built on fine grid cellular 
automata (CA), and is able to simulate actual traffic flow. Several important 
novel features are employed in our model. Firstly, the average car-following 
headway (=distance /velocity) 1.5 seconds has been observed in local urban 
networks and this 1.5-second rule is built to our model. Secondly, vehicle 
movement on urban streets is simulated, based on the assumption of velocity 
following a Gaussian (normal) distribution and is calibrated by field data. 
Thirdly, driver behaviour is modelled, using a truncated Gaussian distribution. 
Finally, the limited priority mechanism is involved in this paper. The model has 
been validated against real data for its several components.  

1   Introduction 

Unsignalised intersections, regarded as complex subsystems, are important compo-
nents of complex urban networks. There are two main types of unsignalised intersec-
tions: two-way stop-controlled (TWSC) intersections and all-way stop-controlled 
(AWSC) intersections [1]. AWSC are typical in North America. In New Zealand, 
there are two-way give-way-controlled (TWGWC) intersections which are similar to 
TWSC intersections. 

At a TWSC/TWGWC intersection, vehicles from major streams have priority over 
vehicles from minor streams. Delays at an intersection are expected by both minor-
stream vehicles and major-stream non-straight ahead vehicles, whereas major-stream 
straight-ahead vehicles suffer no delays [2]. Recently, a limited priority mechanism 
has been used for merging of roundabouts [3] and freeway [4] with high flows. This is 
based on the assumption that vehicles from major streams may encounter slightly 
delay in order to accommodate vehicles from minor streams. Our simulation shows 
that appropriate limited priority can slightly enhance the capacity of minor streams. 
However, this kind of driver behaviour is only suitable for turning-left vehicles from 
minor streams for left-side driving, e.g., in New Zealand. 

Interactions between drivers have attracted attention from many disciplines, such 
as physics, mathematics and computer science. Various interaction models have been 
developed, for example, gap-acceptance models [5] and cellular automata (CA) mod-
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els [1, 6, 10, 13]. The limitations of gap-acceptance models have been analysed and 
detailed in [1]. Thus, in this paper we focus on using a CA model to simulate traffic 
flow at a TWSC intersection. 

The employment of CA modelling traffic flow at intersections has become popular 
in the last few years [1, 6-9]. For an unsignalised intersection, vehicle manoeuvres 
may include driving on the road and on the intersection.  

Many models such as in [6, 7, 10] have been developed to deal with driving on a 
straight urban road. To our knowledge, previous models normally implicitly assume 
that the headways (= distance/velocity) are 1 second, that is, the 2-second rule is not 
considered in those models [11]. Theoretically, it should be observed by all drivers for 
safety reason, although the headways that drivers use are shorter than 2 seconds [12], 
but are normally longer than 1 second in the real world. In our research we have re-
corded 10 hours of traffic data between 16 August 2004 and 27 August 2004. The 
average car-following headway of 1.5 seconds has been observed in local urban net-
works and this 1.5-second rule is built into our model.      

Ruskin and Wang [1] proposed a Minimal Acceptable sPace (MAP) method to 
simulate interactions between drivers at single-lane intersections. The method is able 
to simulate heterogeneous driver behaviour and inconsistent driver behaviour. In their 
model, driver behaviour is randomly classified into four categories: conservative, 
rational, urgent and reckless, and each group has its own MAP. Meanwhile, inconsis-
tent driver behaviour is simulated by reassignment of categories with given probabili-
ties at each time step. Although the assumption to categorise driver behaviour into 
four groups is coarse, this approach, to our knowledge, is the first model to reveal the 
impact of driver behaviour on traffic flow at unsignalised intersections.  

This paper is organized as follows. In Section 2, two important novel features em-
ployed in this paper are described. Firstly, the headway of 1.5 seconds is built into our 
model. The second is that driver behaviour and vehicle movement are modelled using 
a (truncated) Gaussian distribution. In Section 3, vehicle movement on urban roads is 
calibrated by field data and interaction models are also calibrated using field data 
provided in [18]. Furthermore, we applied our model to an unsignalised intersection 
with limited priority mechanism. Finally, the conclusion is given in Section 4.  

2   Methodology 

In order to realistically describe microscopic highway traffic, a fine grid CA model 
has been proposed [13], where the length of each cell is 1.5 m, corresponding to a unit 
velocity of 5.4 km/h. To our knowledge, 1.5 m is the shortest length of cell that has 
been used in traffic flow modelling. 

In this paper the finer discretization of cells in our CA model is used, that is, the 
length of each cell is equal to 1 m in a real road, which provides a better resolution 
modelling actual traffic flow than other models, in which the length of each cell is 
larger than 1 m. A unit of velocity is therefore equal to 3.6 km/h and each time step is 
1 second. Since 1 unit of acceleration is 1 m/s2, this corresponds to a ‘comfortable 
acceleration’ [14]. 

In urban networks, a lower velocity should be considered due to speed constraints. 
Normally, the legal maximum velocity in urban networks is 50 km/h, however some 
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people will drive at speeds about 58 km/h, which is just below the limit (61 km/h) of 
being apprehended. Therefore, in our model, we assume the maximum speed of each 
vehicle is in the range of 50.4 km/h – 57.6km/h, which corresponds to the number of 
cells that a vehicle can move forward 14-16 cells in 1 second. 

Different cells are required for different vehicle configuration. Following are aver-
age values based on recording 10-hour data sets at morning peak hour and these are 
adopted in this paper. 

Table 1. Vehicle components and required cells 

Vehicle types Occupied cells Percentage (%) 

Motorcycles (M) 3 2 

Personal Vehicles (P) 5 78 

Vans and minibuses (V) 7 11 

Buses (B) 10 6 

Other large vehicles (O) 13 3 

As mentioned, driver behaviour is inconsistent, so that even under similar condi-
tions a driver may behave differently with time. With regard to a driver n, the value 
d(n) can be viewed as a velocity or distance, therefore, it can be one of a set of data 
sets in the data records, namely, d(n)∈{d1(n), d2(n), d3(n),…, dl(n)}, l = 1, 2, 3, …., 
L. The value d(n) consist of two independent parts: 

d(n) = d + n (1) 

That is, d(n) is a sum of a constant part d plus a random and independent error 
component n. Moreover, the error portion can itself be thought of as a sum of m 
components [15]: 

n = g(e1 + e2 + e3 + ··· + em) (2) 

Here, ei is a random variable that can take on only two values:  
ei = 1, when factor i is valid 
ei = -1, when factor i is not valid 

In reality, the basic value d stands for the driver’s habits under normal driving cir-
cumstance. n is influenced by many stochastic factors such as temporary road con-
struction, pedestrian crossing, etc. but normally impacts little on the distance d. So 
d(n) fluctuates with the basic value d. According to the central limit theorem [15], n 
can be referred to as Gaussian distribution approximately, i.e., n ~ N (0, n

2). There-
fore, d(n) also follows Gaussian distribution approximately, i.e., d(n) ~ N (d, n

2).  
From the point of view of statistics, every vehicle entering an intersection can be 

viewed as an independent event. According to the joint distribution theorem [17], if 
driver A follows Gaussian distribution N (μ1, 1

2), driver B follows N (μ2 , 2
2),……, 

driver M follows N (μm , m
2), then for independent driver A, B,……, M., the joint 

distribution of driver A, B,…, M follows Gaussian distribution N (μ , 2), namely, 
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A + B + …… + M ~ N(μ, 2) (3) 

Thus vehicle velocity and interaction space can be modelled based on Gaussian 
distribution. Normal Acceptable Space (NAS) is used in this paper to describe driver 
behaviour under normal conditions. The value of NAS is the number of required cells 
on a major stream for a vehicle from a minor stream to enter the intersection. As such 
the heterogeneous driver behaviour and inconsistent driver behaviour can be incorpo-
rated by NAS and its deviations from it. 

2.1   Modelling Vehicles Manoeuvre on Urban Streets 

Two types of traffic flow free flow and following flow can be observed in urban net-
works. In free flow driving, speed changes of all vehicles can be assumed to follow 
Gaussian distribution. This assumption is based on a fact that each individual vehicle 
speed change can be seen as a Gaussian distribution.  

For a vehicle driving between intersections, velocity changes can be illustrated in 
Fig. 1, where five stages are involved. In initial stage A, acceleration is delayed due to 
physical reasons. In stage B, vehicles move with a higher speed and lead to the de-
sired velocity in stage C. In stage C, speeds randomly fluctuate within a comfortable 
acceleration/deceleration range. According to the distance between current position 
and the downstream intersection, vehicles are again decelerated differently in stages 
D and E.  

In car-following states, drivers adjust their velocity depending upon velocity 
changes of the preceding vehicle. Thus, the acceleration and deceleration of all vehi-
cles can be modelled based on Gaussian distribution. The update rules are performed 
for the nth vehicle, where xn(t) is its position, vn(t) is velocity, and gn(t) is the number 
of free cells in front of the vehicle: 

1. Free flow mode 
Velocity is adjusted as illustrated in Fig. 1.  
A: vn(t + 1)  vn(t) + 1 
B: vn(t + 1)  vn(t) + 2 
C: vn(t + 1)  vn(t) – 1 with probability p1 or,  

 vn(t + 1)  vn(t) + 1 with probability p2 or, 
 unchanged with probability p3 

D: vn(t + 1)  vn(t) – 2 
E: vn(t + 1)  vn(t) – 1                    

Fig. 1. Velocity changes of vehicles in terms of the current position and the distance to the 
downstream junction. V and X denote the current velocity and position, respectively 

2. Following flow mode 
If gn(t) < vn(t) then: vn(t + 1)  gn(t + 2/3) 
This rule is based on the 1.5-second rule. In other words, the vehicle can only drive 

up to 2/3 of the total distance between the vehicle and the vehicle in front. 
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3. Randomization 
If vn(t) > 0, then the velocity of the n-th vehicle is decelerated randomly with prob-

ability pb, i.e. vn(t + 1)  max {0, vn(t) – 1} 
4. Vehicle movement  

xn(t + 1)  xn(t) + vn(t + 1) 

2.2   Interaction Rules for Entry Intersections 

In general, a driver may accept a value which is shorter than the NAS due to long 
waiting time or other urgent conditions, while a driver may also accept a value which 
is larger than the NAS due to bad weather, night visibility or other factors. Let xmin 
represent the number of minimum acceptable cells and xmax stand for the number of 
maximum acceptable cells for a driver to interact with other drivers. If x > xmax, a 
vehicle can pass the intersection without delay and, there is no interaction. Values less 
than xmin are rejected due to safety factors and values larger than xmax do not need to be 
considered due to no interaction involved (free flow). Therefore, the resulting model 
can be viewed as a truncated Gaussian distribution [16], where the left and right parts 
have been cut off. The truncated Gaussian distribution can be written as follows: 

maxmin
2
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2

2

2

1
)( xxxexf

x

≤≤=
−

σ
μ

πσ
   

(4) 

At unsignalized intersections there is a hierarchy of streams. Fig.2 (a) suggests a 
classification of four levels of priority in terms of the twelve arrows produced for 
traffic driving on the right. However, this method cannot be directly applied to driving 
on the left, especially when special traffic rules are dominating the traffic flow. For 
instance, in New Zealand, turning-left vehicles give way to turning-right vehicles 
travelling in the opposite direction. Westbound and eastbound are denoted as major 
streams, while southbound and northbound as minor streams in the model.   

For simplicity, we introduce a concept of conflicting points, where vehicles have 
the higher priority and potentially conflict with the object. For instance, for a vehicle 
on the stop line in lane 7, its conflicting points are in lane 5 and 12. 

Simulation conditions for vehicle j, k, and n are described here. The vehicle n has 
passed the intersection and vehicle j is approaching the entrance. Vehicle k is at the 
entrance and is preparing for entry. Let lk denote the length of vehicle k; mk(t) denote 
NAS of vehicle k; pk, j(t) denote the number of free cells between vehicle k and j; sk,n(t) 
denote spacing between vehicle k and n; and vj(t) denote velocity of vehicle n at time 
step t. The following entry rules are performed by driver k and other drivers in parallel. 

1. Assigning NAS of driver k in terms of the truncated Gaussian distribution. 
2. Calculating individual conflicting point pk,j(t), j = 1, 2, … , q. q is the number 

of conflicting points. If mk(t)  min { pk,j(t), j = 1, … , q} and lk(t) sk, n(t) , the 
waiting vehicle k can enter the unsignalised intersection, otherwise vehicle k is 
rejected to enter. 

3. If vehicle k is waiting for entry, the update rule at each time step is as follows: 
      mk(t) = mk(t) - k  if random() < p, p is the predefined number within[0, 1] 
      mk(t) = mk(t) + k   otherwise 
      where mk(t) and k are NAS (mean) and its deviation of vehicle k. 
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Fig. 2. The illustration of roads and an unsignalised intersection. (a) is given by [2]. (b) shows 
the stream ranking in New Zealand, according to the road rules 

3   Numerical Results 

3.1   Calibration and Validation  

As preliminary work, we have calibrated vehicle movement on a straight lane. Fig. 3 
shows observed single-vehicle movement and its simulation by using the proposed 
method in Section 2.1, where p1 = p2 = 0.3, p3 =0.4, pb = 0.1. Probability density of 
each part is assumed to follow the standard Gaussian distribution. The dual-regime of 
acceleration and deceleration means that the model maintains in good agreement with 
the real world, especially in the initial acceleration and final deceleration phases.  
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Fig. 3. Simulation of single-vehicle velocity between two intersections 
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Our model has been calibrated using field data provided in Table 2 [18]. Input pa-
rameters, such as turning rate, volume, Peak Hour Factor (= the ratio of the hourly 
volume to the peak 15-minute flow rate) [19], and percentage of vehicle types are the 
same as in the literature [18]. The length of normal vehicles, like cars, is set as 5 cells 
and heavy vehicles like buses or trucks are set as 10 cells. In [18], westbound and 
eastbound are minor streams, which are different from Section 2.2, where there are 
major streams.  

The model then is validated by comparing results of capacity, delay, and queue 
length illustrated in Table 3. The 95% queue-length is calculated in terms of the queue 
equation in [20]. Our model appears to agree well with the field data at the calibration 
stage. 

Table 2. Field data provided in [18]. VOL = Volume, PHF = Peak-Hour Factor, HFR = Hourly 
Flow Rate, PHV = Percent Heavy Vehicles, LT = Left Turn, ST = Straight ahead, RT = Right 
Turn 

Major Street Minor Street 

Northbound Southbound Westbound Eastbound 

 

LT ST RT LT ST RT LT ST RT LT ST RT 

VOL 8 184 5 165 273 10 10 35 116 1 67 11 

PHF 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 

HFR 8 193 5 173 287 10 10 36 122 1 70 11 

PHV 3 0 0 3 0 0 3 3 3 3 3 3 

Table 3. Comparison results of our model and field data [18] 

Westbound Eastbound  

[18] Our model [18] Our model 

Capacity 485 506 272 301 

V/C 0.35 0.33 0.3 0.27 

95% Queue Length 1.53 1.43 1.23 1.07 

Delay 16.3 12.25 23.8 18.18 

3.2   Application of the Model 

For the purpose of a realistic microscopic simulation, vehicles arrival rate, turning 
rate, vehicles type, driver behaviour, special interaction (limited priority mechanism), 
well-designed division of speed, etc. have been considered and built in our model. By 
calibrating the model, we can implement a realistic simulation. 

The rate of limited priority [3] of vehicles from minor streams is arbitrarily set as 
1%; that is, one of every 100 minor-stream vehicles would enter the intersection in 
terms of a limited priority rule. 
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Vehicles arrive is assumes to follow a Poisson distribution. If all arriving vehicles 
pass the intersection without queuing, the flow rate = 0.1, 0.2, 0.3… equivalents are 
360vph (vehicle per hour), 720vph, 1080vph… respectively. In the simulations, the 
arrival rate of the major-stream vehicles vary between 0.1 and 0.2, while the arrival 
rate of the minor-stream vehicles is fixed to be 0.1. The turning rates of LT, ST, and 
RT are 0.2, 0.6, and 0.2 on all approaches.   

Capacity and performance (delay and queue length) of a TWSC intersection have 
been investigated and detailed under different arrival rate (traffic volume) and turning 
rate (turning proportion) in [1]. Here, capacity is studied based on different vehicle 
configuration and arrival rate (=westbound: eastbound). Experiments were carried out 
for 3600 time steps (equivalent to 1 hour) for a street-length of 100 cells on all ap-
proaches. The NAS of all drivers ranges within [xmin, xmax], where xmin, xmax are taken 
as 16 and 26 cells and the deviation of the truncated Gaussian distribution is 2 cells.  

Table 4. Capacity of a minor stream for various vehicles component, arrival rate, and limited 
priority. Vehicle types see Table 1 

 With limited priority Without limited priority 

Vehicles 
type (%) 

Arrival rate on major streams 
(westbound: eastbound) 

Arrival rate on major streams 
(westbound: eastbound) 

M:P:V:B:O 0.1:0.1 0.1:0.2 0.2:0.1 0.2:0.2 0.1:0.1 0.1:0.2 0.2:0.1 0.2:0.2 

0:100:0:0:0 358 336 322 286 356 331 317 276 

0:80:11:9:0 350 328 310 267 348 323 304 255 

2:78:11:6:3 341 320 301 243 335 311 287 234 

Table 4 shows that vehicle components, arrival rate and limited priority rule can af-
fect capacity. We find that the capacity of the minor-stream decreases in general when 
arrival rate of major-stream vehicles increases. The capacity of the minor-stream also 
decreases when percentage of private cars decreases and percentage of other vehicles 
increases. However, this effect differs as vehicles types vary. We also find that capac-
ity has a lower increase with limited priority than that with no limited priority under 
the same conditions, especially for congested traffic. 

4   Conclusion 

In this paper, we have described a prototype CA model which attempts to simulate 
traffic flow at a TWSC intersection. Several important novel features are employed in 
our model. Firstly, on average car-following headway of 1.5 seconds has been ob-
served in local urban networks and this 1.5-second rule has been used in the car-
following process. Secondly, vehicle movement along urban streets is simulated 
based on the assumption that velocity change follows a Gaussian distribution. Thirdly, 
driver behaviour is modelled using the truncated Gaussian distribution.  

Vehicle manoeuvres on urban streets has been calibrated using field data. The 
simulation results show that the dual-regime of acceleration and deceleration provide 
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good agreement of the model formulation with the real world, especially in the initial 
acceleration and final deceleration phases.  

The numerical results indicate that the performance (delay and queue length) of 
TWSC intersections can be described well, based on the assumption of driver behaviour 
following a Gaussian distribution. In order to model a realistic microscopic simulation, 
vehicle arrival rate, turning rate, vehicle type, driver behaviour, special interaction (lim-
ited priority mechanism), and categorisation of speed, etc. are built into our model.  
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Abstract. Particles, chains, sheets etc. are primary constituents to ad-
dress complex issues in complex systems with appropriate coarse grained
models. Flow in a driven immscible fluid mixture, film growth, protein
relaxation, and dynamics of a self-avoiding sheet are used to illustrate
specific issues as examples.

Keywords: complex system, computer simulation, self-organized struc-
tures, multi-scale dynamics.

1 Introduction

The range of topics and issues to be covered in this meeting reflect increasing
importance of computers, computing, and computer simulations. Biological and
physical systems (besides computational finance, traffic flow, etc.) span almost
all areas of science and technology with a variety of problems over a range of scale
(atomic, nano, micro, meso, macro). Most analytical theories are severely limited
for complex systems which exhibit linear and non-linear response properties on
different spatial and temporal scales. Computer simulation remains the main
choice to probe multi-scale phenomena from microscopic details of constituents
to macroscopic observables in such complex systems. Most real systems are still
too complex to be fully addressed by computing and computer simulations alone.
Coarse grained descriptions are almost un-avoidable in developing models for
many of these model systems. In this talk I will constrain to a very small set of
systems described by coarse grained models with basic units such as particles,
chains, sheets, and possibly globules. I apologize for not citing the huge list
of literature and constraining to some of our recent computer simulations on
discrete lattices.

Studying the motion of a single particle in various environments is helpful in
understanding physical properties of laboratory systems such as the dynamics
of colloidal particles in solvent, conductivity of a conductor-insulator alloy etc.
Analysis of a random walk motion of a particle provides useful insight into the
overall characteristics of the medium/environment and its global pathways for
propagating physical properties. For example, the variation of the mean square
displacement (R2) with the time (t) step of a particle executing its random walk
on percolating clusters exhibit diffusive behavior, R2 = Dt above percolation
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threshold (pc) and becomes anomalous at pc, R2 ( t2k with k ∼ 0.2 on a cubic
lattice (d = 3) and k ∼ 0.3 on a square lattice (d = 2). Effect of an external bias
(B) on the mobility of the particle adds further complexity as the bias competes
with the pore barriers. Thus, the transport behavior of a mobile particle depend
on the the characteristics of mobile particles, media, external parameters, time
scale, correlations etc.

Understanding the many interacting particles such as complex fluid is more
complex where cooperative dynamics and competing factors (parameters) lead
to a variety of self-organized structures and non-linear response. In this talk, we
consider steady-state morphology and flow [2, 3] in a multi-component driven
system [4]−[7], film growth and roughness [8, 9], relaxation of a HP protein
chain model [10], conformation and dynamics of sheet, a model for clay platelet
and tethered membrane [11].

2 Self-organizing Flow

We consider the mixture of two components A and B (each with molecular weight
MA and MB) on a cubic lattice of size L3 [3]. Particles A and B are randomly
distributed initially at about 50% of the lattice sites with one particle at a site
(hard-core interaction). A nearest neighbor interaction between particles (A,B)
and empty (pore) sites (O) is described by,

E =
∑

i

∑
n

J(i, n) (1)

where index i runs over all sites occupied by particles and n over all sites within
a range ri of i; ri = 1 (nearest neighbor). The interaction matrix elements,

J(A,A) = J(B,B) = −J(A,B) = −J(B, A) = −ε;J(A, O) = J(B, O) = −1.
(2)

ε(= 1, 2, ...) describes the miscibility gap. The gravitational energy U at the
height z is given by, U = MA/Bz. A source of particles is connected to the
bottom plane (z = 1) to release particles into the lattice. This concentration
gradient causes an upward driving force. Additionally, we consider a hydrostatic
pressure bias (H) along the vertical (±z) direction with probabilities,

H+z = (1 + H)/6, H−z = (1−H)/6; 0 ≤ H ≤ 1;H±x = H±y = 1/6 (4)

The Metropolis algorithm is used to move randomly selected particles (A and
B) to their neighboring empty sites with probability exp{−β(ΔE +ΔU)}, β =
1/kBT . Particles from the source are injected into the bottom plane (z = 1) with
a probability which depends on their relative concentrations (pA, pB). A particle
can drop out from the bottom or escape from the top (z = L). Periodic boundary
conditions are implemented along the transverse (x, y) directions. An attempt
to move each particle once is defined as one Monte Carlo step (MCS) time. Most
data are generated on 1003 samples although different sample sizes (L = 30−300
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Fig. 1. Snap shots, A (red) and B (white) on a 303 lattice with H = 0.1, MA =

0.1, MB = 0.3, ε = 1 at time step t = 1 (Left), t = 103 (Right)

are used to check for the finite size effects. There are many variables including
the molecular weight weight ratio α = MB/MA.

Figure 1 shows a typical snap to illustrate the model, the self organizing con-
stituents and corresponding phases. Note that the number of particles are not con-
served, but the steady-state morphology is reached with a constant mass flux. For
a immiscble system (ε = 1), one can see distinct phases with high density at the
bottom, dilute gas phase toward the top separated by bi-continuous interface (i.e.,
figure 1). The phase separation can also be identified by analyzing the density pro-
files (figure 2). The flux density (j) exhibits linear (low H) and volcanic (high H)
responses to the pressure bias H and depends on the molecular weight (figure 3).
A range of structural morphologies with various non-linear response and transport
emerge as we vary the parameters (H, α, T, ε) in such a multi-component driven
fluid [2, 3]. Some of these findings are also shared by driven granular materials [7].

Fig. 2. Left: Transverse density profile of A and B on a 1003 lattice with 128 inde-

pendent samples, ε = 1, MA = 0.1, MB = 0.3, H = 0.1. Right: Flux density (jA, jB) of

A and B versus bias H



1200 R.B. Pandey

Fig. 3. Snapshots of the film growth. Left: substrate (blue), polar (red), non-polar

(white), water (green), reacted component (gold) on a 40×40×30, with pP +pH +pW =

0.6, initial water concentration pW = 0.3 and pP = pH = 0.15 for rate of reaction

r = 0.05 at temperature T = 1 in arbitrary unit. Interaction ε1 = 2, ε2 = 1 is used.

Right: covalently bonded sites of the film

3 Film Growth and Roughness

Polar (P) and non-polar (H) mixture with concentrations pP and pH respectively
in an aqueous (W) solution are used to model film formation on an adsorbing
substrate [8]. Particles with appropriate interactions (J(P, P ) = J(H, H) =
−ε1;J(H, P ) = 0;J(P,W ) = −J(H,W ) = −ε2) and molecular weights (MP =
MH = 1,MW = 0.1) move and equilibrate (as in previous section) on a discrete
lattice. The kinetic reactions are implemented for covalent bonding among these
reacting elements and the substrate. Aqueous component may evaporate during
the film formation while the fraction of polar and non-polar components is kept
constant. Bonded elements become immobile. The interacting components in-
clude mobile constituents polar, non-polar, water, and the fixed substrate. The
kinetic reaction may arrest these elements as a part of the film grows while
the mixture equilibrate and water continue to evaporate. Because of the higher
molecular weight, polar and non-polar groups deposit on the substrate where
they become reactive. Figure 3 shows the snapshot of this multi-component
system.

The parameters include water initial concentration (pW ), fraction of polar
and non polar groups (pP , pH), rate of reaction (r), and temperature (T ). We
study the phase partitioning as the film grows and water evaporates. Density
profile, growth of the interface width (W ), and surface roughness of the film are
examined as a function of these parameters. Figure 4 shows the variation of the
interface width (wb) with the time steps. It is easy to note that the interface
width grows with the power law and saturated in the asymptotic time regime.
At low values of the water concentration and low reaction rate, the initial power-
law growth is followed by a secondary power-law growth before the saturation.
The saturated interface width is a measure of roughness of the film. Variation
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of the saturated interface width with the initial water concentration and rate
of reaction show that the roughness increases on increasing both pW and r.
This model [9] is designed to understand the phase partitioning during the film
growth of s waterborne two-component polyurethanes (WB 2K-PUR) which
consists of a hydrophobic polyisocyanate cross-linker, a hydrophobic polyester
polyol, and water. Internal reflection infrared (IRIR) measurements and atomic
force microscopic (AFM) images have shown that the roughness of the film
increases with the humidity. We see from figure 4 that the increase of the interface
width (roughness) with the initial water concentration is consistent with the
experimental observations.

4 HP Protein Relaxation

The structural stability of protein chain has been a subject of immense interest
in recent years. How the protein relaxes to its native structure (conformation)
is one of the primary question addressed by computer simulation models [10].
A protein is a large polymer chain of twenty amino acid groups (characterized
by their hydrophobic(H), polar (P), and electrostatic (E) interactions) in spe-
cific sequence [12]. Since majority of amino acids fall into hydrophobic and polar
groups, HP chains (H and P nodes tethered together by covalent bonds in a
chain) have become the norm for many coarse grained protein chain models
for describing its general structure and dynamics. We select a bond-fluctuation
model (over constant bond chain on-lattice and bead-spring chain off-lattice)
for optimizing the computational efficiency and degrees of freedom. We consider
protein chains of length N with hydrophobic (H) and polar (P ) nodes connected
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by fluctuating bonds on a cubic lattice. Unlike particles (on a lattice site) consid-
ered in above sections, a node occupies a cube (i.e., eight lattice sites). The bond
length l (between consecutive nodes) can vary, l2 = 4− 10 excluding 8 in unit of
lattice constant. In addition to excluded volume effect, we consider a short range
interaction (eq. 1). The range (ri) of interaction r2

i = 4, 5, 10 includes nearest
neighbor, next nearest neighbor sites, etc. For a range, the interaction matrix
elements

J(H, S) = −J(P, S) = ε1;J(H, P ) = ε2;J(H, H) = J(P, P ) = ε3. (5)

Typically, ε1 = ε2 = 0, 1, 2, 3, ...; ε3 = 0. As before the energy is measured in
units of kBT . The Metropolis algorithm is used to move chain nodes randomly to
their neighboring sites (i.e. cubes). An attempt to move each node once defines
one Monte Carlo step (MCS) as time unit. Physical quantities of our interests
are, the radius of gyration Rg, mean square displacements of each node (< R2

n >)
and that of their center of mass (< R2

c >). We have explored a range of random
and ordered sequences but we will constrain to random sequences here.

Figure 5 shows snapshots at various time steps to illustrate an approach to a
globular conformation. Figure 6 shows the relaxation of the radius of gyration of
the HP chain for various interaction. The protein chain relaxes well with weak
(nearest neighbor) interaction but remain fairly extended. A substantial decay
of Rg occurs only with stronger and longer range interactions. Thus in order to
for an HP chain to collapse to its native globular conformation, it must be in
solvent and that the interaction should be relatively strong. The problem with
such interaction is that it takes very long time for the chain to relax. A con-
formational histogram presented in figure 3 shows how the population inversion
occurs, i.e., the population of the native structures increases from their initial
random conformations with the time steps. The scaling of the radius of gyration
of such native conformation shows a trend toward a globular conformation.

Fig. 5. Snapshots of HP protein conformations at time steps t = 5, 10, 15, 20 in unit

of 105 for N = 100 with interaction ε1 = 5, r2
i = 5 on a 2003 lattice
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5 Self-avoiding Sheet

Studying the conformation and dynamics of semi-flexible sheets is useful in un-
derstanding the physical properties of planar molecules such as ex-foliated and
dispersed silicate platelets, β−sheets of protein and tethered membranes [11].
Dynamics of a polymer chain (a model protein in previous sections) is governed
by the collective segmental motion which in turn depends on the movement of
underlying nodes. As an extension, it would be interesting to know how the
segments of a flexible sheet move, conform, and dictates its global properties.
For a coarse-grained sheet (i.e., a mesh of nodes connected by flexible bonds)
ample degrees of freedom are necessary to capture the various structural relax-
ation modes. Connected nodes on a discrete lattice with fluctuating bond lengths
can accelerate the relaxation dynamics while preserving the pertinent structural
details via ample degrees of freedom - the choice used here.

We consider sheet of size L2
s (initially a square configuration) on a cubic lat-

tice (L3). Each node of the sheet occupies a unit cube, i.e., eight lattice sites. The
excluded volume constraints similar to bond-fluctuating chain makes it a self-
avoiding sheet (SAS). Further interaction among the nodes, between nodes and
solvent, and constraints on the bonds connecting the neighboring nodes may be
considered. Similar to movement of a node in a bond-fluctuating chain, each node
of SAS execute its stochastic moves to its neighboring (26) sites selected ran-
domly subject to excluded volume and bond-length constraints. Figure 7 shows
snapshots of the self-avoiding sheet to illustrate its conformational changes. Vari-
ation of the mean square displacement of the central node with the time step is
presented in Figure 8. Since a node is connected with four neighboring nodes, its
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Fig. 7. Snapshot of sheet of size L2
s = 322 at time step t = 1 (left) and t = 106 (right)

on a 1003 lattice

Fig. 8. Left: Mean square displacement of the center node of sheets with the time

steps with Ls = 8, 16, 32 on a 1003 lattice. Inset figures show the short time dynamics

of the center node: Ls = 32 on 1003 (triangle), Ls = 64 on 2003 (square). The inset

of the inset (circle) are short time data (t = 2000 − 5000) MCS after equilibrating the

Ls = 32 sheet for t = 106 time steps. 10-500 independent runs are used. Right: (R2
g)

versus t. Inset figure shows R2
g versus Ls plot on a log-log scale. (Ref. [11])

movement is more constrained than that in a linear chain. Accordingly, the short
time dynamics is expected to differ from the Rouse dynamics of the node in a
chain. Note that the larger the sheet, the longer it will take to reach asymptotic
diffusive behavior for the mean square displacement of the node, i.e., R2

n ∝ t.
In short time regime, R2

n ∝ t0.26. Since the connectivity (four) of the interior
nodes of the sheet is larger (twice) than that of linear chain nodes (two), the
smaller power law exponent (nearly half) is consistent with intuition. Figure 8
shows the variations of the radius of gyration with time steps. The inset shows
scaling of gyration radius with the linear size of the sheets, R2

g ∝ L2
s(= N).

This implies that the self-avoiding sheet remains nearly flat consistent with the
previous simulation on self-avoiding tethered membranes.
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6 Conclusion

Particles with appropriate interactions can be used to model complex multi-
component systems. For a driven system, simulations show how these compo-
nents organize, mix, and segregate and how they respond to external bias. Evo-
lution of various phases and linear and non-linear responses for a range of bias
values are successfully predicted. Increase in roughness of the film growth with
humidity due to phase partitioning of polar and non-polar group observed in
laboratory experiments has been confirmed by simulations. Using HP model of
protein, we have shown how a protein chain relaxes in solvent and that a rel-
atively strong interaction is necessary to reach its native conformation. Short
time dynamics of a self-avoiding sheet shows power-law behavior. SAS remains
relatively flat consistent with recent work on tethered membranes. Thus, with
particles, interactions, and their covalent bonding, it is feasible to address com-
plex issues in complex system with appropriate coarse graining.
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Abstract. A new discretization method for the calculation of a sampled-
data representation of nonlinear continuous-time system is proposed. The
suggested method is based on the well-known Taylor-series expansion and
zero-order hold (ZOH) assumption. The mathematical structure of the
new discretization method is analyzed. On the basis of this structure
the sampled-data representation of nonlinear system with time-delayed
multi-input is derived. First the new approach is applied to nonlinear
systems with two inputs. And then the delayed multi-input general equa-
tion has been derived. In particular, the effect of the time-discretization
method on key properties of nonlinear control systems, such as equi-
librium properties and asymptotic stability, is examined. And ’hybrid’
discretization schemes that result from a combination of the ’scaling and
squaring’ technique with the Taylor method are also proposed, especially
under conditions of very low sampling rates. Practical issues associated
with the selection of the method’s parameters to meet CPU time and
accuracy requirements, are examined as well. A performance of the pro-
posed method is evaluated using a nonlinear system with time-delay:
maneuvering an automobile.

1 Introduction

Time delay is often encountered in various engineering systems, such as chem-
ical process, hydraulic, and rolling mill systems and its existence is frequently
a source of instability. Many of these models are also significantly nonlinear
which motivates the research in control of nonlinear systems with time delay.
In the field of the discretization, for the original continuous-time systems with
time free case the traditional numerical techniques such as the Euler and Runge-
Kutta methods have been used for getting the sampled-data representations [1].
But these methods need a small sampling time interval. Because it is necessary
to meet the desired accuracy and they cannot be applied to the large sampling
period case. But due to the physical and technical limitation slow sampling is be-
coming inevitable. A time-discretization method which expands the well-known
time-discretization of the linear time-delay system to nonlinear continuous-time
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control system with time-delay [2] can solve this problem. And this method is ap-
plied to the nonlinear control systems with delayed multi-input and the nonlinear
control systems with non-affine delayed input [3,4]. The effect of this approach
on system-theoretic properties of nonlinear systems, such as equilibrium proper-
ties, relative order, stability, zero dynamics and minimum-phase characteristics
revealing the natural and transparent way in which Taylor methods permeate
the relevant theoretical aspects is also studied [5]. Nowadays, modern nonlinear
control strategies are usually implemented on a microcontroller or digital signal
processor. As a direct consequence, the control algorithm has to work in discrete-
time. For such digital control algorithms, one of the following time discretization
approaches is typically used: i) time-discretization of a continuous time control
law designed on the basis of a continuous time system, ii) time-discretization of a
continuous time system resulting in a discrete-time system and control law design
in discrete-time. It is apparent that the second approach is an attractive feature
for dealing directly with the issue of sampling. Indeed, the effect of sampling on
system-theoretic properties of the continuous-time system is very important be-
cause they are associated with the attainment of the design objectives. It should
be emphasized that in both design approaches time discretization of either the
controller or the system model is necessary. Furthermore, notice that in the con-
troller design for time-delay systems, the first approach is troublesome because
of the infinite dimensional nature of the underlying system dynamics. As a result
the second approach becomes more desirable and will be pursued in the present
study. This paper proposed the time discretization method of the nonlinear con-
trol systems with multiple time-delays in control [3]. The proposed discretization
scheme applies the Taylor series expansion according to the mathematical struc-
ture developed for the delay-free nonlinear system [5] and delayed single-input
nonlinear system [2]. The effect of sampling on system-theoretic properties of
nonlinear systems with time-delayed multi-input, such as equilibrium properties
and stability is examined. And the well known ”scaling and squaring” technique
which is widely used for computing the matrix exponential [6] is expanded to
the nonlinear case when the sampling period is too large.

2 Nonlinear System with Delayed Multi-input

As shown in [2], a discrete-time nonlinear time-delayed input system can be
obtained using Taylor series, and it has been shown that the expansion of single
dimensional system to n dimensional system. Similarly the single input case can
be expanded to multi-input case. The discretization method of general nonlinear
system with multi-input delay is developed using Taylor series expansion. The
general multi-input nonlinear system in state space form without time delay can
be represented as follows.

dx(t)
dt

= f(x(t)) +
n∑

i=1

gi(x(t))ui(t)

= f(x(t)) + u1(t)g1(x(t)) + u2(t)g2(x(t)) + . . . + un(t)gn(x(t))

(1)

Zhang
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The values of A[l](x,u) are evaluated recursively as follows.

A[1](x,u) = f(x) + u1g1(x) + u2g2(x) + . . . + un(t)gn(t)

A[2](x,u)=f ′(x)x′ + u1g
′
1(x)x′ + u2g

′
2(x)x′ + . . . + ung′

n(x)x′ =
∂A[1](x,u)

∂x
x′

...

A[l+1](x,u) =
∂A[l](x,u)

∂x
(f(x) + u1g1(x) + u2g2(x) + . . . + un(t)gn(x))

(2)

A system with only two time-delayed inputs will be considered for simplic-
ity in this section. A time-delayed two-input nonlinear continuous-time control
system can be expressed with the following state-space form.

dx(t)
dt

= f(x(t)) + u1(t−D1)g1x(t)) + u2(t−D2)g2(x(t)) (3)

The delays of the inputs are as in Eq. (3),

u1(t−D1) → (D1 = q1T + γ1)
u2(t−D2) → (D2 = q2T + γ2)

(4)

So the inputs are as follows;

u1(t−D1) =

{
u(kT − q1T − T ) ≡ u(k − q1 − 1) if kT ≤ t < kT + γ1

u(kT − q1T ) ≡ u(k − q1) if kT + γ + 1 ≤ t < kT + T

u2(t−D2) =

{
u(kT − q2T − T ) ≡ u(k − q2 − 1) if kT ≤ t < kT + γ2

u(kT − q2T ) ≡ u(k − q2) if kT + γ2 ≤ t < kT + T

(5)

It is necessary to specify how the sampled-data representation is affected if the
delayed two-input are applied in the system.

Case. 1. (γ1 < γ2)
i) if kT ≤ t < kT + γ1

u1 = u1(k − q1 − 1), u2 = u2(k − q2 − 1)

x(kT + γ1) = x(kT ) +
∞∑

l=1

Al(x(kT ),u1(k − q1 − 1),u2(k − q2 − 1))
γl
1

l!
(6)

ii) if kT + γ1 ≤ t < kT + γ2

u1 = u1(k − q1), u2 = u2(k − q2 − 1)

x(kT +γ2)=x(kT +γ1)+
∞∑

l=1

Al(x(kT + γ1),u1(k − q1),u2(k − q2 − 1))
(γ2 − γ1)l

l!

(7)
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iii) if kT + γ2 ≤ t < kT + T

u1 = u1(k − q1), u2 = u2(k − q2)

x(kT + T ) = x(kT + γ2) +
∞∑

l=1

Al(x(kT + γ2),u1(k − q1),u2(k − q2))
(T − γ2)l

l!

(8)

where k = 0, 1, 2, 3, . . .

Case 2. (γ1 > γ2)
i) if kT ≤ t < kT + γ2

u1 = u1(k − q1 − 1), u2 = u2(k − q2 − 1)

x(kT + γ2) = x(kT ) +
∞∑

l=1

Al(x(kT ),u1(k − q1 − 1),u2(k − q2 − 1))
γl
2

l!
(9)

ii) if kT + γ2 ≤ t < kT + γ1

u1 = u1(k − q1 − 1), u2 = u2(k − q2)

x(kT +γ1)=x(kT +γ2)+
∞∑

l=1

Al(x(kT +γ2),u1(k − q1 − 1),u2(k − q2))
(γ1 − γ2)l

l!

(10)

iii) if kT + γ1 ≤ t < kT + T

u1 + u1(k − q1), u2 = u2(k − q2)

x(kT +T )=x(kT + γ1)+
∑
l=1

∞Al(x(kT + γ1),u1(k − q1),u2(k − q2))
(T − γ1)l

l!

(11)

where k = 0, 1, 2, 3, . . .

3 ‘Scaling and Squaring’ Technique (Extrapolation to
the Limit)

When the sampling period T is large, the order N of the Taylor method should
be large, so that the necessary accuracy can be achieved. This is mathemati-
cally reflected upon the asymptotic behavior of T N

(N+1)! → 0 as N → ∞. If the
computational capabilities of the available computer system are adequate, Tay-
lor’s method can be applied and provide a fairly accurate discrete-time model.
However when T is large enough, then A[l]T l/l! might become extremely large
(due to the finite-precision arithmetic) before it becomes small at higher powers,
where convergence takes over.

.Y , H.J. Choi, and K.T. ChongZhang
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According to the ‘scaling and squaring technique’, if T is too large, one can
subdivide the sampling interval into two subintervals of equal lenght T/2, ap-
proximate the exponential matrix series for T/2 and square the result. This is
validated by the following property:

exp(AT ) = (exp(A
T

2
))2 (12)

The ‘scaling’ procedure terminates until one finds an appropriate positive in-
teger m such that T/2m is small enough for the given approximation scheme.
The sampling interval is thus subdivided into 2m equally spaced subintervals of
length T/2m and the exponential matrix is approximately evaluated for T/2m.
Finally, ‘squaring’ the matrix exp(AT/2m) m times performs the computation
of exp(AT ):

exp(AT ) = (((expA
T

2m
))2 · · · )2 (13)

The “scaling and squaring” technique may be easily extended to the nonlinear
case within the context of the Taylor method, and a nonlinear analogue of the
linear result may be readily derived. If T is large, instead of applying the single-
step Taylor method for a large order tildeN (in order to obtain the value x(k+1)
when the value x(k) is known), one may divide the interval [tk, tk+1) to 2m

equally spaced subintervals, and then apply a computationally ’lighter’ Taylor
expansion of order N < Ñ with a time step T/2m for the 2m intermediate
subintervals.

Suppose now that Ω(Ñ , T ) : Rn → Rn is the operator that corresponds to
the Taylor expansion of order Ñ with a time step T , and when it acts on x(kT )
the outcome is:

x(kT + T ) = Ω(Ñ , T )x(kT ) (14)

where Ω(Ñ , T )(·) = I +
∑Ñ

l=1 A[l](x(k),u(k))T l

l!
Using operator notation the resulting discrete-time system may now be writ-

ten as follows[5]:

x(kT + T ) =
[
Ω
(
N,

T

2m

)]2m

x(kT ) (15)

The above ASDR may be viewed as the direct result of the combination of Tay-
lor’s method with the ’scaling and squaring’ technique.

One major implementation issue concerning both the single-step Taylor dis-
cretization and the ’scaling and squaring’ discretization scheme is the criteria
that can be used for the selection of the positive integers N and m. It is ev-
ident, that different criteria reflecting different requirements on the proposed
discretization algorithm’s performance, result in different values for N and m.
In our search for a desirable pair of (m, N), we would restrict our requirements
for the proposed discretizatio scheme, to the three elements: (i) simplicity and
CPU time considerations; (ii) numerical convergence and accuracy requirements;
and (iii) numerical stability. Practically, a natural point of departure for the se-
lection of an appropriate (m, N), pair is a comparison of the magnitude of the
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sampling period T with the fastest time constant 1/ρ of the original continuous-
time system. If T is small compared to 2/ρ, then we can set m = 0 and we
apply the single-step Taylor discretization method. Since T is small, a low or-
der N single-step Taylor discretization method is usually sufficient to meet the
expected accuracy requirement. Whenever T is larger than the fastest time con-
stant 1/ρ, we apply the ‘scaling and squaring’ discretization technique. The
sampling interval is therefore subdivided into 2m subintervals, and a low-order
N single step Taylor discretization method is applied for each subinterval. So it
requests that the following inequality should hold:

T

2m
<

2
ρ

(16)

Since the requirements for numerical convergence and stability are also met. The
preceding inequality may be rewritten as follows:

m > log2(
Tρ

2
) (17)

The positive integer m is now selected to be:

m = max
([

log2

(T

θ

)]
+ 1, 0

)
(18)

where θ < 2/ρ is arbitrarily chosen and [x] denotes the integer part of the number
x. It is evident, that smaller values of the arbitrarily selected number θ would
result to more stringent bounds on T/2m. Note, that the maximum between
log2(T/θ)] + 1 and 0 is considered, because T/θ might be already so small,
yielding a negative log2(T/θ). In this case mis chosen to be 0, in accordance to
what was previously stated.

And the ’scaling and squaring’ technique can be applied to the nonlinear
control systems with time-delayed multi-input. In this case we do not consider
the single sampling interval T but the subintervals of γ1, γ2 − γ1, . . . , T − γn.
And the method to choose m can also be used by changing T of that preceding
equality into these subintervals of γ1, γ2 − γ1, . . . , T − γn. That is,

mγ1 = max
([

log2(
γ1

θ

)]
+ 1, 0

)
,

mγ2−γ1 = max
([

log2(
γ2 − γ1

θ

)]
+ 1, 0

)
, . . . ,

mT−γn
= max

([
log2(

T − γn

θ

)]
+ 1, 0

)
,

(19)

4 Simulation

One example is considered in the computer simulations. The example is a sim-
plified model of maneuvering an automobile. Exact solutions for the systems
are required in order to validate the proposed discretization method of nonlin-
ear systems with the delayed multi-input. In this paper the continuous Matlab

.Y , H.J. Choi, and K.T. ChongZhang
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Table 1. The x1 response of system when (T = 0.5sec) with SS technique

Time Matlab Taylor(x1) Taylor(x1) Taylor(x1)
step (x1) (l = 1, m = 0, n = 1) (l = 4, m = 3, n = 4) (l = 8, m = 6, n = 8)

4 1.1224 1.125 1.1224 1.1244

8 0.6667 0.6668 0.6666 0.6666

12 0.3968 0.3966 0.3968 0.3968

16 0.6995 0.6991 0.6994 0.6995

20 1.1410 1.1408 1.1410 1.1410

24 1.0890 1.0890 1.0899 1.0899

28 0.6180 0.6178 0.6177 0.6177

32 0.4028 0.4024 0.4026 0.4026

36 0.7519 0.7513 0.7517 0.7517

40 1.1650 1.1647 1.1649 1.1649

ODE solver is used as an exact solution. In the simulation the discrete values
obtained using the Taylor series expansion method are compared with the val-
ues obtained through the continuous Matlab ODE solver at the corresponding
sampled period. The front axle of a simplified automobile maneuvering system
is shown in Fig 1. The middle of the axles linking the front wheels has position
(x1, x2) ∈ R2, while the rotation of this axis is given by the angle x3. The states
x1, x2 related with rolling are directly controlled by input u1 and the state x3

related with rotation is directly controlled by u2, thus the governing nonlinear
differential equation can be obtained as followings;

d

dt

⎡⎣x1

x2

x3

⎤⎦ =

⎡⎣sin x3

cos x3

0

⎤⎦u1(t−D1) +

⎡⎣0
0
1

⎤⎦u2(t−D2) (20)

The eigenvalue of the linear approximation Eq. (20) are small, thus 2/ρ is large.
At first we choose a small sampling period and small time delay to verify the dis-
cretization method proposed in this paper. The inputs of u1 and u2are assumed
to be step functions respectively whose magnitudes are u1 = 1and u2 = 2.5.

Fig. 1. The front axis of automobile
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Table 2. The x2 response of system when (T = 0.5sec) with SS technique

Time Matlab Taylor(x2) Taylor(x2) Taylor(x2)
step (x2) (l = 1, m = 0, n = 1) (l = 4, m = 3, n = 4) (l = 8, m = 6, n = 8)

4 0.8112 0.8107 0.8112 0.8112

8 0.9578 0.9577 0.9578 0.9578

12 0.5623 0.5623 0.5623 0.5623

16 0.1914 0.1912 0.1914 0.1913

20 0.3764 0.3759 0.3764 0.3764

24 0.8523 0.8519 0.8523 0.8523

28 0.9373 0.9372 0.9373 0.9373

32 0.5096 0.5096 0.5096 0.5095

36 0.1820 0.1817 0.1819 0.1819

40 0.4238 0.4233 0.4238 0.4238

The initial conditions are assumed to be x1(0) = 0, x2(0) = 0, x3(0) = 30◦ and
the sampling period is 0.002sec. The inputs delays are 0.0015 for u1 and 0.0036
for u2. Thus we can use a single-step Taylor method and choose N = 3. The
numerical differences between the Matlab ODE solver and the proposed method
for state x1 are from 1.9 × 10−10 to −3.296 × 10−8 and those for state x2 are
from −4.636× 10−8 to −5.823× 10−8.

From the above definition we know that γ1 = 0.3, γ2 = 0.2. Assuming l =
mγ2 ,m = mγ1−γ2 and n = T −mγ1 are the scaling and squaring coefficients m of
the three time intervals of [kT, kT +γ2), [kT +γ2, kT +γ1) and [kT +γ1, kT +T ).
We choose N = 3 and l = 1,m = 0, n = 1; l = 4, m = 3, n = 4 and l = 8,

Fig. 2. State error responses of the simplified automobile for the case 2

.Y , H.J. Choi, and K.T. ChongZhang
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Table 3. The computing time data for various (l, m, n) (T = 0.5sec)

Extrapolation to the limit Order of the Taylor Computing
parameters (l, m.n) method N time (sec)

(1,0,1) 3 7.18

(4,3,4) 3 21.21

(8,6,8) 3 386.85

Table 4. The computing time data for various (l, m, n) (T = 20sec)

Extrapolation to the limit Order of the Taylor Computing
parameters (l, m, n) method N time (sec)

(0,0,0) 300(ε = o(10−1)) 81.03

(1,0,1) 100(ε = o(10−2)) 26.70

(2,1,2) 40(ε = o(10−2)) 21.35

(3,2,3) 15(ε = o(10−2)) 17.63

(4,3,4) 9(ε = o(10−2)) 25.01

(4,3,4) 5(ε = o(10−2)) 38.19

(4,3,4) 3(ε = o(10−2)) 71.46

m = 6, n = 8 respectively. The numerical differences between the Matlab ODE
solver and the proposed method for state x1 and x2 are shown in Table 1.
and Table 2. In the case of l = 1,m = 0, n = 1 the numerical differences
between the Matlab ODE solver and the proposed method for state x1 range from
−1.277× 10−4 to 5.967× 10−4 and those for state x2 range from −2.307× 10−5

to 5.250 × 10−4; in the case of l = 4,m = 3, n = 4 the numerical differences
between the Matlab ODE solver and the proposed method for state x1 range
from −3.301−5 to 2.529× 10−4 and those for state x2 range from −4.040× 10−5

to 5.067× 10−5; and in the case of l = 8,m = 6, n = 8 the numerical differences
between the Matlab ODE solver and the proposed method for state x1 range from
−4.106× 10−5 to 2.767× 10−4 and those for state x2 range from −5.671× 10−5

to 5.490× 10−5.
The differences in the responses the Taylor method and the Matlab solver are

shown in Fig. 2. The time used for the computing by these three cases is shown
in Table 3. From these data we can conclude that it will be cautious to choose
the extrapolation to the limit parameters (l,m, n). When some small parameters
(l,m, n) can satisfy the desired accuracy it is not useful to choose larger ones
because it will aggravate the computing task highly. Then we continue enlarging
the sampling interval. And when (T = 20, D1 = 8, D2 = 32) the computing time
as the Extrapolation to the limit parameters (l,m, n) change is shown in the
Table 4. As the sampling period becomes larger and larger we have to enlarge
N to satisfy the desired accuracy that will aggravate the computing pressure
highly if we do not use the ”scaling and squaring” method. And if T is large
enough, then A[l]T l/l! might become extremely large due to the finite-precision
arithmetic before it becomes small at higher powers, where convergence takes
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over. So that in this case we cannot get the accurate results using only the
single-step Taylor method, especially in the case of the system whose fastest
time constant is small. The ”scaling and squaring” technique can overcome this
problem.

5 Conclusions

A new approach for discrete-time representation of nonlinear control system with
delayed multi-input in control is proposed. It is based on the ZOH assumption
and the Taylor-series expansion that is obtained as a solution of continuous-time
system. The effect of sampling on system-theoretic properties of nonlinear sys-
tems with time-delayed multi-input, such as equilibrium properties and stability
is examined. And the well known ”scaling and squaring” technique is expanded
to the nonlinear case when the sampling period is too large.
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On the Scale-Free Intersection Graphs
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Abstract. In this paper we study a network model called scale-free in-
tersection graphs, in which there are two types of vertices, terminal ver-
tices and hinge vertices. Each terminal vertex selects some hinge vertices
to link, according to their attractions, and two terminal vertices are con-
nected if their selections intersect each other. We obtain analytically the
relation between the vertices attractions and the degree distribution of
the terminal vertices and numerical results agree with it well. We demon-
strated that the degree distribution of terminal vertices are decided only
by the attractions decay of the terminal vertices. In addition, a real world
scale-free intersection graphs, BBS discussing networks is considered. We
study its dynamic mechanism and obtain its degree distribution based
on the former results of scale-free intersection graphs.

1 Introduction

In many real world networks, such as authors collaboration networks [New1,
New2], actor collaboration networks [ASBS], etc., the connections between two
vertices are formed by their common selections. The authors connect with each
other because they have cooperated on the same paper and the actors con-
nect with each other because they have performed in the same movies. The
construction of such networks is illustrated in Fig. 1. Newman has studied the
construction and properties of the author collaboration networks [New1,New2]
and some analysis of such networks are given in [New3]. Random intersection
graph, which is a random graph model describing these phenomena, has been
presented and studied with rigorous mathematical methods [KSS,FSS,Sta]. This
model is a non-scale-free graph and this make it different from many real world
networks. In this paper, we present the model call scale-free intersection graphs
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to describe these real world networks and study the BBS discussion networks as
an example to support our model.

Fig. 1. The illustration of intersection graphs. In the left of the figure, each solid dot

selects some of the small circles to link. Any two solid dots connect each other if their

selections are intersect and then the intersection graphs are formed as shown in the

right of the figure

We distinguish two types of vertices, hinge vertices and terminal vertices.
The terminal vertices select some of the hinge vertices to link and two terminal
vertices are connected if they have common selections. The set of terminal ver-
tices and the edges among them constitute the intersection graph. For example,
in the coauthorship networks, the authors are terminal vertices and the articles
are hinge vertices.

The mechanism of the terminal vertices linking to hinge vertices decides the
property of the intersection graphs. In this paper, we define the attractions of
the hinge vertices and terminal vertices. The probability that there exists a
connection between a hinge vertex and a terminal vertex is proportional to the
attractions of both these vertices. We obtain the relation between the vertices
attractions and the decay of the vertex degree sequence. As a consequence the
degree distribution of the scale-free intersection graphs can be obtained from the
scaling relations.

In the real world networks, the vertices may be added at different time. The
early added vertices may have more links because they stay in the network longer
than the new added vertices and the preferential attachment mechanism often
make the high degree vertices gain more links. If we define that the vertices with
more links have higher attraction, the scale-free intersection graphs may describe
many real world networks. We present the BBS discussing networks of Tsinghua
university in China as an example. We describe its formation mechanism and give
the dynamical analysis. The results demonstrate the BBS discussing networks
agree with our model.

2 The Model and the Analytical Results

Let M = {m : 1 ≤ m ≤ M} be the set of hinge vertices and N = {n : 1 ≤
n ≤ N} be the set of terminal vertices. Define the attraction of the hinge vertex
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m ∈ M as m−α and the attraction of the terminal vertex n ∈ N as n−β . Let
the terminal vertex n link to a hinge vertex m with probability

P (n,m) = n−βm−α. (1)

Therefore, the probability that both terminal vertices n1 and n2 connect with
hinge vertex m

P (n1, n2;m) =
1

nβ
1nβ

2

1
m2α

. (2)

Since n1 will connect with n2 if there exists a hinge vertex m such that both n1

and n2 link to it, the probability of n1 connects to n2 is

P (n1, n2) = 1−
M∏
m

(1− P (n1, n2;m)) (3)

= 1− exp

[
M∑

m=1

log (1− P (n1, n2;m))

]
, (4)

where
M∑

m=1

log (1− P (n1, n2;m))

( log

[
(n1n2)

β − 1/M2α

(n1n2)
β − 1

]
+

2α

2α− 1
1

(n1n2)
β

[
M−2α+1 − 1

]
.

(5)

Substituting Eq.(5) to Eq.(4), we have

P (n1, n2) ( 1− (n1n2)
β − 1/M2α

(n1n2)
β − 1

exp

[
2α

2α− 1
M−2α+1 − 1

(n1n2)
β

]
. (6)

It can be seen from Eq.(6) that the asymptotic property of the probability
P (n1, n2) will be different for the different case of α.

2.1 The Case: α > 1
2

and α = 1
2

If α > 1
2 , then −2α + 1 < 0 and M−2α+1 → 0. When n2 is large, we have

P (n1, n2) ( 1− (n1n2)
β

(n1n2)
β − 1

(
1− 2α

2α− 1
1

(n1n2)
β

)

( 1
2α− 1

1

(n1n2)
β
. (7)

It can be seen from Eq.(7) that the connecting probability of n1 and n2 is
proportional to the product of their attractions. For the given terminal vertex
n1, the probability of linking to n2 decays with the increase of n2 by n−β

2 .
Therefore, the mean degree of the terminal vertex can be obtained as follows,
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k(n1) (
∫ N

1

P (n1, n2)dn2

( N1−2β

(2α− 1)(1− β)

(
N

n1

)β

. (8)

If β �= 1/2, the degree distribution of the terminal vertices is size dependent, i.e.,
their degree distribution depends on N . It can be seen that if β < 1/2, we get the
accelerating growth networks in which the density of the links become higher
when N increases, and if β > 1/2, we get the decelerating growth networks
in which the density of the links become lower when N increases. Hence, the
exponent of the degree distribution of the scale-free intersection network can be
obtained by the methods in [DM3].

The analysis of the α = 1/2 case is similar to above and we can also obtain
that k(n1) ∼ N1−2β (N/n1)

β .

2.2 The Case: α < 1
2

For the case that α < 1
2 , it is difficult to give the exact estimation of Eq.(6).

However, we can obtain the following inequalities directly from Eq.(3),
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Fig. 2. The degree distribution of scale-free intersection graphs. M = 20000, N =

20000. We take P (n, m) = Cn−βm−α, where C < 1 is a small constant in order

to avoid a completely connected network and the character of the degree distribution
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1

(n1n2)
β
≤ P (n1, n2) ≤

M1−2α

1− 2α

1

(n1n2)
β

(9)

in which the right hand side inequality comes from
∏n

i=1 ai−
∏n

i=1 bi ≤
∑n

i=1(ai−
bi) where 0 ≤ ai, bi ≤ 1. Integrating by n2 from 1 to N in Eq.(9), we have

1
(1− β)N1−2β

(
N

n1

)β

≤ k(n1) ≤
M1−2α

(1− β)(1− 2α)N1−2β

(
N

n1

)β

(10)

Since the N and M is given as the size of system, we may demonstrate that

k(n1) ∼ CM,N

(
N

n1

)β

(11)

Therefore, the degree distribution can be also obtained by the scaling relation.
The simulating results of the scale-free intersection network are illustrated in Fig.
2 in which the numerically results agree with above theoretical analysis.

3 The BBS Discussing Networks and the Dynamic
Model

The BBS(Bulletin Board System) is a popular networks system for users to
discuss [KZ]. Each user in the system post the articles in the board. The articles
can be classified as initial articles and reply articles. The initial article is the
first post of a topic and may initiate a discussion about this topic. The reply
articles are the articles which reply to some other articles. If we regard a topic,
which is constituted by an initial article and some other reply articles, as a hinge
vertex and regard a user as a terminal vertex, we obtain an example of scale-free
intersection graph — the BBS discussing networks.

In the following we describe the detailed dynamical property of the BBS
discussing networks. At each time step a new user(terminal vertex) is added and
about tδ(0 ≤ δ ≤ 1) new articles are posted, which results in an accelerating
growth network. The probability of a new article being an initial article is p.
Hence, about ptδ new topics(hinge vertices) are initiated and about (1−p)tδ reply
articles(links from the terminal vertices to the hinge vertices) are generated. It
can be seen that there are about t1+δ/(1 + δ) links between hinge vertices and
terminal vertices at time t. The probability that the new reply articles belongs to
a topic is proportional to the number of articles of this topic, i.e., the probability
of the terminal vertices linking to a hinge vertex is proportional to the number of
links of that hinge vertex. Let �H(m, t) denote the number of links of the hinge
vertex m at time t, we have the following rate equation,

∂�H(m, t)
∂t

=
(1− p)tδ�H(m, t)∑

m′ �H(m′, t)

=
(1− p)(1 + δ)�H(m, t)

t
, (12)
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which gives

�H(m, t) =
(

t

tm

)(1−p)(1+δ)

, (13)

where tm is the time that the hinge vertex m is added to network. Since ptδ new
hinge vertices are added at each time step, there are about pt1+δ/(1 + δ) hinge
vertices at time t. Therefore we have tm = [m(1+ δ)/p]1/(1+δ). It can be derived
from Eq.(13) that the distribution of the links number of hinge vertices follows
scale-free property and the exponent is 1+ 1

(1−p)(1+γ) . It means that in the BBS

discussing network, the distribution of the topic size is P (�H) ∼ �
−1− 1

(1−p)(1+γ)

H .
It can be seen that if more new topics(initial articles) generated at each time
step (p is large), the tail of the topic size distribution will be light, if more
reply articles generated at each time step(p is small), the tail of the topic size
distribution will be heavy.

In the BBS discussion networks, the user who have posted more articles will
be replied by more users and he is more apt to post new articles for continuing
the discussion. Therefore, for any terminal vertex n, the increase of its links’
number follows mechanism of preferential attachment, too. Let �T (n, t) denote
the number of links of terminal vertex n at time t, we have the following rate
equation,

∂�T (n, t)
∂t

=
tδ�T (n, t)∑
n′ �T (n′, t)

=
(1 + δ)�T (n, t)

t
, (14)

which gives

�T (n, t) =
(

t

n

)1+δ

, (15)

and the distribution of the users’ articles posting number of the users(the links

number of the terminal vertices) is P (�T ) ∼ �
−1− 1

1+δ

T by the scaling relations.
The probability of terminal vertex n linking to hinge vertex m at time t is

fn,m(t) =
tδ�T (n, t)∑
n′ �T (n′, t)

(1− p)tδ�H(m, t)∑
m′ �H(m′, t)

=
1− p

t2

(
t

n

)1+δ (
t

tm

)(1−p)(1+δ)

. (16)

When the network evolves to time N , the probability that there exists at least
one connection between n and m is

Pn,m(N) = 1−
N∏

t=n∧tm

(1− fn,m(t)) . (17)
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It follows that

fn,m(N) ≤ Pn,m(N) ≤
N∑

t=n∧tm

fn,m(t), (18)

which gives

1− p

N2−(2−p)(1+δ)

(
1
n

)1+δ ( 1
tm

)(1−p)(1+δ)

≤ Pn,m(N)

≤ N (2−p)(1+δ)−1

(
1
n

)1+δ ( 1
tm

)(1−p)(1+δ)

.

(19)

It can be seen from Eq.(19) that the BBS discussion graphs exhibit the similar
property of the scale-free intersection networks as Eq.(1), if we regard n−(1+δ)

and t
−(1−p)(1+δ)
m as the attractions the the terminal vertices n and the hinge

vertex m. Therefore, the mean degree of the terminal vertices can be obtained
by Eq.(8) or Eq.(11) and the degree distribution follows from the scaling relation
discussed in [AB].

We take the real data from BBS system of Tsinghua University and the
statistical results agree with above analysis, see Fig. 3.
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Fig. 3. BBS discussing network. The number of users is 7883 and the topic number
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distribution of the scale-free intersection network constituted by the users. The solid
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degree
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4 Discussion and Summation

We present the scale-free intersection networks model for describing and ana-
lyzing a large class of real world networks. The analytical results of the con-
nectivity properties are obtained. It is demonstrated that the scaling exponent
of the degree distribution of scale-free intersection networks is decided by the
links distribution of the terminal vertices. The case for β ≤ 1

2 describes the ac-
celerating growth and β > 1

2 describes the decelerating growth. We study the
BBS discussing network, a real world scale-free intersection network, obtain the
distribution of the topic size and the distribution of article-posting number of
the users. We show that the BBS discussing network can be analyzed by the
method presented in Section 2 and therefore demonstrate the validation of the
scale-free intersection network model.

The prevalent existence of scale-free intersection network make it important
to study its variety of properties, such as clustering, shortest path, etc. We leave
these for future work.
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Abstract. The issue of standardized generation scheme of spatio-
temporal datasets is a research area of growing importance. In case of
the lack of large real datasets, especially, benchmarking spatio-temporal
database requires the generation of synthetic datasets simulating the
real-word behavior of spatial objects that move and evolve over time. Re-
cently, a few studies have been conducted on the generation of artificial
datasets from a different point of view. For more realistic datasets, this
paper proposes a novel framework, called state-based movement frame-
work (SMF) to provide more generalized framework for both describing
and generating the movement of complexly moving objects which sim-
ulate the movement of real-life objects. Based on Markov chain model,
a well-known stochastic model, the proposed model classifies the whole
trajectory of a moving object into a set of movement state. From some
illustrative examples, we show that the proposed scheme is able to gener-
ate various realistic datasets with respect to the given input parameters.

1 Introduction

Movement is ubiquitous in physical world. Everything and every physical entities
are on the move. For example, people, clouds, and airplanes are always moving
around in a dynamic environment. Geographical objects (e.g., mountain, river,
and continent) can also be understood as moving objects in the viewpoint of
a very long period of time. The movement can exist even in a logical world.
For instance, the stock price moves along a two-dimensional space (time, price).
Understanding the movement is a fundamental issue for various research area
such as robotics, computer vision, physical simulation, biology, spatio-temporal
databases, and mobile wireless networks [1].

Generating spatio-tmporal datasets is a process of describing, representing,
and generating the temporal behavior of spatial objects (so-called evolving phe-
nomena). These objects are a huge number of real-life objects such as mobile
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nication in Republic of Korea.
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clients, soldiers in battlefield, a forest fire, a plane, and so on. The most impor-
tant reason for this is that the real datasets of spatio-temporal patterns of real-
life mobile users are very hard to obtain. The issue of standardized generation
scheme of spatio-temporal datasets is a research area of growing importance. In
case of the lack of large real datasets, especially, benchmarking spatio-temporal
database requires the generation of synthetic datasets simulating the real-word
behavior of spatial objects that move and evolve over time. Recently, a few stud-
ies have been conducted on the generation of artificial datasets from a different
point of view.

There are several examples of spatiotemporal data generators such as Oporto
[7], a network-based generator [3], City Simulator [4], GSTD [9], and G-TERD
[10]. And these approaches categorized into the following three classes.

Random number generator-based. GSTD [9] and G-TERD [10] are based on
a rich set of random distribution to compute the size, shape, and location of the
data. The GSTD (generating spatio-temporal datasets) algorithm was proposed
by Theodoridis et al. [9]. A generator of time-evolving regional data (G-TERD)
was proposed in Tzouramanis et al. [10]. The basic concepts that determine the
function of G-TERD are the structure of complex regional objects, their color,
maximum speed, zoom and rotation angle per time slot, the influence of other
moving or static objects on the speed and on the moving direction of an object,
the position and movement of scene-observer, the statistical distribution of each
changing factor and, finally, time.
Infrastructure-based traffic generator. In network-based moving objects
generator proposed by Brinkhoff [3], the driving application is the field of traffic
telematics. Important concepts of the generator are the maximum speed and
the maximum edge capacity, the maximum speed of the object classes, the in-
teraction between objects, etc. City Simulator of IBM [4] is a scalable, three-
dimensional model city that enables creation of dynamic spatial data simulating
the motion of up to 1 million people moving along streets, buildings, and between
building floors in three dimensions.
Realistic scenario-based generator. The Oporto generator [7] uses a real-
istic application, the modeling of fishing ships. Ships are attracted by shoals of
fish, while at the same time they are repulsed by storm areas. Fishes themselves
are attracted by plankton areas.

Based on the concept of state transition between various movement states, this
work is aimed to a flexible framework for an application-specific purpose. In the
remainder of the paper, due to the notability and adequateness of the name
of the well-known generator GSTD, we will denote the general process of the
“generating spatio-temporal datasets” as GST D.

2 Observation: Movement Behavior of Real-Life Objects

In realistic movement, diverse movement patterns are mixed: slow moving ob-
jects, fast moving objects, and stationary objects. Even a single moving object
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has a different movement type over time. The “realistic” is a quite relative con-
cept because of the difficulty of proving the realistic. No one can prove the reality
of a mobility pattern in a formal manner. Everybody have just insisted on an
aspect of real movements. This is also caused by the great diversity of real-life
objects and its movements. Surely, this aspect serves as a basis for the research
area of mobility modeling. Depending on the viewpoint on the real movements,
the corresponding mobility model will be changed.

Basically, our scheme was motivated by the observation that the behavior
of real-life moving objects can be interpreted as a set of movement component
(repeatedly) such as linear, pause, and random. As we already mentioned, a
great diversity of mobility patterns of real-life objects is quite natural. But,
there are some specific repeated patterns in the movements. In our work, we
will classify the whole trajectory of a user into ‘pause’, ‘linear movement’, and
‘random movement’ in the rough. In this paper, these movements are called basic
movement states. And, of course, we have to consider the temporal pattern of
movements as Markovian process.

There exists definitely a pattern (similar to the above mentioned “aspect”). For
example, average speed, direction, destination, and so on. The spatio-temporal
pattern in real-life applications can be summarized as following characteristics
[3,8, 9, 11]:

– A moving object is not always on the move. Rather, the most-time consuming
part of our daylife is a static situation (e.g., in his/her home, office, meeting
room for a long time). A mobile subscriber will mainly switch between two
states: stop and move [8].

– The majority of objects in the real world do not move according to statistical
parameters but, rather, move intentionally [8, 9].

– Moving objects belong to a class (e.g., pedestrian, vehicles, trains, ...). This
class restricts the maximum speed of the object [3]. Different groups of mov-
ing objects exhibit different kinds of behavior [9].

– Motion has a random part and a regular part, and the regular part has a
periodic pattern [11].

3 State-Based Movement Framework (SMF)

3.1 Basic Definitions

In this section, we propose the state-based movement framework (SMF) consid-
ering a complex mobility pattern as a set of simple movement states using a
finite state Markov chain based on the classification discussed in Section 2.

Definition 1 (Movement State). A movement state s is a 3-tuple form
of (v̄,σ,Φ, t), where v̄ = (v̄0, v̄1, . . . , v̄d−1) and σ = (σ0,σ1, . . . ,σd−1) are d-
dimensional vector for mean and standard deviation of velocity for each dimen-
sion. And, Φ = (φ0, φ1, . . . , φd−1). φi is a movement generating function over
(v̄i,σi) which is either probabilistic or non-probabilistic. And, time function t is
continuous or discrete, regular or irregular. Σ is a finite set of movement states.
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Definition 2 (State-based Movement Framework). The state-based move-
ment framework (SMF) describes a user mobility patterns using a finite state
Markov Chain {staten}, where staten denotes the movement state at step n,
staten ∈ Σ. And, the chain can be described completely by its transition proba-
bility as pij ≡ Pr{staten+1 = j|staten = i} for all i, j ∈ Σ. These probabilities
can be grouped together into a transition matrix as P ≡ (pij)i,j∈Σ.

An important question is, as stated in [2], why such a general mobility model
is not as popular as the restrictive models so abundant in the literature. The
most important reason is that the generalized model has nothing to be assumed
to start the analysis. Therefore, it is need to instantiate a useful instance for
analytic approaches. We think that a common framework can be used to generate
a realistic and expressive instance for various fields of research.

Definition 3 (Self-Transition Probability Vector). The self-transition
probability vector π̃ of a transition probability matrix is defined as π̃ = (pii)i∈Σ.

Definition 4 (Temporal Locality). The temporal locality (or locality) τ is
defined as

τ =

(∏
i∈Σ

({
1, if pii = 0;
pii, otherwise.

))1/|Σ|

. (1)

3.2 The Instantiation of the SMF Model

As we mentioned before, the complex mobility patterns in the real world can
be interpreted as a set of basic movement states. The most definite movement
states are pause (P), linear movement (L), and random movement (R). These
states {P, L,R} are called basic states in the paper. In this section, we present
two practical instances of the proposed SMF model based on the three states
described above, the state space Σ0 = {L,R} and Σ1 = {P, L,R}. It is need
to describe a correlation between these probabilities pij , i, j ∈ Σ because of
the difficulty of finding a general rule for the matrix analysis. Let us define a
measurement that estimates how much each state has an influence on the whole
movement patterns in this simplified model.

Definition 5 (Dominancy). The dominancy ηs of state s ∈ Σ is defined as
ηs =

∑
i∈Σ pis∑

i,j∈Σ,j �=s pij
. As a special case of dominancy, ηP, ηL, and ηR are called

stationarity(ρ), linearity(�), and randomness(γ) respectively.

For practical purpose, the above parameters is quite important to describe
the various feature of mobility patterns. In the experiment we performed, a more
realistic mobility patterns could produced with varying these parameters. These
parameters will be used in the generation of spatio-temporal datasets.
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3.3 Determining the State Transition Matrix

One of the most important things in the SMF model is to determine the transi-
tion matrix P. The matrix can be determined by the user profile, the spatiotem-
poral data mining process, or in an ad hoc manner. Determining the state tran-
sition matrix is a summarization process from the past user movements. Given a
sequence of optimal states O = o1o2...o|O|, there are several variations depend-
ing on how to set every Nij . p̂ij = Nij/

∑
k∈Σ Nik. Based on these assumptions,

we propose three schemes to estimate the transition matrix: (1) Markov, (2)
Window, and (3) EWMA (exponential weighted moving average).

1. Markov: The Markov scheme uses the number of state transition of first-
order Markov chain. The total number of station transition on this account
is |O| − 1, e.g.,

∑
i,j∈Σ Nij = |O| − 1.

Nij =
|O|−1∑
k=1

({
1, if ok = i and ok+1 = j
0, otherwise.

)
, (2)

where a sequence of optimal states O = o1o2...o|O|.
2. Window: In Window scheme, only at most W recent transitions are al-

lowed to affect the estimated values. Thus,

Nij =
|O|−1∑

k=|O|−1−W

({
1, if ok = i and ok+1 = j
0, otherwise.

)
, (3)

where W is window size for the computation of Nij .
3. EWMA (exponential weighted moving average): The final approach that

we consider is use of exponential weighted moving average (EWMA) esti-
mators. The EWMA estimator is a low pass filter that has been used widely
for estimation of various time series data (e.g. TCP round trip time). The
EWMA scheme assigns exponentially decreasing weights to previous tran-
sition so that recent transition bear higher weights. With an adjustable pa-
rameter ω (0 < ω ≤ 1), the most recent transition will receive a weight of ω
and the next one a weight of ω2, and so on.

Nij =
|O|−1∑
k=1

ω|O|−k−1

({
1, if ok = i and ok+1 = j
0, otherwise.

)
, (4)

where 0 < ω ≤ 1.

By means of this statistical technique, the reasonable estimation of P can be
estimated from the user’s past movement. Obviously, it is possible to dynamically
instantiate a SMF model corresponding to the realistic movement.

Example 1. Let’s consider a sequence of optimal states O for 51 time units (i.e,
|O|=51) O=PPPPRRLLLLRRLPLLPPRRLLLLRLLLLRPPRRRRRPLLLLRRPPRRLLL.
Using EWMA scheme, we have
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NEWMA =

⎛⎝
P L R

P 0.698 0.275 0.764
L 0.043 3.092 0.557
R 0.817 0.857 1.852

⎞⎠ and P̂EWMA =

⎛⎝
P L R

P 0.402 0.158 0.440
L 0.012 0.837 0.151
R 0.232 0.243 0.525

⎞⎠,

where ω = 0.9. From the estimated matrix P̂EWMA, we can easily calculate
the mobility parameters such as: � = 0.70313, γ = 0.59239, ρ = 0.27411, τ =
0.56132, and π = (0.1275, 0.5724, 0.3001). �

3.4 Definition of Movement State from Real Movements

Based on the concept of basic movement states = {P, L,R}, we described the
SMF model which provides a general framework for describing and generating
the realistic moving behavior. In a real environment, however, a more specific
definition of the movement state is needed to determine the movement state
from the real movement-trace in the form of triples (x, y, t). These traces are
usually called trajectory (see Figure 1(a)).

(a) A real trajectory
(Adapted from [6])

Trajectory

(b) Spatio-temporal feature extrac-
tion: Mapping a one-dimensional
trajectory into a point in feature
space

Fig. 1. An example trajectory and feature extraction scheme for trajectory

Definition 6 (Trajectory). A trajectory T is a kind of time series data 1 in
the form of triples (x, y, t), where (x, y) is the position of the moving object at
time t. T = 〈(x0, y0, t0), (x1, y1, t1), . . . , (x|T |−1, y|T |−1, t|T |−1)〉.

In the viewpoint of trajectory, the movement state can be viewed as a vari-
ation of velocity vector and location in a given time interval. Then, the cor-
responding movement feature vector can be generated by a process so called

1 The definition of time series is observations of a variable made over time.
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feature extraction. A trajectory, by the process, can be mapped into a point
in the feature space (v̄,σv). In this aspect, the definition of movement state
is derived from the result of a clustering algorithm on a point dataset in the
feature space (v̄,σv). Figure 1(b) shows a feature extraction process of a one-
dimensional trajectory T1. First, the trajectory is evenly sampled with a sam-
pling interval Δt. Given a trajectory T , the location within the trajectory T at
time t is denoted by T (t). Therefore, the i-th velocity vi can be computed by
vi = T (t0 + (i + 1)Δt) − T (t0 + iΔt) where t0 is the initial timestamp when
the trajectory T was stored in a location database. And V is a finite set of vi

for 0 ≤ i ≤ |V | − 1. So, V = {v0, v1, ..., v|V |−1}. Thus, v̄ and σv are defined as
follows.

v̄ =
1
|V |

|V |−1∑
i=0

vi, and σv = ε

√√√√ 1
|V | − 1

|V |−1∑
i=0

(vi − v̄)2, (5)

where ε is a space expansion parameter because of the difference of v̄-axis and
σv-axis.

After generating the feature vectors of each trajectory, a clustering algo-
rithm is used to define the movement states. Clustering is the unsupervised
classification of patterns (or feature vectors) into groups (clusters). In our work,
k-Means clustering algorithm is used. The distance between two points (noth-
ing but the trajectories in our work) in measured in the Euclidean distance
D2 which is a special case (p = 2) of the Minkowski metric Dp(xi,xj) =(∑d

k=1(xi,k − xj,k)p
)1/p

= ||xi − xj ||p, where d is the dimensionality of the
data. The Manhattan metric is a special case where p = 1 (i.e., D1(xi,xj) =∑d

k=1 |xi,k−xj,k|), while the Supermum metric or dominance metric has p =∞
(i.e., D∞(x,y) = limp→∞ Lp(x,y) = maxd

k=1 |xi,k − xj,k|).
In k-Means clustering algorithm, the value of k is assumed to be predefined.

Unfortunately there is no general theoretical solution to find the optimal number
of clusters kopt for any given data set. A simple approach is to compare the results
of multiple runs with different k classes and choose the best one according to a
given criterion for k ≥ 2.

3.5 The SMF-Based GST D Algorithm

The GST D process, that is to say, is the process of describing the tempo-
ral behavior of spatial objects. The previous approaches to GST D is a quite
application-specific and model-based approach. These perceptional differences
in understanding the realistic movements have eliminated diversity the GST D
process. As a result, the realistic movements can hardly be generated by pre-
vious approaches. The uniqueness of this work is based on the generalization.
By the definition of appropriate movement states and the determination of state
transition matrix, we can easily generate trajectories of moving objects which
are simulating the realistic movements.
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Fig. 2. Definition of movement states using clustering in the movement feature space
(v̄x, σvx)

In SMF-based GST D process, already mentioned in previous section, two
basic procedures are need to generate an instance for the SMF model.

– Define the movement states : Based on Definition 2, appropriate movement
states are need to be defined. Σ is a set of movement states.

– Determine the state transition matrix : For a probabilistic mixing of move-
ment states, the state transition matrix P has to be determined. The P is
|Σ| × |Σ| matrix. For this purpose, the above mentioned dominancy and
temporal locality are used.

Define the movement states: Basically, there are two distinct approaches
for defining the movement states: realistic and synthetic way. First, as described
in Section 3.4, the movement states can be extracted from real trajectories (real-
istic way). Otherwise, we may consider variations which are based on the basic
movement states (P, L, R) (synthetic way).
Determine the transition matrix: Determining the transition matrix also has
two distinct approaches: realistic and synthetic way. First, as described in Section
3.3, the state transition matrix can be formulated as a statistical inference problem
by performing maximum-likelihood estimation for the optimal state sequence O
(realistic way). Otherwise, the matrix can be determined by using the mobility
parameters of dominancy and temporal locality (synthetic way).

The former is a more realistic model for describing the realistic movements,
while the latter is suitable for performance evaluation in terms of the impacts of
specific mobility parameters. The former was already mentioned in Section 3.3,
so this section will describe the latter. First of all, we only consider the states L
and R among the basic movement states. Then, we have

T(τ) =

( L R

L τ 1−τ
R 1−τ τ

)
and L(�) =

( L R

L 	

	+1
1

	+1

R 	

	+1
1

	+1

)
, (6)
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Fig. 3. Five synthesized trajectories from the matrix T(τ) based on τ = 0, 0.5, 0.95

Fig. 4. Five synthesized trajectories from the matrix L(�) based on � = 0, 1.0, 10

where 0 ≤ τ ≤ 1 and 0 ≤ � ≤ ∞. The matrices T(τ) and L(�) are for describing
the effect in term of the variations of temporal locality τ and linearity � respec-
tively. The matrix T(τ), namely, is a variation of P0, which has half of linearity
and half of randomness on a probabilistic viewpoint. The matrix L(�), namely,
describes how much the linearity � has an influence on the whole movement
patterns in a probabilistic viewpoint.

In contrary to T(τ) and L(�), the matrix S(ρ) considers the stationary state
P and this is for describing the effect in term of the variations of stationarity ρ.

S(ρ) =

⎛⎜⎝
P L R

P ρ

ρ+1
1/2
ρ+1

1/2
ρ+1

L ρ

ρ+1
1/2
ρ+1

1/2
ρ+1

R ρ

ρ+1
1/2
ρ+1

1/2
ρ+1

⎞⎟⎠, (7)

Fig. 5. A synthesized trajectory from the matrix S(ρ) based on ρ = 0, 1.0, 10
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where 0 ≤ ρ ≤ ∞. And the temporal locality is τ = 3

√
ρ

4(ρ+1)3 . The matrix S(ρ),

namely, describes how much the stationarity ρ has an influence on the whole
movement patterns in a probabilistic viewpoint.

Due to the lack of space, we do not describe the generation algorithms in
details. Figures 3, 4, and 5 are the visualization of examples datasets generated
from the state transition matrix T, L, and S described.

4 Concluding Remarks and Future Work

In this paper, we considered the problem of modeling, describing, and simulating
the realistic movements of real-life objects. We argue that a generalized move-
ment framework for spatio-temporal databases is a crucial for various research
area such as mobile computing, robotics, computer vision, and so on. Future
works of the SMF model may be summarized as follows.

– A more elegant feature extraction technique for the real trajectories.
– Support for regional objects such as earthquake, typhoon, wild fire and a

shoal of fish.
– Support for clustered movements and infrastructure(network)-based move-

ment in SMF.
– Development of portable software API for the SMF-based GST D process.
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Abstract. Data warehouses provide data for on-line analytical pro-
cessing (OLAP) systems, which deal with analytical tasks in businesses.
As these tasks do not depend on the latest updates by transactions, the
input from operational databases is separated from the outputs to dia-
logue interfaces for OLAP. In this paper a layered formal specification
for data warehouses and OLAP systems using Abstract State Machines
(ASMs) is presented. The approach explicitly exploits the fundamental
idea of separating input from operational databases and output to OLAP
systems. Then it will be shown how this specification can be extended
to distributed data warehouses.

1 Introduction

Data Warehouses are data-intensive systems that are used for analytical tasks in
businesses such as analysing sales/profits statistics, cost/benefit relation statis-
tics, customer preferences statistics, etc. The term used for these tasks is “on-
line analytical processing” (OLAP) in order to distinguish them from opera-
tional data-intensive systems, for which the term “on-line transaction process-
ing” (OLTP) has become common.

The idea of a data warehouse [2, 3] is to extract data from operational
databases and to store them separately. The justification for this approach is
that OLAP largely deals with condensed data, thus does not depend on the lat-
est updates by transactions. Furthermore, OLAP requires only read-access to the
data, so the separation of the data for OLAP from OLTP allows time-consuming
transaction management to be dispensed with.

The main idea of data warehouses implies a separation of input from opera-
tional databases and output to views that contain the data for particular OLAP
tasks. In addition, the work in [4] shows that each data mart together with the
OLAP functions working on it defines a so-called “dialogue object”. According
to this view we obtain a data warehouse architecture as shown in Figure 1, a
three-tier model, consisting of operational database, the data warehouse, and
the data marts with OLAP functions.

Usually the design of data warehouses and OLAP systems uses rather in-
formal methods as e.g. in [2, 9]. Such approaches have been criticised in [1] for

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 1235–1244, 2005.
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Fig. 1. The general architecture of a data warehouse and OLAP

their lack of solid foundations and semantics and the inappropriateness of layers
of abstraction. Our work aims at showing that the use of the ASM method [1]
solves these problems, as Abstract State Machines (ASMs) provide a flexible
high-level language with a clear mathematical semantics.

In [11] we started developing an ASM ground model for data warehouses and
OLAP system based on the fundamental idea of separating input from opera-
tional databases from output to OLAP systems. According to this idea we obtain
a model of three interconnected ASMs, one for the operational database(s), one
for the data warehouse, and one for the OLAP system.

This idea was extended in in [8] focussing on cost-efficient distribution of
data warehouses. This last idea exploits fragmentation techniques from [6] and
the recombination of fragments, but still remains on rather informal grounds. In
this paper we start from the layered ASM specification for data warehouses and
OLAP systems and show, how this specification can be extended to distributed
data warehouses.

We start with a presentation of the three-tiered data warehouse ground model
in Section 2, accompanied by a simple concrete example. The we approach the
distribution design in Section 3. We conclude with a short summary.

2 An ASM Ground Model for Data Warehouses

In order to develop an ASM ground model we consider again the three-tier
model from Figure 1. At the bottom tier, we have the operational database
model, which has the control of the updates to data warehouse. The updates
are abstracted as data extraction from the operational database to maintain the
freshness of the data warehouse. In the middle tier, we have the data warehouse
which defines the data structure from a business point of view. It can either
be modelled in multidimensional database[9], or in relational as in our case, as
star or snowflake schemata [3]. At the top tier, we have the data marts, which
are constructed out of dialogue objects with OLAP operations. Based on this
three-tier architecture, we end up with three linked ASMs, the DB-ASM, the
DW-ASM, and the OLAP-ASM in our ground model.
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2.1 The Operational Database ASM

Since we are only interested in functions for the data warehouse, the opera-
tional database model is abstracted to have the data extraction functions only.
Basically the data warehouse presents a consolidated view of the operational
database. The consolidation is achieved through aggregation of the transaction
data, which will be realised by the data extraction rules defined in DB-ASM.
As data source types other than relational ones can be wrapped as relational,
we assume for simplicity that all data sources are relational, thus the signature
in DB-ASM would just describe the relation schemata. As relations can be seen
as boolean-valued functions, each relation with n attributes in one of the opera-
tional databases will define an n-ary function in the signature of DB-ASM. The
rules on DB-ASM correspond to the extraction of data for each of the relations
in the data warehouse schema. DB-ASM will export these rules to DW-ASM
for refreshing the data in the data warehouse and import the data warehouse
signatures from DW-ASM, which are needed when data extraction is initiated
from DB-ASM.

Example 1. Let us give a more concrete model by looking at an example taken
from [4–p.358]. In this case we have a single operational database with five
relation schemata as illustrated in the left hand HERM diagram in Figure 2.
Since the difference between the data extraction rules is not significant, we will
only present one rule definition as an example in the following DB-ASM model.

ASM DB-ASM
IMPORT DW-ASM(Shop, Product, Customer, Time, Purchase)
EXPORT extract
SIGNATURE

Store(2)(controlled),
Part(3) (controlled),
Customerdb(3) (controlled),
Buys(4) (controlled),
Offer(5) (controlled),
Schm sel(1) (monitored)

BODY
main = if selected(extract) then extract(Schm sel) endif
extract(Schm sel) =
case Schm sel of

Purchase: extract purchase
Customer: extract customer
Shop:extract shop
Product: extract product
Time: extract time

endcase
extract purchase =
forall i, p, s, t, p′, c with ∃q.Buys(i, p, q, t) �= ⊥ ∧
∃n, a.Customerdb(i, n, a) �= ⊥ ∧∃k, d.Part(p, k, d) �= ⊥ ∧
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Fig. 2. The operational database and data warehouse schemata

∃a′.Store(s, a′) �= ⊥ ∧∃d.(Offer(p, s, p′, c, d) �= ⊥ ∧date(t) = d)
do let Q = sum(q | Buys(i, p, q, t) �= ⊥), S = Q∗p′, P = Q∗(p′−c)
in Purchase(i, p, s, t, Q, S, P ) := 1

enddo
extract customer = . . .

2.2 The Data Warehouse ASM

For the data warehouse ASM we follow the same line of abstraction as for the
model of operational databases, i.e. the signature for DW-ASM will contain
functions that correspond to the relation schemata used in the data warehouse
star (or snowflake) schema. DW-ASM will import the data extraction rules from
DB-ASM and the signatures of the OLAP views from OLAP-ASM. On the
other hand it will export signaturs of star schema to DB-ASM and view creation
rules to OLAP-ASM. These rules will be defined in the same way as the rules
for the extraction operations in DB-ASM. As the basic function of the data
warehouse is to maintain the data in both data warehouse and OLAP, we define
two more rules, refresh schm, and refresh view. The latter one is required when
views are materialised. We also need two monitored functions, S and V . The
former contains the name of the selected schema to be refreshed, the latter has
the name of the selected view to be maintained.

Note that DW-ASM does not look significantly different from DB-ASM. The
reason for this is that both ASMs specify simple relational databases and view
creation operations on them. Of course, we would like to have efficient refresh-
operations. In particular, we would reduce the data warehouse updates to in-
cremental changes. The specification of corresponding rules will be left as a
refinement task.

Example 2. Let us continue the grocery store example using a simple star
schema for the data warehouse as illustrated by the right-hand side HERM dia-
gram in Figure 2. According to this we must specify five simple data extraction
rules. In addition, we will only present one sample view creation rule.

ASM DW-ASM
IMPORT DB-ASM(extract), OLAP-ASM(V sales)
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EXPORT create view
SIGNATURE Schm sel(1) (monitored), View sel(1) (monitored),

Shop(6) (controlled), Product(3) (controlled), Customer(3) (controlled),
Time(4) (controlled), Purchase(7) (controlled)

BODY
main =
if selected(refresh-schm) then extract(Schm sel)
elsif selected(refresh-view) then refresh view(View sel)
endif

refresh view(View sel) = case View sel of Sales: refresh V sales endcase
create view(View sel) = case View sel of Sales: create V sales endcase
create V sales =
forall s, r, st,m, q, y with
∃n, t, ph.Shop(s, n, t, r, st, ph) �= ⊥ ∧∃ . . . .Time(. . . , m, q, y, . . . ) �= ⊥
do let Q = sum(q′ | ∃c, p, t, s′, p′. Purchase(c, p, s, t, q′, s′, p′) �= ⊥

∧month(t) = m ∧quarter(t) = q ∧year(t) = y),
S = sum(s′ | ∃c, p, t, q′, p′. Purchase(c, p, s, t, q′, s′, p′) �= ⊥
∧month(t) = m ∧quarter(t) = q ∧year(t) = y)

in V sales(s, r, st,m, q, y,Q, S) := 1
enddo

refresh V sales = create V sales

2.3 The OLAP ASM

The top-level ASM dealing with OLAP is a bit more complicated, as it realises
the idea of using dialogue objects for this purposes. The general idea from [7] is
that each user has a collection of open dialogue objects, i.e. data marts for our
purposes here. At any time we may get new users, or the users may create new
dialogue objects without closing the opened ones, or they may close some of the
dialogue objects, or quit when they finish their work with the system.

Thus, we have a shared function req-queue to keep all the requests from the
users of the OLAP system. If the user logs onto the OLAP system, we keep his
user id usr to a controlled function user, with user(usr) �= ⊥. Similarly, we use
a controlled function datamart with datamart(dm) �= ⊥ iff dm is the identifier
of a data mart in the system. In addition, we need another controlled function
owner with owner(dm) = u indicating that user u owns the data mart dm.

Then part of the functionality of OLAP-ASM deals with adding and removing
users and data marts. In particular, when a user leaves the system, all data marts
owned by him must be removed as well.

The major functionality, however, deals with performing OLAP operations
on existing data marts or opening new data marts. In the latter case we use the
imported rules, create view from DW-ASM. Besides, we have to create a new
identifier for the data mart and associate an owner to it.

If the user from a dialogue object issues an operation other than quit, i.e.
the user does not want to leave the system, or close, i.e. the user does not want
to finish work on the current data mart, or open, i.e. no new data mart is to be
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created, then we may request to receive additional input, from the user before
the selected operation can be executed. For each user requests, we use five more
monitored functions in, usr, dm, view and op.

Example 3. The OLAP ASM for the grocery store application looks as follows:

ASM OLAP-ASM
IMPORT DW-ASM(create view)
EXPORT V sales
SIGNATURE

V sales(8) (controlled), req queue(1) (shared),
user(1) (controlled), datamart(1) (controlled), owner(1) (controlled),
in(1) (monitored), dm(1) (monitored), usr(1) (monitored),
op(1) (monitored), view(1) (monitored),
the view(1) (controlled), the arity(1) (monitored)

BODY
main =
forall req : req queue
do if user(req.usr) = ⊥ ∧ req.op = login
then user(req.usr) := 1
elsif user(req.usr) = 1
then case req.op of quit: quit close: close open: open
else OLAP process endcase
req queue := req queue \req enddo

quit =
forall dm′ with datamart(dm′) �= ⊥ ∧ owner(dm′) = usr

do datamart (dm′) := ⊥; the view(dm′) := ⊥ enddo ;
user(req.usr) := ⊥

close =
owner(req.dm) := ⊥; datamart(req.dm) := ⊥; the view(req.dm) := ⊥
open =
choose dm′ with datamart(dm′) = ⊥
do datamart(dm′) := 1 enddo
seq create view(req.view)
seq the view(dm′) :=req.view; r :=the arity(req.view)
seq forall x1, . . . , xr with req.view(x1, . . . , xr) �= ⊥
do dm′(x1, . . . , xr) := 1 enddo

OLAP process = get(request.in);
OLAP op(req.usr,req.dm,req.op,req.in)

3 Distribution Design

The ASM method assumes that we first set up a ground model as presented
in the previous section. In particular, we have assumed separate ASMs for the
database, the data warehouse and the OLAP tier. Each of these ASMs uses
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Fig. 3. Distributed Data Warehouse Architecture

separate controlled functions to model states of the system by logical structures
and rules expressing transitions between these states. The ASMs are then linked
together via queries that are expressed by these transitions.

3.1 The Approach to Distribution Design in General

In order to develop a distributed model of a data warehouse we proceed as
follows:

1. Replicate the data warehouse and the OLAP ASMs: For each node in the
network assume the same copy of the data warehouse ASM and the OLAP
ASM. This is illustrated in Figure 3.

2. Remove controlled functions and rules in local OLAP ASMs: If the needed
OLAP functionality is different at different network nodes, then this step
will simply reduce the corresponding OLAP ASM.

3. Fragment controlled functions in local data warehouse ASMs: This will reor-
ganise and reduce a local data warehouse ASM, if the corresponding OLAP
ASM does not need all of the replicated data warehouse. The refresh rules
are then adapted accordingly.

4. Recombine fragments in local data warehouse ASMs: This rules will reorgan-
ise a local data warehouse ASM according to query cost considerations. The
refresh rules are then adapted accordingly. A cost model and pragmatics for
choosing which fragments to recombine was presented in [5] and will not be
repeated here.

3.2 Details of the Distribution Approach

Replicating the data warehouse and ASM machines has no impact to the ma-
chines as such. However, it replaces DW-ASM and OLAP-ASM by several iden-
tical machines OLAP-ASMi and DW-ASMi. Also, removing functions and rules
that are not used by a site does not cause any problems. We simply simplify
OLAP-ASMi and DW-ASMi for some i.
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For instance, when a replicated OLAP-ASM at node i has no interest in the
sales in north region, then the view total sales north can be set to undefined.
Consequently, when total sales north is set to undefined, the corresponding view
creation should be removed as well.

For fragmentation we distinguish between horizontal and vertical fragmenta-
tion [5]. If we fragment a controlled function Si with arity ari horizontally by
using some selection predicate ψ, we replace it by new controlled functions Si1

and Si2, both keeping the arity ari subject to the following condition:

Si1(x1, . . . , xari
) �= ⊥ ⇔ Si(x1, . . . , xari

) �= ⊥ ∧ ψ(x1, . . . , xari
) and

Si2(x1, . . . , xari
) �= ⊥ ⇔ Si(x1, . . . , xari

) �= ⊥ ∧ ¬ψ(x1, . . . , xari
).

Example 4. Assume ψ is defined as: net price product ≥ 1000. The we replace
purchase of arity 7 by purchase exp and puchase nonexp, both having arity 7,
provided the following condition is satisfied:

p exp(c, s, p, t, Q, S, P ) �= ⊥ ⇔ purchase(c, s, p, t, Q, S, P ) �= ⊥ ∧ S/Q ≥ 1000.
p nexp(c, s, p, t, Q, S, P ) �= ⊥ ⇔ purchase(c, s, p, t, Q, S, P ) �= ⊥ ∧ S/Q < 1000

where c is customer id, s is shop id, p is product id, t is time, Q is quantity, S
is money sale, and P is profit.

If we use a horizontal fragmentation, then we have to add refresh rules for
the new functions Si1 and Si2:

extract Si1 :[ extract Si1 = extract Si;
forall x1, . . . , xari

with Si(x1, . . . , xari
) = 1 ∧ ψ(x1, . . . , xari

) = 1
do Si1(x1, . . . , xari

) := 1enddo]

and

extract Si2 :[ extract Si2 = extract Si;
forall x1, . . . , xari

with Si(x1, . . . , xari
) = 1 ∧ ψ(x1, . . . , xari

) = ⊥
do Si2(x1, . . . , xari

) := 1enddo]

Example 5. Continuing the previous example we obtain two new refresh rules
as follows:

extract p exp :[ extract p exp = extract purchase;

forall c, s, p, t, Q, S, Pwith purchase(c, s, p, t, Q, S, P ) = 1 ∧ S/Q ≥ 1000

do p exp(c, s, p, t, Q, S, P ) := 1enddo]

and

extract p nexp :[ extract p nexp = extract purchase;

forall c, s, p, t, Q, S, Pwith purchase(c, s, p, t, Q, S, P ) = 1 ∧ S/Q < 1000

do p nexp(c, s, p, t, Q, S, P ) := 1enddo]
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Rule 1. Fragment controlled function vertically by σ:

DW-ASM � Si(ari)
DW-ASM′ � Si1(ari1), . . . , Sin(arin)

ϕ

where ϕ is defined by:

Sij(x1, . . . , xarij
) �= ⊥ ⇔ ∃y1, . . . , yari

.Si(y1, . . . , yari
) ∧

∧
1≤p≤arij

xp = yσj(p)

and
⋃n

j=1{σj(1), . . . ,σj(arij)} = {1, . . . , ari}.

Rule 2. Add refresh rules according to vertical fragmentation σ:

DB-ASM′ � extract Sij : [ extract Sij = extract Si;
forall x1, . . . , xari

with Si(x1, . . . , xari
) = 1

do Sij(xσj(1), . . . , xσj(arij)) := 1 enddo]

Rule 3. Recombine fragments according to query cost as introduced in [5, 8]:

DW-ASM � Si1(ari1), Si2(ari2)
DW-ASM′ � Si1 ⊕ Si2(arnew)

The combined fragment Si1⊕Si2 can be obtained from Si by using selection
with ϕ ∨ ψ followed by projection using σ + τ , which is defined by

(σ + τ)(j) =

{
σ(j) for j = 1, . . . , k

τ(j − x) else

assuming σ is defined on {1, . . . , k} and τ on {1, . . . , �}. Alternatively, we may
re-combine Si1 and Si2 by an outer-join, which would produce a result different
from Si1 ⊕ Si2, in which irrelevant values are replaced by ⊥. This is described
in the following rule of adapting refresh rule.

Rule 4. Adapt refresh rule according to fragment recombination:

DB-ASM′ � extract Si1 ⊕ Si2 :
[ extract Si1 ⊕ Si2 = extract Si1; extract Si2;
forall x1, . . . , xari1 , y1, . . . , yari2

with Si1(x1, . . . , xari1) = 1 ∨ Si2(y1, . . . , yari2) = 1
do if

∧
1≤j≤m

xari1−m+j = yj

then x(x1, . . . , xari1−m, y1, . . . , yari2) := 1
else x(x1, . . . , xari1 ,⊥, . . . ,⊥) := 1;x(⊥, . . . ,⊥, y1, . . . , yari2) := 1
endif

enddo]
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4 Conclusion

In this paper we presented a continuation of the work in [11] dealing with the use
of Abstract State Machines (ASMs) for the design of data warehouses and OLAP
systems. Based on the general idea of data warehouses separating input from op-
erational databases from output to dialogue-based on-line analytical processing
(OLAP) systems, we canmodel such systems by three interleaved high-level ASMs.
In this articlewe extended this specification to capturedistributeddatawarehouses.

The approach covers requirements at a very high level of abstraction, but
nevertheless provides the rigorous mathematical semantics of ASMs from the
very beginning of systems development. There is no switch in terminology during
the design, which will ease the validation of requirements, and enable even formal
verification when this becomes suitable.

The work in [10] contains an intensive overview of our complete ASM-based
formal approach t5o the design of data warehouses and OLAP systems including
a first version of a refinement calculus. In our future research we will extend the
calculus.
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Abstract. In this paper we construct a mathematical model for the ge-
netic regulatory network of the lactose operon. This mathematical model
contains transcription and translation of the lactose permease (LacY)
and a reporter gene GFP. The probability of transcription of LacY is
determined by 14 binding states out of all 50 possible binding states of
the lactose operon based on the quasi-steady-state assumption for the
binding reactions, while we calculate the probability of transcription for
the reporter gene GFP based on 5 binding states out of 19 possible
binding states because the binding site O2 is missing for this reporter
gene. We have tested different mechanisms for the transport of thio-
methylgalactoside (TMG) and the effect of different Hill coefficients on
the simulated LacY expression levels. Using this mathematical model we
have realized one of the experimental results with different LacY con-
centrations, which are induced by different concentrations of TMG.

1 Introduction

The ultimate goal of molecular cell biology is to understand the physiology of
living cells in terms of information that is encoded in the genome of cell. After
the completion of the sequencing of the human genome, a great challenge in
understanding biological complexity is to reconstruct the regulatory networks
governing the dynamics of cellular processes. Much of the complexity lies in
regulatory networks that couple DNA replication, transcription, translation, en-
vironmental stimuli, cell metabolism, cell division etc. Dissecting the complexi-
ties of regulatory networks is essential for understanding regulatory functions of
biological pathways, such as transcriptional pathways, metabolic pathways and
signal transduction pathways. During the past two decades, substantial progress
has been made in understanding the biochemical properties of genetic regu-
latory networks by mathematical modelling [2], [3], [4], [11], [12]. Because of
the sheer number of components and regulatory interactions, in recent years,
it has become increasingly clear that sophisticated mathematical models and
computational methods will be needed to manage, interpret and understand the
complexity of biological information [9].
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Many systems of gene regulation in humans are quite complex and it is diffi-
cult to model these complicated biological systems due to the lack of quantita-
tively regulatory information and experimental data. By studying simple models
of gene regulation, we hope to gain insight into how more complex gene regula-
tory systems work. The lactose operon has been considered as a model system
for understanding the molecular biology of gene expression and its regulation.
The lactose operon encodes the genes in the pathway for the import of lactose
or lactose analogue into the cell and its transformation to glucose and galac-
tose. The basic components of this network have been well characterized and a
large amount of information has been acquired, making it an ideal candidate for
global analysis in the emerging field of genetic network analysis. For this model
system, people are very interested in the bistability properties, which is the ca-
pacity to achieve multiple internal states in response to a single set of external
inputs, and have designed different types of mathematical models for realizing
bistability properties [7], [10], [13], [14].

Recently Ozbudak et al. [6] have studied the multistability property in the
lactose utilization network. The thio-methylgalactoside (TMG) is used to in-
duce the cell and a large amount of information has been obtained for the
bistability properties with respect to different concentrations of glucose and
TMG. In addition, a conceptual mathematical model has been developed to find
out the conditions for realizing bistability in the network of the lactose operon.
Based on the regulatory mechanisms proposed in [6], we develop a more detailed
mathematical model in this paper to simulate the genetic regulation in the lac-
tose operon. In section 2 we discuss the construction of mathematical model
and numerical simulations are presented in section 3. Discussions are given in
section 4.

2 Mathematical Model

Genetic regulatory mechanisms in the lactose operon are presented in Fig. 1.
This network comprises three genes: lacZ, lacY and lacA. lacZ codes for β-
galactosidase, an enzyme responsible for the conversion of lactose into allolactose
and subsequent metabolic intermediates. lacY codes for the lactose permease
(LacY), which facilitates the uptake of lactose and similar molecules, including
TMG, a non-metabolizable lactose analogue. lacA codes for an acetyltransferase,
which is involved in sugar metabolism [6].

Transcription of the lactose operon is inhibited by a lac repressor (LacI)
but is enhanced by the cyclic AMP receptor protein (CRP). The activity of
repressor LacI is decreased by the binding of intracellular TMG. Thus uptake
of TMG induces the synthesis of LacY, which in turn promotes further TMG
uptake. This mechanism leads to a positive feedback loop that creates potential
for bistability. On the other hand, cAMP accumulates inside the cell in the
absence of glucose. cAMP can bind to and trigger activation by CRP, which
will enhance transcription of the lac operon. Glucose in the network can inhibit
lac expression by two negative regulatory functions: to decrease the synthesis of
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cAMP and to interfere with LacY activity. As cAMP levels are not affected by
TMG uptake, the extracellular concentrations of TMG and glucose can be used
independently to regulate the activities of LacI and CRP, the two cis-regulatory
inputs of the lac operon.

In this network, a single copy of the green fluorescent protein gene (gfp) is
incorporated into the chromosome of E. coli in order to report the activities of
LacY. This report gene has the similar regulatory mechanisms as those of LacY
but the binding site O2 is missing in the reporter gene [6]. Another report gene
HcRed in Fig. 1 will not be included in the mathematical model.

The first mechanism discussed here is the TMG transport into the cell, which
is assumed to be the same as that of lactose transport [7], [13]. The transport of
TMG is enhanced by the concentration of LacY but is inhibited by the concen-
tration of glucose

TMGin = kin

[
[TMGext]

[TMGext] + Kin

] [
KGlu

KGlu + [Glu]

]
[LacY] (1)

= kin

[
[TMGT]− [TMGint]

[TMGT]− [TMGint] + Kin

] [
KGlu

KGlu + [Glu]

]
[LacY].

where [TMGext] and [TMGint] are concentrations of extracellular and intracel-
lular TMG, respectively. [TMGT] is the total TMG concentration and degrada-
tion of TMG is not considered here. kin = 1080 min−1 is the TMG uptake rate,
Kin = 0.05 μM is the saturation constant for TMG uptake, KGlu = 271 μM

Fig. 1. The lactose utilization network. Reproduced with permission from Nature [6],

copyright 2004, Macmillan Magazines Ltd
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is the TMG transport inhibition constant by glucose [7]. [LacY] and [Glu] are
concentrations of LacY and glucose, respectively.

For the reversible TMG transport, it is assumed that TMG efflux is dependent
on the internal TMG concentration but independent on the extracellular glucose
[7], namely

TMGout = kin

[
[TMGint]

[TMGint] + Kin

]
[LacY]. (2)

The same transport constants kin and Kin are used here for TMG efflux.
Two possible mechanisms have been discussed for the function of glucose in

cAMP synthesis [13]. This synthesis process is inhibited either by extracellular
glucose or by internal glucose that has been transported into the cell. When the
concentration of extracellular glucose is low, there is little qualitative difference
between these two inhibition mechanisms [13]. For simplicity, we do not discuss
the transport of glucose and assume that the cAMP synthesis is regulated by
extracellular glucose

s(cAMP) = kcAMP
KcAMP

[Glu] + KcAMP
, (3)

where KcAMP = 40 μM is the inhibition constant for the effect of glucose on
cAMP synthesis, and kcAMP = 5.5 μM min−1 is the cAMP synthesis rate.

One or two cAMP molecules can bind to CRP to form cAMP-CRP complex
CAP or CAP2, then only complex CAP will bind to the specific DNA binding
site to enhance transcriptional initiation of the lac operon. As CRP has constant
concentration [CRP] = 2.6μM, mass balances on cell complex involving CRP and
cAMP are considered. The concentration of CAP can be calculated by [13]

[CAP] =
2KCAP[cAMP]f

(KCAP + [cAMP]f )2
[CRP], (4)

where KCAP = 3.0 μM, and [cAMPf ] is the concentration of free cAMP

[cAMP]f =
[cAMP]−KCAP − 2[CRP]

2

+
1
2

√
([cAMP]−KCAP − 2[CRP])2 + 4[cAMP]KCAP.

The affinity of the repressor LacI to its specific DNA binding sites is decreased
by the binding of TMG to the repressor. Similar to the discussion in [6], it is
assumed that the concentration of free LacI in cell is

[R] =
Kn

R

Kn
R + [TMGint]

n
[RT ], (5)

where RT = 0.029 μM is the total concentration of repressor in cell [7]. KR is
the half-saturation concentration, and it is used as a free parameter to match
the experimental data. The Hill coefficient n = 2 is used in [6] but we will test
different values in simulation.
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The transcriptional initiation rate is determined by the probabilities of the
binding states in which a mRNA polymerase (mRNAP) is bound to site 2 while
site 3 is either empty or bound by a complex CAP. Santillán and Mackey [7]
recently have given a full list of the 50 possible binding states of the lac operon.
Detailed information can be found in Tables 1 and 2 in [7]. Here we use a function

s(LacY ) = k1f([mRNAP], [CAP], [R]) (6)

to represent the transcriptional rate. Here it is assumed that the mRNAP concen-
tration is constant ([mRNAP] = 3.0μM) [7]. The rate of transcriptional initiation
is k1 = 0.18 min−1.

As the O2 binding site is missing in the reporter gene GFP [6], there are
only 19 possible binding states and 5 favourable binding states for transcription,
namely they are epee, epce, rpee, cpee and cpce by using the notation in Table
1 in [7]. Based on the energies of these 19 binding states, the transcriptional rate
of GFP is given by

s(gfp) = k1
4.5 ∗ 10−8 + 19.64c + 15.16r + 0.021c2

1 + 25.54R + 900.44c + 13646.79r2 + 17334.44rc + 0.0544c2
, (7)

where c = [CAP] and r = [R].
Based on the above considerations, we can construct a mathematical model

for describing the genetic regulation of the lactose operon, given by

d[TMGint]
dt

= TMGin − TMGout

d[cAMP]
dt

= s(cAMP)− d1[cAMP]

d[mRNALacY]
dt

= s(LacY )− d2[mRNALacY] (8)

d[LacY]
dt

= k2mRNALacY − d3[LacY]

d[mRNAGFP]
dt

= s(gfp)− d4[mRNAGFP]

d[GFP]
dt

= k2[mRNAGFP]− d5[GFP],

where k2 = 18.8 min−1 is the translation initiation rate [7], d1 = 2.1 + 0.02
min−1, d2 = 0.01 min−1, d3 = 0.01 min−1 [7], d4 = 0.0677 min−1 and d5 = 0.04
min−1 [1] are degradation rates of cAMP, mRNA and protein of LacY, mRNA
and protein of GFP, respectively. The initial condition of the above system can
be zero or very low concentrations for each variable.

3 Simulation Results

When simulating system (8), we found that the ratios of the expression levels
of LacY and GFP are nearly the same with regard to different total TMG con-
centrations. The transcriptional rates of these two genes, defined by (6) and (7),
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Fig. 2. Concentrations of LacY at equilibrium states based on different Hill coefficients

n and different total TMG concentrations [TMG]T

are nearly the same, although the values of transcriptional probabilities for all
possible binding states and for the favourable binding states are different. The
difference in degradation rates determines the different expression levels of these
two genes. Thus we will only report the expression levels of LacY in the following
study.

We first discuss the effect of Hill coefficient n in (5) on the expression levels
of LacY. It has been assumed that n = 2 in (5) to determine the activity of the
repressor [6]. As the lac repressor is a tetramer, four TMG proteins may bind
to repressor LacI and only free repressor has a high affinity for its specific DNA
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binding sites. Thus we first test the concentration of LacY in steady state with
different n. For doing this we simulated the system in the time interval [0, 1000]
with different initial total TMG concentration [TMG]T ranging from 0 to 100.
The left figure in Fig. 2 gives the expression levels of LacY at steady-states (the
concentration of LacY at t = 1000) with KR =

√
10, n = 2, 3, 4 and differ-

ent [TMG]T concentrations. Compared with the steady state expression level
[LacY] = 662.00 that is obtained when [TMG]T = 100, the relative expression
levels of LacY when [TMG]T = 30 are 0.4797, 0.8089 and 0.9525 for n = 2, 3
and 4, respectively. Simulation results with n = 4, presented in the right figure
of Fig. 2, are consistent with the experimental results that were presented in the
lower panel of Fig. 2 (b) in [6]. It is suggested to use the Hill coefficient n = 4,
and this is consistent with the fact that the repressor is a tetramer [7] and the
analysis in [7]. On the other hand, coefficient KR can be used to adjust the slope
of curves in Fig. 2. Here we choose KR =

√
10 in order to match experimental

results. Thus all of the following simulations in this paper are based on n = 4
and KR =

√
10.

Next we test the transport mechanism of TMG. As there is little informa-
tion on TMG transport, we use the transport mechanism of lactose directly in
this paper. We simulated system (8) with different transport rate s1. Numeri-
cal results indicates that transport rate s1 has little influence on the expression
levels of LacY at steady states. Concentrations of LacY and internal TMG will
reach the steady state quickly when a larger s1 is used. Thus a large transport
rate such as s1 = 1080 should be used in mathematical modelling because the
activity of lac operon increases quickly in experiment.

Finally the dynamics of system (8) is reported. Here we only give the con-
centrations of internal TMG and LacY with different total TMG concentrations
[TMGT], because the concentration of cAMP is nearly a constant and the mRNA
concentration of LacY is proportional to that of LacY. The intracellular TMG
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will reach the steady state quickly, at which about half of TMG is inside the cell.
Compared with the internal TMG concentration, LacY concentration reaches the
steady state slowly and more time is needed if the total TMG concentration is
larger.

4 Discussions

In this paper we have developed and numerically analyzed a mathematical model
for the genetic regulation of the lactose operon in E. coli. A system with six dif-
ferential equations is used to model transcription and translation processes of
LacY and the reporter gene GFP. Based on numerical simulations we have dis-
cussed transport mechanisms of TMG and the effect of different Hill coefficients
on the simulated expression levels of LacY. Numerical simulations have given
good approximation to one of the experimental results.

All of the simulations in this paper are based on the initial conditions with
low LacY concentrations, which correspond to the initially uninduced cell in
the lower panel of Fig. 2 (b) in [6]. We also simulated system (8) based on
initial conditions with high LacY concentrations. However, we did not realize
the experimental results with fully induced lac expressions in the upper panel
of Fig. 2 (b) in [6]. This suggests that there are some mechanisms in the lac
operon for maintaining the high expression state but these mechanisms have not
been included in the mathematical model. More detailed mathematical models
should address this issue. In addition, we have presented the dynamics of the
lac operon when no glucose exists in the media. This mathematical model can
get good simulation results only when the glucose concentration is very low in
the media. This is consistent with the discussion by Wong et al., [13]. As it has
been indicated that the glucose concentration which inhibit lactose transport is
critically important, we should discuss the transport of glucose and inhibitation
mechanism by the internal glucose when the glucose concentration is large in
the media.

Experimental results indicate that the lac operon is a stochastic system [5],
[6]. When TMG with different concentrations was added into the media, dif-
ferent proportions of cells were induced and bimodel population distributions
were observed [6]. By using the deterministic model here we can only realize
different average LacY concentrations. Stochastic models, based on either de-
tailed biochemical reactions [5] or stochastic differential equations [8], should be
constructed in order to realize the single cell experimental results, which is a
challenging and exciting future area for research.
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Abstract. We present a model which enables us to study emergent prin-
ciples of immune system T-cell repertoire self-organisation, based on a
stochastic cellular automata model of a simplified lymphatic compart-
ment. An extension of the immune system shape space formalism is devel-
oped such that each activated effector T-cell clonotype and viral epitope
are represented as nodes, and edges between nodes models the affinity
or clearance pressure applied to the antigen presenting cell bearing the
target epitope. When the model is repeatedly exposed to infection by het-
erologous or mutating viruses, a distinct topology of the network space
emerges which parallels recent biological experimental results in the area
of cytotoxic T-cell activation, apoptosis, crossreactivity, and memory -
especially with respect to repeated reinfection. The model presented here
is a stochastic agent-based approach, which allows a broad distribution
of results to be studied by tuning crucial T-cell life-cycle probabilities.

1 Introduction

In this paper, we propose a new approach which we feel supports well current
biological experimentation in the area of cytotoxic T-cell activation, apoptosis,
crossreactivity, and memory - with particular emphasis on repeated reinfection
by heterologous antigens. Furthermore, the model presented here is a stochastic
agent-based approach, which allows a broad distribution of results to be studied
by tuning crucial T-cell life-cycle probabilities. It is our objective to study the
means by which organising principles emerge which may govern the macroscopic
behaviour of the immune system, based on a direct microscopic model. This ap-
proach is taken because reductionist techniques are likely to fail when confronted
with global or system wide phenomena of the immune system.

This paper is organised as follows: Section 2 explains the principles of the ex-
tended model used throughout, Section 3 presents some of the important results
from the model, while Section 4 discusses the importance of the findings.

2 The Model

The dynamics governing affinity between antigen and lymphocyte is developed
directly from the shape space formalism [1]. In shape space, each unique antigen

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 1254–1263, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Network Emergence in Immune System Shape Space 1255

epitope and CTL clone is represented as a point within the two dimensional (N =
2) discrete space, of size 50× 50. Surrounding each CTL clone is a disc of radius
ρ 1. Any antigen epitope located within the disc will subject to clearance pressure
with a force inversely proportional to the distance between the two. In this model,
we examine the immune response to primary and secondary virus challenge by
both conserved and variable epitopes borne by APC. Specifically, we examine the
emergence of cross-reactive responses between viruses as diverse as lymphocytic
choriomeningitis (LCMV), Pichinde virus (PV) and vaccinia [3, 4, 5].

A shape space network. We make the following refinement to shape space: recent
work [6, 3] has shown that effector CTL memory cells are capable of recognis-
ing diverse epitopes of unrelated viruses, and the authors conclude that cross-
reactivity between heterologous viruses may be a key factor in influencing the
hierarchy of CD8+ T-cell responses and the shape of the memory T-cell pools.
Therefore, we propose that shape space can be used to model both homogeneous
viruses with conserved and mutated epitopes [7], as well as heterologous (derived
from a separate genetic source) viruses with cross-reactive epitopes. A network
model of shape space emerges naturally from the real space model as follows:
each immunogenic epitope ek and activated CTL clonotype cj are considered as
nodes in the space.

Clearance pressure applied between two nodes ck and ek is represented as a
directed edge between them (cjek). Each edge carries an implicit weight, repre-
senting the distance between the two nodes in shape space and therefore, a mea-
sure of the affinity between the nodes2. After initial infection, most cj undergo
programmed apoptosis (a crucial regulator of immune system homeostaisis). In
our network model, this means that edges between such nodes are deleted. How-
ever, recruitment to the memory pool consumes around 5 − 10% of activated
CTL [8, 9, 10], therefore, these nodes remain active in shape space, preserving
the edge connected to the stimulatory epitope ek. In Section 3 we discuss how
the topology of this network emerges and evolves during runtime, and how such
the network topology can explain phenomena of cross-reactive memory, epitope
mutation and escape, and how different immune responses arise when the same
stimulus is applied to two different networks.

In the particular example shown in Fig. 1, and antigen presenting cell has two
cytotoxic lymphocyte cells as nearest neighbours. When apc and ctl− are adja-
cent in real space, shape space affinity rules determine whether a bind between
the two will arise. Whereas shape space is used to model the affinity between
CTL response and viral peptide epitope, the life-cycle of the real space effector
T cells is the same as that presented in [11].

Recirculation. Within the real space model of the lymphatic compartment, CTL
cells constantly recirculate, sampling their nearest neighbours in order to detect

1 Other models [2] have placed the antigen epitope at the locus of the disc of influence,
without loss of generality.

2 Conversely, a measure of the vigour which cj mounts against, or suppresses ek.
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Fig. 1. On the left, the array of lattice sites k0, k1, . . . , kn represents the real space data

structures in memory. Each ki holds a pointer to a structure describing the site occupant

for the current time-step τ . Pointers are used in order to implement fast movement

about the lattice: to move occupants around, a pointer swap is all that is required.

On the right, the lattice of sites ss0, ss1, . . . , ssn is the array holding shape space

information (such as clonotype density levels). Information flows bi-directionally from

shape space: local space entities are assigned their clonotype or epitope co-ordinate,

and local space population changes are updated in shape space

the presence of infected antigen-presenting cells. On the lattice, each immune
cell ci has two neighbourhoods: an inner and an outer, denoted Ri and Ro,
respectively, with |Ri| = 8 and |Ro| = 16 (with radius 1 and 2, respectively).
As part of the update of the lattice, each ki recirculates within the real space,
implemented as follows: first, Ri is examined in order to locate an unoccupied
position into which the immune cell may move. If an empty cell is located within
Ri, ki will move into it with probability P (inner) = 0.9. If no space is available
within Ri, Ro is searched for a free space. If a free space is located in Ro, ki will
move into it with probability P (outer) = 0.7. If both Ri and Ro are occupied,
then no movement of ki will occur in this time-step. If a free location is found
in Ri or Ro, the new coordinates of ki are calculated and the cell is moved. The
values chosen for P (inner) and P (outer) are subjective and reflect the concept
of cell motion into proximate and nearby space, respectively.

2.1 Model Parameters

Crossreactivity: In this model, the number of different clonotypes which respond
to the same (randomly selected) epitope is a ratio of the clonal cutoff parameter
to the length of shape space, or ρ/L = ρ̂. This is crucial parameter is known
as crossreactivity. Some research [4], has suggested this figure to be as high as
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50 − 111. In the original work of Perelson and Oster [1], the fraction of clono-
types which bind a randomly selected antigen was estimated conservatively at
10−3, therefore, a shape space of size 2.5×103 (used here), the number of differ-
ent clonotypes which respond to the same epitope would be ∼ 2.5. In previous
work [12], we found that in a model of healthy primary response, the number
of clonotypes responding to a randomly selected epitope was on the average 25
(with ρ̂ = 0.14), and this value is also used in the model we present here. This
value is lies roughly in between the low estimate of [1] and the high estimate of [4].

Experiment. Objective: To analyse the critical nature of crossreactive memory
in response to epitopes from heterologous antigens. In particular, we study the
emergent network in shape space in an effort to understand principles of self-
organisation.

Method: At time τ = 0, 5000 antigen are placed at random locations on the
real space lattice, to simulate antigen-presenting cells entering the lymphatic
compartment with marker epitopes displayed on the cell surface. At this stage,
the immune system will be in a virgin state without having been exposed to any
previous antigen. A primary response will ensue, and a low level fraction of cells
will enter the long-lived memory pool, and the remainder of the effector cells will
undergo apoptosis. At time τ = 1500, τ = 3000, τ = 4500, further infections are
introduced. At each infection point, all antigen presenting-cells carry the same
epitope, but the epitope is different to the one seen at the previous infection
point 3. In this way, we simulate four heterologous infections challenging the
immune system, and this enables us to study the activation network, as well to
study the critical nature of crossreactive memory. The simulation executes for
6000 time-steps, simulating some 125 days of real time. This scenario is referred
to as E1 in the rest of this paper.

Assumptions. In E1 we assume a case of non-proliferating antigen, and there-
fore the clearance rate of infected cells from the real space is a function of recogni-
tion and stimulation only (ie, affinity). In both experiments, effector T-cells have
a 2% chance of entering the memory pool once the infection has been cleared.
We assume that shape space is completely covered. That is, for n clonotypes in
2-dimensional shape space:

nπr2 , L2
s (1)

Eqn. 1 is a realistic assumption in that an escape mutation does not mean no
further clearance pressure is ever brought to bear on the mutated antigen. On
the contrary, in this model, escape mutation means that no active effector cells
(either memory or primary response) can apply clearance pressure at the time
of mutation. In such a case, the immune response is synthesised as a de novo
primary response - characterised by relatively slow precursor cell activation and
population growth rates, with a consequent elongated antigen clearance profile,

3 In all, four distinct epitopes e1, e2, e3, e4, will be presented to the real space model.
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typically extended over eight days or more. We replicate the on-going thymus
generation of cytotoxic T cell precursors by injecting into the lattice some 5×103

precursor CTL cells (ctl−) at the start of each infection event.

3 Results

The ouput of the first experiment (E1) is summarised in Fig. 2 and Fig. 3.
The network topology of shape space is shown in Fig. 2, at the end of four
infections, introduced at τ = {0, 1500, 3000, 4500}. To monitor the state of the
CTL memory pool, the lattice was sampled at τ = {1500, 3000, 4500, 6000}, and
at each sample, only CTL memory clonotypes and immunogenic epitopes were
recorded. As such, CTL cells which had not undergone apoptosis, or become
memory cells, are not shown. Clearly, most immune challenges do not present

Fig. 2. The development of a four-epitope network in shape space represented over 6000

time-steps. Only CTL memory clonotypes are shown. At the centre of each cluster is

the immunogenic epitope, and each node connected to the cluster centre is a stimu-

lated CTL
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Fig. 3. Real space density levels of antigen presenting cell (a) and CTL cell (b) respec-

tively in the model of the lymphatic compartment over the course of each infection.

Plots are superimposed in order to convey cell density levels. In both panels, cell levels

are shown by •, ◦, �, , to represent first, second, third and fourth infections respectively

themselves at equal-dose and equally-spaced time intervals, so our choice of
infection time and sample time is somewhat contrived. However, as it serves to
illustrate the underlying theory, we will continue with this configuration. After
the first infection has been cleared, the CTL memory cells are arranged in a
cluster formation around the immunogenic epitope (Fig. 2(a)). As discussed in
Section 2.1, there is a spread of memory within a disc of radius ρ̂ from the epitope.
As this model is stochastic, the shape space activation spread is “irregular” in
nature. Real space clearance rates of the infected cells, and CTL density levels
are shown in Fig. 3 (a) and (b), respectively.

The first infection (•) is cleared with an infected cell half-life of about 3.2 days
(τ = 156), with 5% remaining after 10.2 days, and this is broadly in keeping with
clearance profiles expected during primary response. When the second infection
has been cleared, the shape space network has developed further (Fig. 2(b)):
two unconnected clusters emerge. Clearance rate associated with second infec-
tion (Fig. 3 (a), (◦)) indicates that no advantage was conferred on the immune
response during elimination of the second pathogen: a normal primary response
was required - and the clearance rate was almost identical the to first infection
(•), with a half life of 132 ≤ τ ≤ 144, and a 95% clearance obtained at 10.25
days. As can be seen from Fig. 3 (a), both first and second infections are similar
in clearance profile indicating that no previously primed memory cells partici-
pated in cell removal, and this is borne out by the two-cluster configuration in
shape space in Fig. 2 (b). The randomly chosen epitope location in shape space
for the third infection places it in a position such that |ε1 − ε3| ≤ 2ρ̂, and some
crossreaction between memory CTL arises. Between the two clusters, some 8
CTL have deg(2) 4, and the two clusters are fused into one. The advantage con-

4 These nodes were known as α nodes in [13].
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ferred on the immune system when memory cells respond to a challenge is clear:
because they are primed from the point of a previous infection they produce
armed effector cells without spending time in clonal expansion. Having already
been primed by a previous encounter with the specific pathogen, they undergo
expansion with lower death rates than during primary response: they therefore
accumulate more quickly [14].

From Fig. 3 (a), the half life of the third infected cell population (-) is ∼ 72,
which is a efficiency improvement of around 50% compared to the previous two.
When the final infection is analysed, an important condition has arisen in the
shape space network: all small clusters have joined together merged into one
large cluster, due to the critical influence of crossreactive memory clonotypes.
Only one clonotype is responsible for connecting the two clusters of Fig. 3 (c) to
into one large cluster. The benefit of this single cluster network shape space is
demonstrated by the clearance dynamics of 3 (a): the final infection (") is cleared
so rapidly (half-life ∼ 36) that it would probably be asymptomatic. Analysis of
the CTL density levels in real space (Fig. 3 (b)) explains how clearance of infected
cells is so rapid: each consecutive challenge with the same level dose of infected
cells, is met with increasingly rapid effector population growth, and a gradually
increasing memory pool.

As each infection is introduced and cleared, the average degree of the network
in shape space increases. The conditions under which immunity to one virus can
reduce the effects of challenge by a second virus are clear from Fig. 2: one or more
nodes in the first cluster must also have an edge to the second cluster. Thus,
damage to or suppression of these critical nodes will have a significantly greater
impact than damage to leaf nodes. Crossreactive memory nodes are called α
nodes, and non-crossreactive leaf nodes are β nodes (following the terminology
presented in [13]). Also from Fig. 2, the clinical phenomena of two identical

Fig. 4. Log plots of the edge degree distribution in shape space network (a) and random

network (b). Clearly, (a) has a central mode around deg(1) and statistically significant

modes around deg(20), deg(35) and deg(49). For comparison eacn node in (b) has

degree probability drawn from a uniform distribution in the range [0, 50]
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infections have a different disease outcome has a possible explanation in shape
space network topology: the density and distribution of α nodes will play a crucial
role in determining if the ensuing immune response is primary or secondary. The
degree deg(k) of a node is the number of edges associated with that node.

In Fig. 4, we compare the degree distribution of the shape space network at
time τ = 6000 (a), with that of a random network (b) in which each the degree
of each node is same probability drawn from a uniform distribution in the range
[0, 50]. Clearly, Fig. 4 (a) is not a random distribution and is typical of the density
distributions observed over many trials: it has a clear mode at 1 (from Fig. 2 (d),
the majority of nodes of deg(1)) and three minor modes centred around 20, 35
and 49, which represents the cluster “centres” of the immunogenic epitopes. This
non-random degree distribution clearly demonstrates some form of consistent
structure emerging from a highly stochastic model of the real space, where the
emergent network topology after four infections is arranged around immunogenic
epitopes connected in hub-and-spoke formation to memory CTL cells, and in
turn, cross-reactive memory CTL clonotypes connect cluster formations to each
other such that the overall network is connected at the end of the simulation.

4 Discussion and Conclusions

Most discrete computational models of immune response to viral infections have
used real space or shape space formalisms. In this study, however, we have pre-
sented a model based on a combination of the two, with the objective of demon-
strating how emergent behaviour and principles of self organisation may arise from
a many-particle microscopic system. This is achieved by using a stochastic model
of the lymphatic system as stimulus to shape space differentiation and distribu-
tion. We have developed an extension to shape space which goes beyond restrictive
early network models, to demonstrate a mechanism by which early and protective
immunity can be mediated by memory T cells generated by a previous heterolo-
gous viral infection. This important feature emerges in the shape space network
as a memory T cell node v of deg(v) ≥ 2. An edge between two nodes ckek is
added whenever one exerts clearance pressure against the other. The pressure ap-
plied between two nodes ck and ek is represented as a directed edge between them.
Each edge carries an implicit weight, representing the distance between the two
nodes in shape space and therefore, a measure of the affinity between the nodes.

Of course, the degree of protective immunity offered by cross-reacting mem-
ory cells is dependent on the distance between the memory T cell clonotype and
the immunogenic epitope, with optimal immunity arising when reinfection is by
the same antigenic epitope. In our results, we have seen increasingly effective
clearance dynamics as the memory pool increases, and each T cell clone has a
2% chance of becoming a long-lived memory cell. Although we have not mod-
elled it here, clearly, the immune system cannot continually increase the size of
the memory pool, and [3] has suggested that some (as yet undefined) process
probably exists to purge non-crossreactive (or at the very least, the relatively
weaker cross-reactive) memory cells in order that the pool does not grow beyond
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the physical limits imposed by the restrictive spaces of the lymphatic system.
However, this purging method, if it exists, is as yet unknown.

Individuals vary considerably in their responses to viral infections, ranging
from subclinical to severe. There are many factors that contribute to this vari-
ation in responsiveness, including the dose and route of infection, as well as the
physiological state and genetic background of the host. In this study, we show
that memory T cells in immune system shape space network which are specific to
unrelated viruses may also contribute to the host’s primary response to a second
virus. The beneficial effect of these early protective memory T cells is to slow
down the spread of infection, much like a natural immune-mediated response,
allowing time for more suitable high affinity antigen-specific T and B cell re-
sponses to develop. It is reasonable to expect that this level of resistance may be
the difference between clinical and subclinical infections or lethal and nonlethal
infections, and we propose that such clinical outcome may be explained, at least
in part, by the varying toplogy of the immune system shape space network of
memory CTL cells.
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Abstract. A cell consists of a large number of components interact-
ing in a dynamic environment. The complexity of interaction among cell
components and functions makes design of cell simulations a challenging
task for biologists. We posit that the paradigm of agent-oriented soft-
ware engineering (AOSE), in which complex systems are organized as
autonomous software entities (agents) situated in an environment and
communicating via high-level languages and protocols (ontologies), may
be a natural approach for such models. To evaluate this approach, we
constructed a model of cell components involved in the metabolic path-
way of carbohydrate oxidation. The agent-oriented organization proved
natural and useful in representing three different views of the cell system
(functional, dynamic, and static structural) and in supporting bioscien-
tists querying a system very close to their mental model.

1 Introduction

A biological cell is a complex system. It consists of a large number of components
interacting with each other to perform cell functions. Each cell is a self-contained
and self-maintaining entity: It can take in nutrients, convert these nutrients
into energy, carry out specialized functions, and reproduce itself. The modelling
and simulation of cell behaviour belongs to an emerging research area, Systems
Biology [7], whose aim is to understand how biological systems function, by
studying at different abstraction levels the relationships and interactions between
various parts of a biological system, e.g. organelles, cells, physiological systems,
organisms etc., and producing a model as close as possible to the biological
reality. The modelling of complex systems, as suggested in Kitano [7], implies
a deep understanding of the biological system both in terms of its structure
and its behaviour. Cells grow through the functioning of cell metabolism. Cell
metabolism is the process by which individual cells process nutrient molecules.
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In particular, carbohydrate oxidation is the process by which a cell produces
energy through chemical transformation of carbohydrates [5]. In biochemistry,
those cell processes, which imply a series of chemical reactions within a cell, are
called metabolic pathways.

In this paper, we propose a multi-agent system (MAS) [6] to model car-
bohydrate oxidation cell metabolism, to evaluate how agent-based computing
paradigm in modelling three different views of the cell system: functional, dy-
namic and structural. The first view shows the cell’s functionalities and who are
the components (actors) that perform cell functions, i.e the agent society and
agents’ roles. The second view shows when and how any components, within its
role, participates to cell functions, i.e. the agents communication protocols and
tasks flow description. The third view shows what concepts describe the concep-
tual model of cell system behaviour. A set of variables and a set of relationships,
comprise the agents’ domain ontology knowledge.

The multi-agent approach allows one to design systems very close to the men-
tal model of its user. The resulting multi-agent system is very flexible. It supports
changes to the model during simulation time, by adding and removing compo-
nents, by changing the behaviour of components, and by moving, cloning and
consuming components as happens naturally in the cell. Furthermore, the agents’
autonomy and pro-activity allow one to easily represent the non-deterministic
behavioural model of the cell as in nature. Thus, one is allowed to progressively
refine components and develop the simulation system.

We have designed the cell simulation system using the PASSI ToolKit 1 and
we have implemented it on the Hermes platform [3]. For lack of space, many
details are omitted. The full description of the system can be found in [4].

In the next section of the paper, we summarize the cell process of carbo-
hydrate oxidation. In Section 3, we introduce AOSE and describe the PASSI
methodology. In Section 4, we present our MAS for modelling carbohydrate ox-
idation. Section 5 concludes.

2 Introduction to the Cell System Structure and
Behaviour

The cell consists of a large number of components interacting in a dynamic en-
vironment. We study the process of carbohydrate oxidation (CO), i.e the energy
production process, that happens inside a cell through the transformation of
carbohydrates [5]. We have considered the case of fructose, glucose, mannose,
maltose, lactose, saccharose, glycogen and starch. Each kind of carbohydrate
has its metabolic pathway, i.e. a series of chemical reactions, that can happen
in presence of oxygen (aerobic respiration in the mitochondria) or anaerobic
metabolism (fermentation). The CO process is performed by two main cell com-
ponents: Cytoplasm and the Mitochondria.

1 http://mozart.csai.unipa.it/passi
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Cytoplasm is the viscid, semifluid component between the cell membrane and
the nuclear envelope, where the first stage of carbohydrate molecule transforma-
tion takes place. It consists primarily of water. It also contains various organelles
(e.g. mitochondria) as well as salts, dissolved gasses and metabolites. During the
CO process, the following metabolic pathways take place.

Glycolysis: The first stage of the CO process, glycolysis converts one molecule
of Glucose into two molecules of Pyruvate 2 w.r.t.

Glucose + 2ATP + 4ADP + 2Pi + 2NADox → 2Pyruvate + 2ADP + 4ATP + 2NADrid + 2H2O

where ATP , ADP , Pi, NADox and NADrid are energy packets. Depending on the cell
typology and under anaerobic conditions the Pyruvate is processed differently
by Lactic Fermentation or by Alcoholic Fermentation.

Lactic Fermentation: In absence of oxygen, lactic fermentation reduces the
Pyruvate to Lactate. It occurs in anaerobic microorganisms (sour milk) and
animal cells (muscle pain).

Alcoholic Fermentation: In the absence of oxygen, alcoholic fermentation re-
duces Pyruvate to Ethanol. It occurs in yeast (Saccharomyces) causing the trans-
formation of carbohydrates present in grapes and malted barley into Ethanol.

Mitochondria consists of two sub-components, the Inner Mitochondrial Mem-
brane (IMM) and the Mitochondrial Matrix (MM), where the aerobic respiration
takes place via four processes.

Transportation: In IMM, transportation process transports Pyruvate from the
Cytoplasm to MM.

Electron Transport Chain: In IMM, electron transport chain transfers elec-
trons from reduced NAD and FAD (energy packets) to the final electron ac-
ceptor, molecular oxygen. The function of this chain is to permit the controlled
release of free energy to drive the synthesis of ATP (oxidative phosphoryla-
tion).

Partial oxidation of Pyruvate: In MM, partial oxidation of Pyruvate degrades
the Pyruvate w.r.t.

2Pyruvate + 2NADox + 2CoA → 2acetylCoA + 2NADrid + 2CO2

Kreb’s Cycle: In MM, Kreb’s cycle forms part of the break down of carbohy-
drates, fats and proteins into carbon dioxide and water in order to generate
energy, w.r.t.

Acetil − CoA + 3NADox + FADox + GDP + Pi → CoA + 3NADrid + FADrid + GTP + 2CO2

Following the Kitano suggestion [7], to model a biological system, we need to
identify (1) the cell structure, to analyse (2) the cell behaviour, to control (3) the
system simulation and to design (4) systems. In the next section, we introduce
the PASSI methodology used to instantiate the Kitano’s approach.

2 http://www.genome.jp/kegg/pathway/map/map00010.html
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3 Agent Oriented Software Engineering

methodologies and modelling techniques to support multi-agent systems (MAS)
engineering. Based on the agent computing paradigm, it represents a guide for
software engineers whose aim is to analyze, to model and to implement a com-
plex system. In fact, by a multi-agent system we can simulate complex systems
whose modelling becomes almost impossible without a rigorous guide. Several
methodologies have been proposed in literature, among these, we have used the
PASSI methodology because it is made up of many models, concerning differ-
ent design levels. It supports the identification of a huge amount of variables,
different system’s components behaviours, and the UML definition of different
communications protocols by means of domain ontologies. Further, the PASSI
ToolKit provides all the system specification by UML diagrams very helpful for
the implementation. For our purposes, we have considered two design models:

The System Requirements Model is an anthropomorphic model of the system re-
quirements in terms of system functionalities (target) and system actors
(agency). It is specified through four steps: 1. Domain Description: a functional
description of the system, using conventional use-case diagrams. 2. Agent Iden-
tification: separation of responsibilities among actors (agents), represented by
stereotyped packages. 3. Role Identification: a functional description of agent
roles respect to the system functionalities and agents responsibilities, using se-
quence diagrams. 4. Task Specification: specification of the agent behaviour,
using activity diagrams.

The Agent Society Model is the social organization in terms of interactions and
dependencies among agents. It is specified by three more steps: 5. Ontology De-
scription: a description of the knowledge given to individual agents and the
high-level language for their interactions, using of class diagrams and OCL con-
straints. 6. Role Description: a description of agent roles respect to the system
functionalities, and the agent tasks, using class diagrams. 7. Protocol Description:
a grammar of each pragmatic communication protocol in terms of performative
speech-act, using sequence diagrams.

4 Modelling Carbohydrate Oxidation with a MAS

The PASSI methodology naturally leads to the identification of structure and
behaviour of the cell and its components, in modelling the carbohydrate oxida-
tion. In fact, the first two steps (1-2) of the system requirements model provide
the functional view of the cell system; the next two steps (3-4) the dynamic
view of the cell system and the last three steps (5-7) the structural view of the
cell system. The model is summarized below; a full detailed description can be
fund in [4].

Functional Model. It defines the cell functionalities, the cell components and
their roles by performing the first two UML diagrams.
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Domain Description Diagram: in Section 2, we have listed seven functions the
cell system during the carbohydrate oxidation, known as metabolic pathways.
Thus, it is natural to define the cell functional description by a UML diagram
with seven use cases: Glycolysis, Lactic Fermentation, Alcoholic Fermentation,
Transportation, Partial oxidation of Pyruvate, Krebs Cycle, Electron Transport
Chain. To the final diagram, we have added four more functionalities, to support
the execution environment and user interaction: Data Updating, Initialization,
Quantitative Analysis and User Interface.

Agent Identification Diagram: the agent-based simulation system aims to be close
as much as possible to the mental model of its user, in our case the bioscientist,
we have decided that every reactive cell component has been represented as an
agent. In Section 2, we have identified that Cytoplasm and the Mitochondria
with its two sub-components Inner Mitochondrial Membrane (IMM) and Mito-
chondrial Matrix (MM) are involved in the seven cell functionalities. Since every
functionality of the cell is associated with one of its components, it is natural
to associate agents with their roles. Figure 13 shows the UML diagram where
the cell components are agents. Note that component has different roles con-
sistently with their cell functionalities. The agents can communicate with each
other through a high-level communication protocol, and can change the envi-
ronment state by modifying the environmental variables. Beside the three cell
agent components we have defined two more agents as it follows:

AgCytoplasm: an agent that simulates Cytoplasm. It plays the AlcholicFermen-
tation, LacticFermentation, Glycolysis roles.
AgMitocondrialInnerMembran: an agent that simulates the IMM. It plays the
Transport, Electron Transport Chain roles.
AgMitocondrialMatrix: an agent that simulates the MM. It plays the Oxidative
Decarboxilation Of Pyruvate, Citric Acid Cycle i.e. the Kreb’s cycle roles.
AgEnvironment: an agent that simulates the execution environment in which
any cell process occurs.
AgInterface: an user assistant agent. It embodies the interface between the user
and the cell simulation system.

Dynamic Model. A dynamic model describes the cell components behaviours
during the OC process, by means of third and fourth type of PASSI diagrams.

Role Identification Diagrams: through these diagrams we describe the tempo-
ral order by which the agents activities are executed w.r.t. the communication

3 The diagram is part of the real implementation and thus the labels are
in Italian the native language of the designers. Glicolisi=Glycolysis; Fermen-
tazione Lattica=Lactic Fermentation; Fermentazione Alcolica=Alcoholic Fermen-
tation; Trasporto=Transportation; Catena Respiratoria=Electron Transport Chain;
Acido Citrico=Kreb’s cycle; INIZIALIZZAZIONE=Initialization; AggiornaDatiCon-
divisi=updating; MostraATPCtosol=ATP; MostraQuantitaAttuali=Environment;
Utente=User.
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Fig. 1. Agent Identification: the Cell Components Stereotypes

Inizializzazione : 
AgInterfaccia

AggiornaDatiCondivisi : 
AgStatoAttuale

Glicolisi : 
AgCitosol

FermentazioneLattica :
AgCitosol

MostraATPCitosol :
AgInterfaccia

 : Utente

ParametriIniziali

ZuccheroINput + Dati Necessari

AggiornaStatoDopoGlicolisi

AggiornaStatoDopoFermentazioneLattica

Piruvato + DatiNecessari

Richiesta ZuccheroINput + Dati Necessari

Richiesta Piruvato + DatiNecessari

DatiUtente

InizializzazioneOK

Stampa ATP + Tutti idati

ATP

GlicolisiOK

Fig. 2. Roles Identification Diagram: the Lactic Fermentation Sequence Diagram

protocol. For any metabolic pathway we have a sequences diagram which de-
scribes the temporal order of the communication acts occurring among agents
undertaking a role in that pathway. Figure 2 shows only the diagram related to
the Lactic Fermentation pathway, all others are described in [4]. Note that the
AgCitosol agent undertakes two different roles in this pathway, that related to
the Glycolise functionality, and that of the Lactic Fermentation. Any invoked
action primitive that, like “Richiesta di Zucchero” (Sugar Request), belongs to
the coordination protocol is described within the Ontology Description Diagram.
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Fig. 3. Task Specification: the Mitochondrial Matrix Activity Diagram

Fig. 4. Ontology Description: the Cell Conceptual Model Class Diagram

Task Specification Diagrams: In the cell system, each component has its own
behaviour for each of its roles. Thus, every agent of the system has its own ac-
tivity diagram that specifies its behaviour within any of its roles. Figure 3 shows
the behaviour of the AgMitocondrialInnerMembrane agent, which simulates the
Mitochondrial Matrix component. On the right hand side of the figure we can
see the tasks comprising the Kreb’s Cycle, while the other activities are related
to Partial oxidation of Pyruvate. The diagrams are fully described in [4].
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Fig. 5. Communication Ontology: the Cell Relationship Model Class Diagram

Static Structural Model. The static structural model is a conceptual model
of the cell system. Following the PASSI methodology, it corresponds to the onto-
logical description of the cell components and their interaction language, which
gives rise to the agents’ knowledge and agents’ communication language. In this
first version of the work, we have defined our cell ontology in terms of concepts,
attributes (variables), relations, actions and predicates. In the future, we aim to
include the standard notation provides by KEGG and SBML specification 4.

Ontology Description Diagram: Our domain is the cell. Thus, the ontology de-
scription relates to each metabolic pathway and substance used within the OC
process. A metabolic pathway is described in terms of variables of the chem-
ical reactions, by its relations with other pathways, and by actions, all those
allowed in the pathway. A substance, as the carbohydrate, is described both in
terms of its attributes and its predicates. Figure 4 shows only part of the ontol-
ogy, the complete description is available in [4]. Beside, the description of cell
components, the Communication Ontology Diagram describes the components
interaction i.e. the agents communication language. The communication lan-
guage consists of a set of primitives. Each primitive specifies the sender and its
role, the receiver and its role and the type of message. Figure 5 shows part of the
communication language, that occurs between two agents, AgStatoAttuale (i.e.
environment) and AgMitocondrialMatrix. The communication primitive identi-
fied by AgMatriceMitochondriale-AgStatoAttuale, it is sent by the agent AgMi-

4 http://www.genome.jp/kegg/pathway.html, http://sbml.org
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tocondrialMatrix in its role CicloAcitiCitrico (i.e. Kreb’s Cycle), to the agent
AgStatoAttuale in its role of AggiornaDatiCondivisi (i.e. environment); the mes-
sage is described w.r.t the GruppoDatiCicloKreb ontology (see Figure4, it is
coded by XML and it is sent by the FIPA communication protocol5.
Roles Description Diagram: it allows to define, for every agent w.r.t. its roles,
the set of tasks and communications primitives the agent can use.
Protocol Description Diagram: it describes the communication protocol shared
among agents during the ontological communication at higher level. The system
has been implemented by using the FIPA Request protocol.

The simulation system, we have implemented, takes in input a carbohydrate
fructose, glucose, mannose, maltose, lactose, saccharose, glycogenous and starch
and behaves as a cellulae process, either aerobic (aerobic respiration in the mi-
tochondria) or anaerobic (fermentation). It supports query as “Which is the
amount of ATP formed when a determined enzyme is inhibited or lack in the
system?”, “Monitoring the metabolic pathway (the level of intermediate metabo-
lites during the pathways)”, “Establish the best carbohydrate source in terms of
ATP production”, “Monitoring the ratio of NADrid/NADox and FADrid/Fadox
during the oxidation process”. Table 1 summarizes some experimental cases in
presence or in absence of oxygen; it is important to observe as Maltose, Lactose
and Saccharose are very more energetic than the other carbohydrates; Also

Table 1. CellMAS simulation results for the oxidation of carbohydrate. For each listed

Carbohydrate,note, that there is always equilibrium among ATP and ADT because the

use of one provokes the creation of the other

Carbohydrate Quantity Oxygen Fermen- ATP ADP NA NA FA FA Acetil Pyru- CO2 Ethanol Lactic

tation Drid Dox Drid Dox -CoA vate Acid

Glucose 1 yes / 38 -38 0 0 0 0 0 0 6 0 0
Fructose 1 yes / 38 -38 0 0 0 0 0 0 6 0 0
Mannose 1 yes / 38 -38 0 0 0 0 0 0 6 0 0
Maltose 1 yes / 76 -76 0 0 0 0 0 0 12 0 0
Lactose 1 yes / 77 -77 0 0 0 0 0 0 12 0 0
Saccharose 1 yes / 76 -76 0 0 0 0 0 0 12 0 0
Glycogen 1(1) yes / 39 -39 0 0 0 0 0 0 6 0 0
Starch 1(1) yes / 39 -39 0 0 0 0 0 0 6 0 0
Glycogen 3(2) yes / 234 -234 0 0 0 0 0 0 36 0 0
Glucose 3 No Lactic 6 -6 0 0 0 0 0 0 0 0 6
Lactose 1 No Lactic 5 -5 0 0 0 0 0 0 0 0 4
Glucose 1 No Alcoholic 2 -2 0 0 0 0 0 0 2 2 0

Glycogen and Starch should be considered because they are polysaccharides;
they are quantified in table with the quantity of Polysaccharides (length of
each polysaccharides). It is important to notice that there is always equilibrium
among ATP and ADP; NADox and NADrid, FADox and FADrid because the
use of one, provokes the creation of the other and vice versa. The Pyruvate and
Acetyl−CoA are important intermediates substances that are created and used
during the process. The value zero of that substances meaning that they are
completely consumed.

5 http://www.fipa.org
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5 Conclusion and Future Work

We found the close correspondence of system views to models natural and help-
ful in producing a simulation system, in contrast to a conventional mathemati-
cal model which lacks this modular structure. We expect the transparency and
modularity of the system to be helpful in accommodating elaboration with new
components and functionality, in collaboration with domain experts.

The simulation studies have encouraged us to exploit the agent paradigm to
model the cell system at a finer grain. We will exploit mobility to simulate cell
components movement [1], which will be possible because the system has been
implemented with Hermes middleware for mobile computing [3]. We also aim to
use biological ontologies, like those in KEGG, to specify the domain description
model, and use a formal notation like SBML for system behavioral analysis.

Acknowledgements. We would like to thank Michal Young and Nicola Can-
nata for valuable comments on a preliminary version of this paper.
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Abstract. In this paper, we show our work on characterizing complex behavior
in self-organizing (SOMAS) and non-self-organizing (NonSOMAS) multi-agent
systems. Through experiments and analysis, we investigate how Self-Organized
Criticality (SOC) phenomena arise in SOMAS rather than in NonSOMAS. Fur-
thermore, we compare the order of agent performance in the two types of systems
and explain its implications.

1 Introduction

In RoboNBA [9] [10] and RoboCup [7], a player needs to cooperate with its teammates
such that its team can perform better. For example, a player tends to pass the ball to a
teammate that is in a good position, or tries to run to a position where it is not only ready
to attack but also safe to catch the ball. Players exhibiting this cooperative behavior
interact with each other and produce aggregated effects on the team.

Generally speaking, there are two types of multi-agent systems: self-organized (SO-
MAS) and non-self-organized (NonSOMAS). Under certain conditions, the aggregated
behavior of multi-agent systems (MAS) cannot be directly understood from the indi-
vidual agent behavior due to complex interactions among agents, and thus they are
considered as SOMAS exhibiting emergent and complex behavior [13][17][20]. The
aforementioned cooperative player team is a good example of SOMAS. On the other
hand, if the behavior of agents cannot aggregate together, the MAS is considered as
non-self-organized.

In order to characterize complex behavior in MAS, we need to evaluate the follow-
ing properties of MAS:

1. Is there any Self-Organized Criticality (SOC) phenomenon in the system? SOC, as
described by Bak [3][4], manifests in a wide range of natural and synthetic systems.
Examples of natural systems are living systems [1], national GDP [19], and cities
[22]. On the other hand, random boolean networks [5][6], sandpile models [4], and
cyberspace [2][11][21] are relevant synthetic systems. Basically, SOC refers to the
phenomena that power law distributions appear in natural or synthetic systems. In
addition, Darly [8] attempted to use the idea of “emergence” to explain SOC. How-
ever, the problem of under what conditions SOC will appear in MAS has generally
been overlooked by researchers in the MAS area.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3481, pp. 1274–1283, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2. We can check how the order of individual agents and MAS evolve. The order of a
system refers to how accurately we can predict its future behavior. The order of a
system is defined by entropy in statistical physics. The higher the entropy, the lower
the order. However, occasionally it is not appropriate to use the entropy to define the
order, such as when time series data are present. On the other hand, the second law
of thermodynamics states that the entropy of an isolated system always increases,
which mean the order of the system always decreases. Our findings should obey
this law.

Now the question that remains is how to induce different complex behavior of MAS.
First, we need to specify the behavior of individual agents. These agents must be able
to aggregate at both individual-level (low-level) and system-level (high-level). Further-
more, the aggregation at the two levels must interact collectively, which means the
low-level aggregation can influence the high-level aggregation and the high-level can
also have an impact on the low-level [18]. Finally, we should also characterize MAS
under different configurations of individual agents, such as different behavior of agents
and different interactions among them.

1.1 Organization

The paper is organized as follows. In Section 2, we present and explain the mathematical
formulation of our MAS. Section 3 defines and discusses the measurements that we
adopt. Experiments and discussions are included in Section 4, followed by Section 5,
which concludes the paper.

2 Formulation

We study two types of MAS to characterize different behavior generated by them.

2.1 Non-self-organizing Multi-agent Systems (NonSOMAS)

In NonSOMAS, there are no critical interactions between agents, and therefore agents
can be approximately viewed as independent of each other. Hence, one single agent
is able to simulate the whole system. For example, in the computer simulated football
match RoboCup, if players (a player can be consider as an agent) do not cooperate with
their teammates, one player is representative enough for the whole team.

The formulation in Subsection 2.1 only considers one player, which competes with
the external environment. For each clock cycle, if the player beats the external environ-
ment, its performance will be increased; otherwise it will be deducted. This is designed
according to the spirit “only the fittest will survive”or positive feedback [ ], in short.
The update function of player performance is defined as:

α(t + 1) =
{

α(t) + β Q(α(t)) = 1
α(t)− β Q(α(t)) = 0 (1)

71
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– α(t) is the performance of the player at time t.
– Q(x) denotes the process that the player competes with the external environment:

Q(x) =
{

1 x > rand(γ)
0 x ≤ rand(γ) (2)

– β is the step size for α.
– rand(x), x > 0, generates a random number within the range of [-x, x].

2.2 Self-organizing Multi-agent Systems (SOMAS)

The formulation in Subsection 2.2 takes into consideration competitive scenarios of
MAS. Specifically, it attempts to capture the dynamic process of RoboNBA or RoboCup
game: each match is composed of a number of attacks, which themselves consist of a
number of clock cycles. At each clock cycle, one player is selected from each of the
two teams and competes with each other. Note that we use some approximations, such
as constant intervals of attacks and clock cycles.

The Process. A complete competition process is divided into a number of attacks, and
an attack is composed of several clock cycles. The dynamics of SOMAS can be de-
scribed by a set of variables and update functions (By dynamics, we mean the different
behavior of an agent or MAS as time evolves):

– αij(t) denotes the performance of player j from team i at time t, where i ∈ {0, 1}
and j ∈ {1, 2, · · · , 5}

– The update function of αij(t) is defined as:

αij(t + s) = F (α01(t + s− 1), · · · , α05(t + s− 1), α11(t + s− 1), · · · ,
α15(t + s− 1)),where, mod(t, m) = 0 , 1 ≤ s < m.

αij(t + m) = G(α01(t + m− 1), · · · , α05(t + m− 1), α11(t + m− 1), · · · ,
α15(t + m− 1), Ri(t), Rj(t),Mi(t/m), Mj(t/m)),
where, mod(t, m) = 0.

(3)
– m is the number of clock cycles of an attack.
– mod(t, m) denotes the operation modulus after division.

Low-Level Aggregation. At each clock cycle, one player is selected from each team
and competes with one another. The performance of players is adjusted accordingly in
favor of positive feedback. In addition, the results of competitions are recorded. We
consider the dynamics of performance as low-level aggregation, since it is defined on
players, which are the lowest-level components in SOMAS. The following describe the
dynamics of low-level aggregation:

– F updates the performance at all clock cycles except the last one of an attack.

F =

⎧⎪⎨⎪⎩
α

′
ij H(t + s, i) �= j

α
′
ij + β H(t + s, i) = j && Y (α

′
ij , α

′
nz) = 1

α
′
ij − β otherwise

(4)
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– α
′
ij = αij(t + s− 1) and α

′
nz = αnz(t + s− 1).

– n = V (i), z = H(t + s, n).
– V (i) returns the ID of team i’s opponent team.

V (i) =
{

1 i = 0
0 i = 1 (5)

– H(t + s, i) selects a player from team i and returns the player ID at time t + s. By
default, H(x) uses random selection.

– Y (αij(t + s − 1), αnz(t + s − 1)) denotes the process that player j from team i
competes with player z from team n, and decides which one wins.

Y (α1, α2) =
{

1 α1 + rand(k) > α2 + rand(k)
0 otherwise

(6)

– k denotes the influential power of the external environment.

High-Level Aggregation. At the last clock cycle of an attack, the competition records
and morale of two teams determine the result of the attack. In addition, the morale of
the each team is modified accordingly in favor of positive feedback. We consider the
dynamics of morale as high-level aggregation, since it is defined on a team, which is a
higher hierarchical organization than players in SOMAS. The morale is influenced by
the player performance and can change it in turn. The following describe the dynamics
of the high-level aggregation:

– Mi(t/m) is the morale of team i at attack number t/m. Mi((t+m)/m) is updated
by function P .

P =

⎧⎨⎩
Mi(t/m) + δ O(Ri(t + m), Rn(t + m), Mi(t/m),

Mn(t/m)) = 1,where n = V (i)
Mi(t/m)− δ otherwise

(7)

– O determines which team wins at an attack.

O =

⎧⎨⎩
1 Ri(t + m)−Rn(t + m) + χ(Mi(t/m)
−Mn(t)) > 0,where n = V (i)

0 otherwise
(8)

– Ri(t) denotes the number of winning clock cycles of team i at time t. It is only
valid within an attack interval.

Ri(t + s) =
{

R
′
i + 1 1 ≤ s < m && Y (α

′
ij , α

′
nz)) = 1

R
′
i otherwise

(9)

– n = V (i), z = H(t + s, n).
–

R
′
i =

{
0 mod(t + s− 1, m) = 0
Ri(t + s− 1) mod(t + s− 1, m) > 0 (10)
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Collective Feedback. The process as defined in P and O refers to how low-level ag-
gregation influences high-level aggregation. In addition, one player is selected from
each team and its performance is modified accordingly. The process as defined in G
illustrates how high-level aggregation influences low-level aggregation:

– G updates the performance at the last clock cycle of an attack.

G =

⎧⎪⎪⎨⎪⎪⎩
α2

ij I(t + m, i) �= j
α2

ij + β I(t + m, i) = j && O(Ri(t + m), Rn(t + m),
Mi(t/m),Mn(t/m)) = 1, where n = V (i)

α2
ij − β otherwise

(11)

where,
– α2

ij=αij(t + m− 1).
– I(t + m, i) selects a player from team i at time t + m and returns the player ID. It

is similar to F (t + s, i). By default, it uses random selection.

Table 1 specifies parameters used in SOMAS.

Table 1. Parameters used in SOMAS

Initial value Range Remark
α 5000 0-10000 performance for a player
M 5.0 0-10 morale for a team
γ 10000 a constant range of a random number
m 6 a constant no. of clock cycles

per attack
β 1 a constant step size for performance
δ 0.005 a constant step size for morale
χ 0.1 a constant an coefficient in O

3 Measurements

In order to characterize the aforementioned complex behavior, we have designed the
following measurements.

– The order of low-level and high-level aggregation. The order can be defined by
the autocorrelation function: C(τ) = limN→∞ 1

N

∑N
i=1 c(ti)c(ti + τ) for discrete

systems. We divide the sum by the number of N − τ to ensure fairness for each
C(τ). If C(τ) decreases relatively slowly, c(t) is considered relatively ordered.
If C(τ) decreases rapidly (e.g., an exponential decay), c(t) is considered as less
ordered.

– ‘‘Avalanches”. It refers to the various degree of changes in player performance or
team morale. The size of an avalanche is defined as the number of steps of contin-
uous increases or decreases. We call them avalanches because they are similar to
those described in [4].

– Distribution of avalanches. It can be an exponential distribution, a power law distri-
bution, or even a random one. The type of distribution makes a profound difference.
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4 Experiments

4.1 Experiment 1

This experiment is carried out to examine the dynamics generated by NonSOMAS.
Figure 1 is a typical output for extensive experiments. Figure 1 (a) illustrates the per-
formance of the player as a function of time. From Figure 1 (b), we can see that the per-
formance avalanche follows an exponential distribution, which indicates that a random
variable is dominating the dynamics. Let the fixed probability for an increase in perfor-
mance be p and then the probability for a corresponding decrease will be 1− p. So the
probability for a n step continuous increase or decrease will be (1− p)pn or p(1− p)n,
respectively, given changes are independent of one another. Note we use 5000 for the
initial value of α and it is compared with rand(10000). Therefore, the probabilities
to increase or decrease the performance are equally 0.5 and the probabilities for a n
step increase or decrease are 0.5n+1. Consequently, the performance avalanche follows
an exponential distribution if the random variable dominates the dynamics and proper
initial values are used.
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Fig. 1. Experiment 1: Dynamics and some regularities of player performance in NonSOMAS

4.2 Experiment 2

This experiment is carried out based on SOMAS. Through comparison on Experiment
1 and Experiment 2, we try to have some basic understanding on the Self Organized
Criticality phenomena appearing in SOMAS.

Figure 2 is a typical output for extensive experiments. Figure 2 (a) illustrates the
performance of a player as a function of time. From Figure 2 (b), we can see that the
performance avalanche follows a power law distribution, which is significantly differ-
ent from the exponential distribution we observed in Experiment 1. This result is quite
robust since it appears under different conditions. For example, we use a wide range of
k values in Y (x, y) function, and the power law distribution is still there. We are quite

-
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Fig. 2. Experiment 1: Dynamics and some regularities of player performance in SOMAS

confident at the moment the dynamics is not dominated by a random variable otherwise
an exponential distribution will appear. What are the underlying mechanisms that gen-
erate this power law distribution? We would like to refer to SOC proposed by Bak [3] to
explain the underlying mechanisms: under particular conditions, the system organizes
by driving itself slowly and eventually it comes to a critical point, where it exhibits
complex behavior, such as power law distribution (scale free in space). However, Bak
did not point out specific conditions under which SOC would appear.

For our general competitive multi-agent model, SOMAS, we consider the SOC phe-
nomena appearing in it is due to the following reasons:

1. Critical interactions between players are important. In NonSOMAS, there is no
critical interaction between players and their behavior is relatively ordered and pre-
dictable. On the other hand, in SOMAS, there are a total of ten players interacting
together. Thus player behavior is relatively harder to predict and thus less ordered.
From Figure 3, we can observe the remarkable difference between the order of
player performance in the two models. From Figure 3 (a), we can see that the au-
tocorrelation function value is decreasing quite slowly for NonSOMAS. However,
in Figure 3 (b), there is an exponential decay as τ increases, which indicates lower
order and predictability for player performance in SOMAS.

2. A higher level organization, team morale (M ) in SOMAS, is essential. Due to the
existence of team morale and its collective interactions with player performances
through functions G, O, and P , we have a collective design of the model rather
than more traditional ones, such as top-down or bottom-up design. Thanks to this
collective design and backward causation embedded inside it, complex behavior of
the model becomes possible [12][15][18]. Figure 4 illustrates a typical dynamics
for team morale. From Figure 5 (a), interestingly, we can observe a power law
distribution on the team morale avalanche. Furthermore, we can observe a slow
decay in Figure 5 (b).
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Fig. 3. Comparison on the speed of autocorrelation function decay for player performance as τ
increases
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Fig. 4. Experiment 2: Morale dynamics of a team in SOMAS

In summary, we can observe SOC phenomena in both low-level (performance) and
high-level (team morale) aggregation in SOMAS. Furthermore, thanks to the collec-
tive design specified in Subsection 2.2, the SOC phenomena exhibit by decreasing
the order on the lower-level aggregation and preserving relatively high order on the
higher-level aggregation in the model. This result is consistent with the properties of
self-organization process in MAS [14] .
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Fig. 5. Experiment 2: Regularities of morale of a team in SOMAS

5 Conclusions

In this paper, we built models for two types of MAS (NonSOMAS and SOMAS) in or-
der to induce and characterize complex behavior in MAS. Based on the two models, we
carried out three experiments. Comparing and analyzing the experimental results, we
gained some understanding of the Self-Organized Criticality phenomena that occurred
in SOMAS. Furthermore, we discovered that the avalanches of player performance and
team morale followed a power law distribution.
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Abstract. To study protein clustering is very important in diverse fields such as 
drug design and environmental industry. For a meaningful clustering, protein 
structure must be considered. But, protein structures are very complicated and 
have so much information such as angles, 3-dimensional coordinates. Thus, it is 
not easy to efficiently compute their relations. In this paper, we present a 
method to efficiently abstract and cluster protein structures using secondary 
structure element sequences. Since a secondary structure element sequence is an 
abstract representation of protein structure, it can be regarded as a useful de-
scriptor to cluster a set of proteins at the abstraction level. Using secondary 
structure element sequences and their distances, we implemented an automatic 
protein clustering system and verify their efficiency by experimental results. 

1   Introduction 

During recent years, many efforts have been made to analyze the relation between 
structure and function. Most previous research work focused on classifying protein 
families based on homology [1][2][3][4][5]. A major assumption of previous works is 
that the protein families or functional categories are known in advance and the protein 
features like sequence or structural features used to make the classification model are 
labeled with the corresponding families or categories. As a well known technique in 
statistics and computer science, clustering has been proven very useful in detecting 
unknown object categories and revealing hidden correlations and pattern among ob-
jects. In this paper, we are involved in the problem of automatic clustering of protein 
structure. 

Protein clustering is very important and has applications in such diverse fields as 
drug design, molecular biology, and environmental industry. By recently, protein 
clustering has been carried out by protein sequence [6][7][8]. To cluster proteins ef-
fectively, we must take into account structures of proteins. But due to the complex 
features of proteins, it is not easy to effectively and efficiently figure out their simi-
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larities in the aspects of structures and functions. To resolve these difficulties, most 
research on clustering focused on defining efficient similarity between proteins 
[9][10][11][12][13]. Holm and Sander tried to calculate similarity by alignment of 
residue-residue (Ca-Ca) distance matrices in [9]. But this approach is computationally 
very complex and sensitive to errors. Recently, some efficient similarities were pro-
posed. Schwarzer and Lotan proposed a fast similarity that is calculated using seg-
ments-segment distance matrices in [10] instead of residue-residue distance matrices 
in [9], where segment consists of several residues. Another approach, by Singh and 
Brutlag, was proposed that calculate similarities with the vector representations repre-
sent vectors of secondary structures [11]. We found a trend of abstraction of protein 
structure from previous work. 

In this paper, we present a method to automatically cluster proteins using a well 
known abstract descriptor.  

We construct our paper as follows. In section 2, we define and explain some nota-
tions. In section 3, we describe the algorithm of our clustering system. In section 4, 
we explain our implemented system and result analysis. Section 5, we conclude. 

2   Preliminaries 

2.1   Secondary Structure Element Sequence 

Functionally related protein domains consist of some combinations of secondary 
structures. These secondary structure representations are more abstract representations 
of protein structures than the primary structure representations. The secondary struc-
ture element sequence (SSES for short) is a descriptor which describes a protein struc-
ture as follows: first, analyze a protein and extract secondary structures, next label 
each extracted secondary structure as alpha, and beta from N-terminal direction to C-
terminal direction of protein amino acid peptide chains. For example, Table 1 shows 
 

Table 1. The primary and secondary structure sequence of protein 1a3x:a 
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the primary structure sequence and the SSES of the protein whose PDB code is 1a3x. 
The “A” chain of PDB code 1a3x is composed of quite long (about 500) amino acid 
peptide bonds. We call this descriptor a primary structure amino acid sequence. See 
second row in Table 1. Also, we can represent a protein by an SSES as shown in third 
row of Table 1. As we can see, if we represent a protein with an SSES, we can reduce 
the amount of data required to abstract the protein to 7 percent of data with a primary 
structure sequence. 

2.2   Similarity (or Distance) Measure Between Two Proteins 

In this paper, we use the distance (or error) to measure the similarity between two 
proteins. That is, if two proteins are very similar, their distance is small (or near) and 
if they are very different, their distance is large (or far). The distance of two proteins 
is defined to be the distance between each secondary structure sequence of the two 
proteins. Thus, we can compare distances between proteins with generic sequence 
comparing algorithms, such as the Hamming distance, the edit distance (also called 
Levenshtein distance), and weighted edit distances [14]. The Hamming distance is the 
number of mismatched characters in the two sequences but defined only when the 
lengths of two sequences are the same. The edit distance is the minimum number of 
required operations (such as insert, delete, and change operations) to transform one 
sequence into another. The weighted edit distance is a generalization of the edit dis-
tance. All these distances can be computed by dynamic programming. 

2.3   Clustering Method and Cluster Validity Technique Used in Our System 

General clustering algorithms can be used such as maximum-distance algorithm, K-
means algorithm, and ISODATA (Iterative Self-Organizing Data analysis technique) 
algorithm. For our automatic clustering system, K-means clustering algorithm was used. 

K-Means clustering algorithm. K-means algorithm can be defined as follows. This 
nonhierarchical method initially takes the number of clusters among the population 
equal to the final desired number of clusters. In this step itself the final required num-
ber of clusters is chosen such that the points are mutually farthest apart. Next, it ex-
amines each object in the population and assigns it to one of the clusters depending on 
the minimum distance. The position of centroid is recalculated every time an object is 
added to the cluster and this continues until all the components are grouped into the 
final required number of clusters. 

K-means clustering algorithm finds clusters in a set of unlabeled data as much as 
the desired number of, K, initial cluster. Automatic K-means clustering should pro-
vide best cluster partition. The clustering partition that optimizes the validation meas-
ure under consideration is chosen as the best partition [15]. We use cluster validation 
measures so that we may select the optimal number of cluster center. A cluster valid-
ity index indicates the quality of a resulting clustering process. There are diverse 
cluster validation measures such as silhouette method [16], Dunn’s method [17], Da-
vies-Bouldin method [18], and so on [6][19][20]. We used silhouette method as valid-
ity index for our system. Silhouette method is described below. 

Silhouette method. For a given cluster, Xj (j = 1, ..., c), the silhouette technique as-
signs to the i-th sample of Xj a quality measure, s(i) (I = 1, ..., m), known as the sil-
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houette width. This value is a confidence indicator on the membership of the ith sam-
ple in cluster Xj and it is defined as: 

)}(),(max{

))()((
)(
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(1) 

where a(i) is the average distance between the i-th sample and all of the samples in-
cluded in Xj; and b(i) is the minimum average distance between the i-th sample and 
all of the samples clustered in Xk (k=1, …, c; k j). 

When S(i) is close to 1, one may infer that the ith sample has been assigned to an 
appropriate cluster. When S(i) is close to zero, it suggests the sample lies equally far 
away from both clusters, in other words, has been “misclassified”. For a given cluster, 
Xj it is possible to calculate a cluster silhouette Sj, which characterizes the heteroge-
neity and isolation properties of such a cluster. It is calculated as the sum of all sam-
ples’ silhouette widths in Xj. Moreover, for any partition, a global silhouette values or 
silhouette index, GSu, can be used as an effective validity index for a partition U. 

In this case the partition with the maximum silhouette index value is taken as the 
optimal partition. 

3   Clustering Algorithms Using SSES 

Now we explain our clustering algorithm using SSES. Our system consists of follow-
ing three modules: i) preprocessing module, ii) distance matrix computing module, 
and iii) clustering module. Details are shown below. See Fig. 1. 

 

Fig. 1. Processes flow of automatic clustering system 
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3.1   Preprocessing Module 

In this module, we preprocess the input and make SSES. The input of the protein 
structure data input module can either be a file which consists of 3 dimensional coor-
dinates of atoms that compose proteins or be a secondary structure sequence. Input 
file format is Protein Data Bank (PDB for short) format. When the input to the mod-
ule is a PDB file, there are two cases. In case when there is a SSE field, then we parse 
the PDB file for the protein and the SSES can be read directly. In case when there is 
no SSE filed, STRIDE program [21] is used to extract SSES from the PDB file. When 
the input is a secondary structure sequence, we can directly use this sequence to 
measure the similarity between proteins. 

3.2   Distance Matrix Computing Module 

This module compares two proteins using the distance between each SSES of two 
proteins. That is, we compare two proteins by computing the distance between two 
secondary structure sequences. In this paper, we use the edit distance for the distance 
measure. The edit distance can be computed easily using dynamic programming. Let 
D(X,Y) be the edit distance between two sequences X and Y. Let X[i] denote the i-th 
symbol (or character) of X and X[i..j] denote X[i]X[i+1]…X[j]. Then we can compute 
D(X[1..i],Y[1..j]) easily with three values D(X[1..i-1],Y[1..j]),  D(X[1..i],Y[1..j-1]), 
and D(X[1..i-1],Y[1..j-1]) by following recurrence. 

D(X[1..i],Y[1..j]) = min { D(X[1..i-1],Y[1..j]+1, D(X[1..i],Y[1..j-1])+1, D(X[1..i-
1],Y[1..j-1])+Z}, where Z is 0 when X[i]=Y[j] and otherwise, Z is 1. 

By the above recurrence, we can compute all the distances between all secondary 
structure sequences of proteins and build a distance matrix. This distance matrix will 
be used several times in the clustering module. See Fig. 2. 

3.3   Clustering Module 

We use K-means clustering method. This method has been applied to analyze expres-
sion profiles in several biomedical and systems biology studies [22].  

First, let the number of cluster K =  2. and then assign two initial sample to two ini-
tial cluster center Za(1), Zb(1) (Za Zb), each other. Next, it examines each object in 
the population and assigns it to one of two clusters depending on the minimum dis-
tance. At this time, we use distance matrix. Distance matrix has all distance informa-
tion for all samples. Ties are resolved arbitrarily. For example, in the case of Fig. 2 
(a), for initial cluster center Za(1) = A, Zb(1) = B (A B), C is assigned to Za closer 
than A. All other samples D,..., I are also assigned to closer cluster center. For the two 
Cluster Sa, Sb, find new cluster centers Za(2), Zb(2). New cluster center is given by a 
sample with a minimum radius from samples in the cluster, where radius of a sample 
is defined to maximum distance from it to all other sample, Ri = max(D(i,j)) for I, j 
S, where D(i,j) is distance from sequence i to j. In other words, a sample with mini-
mum radius is located near cluster center, as the radius of center of circle is minimum 
in comparison with any other point inside the circle. 
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For all other cluster, finding new cluster center is same. If Zi(n+1) = Zi(n), for i = 
1, 2, the algorithm has converged. Otherwise, it examines each object in the popula-
tion and assigns it to one of two new clusters depending on the minimum distance. 

For example, in Fig. 2, the new cluster centers are protein C and E. 
For a validity technique, Silhouette method is used. Equation (2) can be applied to 

estimate the “correct” number of clusters for partition where the number of cluster k, 
(in case of our system, 2 < k < 20) with maximum silhouette index value GSu in equa-
tion (2) is taken as the optimal number of clusters. 

 (a) 
 

(b) 
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(c) 

d)

Fig. 2. An example K-means clustering with distance matrix: (a) initial cluster centers when k = 
2 (b) assigning proteins to their nearest cluster center (c) finding sample with minimum radius 
as new cluster center (d) new cluster center 

4   Computer Experiments and Results 

Our clustering system was implemented in C++ programming language on Windows 
operating system. We used silhouette validation measure as a cluster validation  

(
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measure. We tested our system for the dataset used in [5]. There are four clusters in 
the protein data used in [5]. We iteratively clustered the proteins with the initial num-
ber of clusters from 2 to 9, and applied the silhouette validation measure. The sug-
gested number of clusters by silhouette validation measure was 4. The results are 
shown at Table 1. Note that we use only the SSES, that is, we don’t use any other 
information such as angles, types and lengths. Nevertheless, our system clusters the 
input proteins quite well. That is, the number of clusters is the same as [5] and the 
success ratio is comparable to the results in [5]. 

Table 2. Success rate 

Class #Proteins #Success Success rate 

All alpha 18 13 72% 
All beta 32 28 87% 
Alpha/beta 35 11 31% 
Alpha+beta 6 0 0% 

5   Conclusion 

In this paper, we used SSES to represent protein structure. Since we just use the se-
quence data (in the aspect of data type, actually, including structural information) to 
cluster proteins with complex structure, our system is very simple but accurate. We 
highly believe that if we use other information such as angles and/or types as well as 
SSES information, the accuracy of our system would be better. 
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Abstract. Early detection and diagnosis of induction machine incipient faults 
are desirable for online condition monitoring, product quality assurance, and 
improved operational efficiency. However, conventional methods have to work 
with explicit motor models and cannot be used for vibration signal case because 
of their non-adaptation and the random nature of vibration signal. In this paper, 
a neural network method is developed for induction machine fault detection, 
using FFT. The neural network model is trained with vibration spectra and 
faults are detected from changes in the expectation of vibration spectra 
modeling error. The effectiveness and accuracy of the proposed approach in 
detecting a wide range of mechanical faults is demonstrated through staged 
motor faults, and it is shown that a robust and reliable induction machine fault 
detection system has been produced. 

1   Introduction 

Induction machines play an important role in the safe and efficient operation of 
industrial plants because they are considered inherently reliable due to their robust 
and relatively simple design [1]. However, many electric machine components are 
especially susceptible to failures. In general, fault detection of induction motors has 
concentrated on sensing failures in one of the three major components, the stator, the 
rotor, and the bearings [2]. Because of the potential savings provided by motor fault 
detection system, many methods have been developed for the induction motors. 
Among most existing methods, the processing of machine vibration signals is the 
most popular choice for extracting diagnostic features, as vibration analysis 
techniques are quite effective in assessing a machine’s health [3]. It is claimed that 
vibration monitoring is the most reliable method of assessing the overall health of a 
rotor system [4]. 

Among the methods analyzing the vibration signal, spectrum analysis in frequency 
domain is the most popular and computational approach, as machine defects produce 
vibrations with distinctive characteristic frequencies. The difficulty in fault detection 
is the problem of sorting through the enormous number of frequency lines present in 
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vibration spectra to extract useful information associated with the health of induction 
motors. In order to overcome this problem, some studies have been reported recently 
[6-7]. But since there is no reliable way of predicting which kind of fault will happen, 
many potential defect frequencies must be monitored. Vibration spectra also often 
contain bewildering mixtures of extraneous frequencies that provide little or no 
pertinent diagnostic information about the health of motors. 

The recent success of neural network for modeling highly complex system offers 
the potential for minimizing the above problems and realizing model-based fault 
detection [8]. In this research, a neural network method is developed in combination 
with FFT to extract fault spectra features used in the detection of machine faults. 
Steady-state vibration signals are detected first and a neural network motor model is 
trained with vibration spectra to generate residuals to compute fault indicators. In this 
study, the developed fault detection system is demonstrated with experimental results 
on real induction motor. The paper emphasizes the high-performance of the proposed 
system in detecting the most widely encountered mechanical faults. 

Following this introduction, in Section II, the proposed neural network method is 
briefly described. Section III presents the detail procedures used in developing the 
fault indicator and Section IV presents the experimental results obtained from the 
faults staged on induction motor tested. Finally, in Section V, the summary and 
conclusions drawn from this study are presented. 

2   Proposed Neural Network Fault Detection System 

The underlying principle of residual-based methods, summarized in Fig. 1, is to 
compare the outputs of the machine to the prediction of neural network model. 
Residual-based methods are based on the use of analytical, rather than physical 
redundancy. In contrast to physical redundancy, in which measurements from different 
sensors are compared, sensory measurements are compared with computa- tionally 
obtained values of the corresponding variables [9]. The comparison between 
computationally obtained quantities and measurements results in the socalled residuals. 

The overwhelming majority of currently used motor fault detection systems are 
based on the processing and analysis of raw motor measurements, such as vibration 
signals used in the proposed method. In general, the measured motor vibration signals 
are non-stationary. The steady-state signal can be accounted for by using Fourier-
based technique. In the proposed fault detection  system, a neural  network  prediction 
 

 

Fig. 1. Principle of Residual-based Fault Detection Method 
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Fig. 2. Overview of the NN 
Fault Detection System 

model is used to generate residuals. The residuals are 
then processed to extract fault information by computing 
appropriate indicators. The proposed fault detection 
system combines elements from model-based and signal-
based approaches. The overall system is schematized as 
shown in Fig. 2, where all time dependence is in the 
discrete-time domain.  

The data acquisition system allows sampling of 
vibration signal )(kVraw , and it is converted to )(kVDS by 

the low pass filtering and down-sampling to filter out the 
noise of the motor and support bearings. Then the steady-
state data )(kV St

DS  is extracted from the transient data by 

signal segmentation, where DS denotes the signal on 
down sampling and St denotes the signal on steady state.  
The Spectrum )( fV St

DS  is converted using FFT signal 

processing. The neural network model )|(ˆ ifV St
DS is 

trained and validated in spectra to generate resi dual

)|( ifr St
DS . Further details regarding the   development of

 the motor model and residual generation  are given in the 
following section. 

The residuals and the output of the NN model are used to generate the fault 
indicator )(lI rate . By placing appropriate thresholds on the indicator magnitudes, a 
decision is made regarding the presence of a fault. 

3   Signal Processing Procedures and Model Development 

3.1   Steady-State Segmentation 

Most features used in fault detection assume the presence of a stationary signal from 
which faults features, such as mean, variance or spectral estimates, are extracted [10]. 
However, the vibration signals of a motor are non-stationary signals, which contain 
both the transient signals and the steady-state signals.  

Therefore, to obtain high-performance motor model that are not influenced by 
time-varying machine characteristics, the motor signatures must be extracted from 
steady-state signals of the motor vibration signals. In a recent paper [9], the authors 
derived a segmentation algorithm applied to the current measurements of the stator. 
The idea underlying signal segmentation is that for a signal to be considered 
stationary, its fundamental and harmonics must remain constant over time. Since the 
transient signals result in changes in the motor vibration signal harmonics, which are 
significantly smaller than fundamental, a statistical method is used for processing the 
vibration signal in the time-domain. The RMS values for the vibration signals are 
calculated over the window, which has a defined interval. Choosing a window size 
depends on the size of the used data. If the RMS value at successive windows does 
not vary, then the signal is considered stationary. The equations are shown as follows 
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where )(iVrms is the RMS value of vibration signal in each window, wN is the window 
size, β is a user-defined threshold, and n is the total number of windows in the 
signal. The comparison is carried throughout the entire signal. If this algorithm does 
not result in the selection of the steady-state segments, then the threshold can be 
increased to allow for relaxation of the signal stationary. 

3.2   Neural Network Based Model Development 

As the random nature of the vibration signal, explicit motor models cannot be 
developed with conventional methods. Therefore, a neural network based model can 
be achieved more efficiently due to the facts that neural network is nonlinear 
empirical model which can capture the nonlinear system dynamics and do not require 
knowledge of specific system parameters. 

Neural Model Formulation. In this work, we use a feedforward back-propagation 
(BP) network that undergoes supervised learning to model the output of the motor 
system in vibration spectra. Each of the processing elements of a BP network is 
governed by the following equation, 
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for ][,...,1 lNi = (the node index), and ,...,1=l (the layer index), where ],[ ilx is the i th 
node output of the l th layer for sample t , ],][,1[ iljl−ω is the weight, the adjustable 
parameter, connecting the j th node of the )1( −l th layer to the i th node of the l th 
layer, ],[ ilb is the bias, also an adjustable parameter, of the i th node in the l th layer, 
and )(],[ ⋅ilσ is the discriminatory function of the i th node in the l th layer. 

The relation between inputs and outputs in BP network can be expressed using 
general nonlinear input-output models, as follows, 

));(();( WkufWky =
∧

                                                   (4) 

where W is weight matrix which is to be determined by the learning algorithm, 
f represents the nonlinear transformation of the input approximated by a BP network, 

and in here hyperbolic tangent function is used. The input vector )(ku is defined as, 

)]1(),...,([)( +−= ynkykyku                                        (5) 

where yn is the maximum number of lags in the output. 

Learning Algorithms. Using the structure of Eq. 4, the neural network model is 
trained using Levenberg-Marquardt (LM) algorithm. In this training phase, the error 
function to be minimized is given by, 
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where n is the number of outputs included in the training, and NP is the number of 
training samples. The LM algorithm is designed to approach second-order training 
speed without having to compute the Hessian matrix. When the performance function 
has the form of a sum of squares, then the Hessian matrix can be approximated as, 

JJH T=                                                             (7) 
and the gradient can be computed as, 

εTJg =                                                               (8) 

where J is the Jacobian matrix that contains first derivatives of the network errors 
with respect to the weights and biases, and ε is the network error. Then the 
processing element is updated by, 

εμ TT
kk JIJJxx 1

1 ][ −
+ +−=                                             (9) 

The detailed computation of the gradients involved in LM learning algorithm can 
be found in many neural network references, such as [11]. 

Motor Vibration Spectra Model Development. The windowed healthy condition 
vibration signal is used for neural network training and validation. The vibration 
spectrum of each window after FFT processing is expressed as )|( ifV NF

DS and is used 

as inputs of NN model shown in Fig. 3, where i is the index of windows in the 
training set and NF (no fault) means the vibration spectra in healthy condition. The 
designed BP network has three layers; one hidden layer with 9 nodes, one input layer 
and one output layer both with fN nodes, which is equal to the number of amplitude 

in vibration spectrum. The model structure of NN is decided after various experiments 
while the pruning method is used also. The general structure of this feedforward BP 
network is shown in Fig. 4. Based on the discussion about NN predictor above, the 

motor vibration spectra model )|( ifV DS

∧
can be obtained as, 

)}({)|( kVFFTifV NF
DS

NF
DS =                                           (10) 

)}|({)|( ifVNNifV NF
DSDS =

∧
                                        (11) 

the size of window is set user-defined, but should be the same as the window used for 
monitoring measurements. 

Initially the motor predictor is developed for small machine, with training data 
representing the high-load level. After developing this baseline model, additional 
models valid at lower load levels are developed by incrementally tuning the baseline 
high-load level model. The training data set consists of 2800 samples for estimation, 
and 1400 samples for validation. The validation data set is used to determine the best 
stopping point in the predictor training to prevent over training, and select the 
predictor structure. 
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Fig. 3. Windowed Vibration Spectra                 Fig. 4. General Structure of BP Network 

3.3   Residual Generation 

Residual is one of the most important elements in the residual-based method. A 
residual-based method should ideally decouple such parasitic effects from the effects 
of incipient faults as they are observed on the outputs. Theoretically, the residuals 
should be small values in normal operation since the trained neural predictor is 
capable of giving a satisfactory prediction of the spectrum. However, the residual 
generated by faults will significantly deviate from the nominal value. In other words, 
faults can be easily analyzed by this value. 

In this research, the residuals are generated in vibration spectra. Consider one data 
window having the time interval [ ]21 , tt , the residual )|( ifrDS  of the i th window is 
expressed as 

)|()|()|( ifVifVifr DS
T

DSDS

∧
−=                                 (12) 

where superscript T means the measurements in spectra is also after denoising 
processing. 

3.4   Description of the Fault Indicator 

The fault indicator proposed here for detecting faults is based on the observation that 
the vibration signals, and as a result the residuals, are distorted in the presence of such 
faults. Consequently, in the presence of such faults the harmonic components in the 
residuals increase when compared to a baseline. Therefore, vibration harmonics 
variations provide some clues for detecting the presence of faults, whereas tracking 
variations in the vibration fundamental might result in false alarms. Relative changes 
in the harmonics, as seen through the processing of the residuals, appear promising 
for the detection of changes in motor condition. 

In a monitoring time interval, let the size of a moving window be 12 ttp −= , which 
is the same as the size of the window for residual generation. And consider that the 
moving window moves by p at a time. The following moving window RMS values 
are computed for the model prediction and residual 
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where 1ttm N −= is the total number of moving windows, fN is the number of data in 
the spectrum.  

The relative change in the harmonic component of the residuals can be quantified 
by the ratio )(/)( iVir rmsrms

∧
. In this study, the normalized harmonic content of the 

residuals is used as an indicator for detecting faults as follows 

)(/)()( iViriI rmsrmsrate

∧
=                                              (15) 

By placing appropriate threshold on the indicator magnitude, faults can be detected 
when the value of the indicator is higher than the threshold value. The primary 
limitation of the indicator is reflected in the accuracy of the motor reference model. 
The performance of the proposed approach can be improved by regulating the 
window size and the threshold value. 

4   Experiments and Analysis 

4.1   Experimental Settings and Staged Motor Faults 

The experiment system is setup to collect the data needed for testing the neural 
network fault detection system. An off-site industrial scale testbed is utilized for data 
acquisition from larger motors. In acquiring the necessary digital data, various 
anomalies are introduced to the motors, and also motor faults are staged. 

The staged incipient faults include several mechanical faults. The results of a few 
of these  anomalies  and  staged faults are presented here. A 3 - φ , eight pole, 597 kW 

Dynamometer Induction
Motor

Data Acquisition System

Speed In- board & Out- board
Tri- axial Vibration

USED AS LOAD

3  Volatages

3  Currents

(Not Used Signal 
in this Study)

    

Fig. 5. Configurations for the motor system                    Fig. 6. Motor Vibration Signal 
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Allis Chalmers motor is run directly from the power supply mains. The motor is 
connected to the dynamometers used to load them. A simplified schematic of the 
experiment system is shown in Fig. 5. 

A 13-channel IOTech data-acquisition system is used to record the six vibration 
signals, the three line voltages, the three line currents, and encoder speed signal at 40 
kHz sampling frequency. Channel 1-6 are to collect vibration signals, and only the 
vibration signals are used in this study, which are down-sampled to 4000 Hz for 
further processing. A wide range of case studies for the motor are collected. There 
include healthy cases, and cases with operational anomalies. In Fig 6, the vibration 
signal in normal case is illustrated to show the complex random nature from real 
motor instead of simulated system. 

4.2   Results and Analysis of the Experiment 

The experiment results are collected from the 597 kW motor. The window size used 
in these experiments is 1 s, and the amount of collected data for one test is 60,000. 
The vibration spectra of the output of the machine and the neural network model is 
compared in Fig. 7. 

Two air-gap eccentricity tests are performed using the 597 kW motor. The first 
case consists of moving the rotating center at the end of the inboard shaft 25% upward, 
whereas the second case moving the rotating center at the end of the out board shaft 
20% downward and 10% to the right. Following data collection, down-sampling and 
scaling is performed. The vibration signals are processed through the data segmentation 
stage, revealing the steady-state signals of the motor operation. The residuals are then 
generated by subtracting the measurements from the NN model in spectra over the 
window. The indicator values for the healthy motor response are considered as 
baseline to set the threshold. The air-gap vibration spectra and the network model 
spectra are depicted in Fig. 8. Detection of air-gap eccentricity faults using the 
proposed indicator and threshold is shown in Fig. 9. The normal condition runs for 
400s, and then the first case is switched on for 200s and the second case for 200s also. 
The threshold is set to 0.55 according to the experiment and the results show that the 
fault conditions can be easily classified. 

 

Fig. 7. Healthy Vibration Spectra and its Modeling 
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Fig. 8. Vibration Spectra of Air-gap              Fig. 9. Indicator of Air-gap Eccentricity 

 

Fig. 10. Vibration Spectra of Broken Bar             Fig. 11. Indicator of Broken Rotor Bar 

Another mechanical fault is broken rotor bars. Experiments are performed to obtain 
motor measurements with four cases of broken bars using the 597 kW motor. The 
four cases are a half broken bar, one broken bar, two broken bars, and four broken 
bars. The measurements are further processed as in the case of the air-gap 
eccentricity, and the fault indicators are obtained. The compared vibration Spectra and 
the fault indicator are given in Fig. 10 and 11, respectively. The proposed indicator 
clearly shows the changes from the baseline to broken bar faults, and the magnitude 
change increases with the severity of the faults. The same threshold is used to classify 
the healthy and fault condition. 

5   Conclusion 

In this paper, the development and testing of a residual-based fault detection and diagnosis 
system for induction machine is presented. The proposed system uses a vibration spectra 
predictor developed using back-propagation neural network. The investigations are based 
on the notion that neural network can capture the nonlinear system dynamics and do not 
require knowledge of specific system parameters. FFT has been used to convert the 
steady-state vibration signal into its spectra. The resulting motor vibration residuals are 
stationary and the RMS values are used to compute the fault indicator. 
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A high-performance fault detection approach exhibits high probability of fault 
detection and low probability of false alarm. The results of the proposed method are 
promising and demonstrate the scalability of the proposed method for induction motor 
condition  monitoring  and  fault detection. The  proposed system is shown to be quite  
effective in detecting the early stages of many frequently encountered motor faults. 
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