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Preface

Currently, there is no single source that permits comparison of the factors, elements,
enzymes and/or mechanisms employed by different classes of viruses for genome
replication. As a result, we (and our students) often restrict our focus to our particu-
lar system, missing out on the opportunity to define unifying themes in viral genome
replication or benefit from the advances in other systems. For example, extraordi-
nary biological and experimental paradigms that have been established over the past
5 years for the DNA replication systems of bacteriophage T4 will likely be of great
value to anyone interested in studying a replisome from any virus. These studies
could easily go unnoticed by animal RNA and DNA virologists. It is our hope that
this monograph will cross-fertilize and invigorate the field, as well as encourage
students into this area of research.

The monograph has been divided into eight parts. Chapters appearing in Parts I–VI
are intended to compare and contrast the replication and/or transcription processes
and corresponding “players” of the indicated family of viruses. We are interested
in the sequence of events that lead to production of mRNA and progeny genomes
as well as the cis-acting elements and trans-acting factors and enzymes (viral and
cellular) that are required for these processes. Chapters appearing in Part VII are in-
tended to provide a more biochemical and biophysical perspective of the replication
and/or transcription process. Chapters appearing in Part VIII are intended to provide
a practical perspective on viral replication and its inhibition.
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Matteo Negroni, PhD Unité de Régulation Enzymatique des Activités Cellulaires,
CNRS-URA 2185, Institut Pasteur, Paris, France; Present address: Architecture
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Chapter 1
Model of Picornavirus RNA Replication

Aniko V. Paul, George A. Belov, Ellie Ehrenfeld, and Eckard Wimmer

Introduction

The virus family Picornaviridae represents a large number of human and animal
pathogens, which can cause a variety of diseases ranging from the benign (com-
mon cold) to the serious (poliomyelitis). These small non-enveloped plus-stranded
RNA viruses have been grouped into nine genera of which five are well known:
Enterovirus, Rhinovirus, Hepatovirus, Cardiovirus, and Aphthovirus. The life cycle
of picornaviruses begins with attachment to a susceptible host cell, entry, and the
delivery of the RNA genome into the cytoplasm (Semler and Wimmer 2002). The
RNA is translated into a large polyprotein, which is processed into functional pre-
cursor and mature proteins. The nonstructural proteins of the virus and cellular pro-
teins assemble with the parental RNA to form replication complexes on the surface
of membranous vesicles where RNA replication takes place. The progeny RNA are
encapsidated prior to being released from the host cell.

The RNA genome of picornaviruses (∼7500 nucleotides) contains a long 5′ non-
translated region (5′NTR), a single open reading frame, and a short 3′ NTR followed
by a poly(A) tail (Fig. 1.1). At the 5′-end the RNA is covalently linked to a tyrosine
residue in a small peptide called VPg. Picornaviruses use the same basic steps to
replicate their genomes as other plus-strand RNA viruses. First the parental RNA
is copied into a complementary minus strand yielding a double-stranded replicative
intermediate. The minus strand then serves as the template for the production of
progeny plus strands. There is also an important difference, however, between the
RNA replication strategy of picornaviruses and of other plus-strand RNA viruses.
While most other plus-strand RNA viruses start the synthesis of their RNA strands
by de novo initiation, picornaviruses use a uridylylated form of the VPg peptide
as primer for the production of both plus- and minus-strand RNAs. The enzyme
primarily responsible for RNA synthesis is the RNA-dependent RNA polymerase,

A.V. Paul (B)
Department of Molecular Genetics and Microbiology, SUNY at Stony Brook,
Nicolls Road, Stony Brook, NY 11794-5222, USA
e-mail: apaul@notes.cc.sunysb.edu

C.E. Cameron et al. (eds.), Viral Genome Replication,
DOI 10.1007/b135974 1, C© Springer Science+Business Media, LLC 2009
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Fig. 1.1 Genomic structure of PV and processing of the P3 domain of the polyprotein. The
single-stranded RNA genome of PV is shown with the terminal protein VPg at the 5′-end of the
5′NTR and the 3′NTR with the poly(A) tail. The 5′NTR contains a cloverleaf-like structure and
a large IRES element. The attachment site of the 5′-terminal UMP of the RNA to the tyrosine of
VPg is shown enlarged. The oriI element is located in the coding region of 2CATPase. The polypro-
tein contains structural (P1) and nonstructural (P2 and P3) domains. The vertical lines within
the polyprotein box represent proteinase cleavage sites. Processing of the P3 domain is shown
enlarged.

which requires not only viral but also cellular proteins and cis-acting RNA elements
to achieve complete replication of the viral RNA genomes.

In this review an attempt will be made to summarize what is known predomi-
nantly about the genome replication of poliovirus, the prototype of Picornaviridae.
Because of the limited scope of this article we will neither be able to discuss in detail
the current literature available on all picornavirus RNA replication nor to acknowl-
edge the contribution of every investigator. Principally, progress in five areas have
greatly advanced our understanding of poliovirus genome replication during the
last 15 years: (i) the development of a de novo cell-free poliovirus replication sys-
tem, (ii) the elucidation of the mechanism of VPg uridylylation, (iii) the discovery
of cis-acting genomic RNA structures, (iv) the identification of cellular proteins
essential for RNA synthesis, and (v) the characterization of cellular membranous
structures involved in genome replication. We suggest that the reader consults pre-
vious review articles listed for some early references that could not be accommo-
dated in this article. Finally, we should emphasize that the proposed models of RNA
replication are highly speculative and are expected to change as more information
accumulates.



1 Model of Picornavirus RNA Replication 5

Viral and Cellular Factors Involved in Replication

Viral Proteins

The single open reading frame of picornavirus RNAs is translated into a large
polyprotein, which is processed by viral proteinases into a variety of precursor
and mature proteins (Fig. 1.1). The polyprotein consists of three domains. The P1
domain contains the structural proteins that make up the capsid of the virus while
the nonstructural proteins (P2 and P3) are involved in RNA replication and in pro-
moting changes in cellular metabolism. It has been known for a long time that all
of the nonstructural proteins of poliovirus have functions in RNA replication. Since
picornavirus genomes have a limited coding capacity the virus has adapted to use
the genetic information encoded in the RNA multiple times in the form of different
precursor and mature proteins. For example, evidence has been presented suggest-
ing that minus-strand RNA synthesis requires large precursors of P2 proteins (P2/P3
or 2BC/P3) (Jurgens and Flanegan 2003).

1. Proteins of the P2 domain. The P2 domain of the polyprotein is processed
into a precursor (2BC) and mature proteins (2Apro, 2B, and 2CATPase) (Leong et al.
2002; Paul 2002; Skern et al. 2002). Protein 2Apro is a proteinase in entero- and
rhinoviruses whose primary function is to separate the structural and nonstruc-
tural domains of the polyprotein but it also has functions in the inhibition of cel-
lular translation and transcription and in RNA replication. The roles of proteins
2B and of its precursor 2BC in RNA replication are not well understood but it is
known that they are related to the biochemical and structural changes that occur
in the infected cell (Egger et al. 2002; Paul 2002; see below). Expression of 2B
in mammalian cells leads to a block of secretory transport, disassembly of the
Golgi complex, permeabilization of the plasma membrane, and induction of mem-
brane proliferation and rearrangements. Expression of 2BC results in membrane
rearrangements leading to the formation of vesicles. The most conserved protein
among picornaviruses is a membrane-bound polypeptide 2CATPase (Leong et al.
2002; Paul 2002). Biochemical and genetic studies have implicated this protein
in a variety of functions during the viral life cycle such as uncoating, host cell
membrane rearrangements, RNA replication, and encapsidation. The protein con-
tains N- and C-terminal amphipathic helices and RNA-binding domains. There is
an N-terminal membrane-binding domain and a cysteine-rich Zn++-binding domain
near the C-terminus. In vitro purified 2CATPase exhibits ATPase activity, which
is blocked by guanidine hydrochloride, a potent inhibitor of RNA replication in
vivo (Pfister et al. 2000 and refs. therein). Although the protein contains con-
served motifs typical of helicases so far no helicase activity of the protein has been
detected.

2. Proteins of the P3 domain. The proteins derived from the P3 domain are
directly involved in RNA replication (Cameron et al. 2002; Leong et al. 2002;
Paul 2002). Initial cleavage of the P3 domain yields two relatively stable and very
important precursors, 3AB and 3CDpro. In vitro biochemical studies have shown
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that the small 3AB protein has multiple functions in RNA replication: (a) 3AB
stimulates the polymerization activity of RNA polymerase 3Dpol; (b) 3AB is a non-
specific RNA-binding protein, which, however, forms a specific complex with pro-
teinase 3CDpro at either the 5′-cloverleaf structure or at the 3′NTR of the viral RNA;
(c) 3AB stimulates the autoprocessing of 3CDpro; (d) the membrane-bound form
of 3AB is required for processing by 3CDpro; (e) 3AB has nucleic acid chaperone
and helix destabilizing activities (DeStefano and Titilope 2006). Yeast two-hybrid
and biochemical analyses have indicated that 3AB strongly interacts with 3Dpol and
the sequences primarily responsible for this interaction reside in the 3B domain
(Y3, K9K10, R17) of the protein (Paul 2002; Paul et al. 2003a). Three amino
acids (F377, R379, V391) on the surface of 3Dpol in a hydrophobic patch were
recently identified as binding partners of 3AB (Lyle et al. 2002). Protein 3AB has the
propensity to dimerize and form oligomers in solution with both the N-terminal and
hydrophobic domain of 3A involved in these interactions (Paul 2002; Strauss et al.
2003). Our recent studies with synthetic membranes suggest that the hydrophobic
anchor sequence of 3A forms a mixture of transmembrane and non-transmembrane
topographies but adopts only a non-transmembrane configuration in the context of
the 3AB protein (Fujita et al. 2007).

Proteolytic processing of 3AB by 3CDpro yields 3A and VPg (Leong et al. 2002;
Paul 2002). The 3A protein is 87 amino acids long and consists of a soluble cytoso-
lic domain (58 residues), which forms a symmetric dimer (Strauss et al. 2003),
a 22-residue long hydrophobic and membrane-binding domain followed by seven
additional residues at the C-terminus. The 3A protein inhibits ER to Golgi mem-
brane and secretory protein traffic and induces specific translocation of some ADP
Ribosylation Factors (ARF) proteins to membranes (Belov et al. 2005). Studies by
the yeast and mammalian two-hybrid systems showed that 3A multimerizes and
interacts with 2CATPase and 2B (Teterina et al. 2006; Yin et al. 2007). Mutants resis-
tant to Enviroxime, an antiviral drug that blocks PV RNA replication, map to the 3A
sequences supporting a critical role for 3A (or 3AB) in RNA replication.

The VPgs of all picornaviruses are small peptides 21–24 amino acids in length
with an absolutely conserved Tyr at position 3. Tyr3 links VPg via a phosphodi-
ester bond to the 5′-terminal UMP of the genome (Fig. 1.1; Wimmer et al. 1993;
Paul 2002; Paul et al. 2003a). Entero- and rhinovirus VPgs contain several fully or
highly conserved amino acids (Y3, G5, P7, K9, K10, P14, R17), which are required
for function in vivo. Interestingly, when two VPgs are introduced in tandem into
the PV genome the resulting virus, which has a quasi-infectious growth phenotype,
retains only the N-terminal VPg. The replacement of PV VPg with that of HRV14
or HRV16, but not with that of HRV2, results in viable poliovirus (Cheney et al.
2003; Paul et al. 2003a). In contrast to other picornaviruses, foot-and-mouth disease
virus (FMDV) encodes in tandem, and uses at random, three distinct VPg peptides
(3B1–3B3), which are 23 or 24 amino acids long (Nayak et al. 2005). Each of the
VPgs can be uridylylated in vitro although 3B3 is the best substrate for FMDV
3Dpol. Recently two different kinds of structures were proposed for PV VPg. The
first structure was predicted by computational modeling and was found to have two
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antiparallel B strands with the N- and C-termini of the peptide located in close prox-
imity (Tellez et al. 2006) The second structure, determined by NMR, consisted of a
large loop (residues 1–14) from which the reactive tyrosine (Y3) projects outward,
and of an α-helix (residues 18–21) at the C-terminus (Schein et al. 2006). The amino
acids conserved in the VPgs of picornaviruses were located on the same face of the
structure as Y3.

The second important precursor of the P3 domain is 3CDpro, which together with
3Cpro processes most of the entero- and rhinovirus polyprotein into precursor and
mature proteins (Leong et al. 2002; Paul 2002). 3CDpro possesses no polymerase
activity but it has essential functions in RNA replication as a RNA-binding protein.
The RNA-binding domain of the protein is located in 3Cpro but the 3Dpol domain
of the protein modulates this activity. The crystal structure of PV 3CDpro revealed
a poorly ordered polypeptide linker between the structurally conserved 3Cpro and
3Dpol domains (Marcotte et al. 2007). 3CDpro forms several important RNA/protein
complexes that are required in RNA replication and these will be discussed later.
Studies with the in vitro translation/RNA replication system of Molla et al. (1991)
indicated a role for PV 3CDpro also in virus maturation, which required both the
RNA-binding activity of the 3Cpro domain and the integrity of interface I in the
3Dpol domain (Franco et al. 2005).

Processing of the 3CDpro precursor yields proteinase 3Cpro and RNA polymerase
3Dpol. Crystal structures of several picornavirus 3Cpro proteins (HAV, PV1, HRV14,
HRV2) were published and shown to contain a protein fold similar to serine pro-
teinases such as chymotrypsin (Skern et al. 2002). The structure of the PV 3Cpro

protein indicated the formation of dimers and this was confirmed by biochemical
experiments (Pathak et al. 2007).

The RNA polymerase 3Dpol of picornaviruses possesses two major types of
synthetic activities in vitro (Cameron et al. 2002; Paul 2002). It elongates RNA
or DNA primers on homopolymeric or heteropolymeric RNA templates or cat-
alyzes the covalent attachment of UMP to the hydroxyl group of tyrosine in
VPg (Paul et al. 1998). The second reaction requires an RNA template, which
can be either poly(A) or an adenylate residue in the cis-replicating RNA ele-
ment oriI. The products of the reactions are VPgpU and VPgpUpU, the primers
for the synthesis of plus and minus-RNA strands. Crystal structures have been
determined for a number of picornavirus RNA polymerases (PV, HRV14, HRV16,
HRV1B, and FMDV) and these are discussed by N. Verdaguer and colleagues
in another chapter of this book. These structures display a common architec-
ture characteristic of all RNA polymerases, which is that of a right hand with
finger, thumb, and palm domains. The purified PV RNA polymerase has been
found to exhibit a high level of cooperativity with respect to RNA binding and
template usage, suggesting that polymerase/polymerase interactions are impor-
tant for function. The dimerization/oligomerization of PV 3Dpol was confirmed by
both the yeast and mammalian two-hybrid analysis (Teterina et al. 2006 and refs.
therein) and such interactions were also observed in the crystal structure of the
protein.
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Cellular Proteins

Since plus-strand RNA viruses possess small RNA genomes that encode only a lim-
ited number of proteins they seek to supplement their existing synthetic capabilities
with cellular proteins (Paul 2002). Several lines of evidence, involving both genetic
and biochemical approaches, suggest that this is the case. First, it is known that the
replication of RNA viruses is cell-type specific suggesting their dependence on cell-
specific factors. Second, a number of host proteins have been identified that interact
with viral genomic RNAs or replication proteins and some of these are essential to
viral RNA replication.

1. PCBP. Poly(rC)-binding protein 2 (PCBP2), also known as hnRNP E2, or
αCP-2, has functions both in the translation and in the replication of PV RNA and
possibly also in RNA stability (Paul 2002; Walter et al. 2002). PCBP2 is an RNA-
binding protein with a strong preference for poly(rC) sequences. It contains three
hnRNP K-homology domains, the first and third of which mediate poly(rC) binding.
The protein has been shown to form homodimers and to interact with other hnRNP
proteins. For picornavirus RNA containing type I IRES elements, PCBP2 binds to
domain IV of the IRES that is essential for translation initiation. In addition, PCBP2
binds to stem-loop B of the 5′-cloverleaf and an adjacent C-rich region in the spacer
between the cloverleaf and the IRES (Toyoda et al. 2007). Together with 3CDpro,
this interaction is required for viral RNA synthesis.

2. Sam68. Previous studies using yeast two-hybrid analyses have identified cellu-
lar protein Sam68 that interacts with PV 3Dpol and is relocalized from the nucleus to
the cytoplasm upon PV infection (Paul 2002). No function has as yet been assigned
to Sam68 in poliovirus replication.

3. Nucleolin. This nuclear protein was found to interact with the 3′NTR of wt PV
RNA but not with the RNA of replication-defective mutants (Paul 2002). As with
Sam68, no function has as yet been assigned to nucleolin in poliovirus replication.

4. Poly(A)-binding protein (PABP). Herold and Andino (2001) have observed that
human PABP interacts in vitro with PV 3CDpro, PCBP2, and the 3′NTR-poly(A).
These observations led to the proposal that the PV genome circularizes via an inter-
action of PABP, 3CDpro, and the 5′ cloverleaf on one hand and of PABP and the
3′NTR-poly(A) of the genome on the other.

5. Heterogeneous nuclear ribonucleoprotein C (hnRNP C). This cellular protein
that is abundant in the nucleus belongs to a family of RNP motif RNA-binding
proteins (Brunner et al. 2005). Using GST-pull down assays it was demonstrated
that hnRNPC1 binds to PV 3CDpro, as well as to the P2 and P3 precursors of the
nonstructural proteins. In addition, hnRNPC can be co-immunoprecipitated with PV
plus and minus-strand RNA in HeLa extracts suggesting a possible role for hnRNP
C in plus-strand RNA synthesis.

6. Reticulon 3. Using yeast two-hybrid analyses, a cellular ER-associated pro-
tein, reticulon 3, was recently identified as an interacting partner of enterovirus
71 2CATPase (Tang et al. 2006). The N-terminal domain of 2CATPase, which has
both RNA- and membrane-binding activity, was found to interact with reticulon
3. Reduced production of reticulon 3 by RNA interference reduced the synthesis of
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viral proteins, replicative double-stranded RNA, and plaque formation. Reticulon 3
could also interact with the 2CATPase proteins of PV and CAV16, suggesting that it
may be a common factor for the replication of enteroviruses. The function of retic-
ulon 3 was proposed to be to anchor the 2CATPase protein to the membranes but its
role needs to be further studied.

7. Other host proteins. The replication of PV in the in vitro translation/replication
system and in Xenopus oocytes was found to be dependent on one or more unknown
cellular factors. There are numerous other host cell proteins that have been identified
through their ability to interact with cis-acting RNA elements in the picornavirus
genomes (Paul 2002). However, it is not clear that these RNA/protein interactions
are biologically important for picornavirus RNA replication.

Cis-Acting RNA Elements

The genomes of plus-strand RNA viruses harbor a large amount of genetic infor-
mation of which much resides in highly structured RNA elements. Most studies in
the past concentrated on the role of the 5′NTR and 3′NTR in RNA replication and
only recently has the importance of internal cis-replicating elements been recog-
nized (Paul 2002).

1. The 5′ cloverleaf (oriL). The 5′-terminal sequences of entero- and rhinovirus
RNAs contain a cloverleaf structure (stem-loops A-D) in which the terminal UMP
is covalently linked to the hydroxyl group of a tyrosine in the genome-linked protein
VPg (Figs. 1.1 and 1.2A). The cloverleaf forms two essential RNP complexes with
3CDpro in the presence of either PCBP2 or protein 3AB (Paul 2002). Stem-loop B
binds either PCBP or 3AB while a tetra loop in stem-loop D interacts with 3CDpro

(Rieder et al. 2003). Mutations that disrupt complex formation abolish RNA replica-
tion but do not affect translation. Interestingly, not only the C residues in stem-loop
B of the cloverleaf are required for PCBP binding and RNA replication but also an
adjacent C-rich sequence in the spacer between the cloverleaf and the IRES (Toyoda
et al. 2007). Thus, this short segment of spacer sequence is an essential part of the
5′-terminal cis-acting element (oriL) of the poliovirus genome. The solution struc-
ture of a consensus entero- and rhinovirus cloverleaf stem-loop D was determined
by NMR and was shown to have an elongated helical stem capped by a UACG tetra
loop with a wobble UG closing base pair (Du et al. 2004).

2. The 3′NTR-poly(A) (oriR). The heteropolymeric regions of the 3′NTR in dif-
ferent picornaviruses are very diverse and their functions are unknown although
genetic evidence supports their role in RNA replication (Fig. 1.2C; Agol et al. 1999;
Paul 2002). A “kissing interaction” between stem-loops X and Y of the PV 3′NTR
was found to be important for RNA replication.

The poly(A) tail of picornaviruses is genetically encoded (Wimmer et al. 1993)
unlike the poly(A) tails of cellular mRNAs, which are added post-transcriptionally.
Efficient RNA replication and infectivity of the viral RNA requires the presence
of a poly(A) tail with at least 20 nt (Silvestri et al. 2006). A detailed analysis of
the poly(A) tail of CVB3 revealed that while the poly(A) tail is about 80 nt long
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the complementary poly(U) tract contains only about 20 nts (van Oij et al. 2006a).
The 3′NTR controls the length of the poly(A) tail and ensures efficient minus-strand
RNA synthesis but apparently it has no effect on poly(U) length.

3. The internal origin of replication (oriI or cre). Analyses of picornaviruses
genomes revealed an important cis-acting RNA element mapping either to the cod-
ing sequences or to the 5′NTR (Fig. 1.2B; Paul 2002). First discovered in the cod-
ing sequence of capsid protein VP1 of human rhinovirus 14 (HRV14) (McKnight
and Lemon 1998), oriI elements have subsequently been identified in 2CATPase of
poliovirus and coxsackie virus B3, in 2Apro of HRV2, and in the capsid protein
VP2 of cardioviruses (for refs. see van Oij et al. 2006b). An exception is the
oriI of FMDV, which was found to be located in the 5′NTR (Mason et al. 2002).
These oriIs all consist of a small RNA stem-loop structure made of quite diverse
nucleotide sequences. Entero- and rhinovirus oriIs, however, contain a conserved
motif (Fig. 1.2B; G1XXXA5A6A7XXXXXXA14), which is critically important for
function (Yang et al. 2002; Yin et al. 2003). Within this motif, the A5 residue tem-
plates the linkage of both UMPs to VPg by a “slide back” mechanism in a reaction
catalyzed by 3Dpol and stimulated by 3CDpro (Fig. 1.3; Paul 2002; Paul et al. 2003b).
The products are VPgpU and VPgpUpU, the primers for RNA synthesis. The solu-
tion structure of a 33-nt segment the HRV14 oriI was recently determined by NMR
spectroscopy (Thiviyanathan et al. 2004). It contains a large open loop with 14
nucleotides that derives stability from base-stacking interaction. The two conserved
adenylates are oriented to the inside of the loop. Interestingly, the poliovirus oriI
structure can be moved to different positions within the genome without affecting
function (Yin et al. 2003). Recent studies by Crowder and Kirkegaard (2005) have
shown that mutants of the PV oriI can inhibit PV replication in a trans-dominant
manner in vivo.

4. The Internal Ribosomal Entry Site (IRES). The poliovirus IRES is located in
the 5′NTR between nucleotides 124 and about 630 whose primary function is to
promote cap-independent translation (Wimmer et al. 1993; Paul 2002). Numerous

Template  5’ G1XXXA5A6A7XXXXXXA14

Protein priming 5’ G1XXXA5 A6 A7XXXXXXA14
U-VPg

Slide back 5’ G1XXXA5A6 A7XXXXXXA14
U-VPg

Elongation 5’ G1XXXA5A6A7XXXXXXA14
U-U-VPg

Fig. 1.3 The “slide back” mechanism of VPg uridylylation. The first UMP is linked to VPg on the
A5 template nucleotide of the PV1 oriI. VPgpU slides back to hybridize with A6 and the second
UMP is templated again by A5 yielding VPgpUpU. Nucleotides A5 and A6 involved in the reaction
are shown in bold.
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genetic studies suggest that the IRES also contains signals for RNA replication in
stem-loops II, IV, and V. However, other results are difficult to reconcile with a direct
role of the IRES in RNA replication. For example, the IRES of PV1 can be replaced
with totally different IRESes from EMCV or HCV but the resulting chimeras have
growth properties similar to that of wt poliovirus (Gromeier et al. 1996 and refs.
therein). Furthermore, using the in vitro translation/RNA replication system Murray
et al. (2004) showed that poliovirus RNA replication was not absolutely dependent
on the IRES although the replication of genome length viral RNAs was stimulated
by the presence of the IRES in the template RNAs.

5. The cloverleaf at the 3′-end of minus strands. Using 3′-terminal fragments of
PV minus-strand RNA, the binding of both cellular and viral (2CATPase, 2BC) pro-
teins derived from virus-infected cell extracts has been demonstrated (Paul 2002).
The biological significance of some of these RNA/protein interactions is not yet
known. Sharma et al. (2005) recently demonstrated with in vitro translation/RNA
replication reactions that the 5′-terminal sequence of stem A in the plus strand, and
consequently the 3′-terminal sequence of the minus strand, was required for the
efficient plus-strand RNA synthesis.

Membrane Structures

1. Morphological organization of replication complexes. The complexity of the
numerous factors that participate in viral RNA synthesis requires that some mech-
anism exist to topologically coordinate and concentrate the multiple components
to function in concert. All positive-strand RNA viruses, including picornaviruses,
induce the reorganization of membranes from various sub-cellular organelles (endo-
plasmic reticulum (ER), Golgi, endosomes, etc.) to form functional scaffolds on
which genome replication occurs. In most cases new virus-induced structures are
formed that appear by electron microscopy as clusters of heterogeneous sized vesi-
cles concentrated near the nucleus and eventually occupying nearly all the cyto-
plasm (Fig. 1.4).

Fig. 1.4 Electron
microscopic picture of
PV-infected Hep-2 cells.
Numerous vesicles can be
seen 9 hours post-infection.
The bar represents 2 μm. The
picture is a gift of K. Bienz
and D. Egger. It should be
noted that Jackson et al. 2005
have observed some double
membrane vesicles in
PV-infected cells, which are
not apparent on the picture
shown here.
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The most detailed account of the development of this membrane remodeling has
been obtained for poliovirus (Egger et al. 2002; Egger and Bienz 2005). Characteris-
tic vesicles were detected by electron microscopy at 2 h p. i., initially associated with
the ER and then clustered in the perinuclear region. Replicating RNAs were located
in electron-dense patches in close vicinity to budding vesicles on modified ER and
later associated with vesicles. When lysates from infected cells were analyzed by
density gradient centrifugation, polymerase activity co-purified with smooth mem-
branes. These replication complexes looked like loosely associated rosettes of mem-
branous vesicles surrounding more dense structures, where actual replication sites
were located. When provided with nucleotides and optimal reaction conditions, they
could support RNA replication in vitro. It is not yet known how the replication com-
plexes are attached to the membranes but the hydrophobic domains of 3AB, 3A and
2BC, 2B and 2CATPase, the latter possibly in conjunction with reticulon 3, are likely
to mediate membrane binding.

2. Viral proteins involved in membrane remodeling. Expression of all poliovirus
nonstructural proteins from non-replicating RNA constructs resulted in membrane
rearrangements typical of those found in infected cells (Egger et al. 2002; Egger
and Bienz 2005), indicating that viral proteins alone are sufficient to induce char-
acteristic vesicles. Among individual virus proteins that might perform this func-
tion, attention was drawn to proteins with intrinsic membrane-targeting properties.
Domains in proteins 2B, 2CATPase, and 3A and their precursors confer the ability to
bind to membranes. Expression of these individual proteins in cells caused intra-
cellular membrane modifications, and when 2BC was co-expressed with 3A, the
ultra structure and biochemical properties of the induced vesicles appeared very
similar to vesicles found during normal infection. Nevertheless, when cells express-
ing individual proteins were infected with poliovirus, the pre-formed vesicles were
not used in virus replication. This result could mean either that replication vesi-
cles must be formed in cis, close to the place of RNA translation, or that vesicles
induced by expression of a single viral protein are not the same as those formed
when all poliovirus proteins are present. It has been suggested that expression of
poliovirus proteins may modify early steps of the secretory pathway (Belov and
Ehrenfeld 2007; Egger and Bienz 2005) and/or autophagy (Jackson et al. 2005) but
the precise cellular pathways that are utilized in virus-induced membrane remod-
eling have not yet been elucidated and are currently under investigation in several
laboratories.

VPg Uridylylation and RNA Synthesis In Vitro

With Purified Proteins

Purified poliovirus RNA polymerase catalyzes the uridylylation of VPg on a poly(A)
template yielding VPgpU and VPgpUpU. These precursors are elongated into VPg-
linked poly(U), the 5′-end of minus strands (Paul et al. 1998).
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VPg+3Dpol+poly(A)+UTP+Mn++(Mg++) --->VPgpU+VPgpUpU --->VPg − poly(U)

The enzyme can also use an oriI containing PV RNA as template for VPg uridy-
lylation but this reaction requires the stimulatory activity of 3CDpro or 3Cpro (Paul
2002; Pathak et al. 2002).

VPg + 3Dpol + oriI RNA + 3CDpro + UTP + Mg++(Mn++) ---> VPgpU + VPgpUpU

The elongation of the uridylylated VPg precursors in vitro into minus-strand
RNA on a PV plus-strand RNA template is very inefficient suggesting that other
factors are also required for this process (Paul 2002). In contrast, when PV RNA
or another poly(A)-tailed RNA template is incubated with purified 3Dpol and an
oligo(U) primer full-length minus strands can be synthesized.

With Crude Replication Complexes

When crude replication complexes (CRCs) isolated from poliovirus-infected cells
are supplied with UTP in vitro they synthesize VPgpU and VPgpUpU in a reac-
tion that is sensitive to the presence of detergents (NP40) (Paul 2002). The uridy-
lylated VPg precursors can be chased into both double- and single-stranded viral
RNAs.

With In Vitro Translation/RNA Replication Complexes

As discussed above, dissection and reconstitution of individual steps (partial reac-
tions) that are part of the overall RNA replication mechanism can be performed in
vitro with purified components, or analyzed after isolation of replication complexes
from infected cells. An additional method for studying viral RNA replication in vitro
was developed by Molla et al. (1991) and modified by Barton et al. (2002).

Uridylylation of VPg to form VPgpU and VPgpUpU occurs in the extract in
excess of their utilization as primer for RNA chain elongation. Both positive- and
negative RNA strands synthesized in vitro are linked to VPg; however, there is some
controversy regarding the requirement for oriI to serve as template for VPg uridy-
lylation to prime synthesis of negative strands in vitro (see below).

Although uridylylation of VPg can be catalyzed by 3Dpol in a defined reaction
devoid of any membranes (Paul 2002; Nayak et al. 2005), VPg uridylylation formed
after translation of poliovirus RNA in HeLa cell extracts was completely eliminated
by treatment with non-ionic detergents, suggesting that in vivo this reaction is tightly
coupled to the replication complex associated with membranes (Egger et al. 2002;
Fogg et al. 2003; Paul 2002). These data, in conjunction with the demonstration that
addition of detergent prevented initiation of synthesis of new molecules by repli-
cation complexes isolated from infected cells, suggest that the initiation reaction
is the membrane-requiring step of viral RNA synthesis. Indeed, addition of even
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mild detergent abolishes synthesis of poliovirus in the HeLa cell-free extract (Molla
et al. 1993). Although membranes are essential for picornavirus RNA replication,
their organization into the morphological structures found in infected cells seems
to be unnecessary for replication in vitro. Rosettes or vesicle structures typical of
poliovirus replication complexes isolated from infected cells were not seen in cell
extracts that actively synthesized viral RNA (Fogg et al. 2003).

Proposed Model of Picornavirus RNA Replication

Since virus-infected cells contain both VPgpUpU- and VPg-linked plus- and minus-
strand RNAs (Paul 2002), there is little doubt that protein-priming is involved in the
initiation of both RNA strands. This hypothesis is supported by the observation that
the PV RNA polymerase is strictly primer dependent.

Model of Minus-Strand RNA Synthesis

Prior to minus-strand RNA synthesis translation must be terminated because the
ribosomes and the RNA polymerase would have to proceed on the same template
but in opposite directions (Paul 2002). It was proposed that the switch from transla-
tion to replication occurs when the concentration of 3CDpro reaches a critical level.
At that time 3CDpro interacts with the cloverleaf and sequesters PCBP2 from the
IRES thereby shutting off translation and promoting minus-strand RNA synthesis.
One problem with this model is that for the most part protein synthesis and RNA
replication co-exist in the infected cell (Agol et al. 1999).

Plus-strand RNA viruses initiate negative strand RNA synthesis at the 3′-end
of the genome, which is the poly(A) tail in picornavirus RNAs (Agol et al. 1999;
Paul 2002). However, the poly(A) tail cannot be the sole determinant of the initia-
tion of negative strand RNA synthesis since the RNA polymerase must discriminate
between cellular mRNAs and the viral RNA. For many years it was assumed that the
3′NTR was the only site of recognition in picornavirus RNAs by 3Dpol. This hypoth-
esis was difficult to accept after it was found that the PV 3′NTR can be replaced by
the 3′NTR of HRV14 or even deleted and still yield viable virus (Brown et al. 2005).
An alternate model was proposed by Herold and Andino (2001) in which the speci-
ficity of selection was provided by the viral cloverleaf, which interacted with PCBP2
and 3CDpro on the one hand and PABP bound to the poly(A) on the other, thus link-
ing the ends of the viral RNA and effectively circularizing it. This model was based
on the observation that all of these cis-acting elements and proteins interact in vitro
and are required for efficient minus-strand RNA synthesis. In addition, the involve-
ment of a circularized genome in RNA replication is supported by the observation
that the 5′ cloverleaf is required in cis for minus-strand RNA synthesis (Barton et al.
2001).

Currently two models are being considered to explain the mechanism of VPg-
primed negative strand RNA synthesis. According to the first model VPg is



16 A.V. Paul et al.

AAAAAAAAAAAAA

AAAAAAAAAAAAA
UUUUU

PABP

3CDpro

PCBP

3Dpol

VPg

PABP

3CDpro
3AB

3Cpro

3A

AAAAAAAAAAAA

PABP

3CDpro

3CDpro

3Dpol

CL

A
A

A

U
U

A
A

VPg

3CDpro

3Dpol

VPg

VPg

Cre(2C)

3’NTR

VPg

VPg

CL

3AB 3A

UU

PCBP

A

B

Fig. 1.5 Model of PV minus-strand RNA synthesis. (A) VPg is uridylylated on the poly(A) tail
and VPgpU is elongated into minus-strand RNA. (B) VPg is uridylylated on the oriI and VPgpUpU
is transferred to the 3′-end of poly(A) before elongation into minus strands. See the text for details
of the model.
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uridylylated on the poly(A) tail of PV RNA and the resulting VPgpU is immedi-
ately elongated into minus strands (Murray and Barton 2003; Morasco et al. 2003).
This model is supported by several lines of evidence. First, purified 3Dpol catalyzes
the uridylylation of VPg in vitro on a poly(A) template yielding VPgpUpU, which
is elongated into VPg-linked poly(U) (Paul et al. 1998). Second, the length of the
poly(A) tail on PV RNA is an important determinant of minus-strand RNA synthe-
sis both in the in vivo and in the in vitro translation/RNA replication system (van
Oij et al. 2006a). Third, mutations in the oriI of PV RNA that destroy its structure
inhibit viral growth in vivo and VPg uridylylation in vitro translation/RNA replica-
tion reactions but have no effect on minus-strand RNA synthesis in the same system
(Murray and Barton 2003; Morasco et al. 2003).

In the second model VPgpUpU is made on the PV oriI and is subsequently
translocated to the 3′-end of the poly(A) tail where it is used as primer for minus-
strand RNA synthesis. This model is supported by studies of minus-strand RNA
synthesis in the in vitro translation/RNA replication system by point mutants of
CVB3 oriI. van Oij et al. (2006b) have observed that point mutations in the oriI
RNA, which do not affect its structure, inhibit both plus and minus-strand RNA
synthesis. These investigators proposed that in the in vitro system poly(A) is only
used as an alternate template to oriI for the uridylylation of VPg when the structure
of the oriI is disrupted. Under these conditions no RNP complex can form, which
would sequester the replication proteins.

Figure 1.5 illustrates both models of minus-strand RNA synthesis in which either
the poly(A) tail (A) or the oriI (B) is the template for uridylylation of VPg. In each
case the first step is the circularization of the genome followed by processing of
3CDpro to yield 3Cpro and 3Dpol. The RNA polymerase forms a complex with VPg,
derived from membrane-bound 3AB, and uridylylates it on the poly(A) tail (A).
VPgpUpU is elongated into VPg-linked poly(U) and minus-strand RNA (A). In
model B the VPgpUpU made on the oriI is translocated to the poly(A) tail where
it is elongated into VPg-linked poly(U) and minus-strand RNA. The final product
according to both models is a double-stranded replicative form.

Model of Plus-Strand RNA Synthesis

It has been generally accepted that the double-stranded RF structure formed after
minus-strand RNA synthesis is a true intermediate in replication (Paul 2002). There-
fore, before plus-strand synthesis can begin the end of the RF has to be unwound.
It has been proposed that 2CATPase is responsible for the unwinding of the ends of
the duplex molecule because the protein has a conserved helicase motif as well
as ATPase activity. However, no helicase activity has been found to be associated
with this protein. It is more likely that the unwinding of the end of the RF and
the formation of the plus- and minus-strand cloverleaves is facilitated by the bind-
ing of a complex of viral and cellular proteins. Since the double-stranded form of
picornavirus RNA is infectious it has also been suggested that a cellular helicase is
responsible for unwinding the end of the RF.
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The in vitro reaction in which VPgpUpU is made on the PV oriI with purified
protein 3Dpol, 3CDpro, and synthetic VPg has been thoroughly characterized (Paul
2002). Subsequently, studies with the in vitro translation/RNA replication system
have significantly enhanced our understanding of the relationship between VPg
uridylylation and RNA replication. First, these studies have provided convincing
evidence that the VPgpUpU precursors used for PV plus-strand synthesis are pro-
duced on the oriI [cre(2C)] RNA (Murray and Barton 2003; Morasco et al. 2003).
Second, they showed that the synthesis of VPgpUpU requires membranes (Fogg
et al. 2003). Murray and Barton (2003) have proposed that during minus-strand
RNA synthesis the circularized genome is disassembled and 3CDpro translocates to
and enhances the formation of the oriI structure where VPg is then uridylylated by
3Dpol. The priming of plus-strand RNA synthesis by VPgpUpU is quite inefficient
(Murray and Barton 2003). It is estimated about 500 molecules of VPgpUpU and
about 20 plus strands are made for each minus-strand RNA. While the elegant stud-
ies using the in vitro translation/replication system have yielded important clues of
poliovirus genome replication, their validity in vivo has not been confirmed in all
cases.

Figure 1.6 illustrates the proposed model of plus-strand RNA synthesis. Before
the synthesis of minus-strand RNA starts or reaches the 2CATPase coding sequences
a dimer of 3CDpro binds to the upper stem of the oriI and destabilizes it (Pathak
et al. 2007; Yang et al. 2004; Yin et al. 2003). 3Dpol is then recruited to the oriI by
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Fig. 1.6 Model of PV plus-strand RNA synthesis. The end of double-stranded RF is unwound
by the binding of cellular and viral proteins. VPg is uridylylated on the oriI and VPgpUpU is
transferred to the 3′-end of minus strands. VPgpUpU primes plus-strand RNA synthesis. See the
text for details of the model.
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an interaction between the 3Cpro domain of 3CDpro and 3Dpol (Pathak et al. 2007).
VPg, which is derived from the cleavage of 3AB (Liu et al. 2007), interacts with
3Dpol and is uridylylated. After minus-strand RNA synthesis is completed the end
of the RF is unwound and the formation of the minus-strand cloverleaf is enhanced
by the binding of hnRNP C and of 2CATPase, possibly in a complex with reticu-
lon 3, to the 3′-terminus of minus-strand RNA. In parallel, the formation of the
plus-strand cloverleaf is promoted by the interaction of the 5′-terminal plus-strand
RNA sequences with PCBP2/3CDpro or 3AB/3CDpro complexes or both. In this con-
text it is interesting to note that 3AB was recently shown to have helix destabilizing
activity (DeStefano and Titilope 2006). Once the end of RF is unwound, VPgpUpU
is translocated from the oriI to the 3′-end of the minus strand. The two 3′-terminal
As of minus strand RNA hybridize with the two Us of VPgpUpU, which then leads
to the priming of plus-strand RNA synthesis. This model is consistent with the find-
ing that the sequence in stem A of the cloverleaf, and consequently the 3′-terminal
sequence in negative strands, is required for efficient initiation of plus-strand RNA
synthesis (Sharma et al. 2005).

Some Unanswered Questions About Picornavirus Replication

Despite many years of work on picornavirus RNA replication numerous unanswered
questions remain (Agol et al. 1999; Paul 2002). The most important of these ques-
tions concerns the viral and cellular factors that are required for the elongation of the
uridylylated VPg primers into full-length minus and plus strands. Similarly, nothing
is known about the process by which uridylylated VPg is transferred from the oriI
to the 3′-end of minus strands prior to plus-strand RNA synthesis. Another impor-
tant question deals with the nature of the true substrate for uridylylation in vivo. In
in vitro reactions VPg and 3BC and to a lesser extent 3BCD function as substrates
for uridylylation but 3AB does not (Marcotte et al. 2007; Fujita et al. 2007). On
the other hand our recent genetic and biochemical studies suggest that in vivo VPg,
derived from 3AB, is the substrate of 3Dpol in the uridylylation reaction (Liu et al.
2007). In this context it should be noted that initially both 3A and VPg have to be
delivered to the replication complex in the form of large P3 precursors (Liu et al.
2007; Paul 2002).

Concluding Remarks

During the past 20 years a great deal of information has accumulated on the structure
and properties of the viral nonstructural proteins and cis-replicating elements. This
information was derived from genetic experiments and biochemical studies with
purified protein and RNA factors, with the in vitro translation/RNA replication sys-
tem and with cell-imaging techniques. It is becoming increasingly clear that recon-
stitution of an in vitro replication complex from purified components will be very
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difficult, if not impossible. It is more likely that from now on most of the information
will come from in vivo experiments or from the in vitro translation/RNA replication
system. Hopefully a combination of the different experimental approaches will lead
to a better understanding of picornavirus RNA replication in the future.
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Chapter 2
Coronavirus Genome Replication

Stanley G. Sawicki

Viruses belonging to the family Coronaviridae are unique among RNA viruses
because of the unusually large size of their genome, which is of messenger- or
positive- or plus-sense. It is ∼30,000 bases or 2–3 times larger than the genomes of
most other RNA viruses. Coronaviruses belong to the order Nidovirales, the other
three families being the Arteriviridae, Toroviridae and Roniviridae. (For a review
of classification and evolutionary relatedness of Nidovirales see Gorbalenya et al.
2006.) This grouping is based on the arrangement and relatedness of open reading
frames within their genomes and on the presence in infected cells of multiple subge-
nomic mRNAs that form a 3′-co-terminal, nested set with the genome. Among the
Nidovirales, coronaviruses (and toroviruses) are unique in their possession of a heli-
cal nucleocapsid, which is unusual for plus-stranded but not minus-stranded RNA
viruses; plus-stranded RNA-containing plant viruses in the Closteroviridae and in
the Tobamovirus genus also possess helical capsids. Coronaviruses are very suc-
cessful and have infected many species of animals, including bats, birds (poultry)
and mammals, such as humans and livestock. Coronavirus species are classified into
three groups, which were based originally on cross-reacting antibodies and more
recently on nucleotide sequence relatedness (Gonzalez et al. 2003). There have been
several reviews of coronaviruses published recently and the reader is referred to
them for more extensive references (Enjuanes et al. 2006; Masters 2006; Pasternak
et al. 2006; Sawicki and Sawicki 2005; Sawicki et al. 2007; Ziebuhr 2005).

The genome of coronaviruses is depicted in Fig. 2.1. Its length varies from
∼27.5 to ∼31 kb among the various species of coronaviruses. The 5′-end is
capped although the exact structure of the capped 5′-end has not been deter-
mined. The 3′-end is polyadenylated and the genome, as well as subgenomic
mRNAs, can be isolated by oligo (dT) chromatography. At the 5′-end there is an
untranslated region (5′-UTR) of ∼200–500 nucleotides (nts) before the initiation
codon for the open reading frame (ORF) that is translated from the genome (ORF1).
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Fig. 2.1 Coronavirus genome.

At the 3′-end there is an untranslated region (3′-UTR) of ∼250–500 nts after the
end of the last ORF and before the poly(A). ORF1 is divided into two large open
reading frames (ORF1a and ORF1b); the end of ORF1a overlaps the beginning of
ORF1b. A ribosome frame-shifting sequence (RFS) at the end of ORF1a causes
the genome to be translated into two unusually long polyproteins, pp1a and pp1ab
(see below). After ORF1 there is a series of multiple ORFs, depending on the virus,
which are each preceded by a short repeated sequence called the transcription regu-
lating sequence (TRS) immediately upstream of the initiating AUG for that ORF. A
TRS is also found about 65 nts from the 5′-end of the genome. The sequence at the
5′ end of the genome, up to this first TRS, is called the leader sequence (Fig. 2.1).
The organization of multiple genes was first observed with IBV when its genome
was sequenced, which was a feat of manual sequencing skill (Boursnell et al. 1987).
After MHV and other coronaviruses were sequenced and shown to have a similar
size and organization, equine arteritis virus (EAV, the type member of the Arteriviri-
dae) was sequenced and found to have a similar organization of genes but with half
the number of bases as coronaviruses (den Boon et al. 1991). Another distinguish-
ing feature between coronaviruses and arteriviruses is that while coronaviruses have
helical nucleocapsids, arteriviruses have the more usual, for plus-stranded RNA
viruses, icosahedral-type nucleocapsids. With group 2a coronaviruses, a packaging
signal in ORF1b (Chen et al. 2007a) permits the genome, but not the subgenomic
mRNA, to be assembled into virions. Some species of coronaviruses package vary-
ing amounts of subgenomic mRNAs into virions or membranous structures that have
the same density of virions.

The genome replication strategy of coronaviruses, which was originally pro-
posed in 1996 (Sawicki and Sawicki 1995), is depicted in Fig. 2.2. The ORF1 in the
genome is translated to form the replicase which can then copy the genome contin-
uously from one end to the other to produce a complementary copy of the genome,
i.e., the genomic minus-strand template, that serves in turn to be copied into more
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Fig. 2.2 Coronavirus genome replication.

genomes, i.e., genome replication. In addition to making genomic minus-strand
templates, the replicase appears to recognize sites at or surrounding the internal
TRS, and after copying that internal TRS it then moves discontinuously, or translo-
cates, to the 5′-end of the genome, thereby bypassing a large section of the inter-
vening sequence between any one of the TRS elements and the leader sequence
at the 5′-end of the genome. It then continues elongation by copying the leader
sequence. Because of this discontinuous event, subgenomic minus-strand templates
are produced that also contain a sequence complementary to the leader sequence,
i.e., the anti-leader, at the 3′-ends of both genomic and subgenomic minus-strand
templates. The subgenomic minus-strand templates, as well as the genomic minus-
strand template, would be recognized by the viral transcriptase and copied into
subgenomic mRNAs or genomes, respectively. I will refer to the activity of the
replication/transcription complex (RTC) that recognizes the genome and synthesizes
minus strands as the replicase and the activity of the RTC that recognizes the minus
strands (genome-sized as well as subgenome-sized) and synthesizes plus strands as
the transcriptase. As discussed below, these are two distinguishable activities of the
RTC: The replicase recognizes only the genome as a template and copies it into
both genomic and subgenomic minus strands and the transcriptase recognizes both
the genomic minus-strand templates and the subgenomic minus-strand templates
and copies them into genomes and subgenomic mRNAs, respectively. Because only
the genome acts as a template for the production of subgenomic minus-strand tem-
plates, a replication signal would be only present on the genome but missing from
the subgenomic mRNAs. In contrast, both the genomic and the subgenomic minus
strands appear to contain a transcription signal that determines their capacity to
serve as templates for plus-strand synthesis.
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Figure 2.3 depicts the key event in the discontinuous synthesis of subgenomic
minus-strand templates. The replicase is thought to pause after copying the TRS
element and then move with the nascent subgenomic minus strand, which has an
anti-TRS at its 3′-end, to the TRS at the end of the leader where it serves to prime
and resume elongation before terminating and completing the synthesis of a minus-
strand template. Thus, termination of minus-strand synthesis would be the same
for genomic as well as subgenomic minus-strand templates. This has been termed
facilitated recombination (Brian and Spaan 1997) and creates a subgenomic minus-
strand template where the body of the minus strand is joined to the anti-leader at
the TRS (actually the complement of the TRS), which results in the subgenomic
minus-strand templates all having the same 3′-end as the genomic minus-strand
templates. Because they all possess identical 3′- and 5′-ends, all of the minus-strand
templates would be equally recognized by the transcriptase. Thus, for coronaviruses
to replicate their genome, they need only two activities: One, the replicase that rec-
ognizes the genome as a template to make both genomic and subgenomic minus-
strand templates and a second, the transcriptase, that recognizes both the genomic
and the subgenomic minus-strand templates for the transcription of the viral plus
strands. Furthermore, both the genome and all the subgenomic mRNAs have the
same 5′-end, which would give each the same ribosome recognition signal. With
such a scheme, not only the relative abundance of the different plus strands, but also
the relative abundance of the different viral proteins would be determined solely
at the level of the minus-strand synthesis. Thus, the crucial determinant or key
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event in coronavirus genome replication is how the virus determines how much
of a particular minus-strand template to produce, i.e., its relative abundance. Each
minus-strand template then would be equally susceptible to being copied into a
plus-strand RNA because each has the same 5′- and 3′-ends. Furthermore, each
plus strand would be equally susceptible to interacting with ribosomes because
they all have the same 5′-end sequence and all are polyadenylated, although the
genome might be more or less efficiently translated compared to the subgenomic
mRNAs because it has a longer 5′-UTR. The initiating AUG on the subgenomic
mRNA is very close to the TRS, while on the genome there are ∼250 nucleotides
between the TRS and the initiating AUG for ORF1. Thus, coronaviruses appeared
to have evolved a genome replication strategy that simplifies the problem of coordi-
nating mRNA and protein abundance (gene expression) by focusing on controlling
minus-strand template abundance. Thus, the answer to the question “Why do coron-
aviruses, and also arteriviruses, but not toroviruses or roniviruses possess a leader?”
is that they regulate the expression of their genes by controlling minus-strand tem-
plate abundance. Their regulation of minus-strand template abundance must be con-
sidered as a mechanism driving their capacity to have larger RNA genomes and/or
many more genes than most other RNA viruses and as responsible for their species
diversity.

The genome replication strategy of coronaviruses presented in Fig. 2.2 is
based on

(1) Subgenomic mRNA constitutes a 3′-nested set with the genome and they all
contain a leader sequence at their 5′-ends; and the leader sequence occurs only
once in the genome, also at its 5′-end (Lai et al. 1983; Spaan et al. 1983);

(2) Splicing, i.e., fusion of the 5′- and 3′-sequences of the genome and deletion of
the intervening sequences, does not occur (Jacobs et al. 1981; Stern and Sefton
1982);

(3) Subgenomic, in addition to genomic, minus-strand templates are present in
infected cells at similar ratios as their corresponding plus strands (Sethna et al.
1989). This corrected the earlier reports that found only genomic minus-strand
templates in infected cells (Baric et al. 1983; Lai et al. 1982).

(4) Subgenomic minus-strand templates are present in replication intermediates
(RIs) that are actively engaged in plus-strand synthesis (Sawicki and Sawicki
1990),

(5) Replicative form (RF) RNA, i.e., the RNase resistant double-stranded core, with
subgenomic minus strands do not arise from replication intermediates (RIs)
whose templates were genomic minus strands (Sawicki et al. 2001; Sawicki
and Sawicki 1990);

(6) The subgenomic minus strands contained the same anti-leader sequence at their
3′-ends as did the genomic minus strands (Sawicki and Sawicki 1995; Sethna
et al. 1991);

(7) Subgenomic mRNA (Brian et al. 1994) or defective interfering (DI) RNA
containing only the leader and the TRS at their 5′-end cannot replicate in
the presence of helper virus (Makino et al. 1991) but can if they contain at
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least ∼250 nts of 5′-end of the genome (Brian et al. 1994; Makino et al. 1991;
Masters et al. 1994);

(8) RIs containing subgenomic minus-strand templates exist in infected cells and
treatment with RNase generate the appropriate RF RNA (Sawicki and Sawicki
1990).

The reader is directed to (Sawicki and Sawicki 2005) for a more detailed account
of the history of coronavirus transcription and the other two models proposed for
generating subgenomic mRNA by coronaviruses. Eric Snijder and his students and
colleagues adopted the discontinuous transcription model (den Boon et al. 1996;
van Dinten et al. 1997) to explain EAV genome replication and devised elegant
experiments using the infectious clone of EAV and site specific mutations to validate
the proposal that it was during minus-strand synthesis that the discontinuous event
occurs, whereby nascent minus strands pause at the TRS, relocate and recognize the
TRS at the 5′-end of the genome and then act as a primer and complete elongation
of the subgenomic minus strands (see Pasternak et al. 2001 for details).

In order to understand how coronaviruses replicate their genome, several ques-
tions must be answered: What viral proteins are required for coronavirus genome
replication and how exactly do they function? What are the template requirements
that specifically permit the viral replicase to recognize the coronavirus genome and
copy it into minus-strand templates for genome and subgenomic mRNA? What are
the template requirements that specifically permit the transcriptase to recognize the
minus-strand templates and copy them into genome and subgenomic mRNA? And,
what does the host supply for the replication of the coronavirus genome?

Coronaviruses are typical plus-stranded RNA virus. They do not package a RNA-
dependent RNA polymerase in their virions and do not bring this enzyme into the
infecting cell. Therefore, they must synthesize such a polymerase by translating
its core components from the genome. Figure 2.4 depicts the translational prod-
ucts of ORF1. Two things are striking about the initial polyproteins (pp1a and
pp1ab) that are formed. First is their unusually large size (∼7,100 amino acids
or ∼800 KDa) and second is the large number of potential protein products, i.e.,
15–16 (called nsp for nonstructural proteins and numbered according to their order
from the N-terminus to the C-terminus of pp1a and pp1ab), that would be formed
after proteolytic processing by either the papain-like cysteine proteases (PLPRO)
or the poliovirus 3C-like or coronavirus “main” protease (MPRO) included within
pp1a and pp1ab. Sequence analysis of the nonstructural proteins (nsps) predicts that
they are associated with at least eight enzymatic activities (Snijder et al. 2003).
Bartlam et al. (2007) review the structural proteomics approach to determining
the structure–function relationship of the nsp of SARS-CoV, many of which have
been crystallized (Cheng et al. 2005; Egloff et al. 2004; Joseph et al. 2006, 2007;
Ricagno et al. 2006; Su et al. 2006; Sutton et al. 2004; Yang et al. 2003; Zhai et al.
2005). Some of these activities, e.g., proteinases, RNA-dependent RNA polymerase
(RdRp) and helicase (HEL), are common to RNA viruses but others appear to be
unique to coronaviruses. Recently, nsp8 was shown to be a second RdRp in addition
to nsp12 but one that is less processive and causes the synthesis of complementary
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Fig. 2.4 Synthesis and processing of the pp1a and pp1ab polyproteins produced from ORF1 and
the location of temperature-sensitive mutants of MHV that do not make viral RNA at 40C and their
groupings into cistrons.

oligonucleotides of ∼6 residues in a reaction whose fidelity is relatively low. Dis-
tant structural homology between the C-terminal domain of nsp8 and the catalytic
palm subdomain of RdRps of RNA viruses suggests a common origin of the two
coronavirus RdRps, which however may have evolved different sets of catalytic
residues (Imbert et al. 2006). Clearly, most of the enzymatic functions associated
with coronavirus nsps are concerned with viral RNA synthesis but it should also be
noted that some of these activities might have relevance to cellular processes. For
example, nsp3 in addition to containing PLpro has been shown to express a deubiq-
uitinating activity and is capable of de-ISGylating protein conjugates (Barretto et al.
2005; Chen et al. 2007b; Ratia et al. 2006), perhaps to subvert cellular processes and
facilitate viral replication. Also, the adenosine diphosphate-ribose 1′′-phosphatase
(ADRP) activity of nsp3, which is not required for coronavirus genome replication
(Egloff et al. 2006), may act to influence the levels of cellular ADP-ribose, a key reg-
ulatory molecule. Also nsp1, which is probably not essential for genome replication
(Graham and Denison 2006; Ziebuhr et al. 2007), is proposed to cause degradation
of host mRNA in SARS-CoV infected cells (Kamitani et al. 2006). Thus, it is impor-
tant to discern those activities or functions that are required to produce viral RNA
from those that influence the infected cells to allow viral RNA synthesis and/or to
prevent an anti-viral response from foiling genome replication.

If all of the coronavirus proteins were to be assembled into a replicase, it would
rival the size and complexity of eukaryotic transcription complexes. Do all of these
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proteins actually function directly in coronavirus genome replication? Based on
sequence analysis, the part of ORF1 starting with PL2PRO at the carboxyl half
of nsp3 to the end of nsp16 is highly conserved among coronaviruses, while the
sequence from nsp1 to the middle of nsp3 is not highly conserved. Group 3 coron-
aviruses (Fig. 2.4) exemplified by IBV do not encode an nsp1. Also, reverse genetic
experiments showed that nsp1 and nsp2 are not essential for MHV and SARS-CoV
genome replication (Deming et al. 2006; Graham et al. 2005; Zust et al. 2007)
although recently an RNA stem-loop within nsp1 of group 2a coronavirus might be
required for the genome to serve as a template for minus-strand synthesis (Brown
et al. 2007). Using classical (forward) genetics or complementation analysis of tem-
perature sensitive (ts) mutants (Sawicki et al. 2005; Helen Stokes and Stuart Siddell,
personal communication) ts mutants that cannot synthesize viral RNA at 39–40ºC
(the non-permissive temperature) could be grouped into at least five complemen-
tation groups or cistrons 0, I, II, IV and VI. These cistrons were mapped to nsP3,
nsp4-10, nsp12, nsp14 and nsp16, respectively. The ts mutants tested with causal
mutations in nsp4, nsp5 and nsp10 all were found to belong to the same comple-
mentation group, i.e., cistron I, suggesting that they are cis-acting. This means that
either the polyprotein nsp4/5/6/7/8/9/10 +/– 11 functions in genome replication as
the unprocessed polyprotein or nsp4, 5, 6, 7, 8, 9 and 10/11 associate with one
another before they are proteolytically processed into individual proteins and thus
are not individually diffusible (trans-active). Recently, a single nucleotide mutation
that caused an arginine to proline substitution in nsp13 (HEL) was found to be lethal
for IBV (Fang et al. 2007). Interestingly, this mutation produces the same phenotype
of blocking subgenomic mRNA synthesis but allowing genomic RNA synthesis as
was found by van Dinten et al. (1997, 2000) for a point mutation in the helicase of
EAV. Therefore, it is reasonable to predict that ts mutants will be found that have a
casual mutation in nsp13 and this may give another cistron, although it is possible
that nsp13 will function together with nsp12 or nsp14 and be assigned to cistron
II or cistron IV, respectively. A recent report (Eckerle et al. 2006) claimed that the
putative active site residues of nsp14 could not be substituted without loss of repli-
cation in culture, supporting its essential role. However, whatever functions nsp14
serves appear to be retained by uncleaved or partially processed nsp14, since aboli-
tion of either the amino-terminal or carboxy-terminal cleavage site allowed recovery
of viable virus. No ts mutants with an RNA-negative phenotype and a causal muta-
tion in nsp15 have been found, although single amino acid substitution of its homo-
logue in EAV did result in loss of viral replication (Ivanov et al. 2004), and it would
appear that nsp15 probably functions in genome replication, although it might also
map to cistron IV or cistron VI. Thus, there might be only five cistrons that encom-
pass replication/transcription functions of pp1a and pp1ab, a result that would argue
that certain partially cleaved nonstructural polyproteins are functional in the RTC.
At this time it is premature to propose a model for how the viral proteins that are
required for coronavirus genome assemble and function in genome replication.

In addition to the nsps that function in viral RNA synthesis, the nucleocapsid
protein (N) has been implicated in virus RNA synthesis (Almazan et al. 2004; Bost
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et al. 2000; Chang and Brian 1996; Shi and Lai 2005; van der Meer et al. 1999)
and its expression rescues recombinant coronaviruses from cells transfected with
infectious RNA (Almazan et al. 2000; Casais et al. 2001; Coley et al. 2005; Yount
et al. 2000, 2003, 2002). According to our model (Sawicki et al. 2007), the subge-
nomic mRNA expressing N would form almost immediately after the initiation of
viral RNA synthesis, in addition to it being present in the infected cell because it
would be brought in with the infecting virus. Therefore, it likely does not serve as
a replication–transcription switch. It could act as an RNA chaperone, as proposed
recently for the N protein of hantaviruses (Mir and Panganiban 2006) and facilitate
folding of the genome RNA to permit its copying for the production of a genome-
length minus strand. In the case of coronaviruses, such activity could be relevant
to, for example, the initiation of minus-strand synthesis or, perhaps, during tem-
plate switching at the TRS element during discontinuous synthesis. Second, it has
not escaped our notice that coronaviruses possess helical nucleocapsids. Thus, sim-
ilar to many minus-strand virus strategies, its role may be to produce a template
that is “configured” to balance the ratio of RTCs engaged in the synthesis of tem-
plates either for genome or for subgenomic mRNA. Supporting such a possibility
is the observation that replication and transcription from the EAV genome, a virus
that has an icosahedral nucleocapsid structure, does not appear to involve N protein
function (Molenkamp et al. 2000).

A number of host proteins have been reported to interact with viral RNA (Shi
and Lai 2005) but it is unclear what roles these would play in the replication
of coronavirus genomes especially since recently it was shown that the region to
which these proteins bind can be deleted without preventing the virus from replicat-
ing (Goebel et al. 2007). The RTC is associated with double-membrane structures
located between the endoplasmic reticulum and the Golgi compartment (Brockway
et al. 2003; Gosert et al. 2002; Prentice et al. 2004a,b; Snijder et al. 2006). Trans-
membrane domains in nsp3, nsp4 and nsp6 are believed to act to anchor the RTC to
membranes.

What are the template requirements for the formation of the RTC and for it
to make minus-strand templates and genomic and subgenomic mRNA? Using a
model analogous to that for picornavirus replication–transcription (Bedard and
Semler 2004), the 3′- and 5′-ends of the coronavirus genome may interact, either
directly (RNA to RNA) or indirectly (protein to RNA or protein to protein), to form
the promoter for minus-strand synthesis. Only genomes containing a 5′-element
downstream of the leader would be able to engage the 3′-end to serve as templates
for minus-strand synthesis. The subgenome-length mRNAs would be missing the
5′-element (although they would all contain the 3′-element) and this provides an
explanation for why they are not able to replicate (Sawicki et al. 2007). Using
defective interfering (DI) RNA, it has been proposed that stem-loop (SL) structure
within the coding region of nsp1 was required for the replication of the DI-RNA
(Brown et al. 2007). Four other SL structures (SLI-IV) located in the 5′-untranslated
region (5′-UTR) of the coronavirus genome are implicated in replication and tran-
scription (Brian and Baric 2005). A region of the 5′-UTR, including the 3′-end
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of the leader, has been postulated to function in joining of the body to the leader
during minus-strand synthesis (Wu and Brain 2007; Wu et al. 2006).

Two regions of the 3′-untranslated region (3′-UTR) contain cis-acting regula-
tory elements that play a role in coronavirus RNA synthesis (Brian and Baric
2005). The first region of ∼150 nucleotides adjoins the poly(A) stretch and is
predicted to form a number of different stem-loop structures. It also contains 55
3′-terminal nucleotides next to the poly(A) that acts as a “minimal promoter” for
MHV minus-stand synthesis in a DI-RNA (Lin et al. 1994). The second region
contains two stem-loop structures, known as the bulged-stem-loop (BSL) and the
hairpin-type pseudoknot (PK). The PK structure involves nucleotides at the base
of the BSL structure, which means that the structures are mutually exclusive. It
has been proposed that this may represent a form of “molecular switch”, related
in some, as yet unknown way, to different modes of RNA synthesis (Goebel et al.
2004).

In order for coronavirus to replicate their genome, coronaviruses must create two
kinds of machines to synthesize RNA. One recognizes the genome as a template
and synthesizes minus strands using both continuous synthesis to make templates
for genome synthesis and discontinuous synthesis to make templates for subge-
nomic mRNA synthesis. The other macromolecular machine makes viral genomes
and subgenomic mRNA using the minus-strand templates and continuous transcrip-
tion. Besides having to recognize different templates and to use or not use dis-
continuous RNA synthesis, what other differences are there? One is that whereas
minus-strand synthesis requires newly made proteins, i.e., minus-strand synthe-
sis is inhibited almost immediately by inhibiting protein synthesis with cyclohex-
imide, plus-strand synthesis continues, in the absence of protein synthesis, for at
least 1 hour before decaying (Sawicki and Sawicki 1986). This suggests that only
newly made, i.e., nascent, viral proteins function in minus-strand synthesis (repli-
case) and they are “converted” to plus-strand activity (transcriptase) by the mature
RTC. It is possible that there are two independent pathways, one leading to for-
mation of a replicase and one leading to the formation of a transcriptase. Use of
temperature-sensitive (ts) mutants (Sawicki et al. 2005) supports this notion. Shift-
ing certain ts mutants from the permissive (33ºC) to the non-permissive (39ºC),
after minus- and plus-strand synthesis had commenced at 33ºC, caused minus-
strand synthesis to cease almost immediately while plus strand continued for 1 hour
and then declined slowly. Temperature shift caused other mutants to stop plus-strand
synthesis.

This is an exciting time both for coronavirologists (and Nidovirologists) who are
using forward and reverse genetic and biochemical approaches to unravel the novel
discontinuous mechanism of subgenomic minus-strand synthesis and for crystal-
lographers who are probing the domain arrangements and structures of the viral
nonstructural proteins, many of which are being found to possess novel folds. Not
reviewed in this article are the additional issues of current and future interest that
include the mechanism that allows such large RNA genome to avoid error catastro-
phe and the evolutionary implications of such mechanisms for viral–host interac-
tions in their natural hosts, which include birds and mammals.
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Chapter 3
Flaviviruses

Néstor G. Iglesias, Claudia V. Filomatori, Diego E. Alvarez,
and Andrea V. Gamarnik

Abstract Flavivirus genome amplification is a complex process that involves the
viral RNA, cellular and viral proteins, and a sophisticated architecture of cellular
membranes induced by viral infection. The viral RNA is not just a passive template;
it plays an active role acquiring dynamic tertiary structures during viral replication.
RNA synthesis is regulated by cis-acting elements present at the 5′- and 3′-ends of
the viral genome. These elements include complementary sequences that mediate
genome cyclization through direct RNA–RNA interactions. Studies from many lab-
oratories have provided compelling evidence supporting the notion that a circular
conformation of the viral RNA is essential for flavivirus RNA replication. In addi-
tion, an RNA element located within the viral 5′UTR has been found to bind the
viral polymerase and promote RNA synthesis. In this chapter, we describe viral pro-
teins and RNA structures involved in flavivirus genome amplification and provide
working models that explain the need of long-range RNA–RNA interactions during
viral RNA synthesis.

Introduction: The Viral Life Cycle

Flaviviruses comprise one of the three genera within the Flaviviridae family; the
other two are the Pestivirus and Hepacivirus. The Flavivirus genus includes, among
others, the medically important mosquito borne dengue virus (DENV), yellow fever
virus (YFV), West Nile virus (WNV), Japanese encephalitis virus (JEV), and the
tick-borne encephalitis virus (TBEV). Flaviviruses are enveloped viruses with a sin-
gle stranded, ∼11 kb, positive-sense RNA genome with a type 1 cap (m7GpppAmp)
structure at the 5′-end (Wengler and Gross 1978; Cleaves and Dubin 1979). In con-
trast to cellular mRNAs, flavivirus genomes are not polyadenylated (Wengler and
Gross 1978). The viral RNA encodes a single long open reading frame (ORF)
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flanked by highly structured 5′ and 3′ untranslated regions (UTRs) of ∼100 and
350–700 nucleotides, respectively. As for all positive-stranded RNA viruses, the
flavivirus genomic RNA is infectious and serves as mRNA. Translation of the sin-
gle ORF at the rough ER produces a large polyprotein that is cleaved cotrans-
lationally and posttranslationally into at least 10 proteins. The N-terminal of the
polyprotein encodes the three structural proteins (C-prM-E), followed by seven non-
structural (NS) proteins (NS1-NS2A-NS2B-NS3-NS4A-NS4B-NS5) (Rice et al.
1985) (Fig. 3.1a). The amino termini of prM, E, NS1, and NS4B are generated
upon cleavage by the host signal peptidase in the ER lumen, while the processing of
most of the NS proteins and the carboxyl terminus of the C protein is carried out by
the viral NS3 serine protease in the cytoplasm of the infected cell (Fig. 3.1b). NS3
requires the cofactor NS2B for protease activity. In addition, NS3 comprises RNA
triphosphatase and helicase activities. NS5 is the RNA-dependent RNA polymerase
(RdRp), which carries a methyltransferase (MTase) domain in its NH2 terminus.

The viral replication cycle is similar for all flaviviruses (Lindenbach and Rice
2001). The virus enters a host cell via receptor-mediated endocytosis. Upon internal-
ization and acidification of the endosome, fusion of viral and vesicular membranes

NS1
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NS4B
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prM
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Fig. 3.1 Flavivirus proteins. (a) Schematic representation of the viral polyprotein. The three
structural proteins C, capsid; prM precursor to membrane protein; E, envelope; and the seven
non-structural (NS) proteins NS1-NS2A-NS2B-NS3-NS4A-NS4B-NS5 are shown. (b) Membrane
topology of the flavivirus polyprotein. The predicted orientation of the viral proteins across the
endoplasmic reticulum (ER) membrane is shown. Trans-membrane domains are indicated by cylin-
ders and arrows indicate the cleavage site of specific enzymes. The question mark indicates cleav-
age by an unknown ER enzyme.
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allows entry of the nucleocapsid into the cytoplasm. After translation of the viral
RNA, virus-induced hypertrophy of intracellular membranes occurs, originating
membranous structures in which RNA synthesis takes place (for review see West-
away et al. 2003). Based on trans-complementation studies, genome packaging
appears to be coupled to RNA replication (Khromykh et al. 2001b). Nascent virus
particles pass through the Golgi apparatus, where prM is cleaved by furin and virion
maturation occurs. Finally, the viral progeny is exocytosed via secretory vesicles.

Flavivirus Replication Complexes

Flavivirus RNA replication occurs in close association with cellular membranes
in so-called viral replication complexes (RCs). Replication begins with the syn-
thesis of a negative-strand RNA, which serves as a template for the synthesis
of additional positive-strand genomic RNA. The enzymatic reaction is catalyzed
by the RdRp activity of the viral NS5 protein, in association with the viral pro-
tease/helicase NS3, other viral NS proteins, and presumably host factors. RNA syn-
thesis is asymmetric, leading to a 10- to 100-fold excess of positive over negative
strands (Cleaves et al. 1981; Uchil and Satchidanandam 2003b). Negative strands
continue to accumulate throughout the infection and have been isolated exclu-
sively in double-stranded forms. Three species of viral RNA can be metabolically
labeled: a ribonuclease-resistant double-stranded RNA (dsRNA) called replicative
form (RF); a form partially resistant to ribonucleases, likely composed by RNAs
with complementary nascent elongating strands, known as replicative intermedi-
ates (RI); and the genomic vRNA that is fully sensitive to ribonucleases. The three
RNA forms have also been described for in vitro RNA polymerase reactions using
infected cell extracts (Grun and Brinton 1986; Chu and Westaway 1987; You and
Padmanabhan 1999; Uchil and Satchidanandam 2003b).

Different lines of evidence revealed that RNA replication appears to be confined
to discrete foci, mainly in the perinuclear region (Ng et al. 1983; Westaway et al.
1997; Mackenzie et al. 1999). Data on the composition of the RCs in flavivirus-
infected cells were obtained by confocal and electron microscopy together with
co-immunoprecipitations using specific antibodies to different NS proteins and to
dsRNA. The results indicated that proteins NS1, NS2A, NS3, NS4A, NS5, and for
some viruses NS4B co-localize with dsRNA (Mackenzie et al. 1996; Westaway
et al. 1997; Mackenzie et al. 1998; Miller et al. 2006). Interestingly, the DENV
and YFV NS5 RNA polymerases were found predominantly in the nucleus, show-
ing weak staining in the perinuclear region that co-localized with the RCs (Buckley
et al. 1992; Kapoor et al. 1995; Miller 2006; Uchil et al. 2006). This observation
is in agreement with the finding that a small amount of NS5 is involved in active
RNA replication (Grun and Brinton 1987; Chu and Westaway 1992; Uchil and
Satchidanandam 2003a). Furthermore, active RCs were also found in the nucleus
of infected cells (Uchil et al. 2006).

Membranes have been suggested to play a structural and organizational role
in flavivirus replication, possibly offering a suitable microenvironment for viral
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RNA synthesis and viral morphogenesis. The membranous structures found in
flavivirus-infected cells seem to originate from different cellular organelles (for
review see Mackenzie 2005). Convoluted membranes (CM) and paracrystalline
structures (PC) are the putative sites of viral polyprotein processing, whereas pro-
liferating ER and vesicles of 70–100 nm in diameter, found as vesicle packets (VP)
enclosed by an outer membrane, may represent the sites of viral RNA replication.
The association of the replicative forms of the viral RNA with the VP has been
shown by electron microscopy and confirmed by biochemical analysis (Mackenzie
et al. 1996; Grief et al. 1997; Westaway et al. 1997; Uchil and Satchidanandam
2003a). Biochemical studies with flavivirus-infected cells and cell extracts active
for RNA synthesis were used to probe the architecture of the RC (Uchil and Satchi-
danandam 2003a). Treatment of the extracts with nucleases in the presence or
absence of different detergents suggested that the three viral RNA species (RF, RI,
and vRNA) reside in a membrane enclosed nuclease-resistant compartment. It was
proposed that the RF resides within the inner membrane of a double membranous
structure, whereas the nascent genomic RNA was extruded from the vesicles but
retained inside the outer bounding membrane of the VP (Uchil and Satchidanandam
2003a).

It has been shown that protein NS4A is required for induction of the mem-
branous structures CM/PC by different flaviviruses. Cleavage of a 2 K domain
at the C-terminus of NS4A by the viral serine protease leads to a large accu-
mulation of intracellular membranes in DENV-infected cells (Miller et al. 2007)
and relocalization of matured NS4A to Golgi membranes in WNV-infected cells
(Roosendaal et al. 2006). These results suggest that proteolytic processing of NS4A
could regulate the membrane rearrangements observed upon infection. A role for
NS1 during RNA replication was proposed. Mutation of the N-glycosylation sites
of NS1 led to a dramatic defect in RNA replication (Muylaert et al. 1996). In addi-
tion, deletions within YFV NS1 resulted in viruses with defects at early stages of
RNA replication, presumably during minus-strand synthesis (Lindenbach and Rice
1997). Interestingly, this defect was suppressed by a mutation in NS4A, provid-
ing genetic evidence for NS1–NS4A interaction in RNA replication (Lindenbach
and Rice 1999). Although NS1, NS2A, and NS4B of different flaviviruses have
been implicated in RNA synthesis, their precise roles in this process remain
unclear.

Multifunctional Viral Proteins Involved in Flavivirus
RNA Replication

NS5 is the largest and the most conserved of the flavivirus proteins. It contains
an N-terminal S-adenosyl-methionine (SAM)-dependent methyl transferase domain
(MTase) and a C-terminal RdRp domain. Recently, the structure of the NS5 C-
terminal domain of WNV and DENV revealed a classical RdRp-fold bearing palm,
thumb, and fingers motifs (Malet et al. 2007; Yap et al. 2007). The presence of
a priming loop found in these structures is consistent with a primer-independent
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(de novo) mechanism of initiation of RNA synthesis proposed for flaviviruses. The
NS5 from WNV, DENV, and YFV were shown to possess guanine N7 and ribose
2′-O MTase activities involved in formation of the 5′ cap (Egloff et al. 2002; Ray
et al. 2006; Dong et al. 2007; Zhou et al. 2007). The crystal structures of WNV
and DENV MTase domain showed a single binding site for the methyl donor SAM
(Egloff et al. 2002; Zhou et al. 2007). In addition, a positively charged surface adja-
cent to the SAM binding site was proposed to be the recognition site for the capped-
RNA substrate. Deletions or mutations within the MTase domain were shown to be
lethal for the replication of WNV and DENV (Khromykh et al. 1998, 1999b; Ray
et al. 2006). In addition, mutagenesis of the Kunjin polymerase active site motif con-
firmed that it is essential for viral replication and that polymerase activity could be
supplied in trans from a Kunjin replicon. However, trans-complementation in cells
expressing only NS5 was found to be inefficient, suggesting that co-translational
expression of additional NS proteins may be required for the RdRp to associate
with other replicase components (Khromykh et al. 1999a).

The multifunctional NS3 protein bears a protease, helicase, nucleotide triphos-
phatase (NTPase), and 5′RNA triphosphatase (RTPase) activities. Its N-terminal 180
amino acids comprise the serine protease, and its C-terminal region has conserved
domains found in the DEXH family of NTPase/RNA helicases. RNA-stimulated
NTPase and RNA unwinding activities have been characterized in DENV, WNV,
YFV, and JEV (Warrener et al. 1993; Li et al. 1999; Utama et al. 2000; Borowski
et al. 2001; Benarroch et al. 2004; Yon et al. 2005). Crystal structures have been
recently reported for the helicase of DENV and YFV (Wu et al. 2005; Xu et al.
2005). A study with a DENV infectious clone showed that an active helicase was
essential for virus viability (Matusan et al. 2001). Although helicases have been
implicated in the replication of flaviviruses genomes, their precise role in RNA syn-
thesis remains unknown. Possible functions include unwinding dsRNA intermedi-
ates that arise during RNA amplification, destabilizing secondary structures of the
RNA to increase polymerase processivity, or participating in RNA recruitment at
specific subcellular locations.

Two-hybrid systems and co-immunoprecipitation studies using infected cells and
recombinant proteins demonstrated that the helicase domain of NS3 of DENV binds
NS5 (Kapoor et al. 1995; Johansson et al. 2001). This interaction occurred in the
absence of other viral proteins but was dependent on the NS5 phosphorylation state
(Kapoor et al. 1995). NS5 has been detected in both the cytoplasm and the nucleus.
Only a hyperphosphorylated form of NS5, which was unable to interact with NS3,
has been detected in the nucleus of DENV-infected cells (Kapoor et al. 1995; Brooks
et al. 2002). NS5 contains two functional nuclear localization sequences (NLSs)
and binding to importin β1 was demonstrated (Johansson et al. 2001; Brooks et al.
2002). Whether the nuclear localization of NS5 plays a role in the viral replication
cycle or is part of a mechanism used by the virus to alter a cell function is cur-
rently unknown. The N-terminal region of NS5 that was shown to be required to
bind NS3 was also found to bind importin β1, suggesting a competition between
NS3 and importin β1 that may play a role in controlling the subcellular localization
of NS5.
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According to the crystal structure of NS5, the putative binding site for NS3
would be near the entrance of the RNA template tunnel, consistent with the pro-
posed role of its activity in RNA unwinding during RNA synthesis (Malet et al.
2007). In addition, NS5 was reported to stimulate the NTPase and RTPase activities
of NS3 (Yon et al. 2005), suggesting a functional interaction between these two viral
proteins.

5′UTR Elements and Promoter Signals for RNA Synthesis

The 5′UTRs of flavivirus RNAs are relatively short and almost complete sequence
conservation was observed among different strains of the same virus. In contrast,
sequence comparisons between different flaviviruses, such as DENV, WNV, YFV,
and SLEV, showed little conservation (Brinton and Dispoto 1988). Interestingly,
the predicted secondary structure of 5′UTRs of different flaviviruses is very similar.
These structures consist of a large stem-loop with a side stem-loop (named Stem-
Loop A, SLA, Fig. 3.2). The conservation of this secondary structure in unrelated
flaviviruses was taken as evidence of its possible importance in viral replication. In
most cases, a second short stem-loop named SLB, which includes or ends at the
translation initiator codon, could be formed downstream of SLA. The structure of
SLA and the sequence upstream of the translation initiator AUG were found to be
essential cis-acting elements for viral RNA synthesis (Cahour et al. 1995; Filomatori
et al. 2006; Kofler et al. 2006). In addition, a conserved stem-loop structure present
just downstream of the initiator AUG of DENV type 2 (DENV2) RNA was reported
to act as a regulatory element important for start codon selection in translation initi-
ation (Clyde and Harris 2006).

Cahuer and co-workers reported the first evidence of functional 5′UTR elements
in flavivirus replication in vivo (Cahour et al. 1995). In this study, deletions from
5 to 25 nucleotides were incorporated throughout the 5′UTR by mutagenesis of an
infectious DNA copy of DENV4. The dominant effect of the deletions appeared to
be at the level of RNA synthesis and many of the mutations were found to be lethal.
More recently, a similar approach was used to study the role of SLA structure during
DENV2 replication (Filomatori et al. 2006). In this case, site-directed mutagenesis
was done to (a) open the bottom of the stem of SLA structure, (b) reconstitute the
stem with sequences that differed from the wild type, and (c) substitute nucleotides
at the top and side loops of SLA. Alteration of the stem of SLA was found to be
lethal, while reconstitution of the stem yielded an infectious RNA with a phenotype
similar to the parental virus. In addition, infectious viruses could not be recovered
after transfection of RNAs carrying substitutions at the top loop of SLA. In this
case, revertant viruses with single substitutions, partially recovering the wild type
sequence, were rescued in cell culture. In the same study, using a DENV2 repli-
con system that allows discrimination between translation and RNA synthesis, it
was shown that the SLA structure was essential for RNA amplification, whereas no
crucial role of SLA was connected with translation of the input RNA.
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Fig. 3.2 Conserved 5′ and 3′UTR RNA structures of mosquito-borne flaviviruses. (a) Schematic
representation of RNA elements found at the 5′ and 3′UTRs of DENV genome. The predicted
secondary structures of defined domains are indicated: at the 5′-end, stem-loop A (SLA), stem-
loop B (SLB, containing 5′UAR), and 5′CS are indicated; at the 3′-end, domains I, II, and III are
shown. In addition, location of the 3′ stem-loop (3′SL) and the conserved sequence RCS2, CS2,
and CS1 are indicated. (b) RNA elements of 5′ and 3′UTRs of dengue virus (DENV), West Nile
virus (WNV), Japanese encephalitis virus (JEV), and yellow fever virus (YFV) are schematically
shown. At the 5′-end the 5′SLA, the translation initiator codon AUG, and the cyclization sequence
5′CS are indicated. The presence and relative location of the different conserved RNA elements
at the 3′UTRs, CS1, CS2, RCS2, CS3, RCS3, and the yellow fever tandem repeats (RYF) are
indicated by boxes in different colors.

RNA–protein interaction studies have been used to demonstrate direct binding
of DENV polymerase to RNA molecules carrying the SLA structure. Moreover,
using an in vitro assay to measure RdRp activity of DENV2 NS5, it was shown
that SLA was a critical determinant for template specificity (Filomatori et al. 2006).
The polymerase was able to initiate de novo and copy RNA templates bearing the
SLA, while it was very inefficient in copying viral or non-viral RNA templates
lacking this structure. A remarkable correlation between the requirement of DENV
SLA sequence/structure for viral replication in transfected cells and the need of this
element for in vitro polymerase activity was observed (Fig. 3.3). Based on in vivo
and in vitro results, it was proposed that the SLA functions as the promoter for
DENV negative-strand RNA synthesis. Further studies are necessary to extrapolate
these observations to other flaviviruses.
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Fig. 3.3 Structure–function correlation of DENV stem-loop A (SLA) mutants. On the top,
schematic representation of RNA mutants: interrupted stem (IS), reconstituted stem (RS), side loop
mutant (SD), and top loop mutant (TL). The level of DENV replication in BHK cells transfected
with full-length viral RNAs carrying the respective mutation is compared with the viral RdRp
activity observed in vitro using RNA templates of 160 nucleotides carrying the same mutations
(Filomatori et al. 2006).

Cis-Acting Elements at the 3′UTRs

The 3′UTR sequences exhibit great variability among different flaviviruses; how-
ever, several conserved features and conserved secondary structures have been elu-
cidated (Wallner et al. 1995; Proutski et al. 1997; Rauscher et al. 1997; Shurtleff
et al. 2001; Thurner et al. 2004; Gritsun and Gould 2007). The 3′UTRs are between
350 and 700 nucleotides long and can be divided into three domains based on
sequence/structure conservation (Fig. 3.2a). Domain I is the region immediately
following the stop codon that is hypervariable and contains deletions and insertions
in most flaviviruses. YF contains unique tandem repeats within domain I, known as
RYF (Bryant et al. 2005) (Fig. 3.2b). Domain II is a region of moderate conservation
comprising several hairpin motifs, including a characteristic dumbell (DB) structure
with a conserved sequence named CS2 motif, present in all mosquito-borne fla-
viviruses (Olsthoorn and Bol 2001; Gritsun and Gould 2006; Romero et al. 2006).
This DB structure is repeated in tandem in members of the DEN and JE subgroups,
containing a repeated conserved sequence (RCS2) motif (Fig. 3.2b). Domain III is
the most conserved region of flavivirus 3′UTRs, bearing a terminal stable stem-loop
structure (3′SL). The presence of the 3′SL has been supported by secondary struc-
ture predictions, co-variation analysis, and biochemical probing. An essential role
of the 3′SL in flavivirus replication has been extensively documented (for review see
Markoff 2003). Upstream of the 3′SL there is a highly conserved sequence named
CS1 motif (Hahn et al. 1987).

Work from many laboratories allowed to define several essential elements within
domain III of the 3′UTR: (i) a pentanucleotide sequence CAGAC mostly present in
a loop of the 3′SL (Wengler and Castle 1986; Khromykh et al. 2003; Tilgner and
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Shi 2004; Elghonemy et al. 2005); (ii) a region within CS1 that contains a com-
plementary sequence to a region present within the coding sequence of the capsid
protein (Hahn et al. 1987; Men et al. 1996; Corver et al. 2003); (iii) the 3′ termi-
nal nucleotides of the 3′SL, including the last CUOH conserved in all mosquito and
tick-borne flaviviruses (Khromykh et al. 2003; Tilgner and Shi 2004); (iv) a region
within the stem of the 3′SL that contains a complementary sequence to a region
present upstream of the translation initiator AUG at the viral 5′UTR (named UAR
in DENV and CSA in TBEV) (Alvarez et al. 2005b; Kofler et al. 2006); and (v) spe-
cific bulges within the 3′SL structure (Yu and Markoff 2005). Deletions or mutations
within any of these cis-acting RNA elements abolish viral replication. In contrast,
RNA structures within domains I and II are considered dispensable for flavivirus
replication. However, these structures are believed to serve as replication enhancers
because deletion mutants within domains I and II exhibit decreased viral RNA syn-
thesis and attenuation (Men et al. 1996; Mandl et al. 1998; Bredenbeek et al. 2003;
Lo et al. 2003; Alvarez et al. 2005a).

Inverted Complementary Sequences in Flavivirus RNAs

Flavivirus genomes possess inverted complementary sequences at the ends of the
RNA (Fig. 3.4), similar to those observed in the negative-strand RNA bunya-, arena-,
and orthomyxoviruses. These inverted complementary sequences have been sug-
gested to allow the ends of the genome to associate through base pairing, leading to
circular conformations of the RNA (panhandle-like structures).

Two pairs of inverted complementary sequences can be found at the ends of
mosquito- and tick-borne flavivirus genomes (Fig. 3.4). In all mosquito-borne fla-
viviruses (MBF), there is a region within CS1 that complements perfectly with a
sequence located in the coding region of the C protein. This pair of complementary
sequences is known as cyclization sequence 5′–3′CS (Hahn et al. 1987) (Fig. 3.4).
The second pair of inverted complementary sequences was first noticed using fold-
ing prediction algorithms on flavivirus RNAs (Hahn et al. 1987; Khromykh et al.
2001a; Thurner et al. 2004). A sequence located just upstream of the translation ini-
tiator AUG at the 5′UTR was found to be complementary to a region present within
the stem of the 3′SL. This pair of complementary sequences is known as cycliza-
tion sequence 5′–3′UAR (the name stands for upstream AUG region) (Alvarez et al.
2005b) (Fig. 3.4). Alignment of MBF sequences indicates high conservation of 5′–
3′CS, whereas less sequence conservation was observed within 5′–3′UAR (Fig. 3.4).
Two pairs of complementary sequences, CSA and CSB, were proposed as possible
cyclization elements in the case of tick-borne flaviviruses (TBF) (Mandl et al. 1993;
Khromykh et al. 2001a). The 5′CSA is located upstream of the initiator AUG and
is complementary to the 3′CSA located within the stem of the 3′SL, which is rem-
iniscent of the location of the MBF 5′–3′UAR. The 5′–3′CSB sequences are found
in similar locations as the MBF 5′–3′CS.

Requirement of 5′–3′CS base pairing was first analyzed in RdRp reactions using
DENV-infected cell extracts and exogenous RNA templates including the 5′- and
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Fig. 3.4 Sequence and location of flavivirus cyclization sequences. On the top, a schematic rep-
resentation shows the location of 5′–3′UAR and 5′–3′CS regions of mosquito-borne flaviviruses.
The bottom panels show the nucleotide sequences of the complementary regions 5′–3′CS and 5′–
3′UAR of dengue virus type 2 and 4 (DENV2, Genebank number U87412 and DENV4 Genebank
number M14931), West Nile virus (WNV, Genebank number M12294), Japanese encephalitis virus
(JEV, Genebank number NC001437), and yellow fever virus (YFV, Genebank number NC002031);
and the 5′–3′CSA of tick-borne encephalitis virus (TBEV, Genebank number U27495). The gray
boxes denote the inverted complementary sequences. In boldface the translation initiator AUG is
indicated.

3′-end viral sequences. In this study, it was shown that 5′–3′CS complementarity
was necessary for polymerase activity (You and Padmanabhan 1999). Subsequent
studies specifically addressed the requirement of sequence complementarity in vivo
using a Kunjin virus replicon system (Khromykh et al. 2001a). In agreement with
the in vitro study, specific mutations in the 5′CS or 3′CS abolished RNA amplifica-
tion while reconstitution of potential base pairings with foreign sequences restored
replicon replication. More recent studies confirmed the requirement of CS comple-
mentarity for RNA amplification of DEN and WN viruses (Lo et al. 2003; Alvarez
et al. 2005a).

The specific role of 5′–3′UAR complementarity was addressed using infectious
DENV2 and DENV replicons. These studies indicated that mismatches within
5′–3′UAR did not alter translation of the viral RNA but greatly decreased RNA
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synthesis, leading in some cases to undetectable levels of viral replication. Com-
pensatory mutations that restored 5′–3′UAR base pairing rescued RNA synthesis.
In addition, the mutants with the compensatory changes within UAR were shown
to replicate less efficiently than the parental virus, suggesting that 5′ and 3′UAR
sequences could play additional roles during viral replication (Alvarez et al. 2005b;
Alvarez et al. 2006).

The requirement of the putative cyclization sequences CSA and CSB in TBEV
was recently investigated using a replicon system (Kofler et al. 2006). This work
provided clear evidence that complementarity of 5′–3′CSA, which is analogous in
location to the 5′–3′UAR cyclization elements in DENV, was essential for TBEV
replication. Interestingly, no crucial function was connected with the CSB elements,
suggesting that only one pair of the two putative complementary sequences would
be required to mediate 5′–3′ interactions in TBF genomes. In summary, there is
compelling evidence indicating that sequence complementarity between the ends of
flavivirus genomes is essential for viral RNA synthesis.

Cyclization of the Viral Genome

Direct interaction between two RNA molecules carrying the 5′ and 3′ terminal
sequences of a flavivirus genome was first observed using psoralen/UV cross-
linking, and a role of 5′–3′CS complementarity for the interaction was proposed
(You et al. 2001). More recently, an electrophoretic mobility shift assay was
employed to study the formation of RNA–RNA complexes with molecules carry-
ing the terminal DENV sequences (Alvarez et al. 2005b). In this work, the specific
contribution of both cyclization elements, 5′–3′CS and 5′–3′UAR, was demonstrated
by mutagenesis analysis. Single mismatches within the complementary sequences
were shown to increase the apparent dissociation constants of specific RNA–RNA
complexes.

The first direct evidence of long-range RNA–RNA interactions between the ends
of a flavivirus RNA was obtained by visualization of individual molecules using
atomic force microscopy (AFM) (Alvarez et al. 2005b). Because single-stranded
RNA molecules acquire compact tertiary structures that preclude visualization of
intramolecular contacts, the RNAs used in that analysis were hybridized with anti-
sense RNA molecules to generate elongated double-stranded segments (Fig. 3.5).
This strategy allowed visualization of long-range RNA–RNA contacts at single-
stranded regions. Using AFM in air, a model RNA molecule of 2 kb carrying the 5′

and 3′ terminal sequences of DENV2 as well as single molecules of the full-length
genomic RNA were visualized in linear and circular conformations, whereas control
molecules with deletions of 3′CS and 3′UAR were only observed in linear forms.
Cyclization of DENV RNA was observed in the absence of proteins (Fig. 3.5). How-
ever, it is possible that binding of cellular or viral proteins to the ends of the RNA
enhances or disrupts genome cyclization.

Interaction of the viral protein NS5 with capped- and uncapped-RNA molecules
corresponding to 5′-end ∼200 nucleotides of WNV and DENV genomes was
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Fig. 3.5 Cyclization of DENV genomic RNA. On the left, a schematic representation of the
viral genome in a compact conformation and the strategy used to visualize RNA–RNA contacts
hybridizing the central part of the molecule with an antisense RNA molecule. On the right, a rep-
resentative image of a single molecule of DENV genomic RNA obtained by tapping mode atomic
force microscopy in circular conformation is shown. The 10.7 kb RNA molecule was hybridized
with an antisense RNA of 3.3 kb resulting in a linear double-stranded region with single-stranded
overhangs of 6970 and 451 nucleotides at the 5′- and 3′-ends, respectively (Alvarez et al. 2005b).

recently demonstrated (Filomatori et al. 2006; Dong et al. 2007). Deletion analysis
of 5′-end sequences of DENV RNA indicated that the SLA structure was essential
while 5′CS and 5′UAR sequences were dispensable for NS5 binding. Interestingly,
interaction of DENV NS5 with an RNA–RNA complex formed between the 5′- and
3′- ends of the viral genome was observed, suggesting that the viral polymerase
recognizes SLA even in the context of interacting 5′- and 3′-end viral sequences.
Moreover, binding of NS2A, NS3, and NS5 to the 3′UTR of different flaviviruses
has been also reported (Chen et al. 1997; Mackenzie et al. 1998). Whether binding of
these viral proteins or other trans-acting factors modulates long-range RNA–RNA
interactions in the context of the viral genome remains to be defined.

Proteins Interacting with the Viral RNA

Several reports have shown that defined RNA elements present at the 3′UTRs of
flavivirus genomes differentially enhanced viral replication in distinct host cells.
For instance, specific nucleotides of the bottom long stem of WNV and DENV
3′SL greatly enhanced replication competence in mosquito cells but had no effect
on replication in mammalian cells (Zeng et al. 1998; Yu and Markoff 2005). In
addition, it was found that deletion of the variable region encompassing domain
I of DENV 3′UTR, reduced viral replication in mammalian cells without altering
replication in mosquito cells (Alvarez et al. 2005a). These and other observations
suggest that host cell specific factors bind the viral 3′UTRs. Significant effort has
been made to identify host proteins that interact with the viral RNA. The eukaryotic
elongation factor 1 alpha (EF-1 α) was identified to bind the 3′SL of WNV and
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DENV (Blackwell and Brinton 1997; De Nova-Ocampo et al. 2002). Binding of
EF-1 α to the viral RNA was mapped by footprinting analysis. This study defined
a main binding site in the middle of the 3′SL (Blackwell and Brinton 1997). In
addition, the human La autoantigen and the human PTB were found to interact with
the 3′UTR of genomic DENV4 (De Nova-Ocampo et al. 2002; Garcia-Montalvo
et al. 2004). In the case of JEV, a 36 kDa protein MOV34 was found to bind the
3′SL (Ta and Vrati 2000).

Search for proteins that bind the negative-strand RNA of flaviviruses has also
been pursued. Four host proteins that bind specifically to the 3′ terminal sequences
of the negative strand of WNV RNA were detected using BHK cell extracts (Shi
et al. 1996). Purification of one of these proteins revealed to be TIAR, an RNA-
binding protein containing three RNA recognition motifs (Li et al. 2002). Further-
more, a related protein TIA-1 was also shown to bind the same RNA. Interestingly,
the growth of WNV was inhibited in a TIAR knockout cell line, indicating the func-
tional importance of this protein. In addition, the human La autoantigen, calreticulin,
and the protein disulfide isomerase were shown to interact in vitro with the 3′-end
of the negative strand of DENV4 (Yocupicio-Monroy et al. 2003). Although several
host proteins have been identified that bind the viral RNA and a functional role was
proposed for some of them, the participation of these proteins during flavivirus RNA
replication remains to be defined.

A Model for Minus-Strand RNA Synthesis

Filomatori and co-workers demonstrated that RNA molecules of ∼160 nucleotides
carrying the DENV SLA structure were efficient templates for in vitro RNA poly-
merase activity, whereas longer RNA molecules of ∼2000 nucleotides, carrying
the SLA in the same location were inefficient templates (Filomatori et al. 2006).
In contrast, when the two pairs of cyclization sequences (5′–3′CS and 5′–3′UAR)
were introduced at the ends of the RNA, polymerase activity became indepen-
dent on the length of the template. Thus, it was hypothesized that the distance
between the promoter SLA and the 3′-end of the template was critical for in vitro
polymerase activity and that long-range RNA–RNA interactions would bring the
3′-end of the molecule near the SLA. This idea was consistent with the previous
work of Padmanabhan and collaborators (Ackermann and Padmanabhan 2001; You
et al. 2001).

A model for DENV minus-strand RNA synthesis was proposed (Fig. 3.6). In this
model, the viral NS5 protein binds the promoter SLA at the 5′-end of the RNA,
∼11 kb away from the initiation site. Cyclization of the viral genome through
long-range RNA–RNA interactions could place the 3′-end of the RNA near the
polymerase-SLA complex, allowing initiation of RNA synthesis. Therefore, only
molecules in circular conformation would be competent templates for minus-strand
RNA synthesis. In addition, it is possible that interaction of the polymerase with
specific nucleotides within the SLA could induce conformational changes in the
protein, facilitating the recognition of the 3′-end of the template. According to the
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crystal structure of DENV RdRp the template channel has dimensions that would
only permit access to a ssRNA chain (Yap et al. 2007). Therefore, it is likely that
the 3′SL structure unwinds before entering the template channel of the enzyme dur-
ing initiation of minus-strand RNA synthesis. This process could be aided by the
helicase activity of NS3 or by cellular trans-acting factors interacting with the viral
3′SL. Alternatively, base pairings between 5′ and 3′UAR of MBF or between 5′ and
3′CSA of TBF genomes, which were predicted to open the bottom half stem of the
3′SL, could release the 3′-end nucleotides, rendering the structural changes around
the 3′SL presumably necessary for the initiation process.

In summary, the model proposes a core promoter at the 5′-end of the genome
and long-range RNA–RNA interactions as essential elements for initiation of RNA
synthesis. Although the 3′SL structure has been shown to be essential for flavivirus
RNA synthesis, the molecular details by which this element participates during the
process remain unclear. While it is not surprising to find a core promoter for RNA
synthesis at the 3′-end of a viral genome, it is intriguing why certain plus-strand
RNA viruses would have promoters or enhancer elements for RNA replication at
the 5′-end of the RNA. In this case, the requirement of genome cyclization may
provide advantages for viral replication such as control mechanisms to amplify only
full-length templates or coordination of translation, RNA synthesis, and RNA pack-
aging by overlapping signals involved in these processes. Further analysis of the
RNA conformations required in each viral process will help to clarify the molecular
details by which flaviviruses replicate their genomes.
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Perspectives

Much has been learned in the last years about flavivirus RNA replication. A model
for minus-strand RNA synthesis has been proposed that explains the need of genome
cyclization, and roles of viral proteins and RNA cis-acting elements have been
uncovered. An important aspect in flavivirus RNA replication that remains unde-
fined is the mechanism of positive-strand RNA amplification. It has been proposed
that the RF form is the template for genome amplification. We can speculate that
the SLA could also serve as the promoter for positive-strand RNA synthesis. In this
case, the SLA would have to work in trans, transferring the polymerase to the 3′-end
of the negative strand, to initiate positive-strand RNA synthesis. A similar strategy
has been previously proposed for the cloverleaf structure present at the 5′-end of
poliovirus RNA (Andino et al. 1990). For DENV, a trans-initiation activity of SLA
in vitro has been observed (Ackermann and Padmanabhan 2001; You et al. 2001;
Filomatori et al. 2006), but not experimental evidence in vivo has yet been provided.
Otherwise, the negative-strand RNA could carry its own promoter element either at
the 5′- or the 3′-end of the molecule to facilitate positive-strand RNA amplification.
In vivo experiments that allow discrimination between negative- and positive-strand
RNA synthesis will be necessary to identify cis- and trans-acting factors specifically
involved in each of these processes.

Formation of the cap at the 5′-end of the viral RNA requires the MTase activity of
NS5. Because the cap structure precedes the SLA, it is possible that binding of NS5
to the promoter element is also involved in cap methylation. Consistent with this idea,
recent studies using a recombinant WNV MTase have reported a requirement of SLA
sequences for in vitro cap RNA methylation. The challenge will be to define how both
enzymatic activities of NS5 are coordinated during flavivirus RNA synthesis.

Another intriguing question is: How is the vRNA released from the VP to the
cytosol for translation and RNA packaging? The close association between the VP
and the CM/PC reveals a level of organization that might allow the vRNA to be
transported to the sites of protein synthesis or RNA packaging. Additional studies
are needed to understand how the viral RNA is recruited to specific places of the
infected cell for each step of the viral life cycle.

Finally, different RNA viruses use long-range RNA–RNA interactions as a strat-
egy to allow cis-acting regulatory elements such as enhancers, promoters, and
silencers to act from long distances (Pogany et al. 2003; Ray and White 2003).
In addition, the dynamics of RNA tertiary structures allow modulation of specific
functions of RNA–RNA contacts by trans-acting factors. In the future, we will have
to uncover the functional significance and the underlying connections of these com-
mon viral strategies.
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Chapter 4
Hepatitis C Virus Genome Replication

Brett D. Lindenbach and Timothy L. Tellinghuisen

Introduction

Over 170 million people are infected with hepatitis C virus (HCV), a major cause
of acute and chronic liver disease that can lead to cirrhosis and hepatocellular carci-
noma (Alter and Seeff 2000). The success of this virus is largely due to its ability to
cause persistent infections – often lasting for decades – in over 70% of infected indi-
viduals. Thus, HCV infection leads to a dynamic interplay between viral replication,
host antiviral responses, and viral countermeasures to evade those responses. Under-
standing these processes will be crucial for devising effective strategies to combat
this virus and alleviate the human suffering it exacts. In this chapter we review the
current understanding of HCV genome replication, emphasizing the role of viral and
host factors in this process. Where applicable, we will draw comparisons to other
viruses within this volume. Nevertheless, due to space limitations this review is not
meant to be comprehensive, and we apologize in advance to authors whose work
could not be cited.

Overview of the HCV Life Cycle

HCV is an enveloped, positive-strand RNA virus classified within the family
Flaviviridae. The life cycle of HCV (Fig. 4.1) therefore shares overall similarity
to the flaviviruses (Chapter 3) and other positive-strand RNA viruses. Upon infec-
tion of a host cell, HCV particles are taken up by receptor-mediated endocyto-
sis and trafficked to endosomes, where the low pH of this compartment induces
fusion of the viral envelope and bounding endosomal membrane. The nucleocap-
sid is then uncoated to release the viral genome into the cytoplasm (step 1), where
it can be directly translated to produce the viral structural and non-structural (NS)
proteins (step 2). Viral NS proteins and host factors assemble into a cytoplasmic,
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Fig. 4.1 Overview of the HCV life cycle.

membrane-bound RNA replicase (step 3), which then recruits the HCV genome out
of translation and into replication (step 4). After RNA synthesis, new viral genomes
can be recycled back into translation and replication or packaged by viral structural
proteins into nascent viral particles (step 5).

Until recently, only limited aspects of the HCV life cycle could be studied
because efficient viral culture systems did not exist. Once the viral genome was fully
sequenced, infectious cDNA clones were constructed and shown to initiate replica-
tion upon intrahepatic inoculation into chimpanzees (Kolykhalov et al. 1997; Yanagi
et al. 1997). While these reverse genetic systems were functional in vivo, they were
obviously limited by the ethical and practical issues of primate research and did not
permit viral replication to be studied in cell culture. The first broadly useful system
for studying HCV RNA replication came when Lohmann et al. (1999) engineered
bicistronic “subgenomic” replicons to express the selectable marker gene Neo, and
selected for rare HCV replication events after transfecting this RNA replicon into
the human hepatoma line, Huh-7 (Nakabayashi et al. 1982). Further growth of
Neo-resistant cells selected for mutant replicons with increased RNA replication
(Blight et al. 2000; Lohmann et al. 2001, 2003). Thus, cell culture-adapted repli-
cons allowed the intracellular aspects of the viral life cycle to be studied and pro-
vided much-needed cell-based assays to screen for HCV-specific antivirals. More
recently, Takaji Wakita and other investigators showed that the HCV strain JFH-1
was capable of producing infectious virus in cell culture (Lindenbach et al. 2005;
Wakita et al. 2005; Zhong et al. 2005), and additional HCV cell culture systems
have recently become available (reviewed in (Tellinghuisen et al. 2007)). Thus, the
tools to study the complete life cycle of HCV are now in hand.

HCV Genomes

The HCV genome is a monopartite, single-stranded RNA, 9.6 kb in length (Choo
et al. 1991). Unlike most cellular mRNAs, the HCV genome lacks a 5′ cap and does
not encode a 3′ polyadenosine tail (Tanaka et al. 1995; Kolykhalov et al. 1996).
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Fig. 4.2 Features of the HCV genome. This map of the HCV genome highlights important sec-
ondary structures within the HCV genomic RNA, as described in the text. The large open reading
frame is indicated as an open bar. Loop regions involved in the kissing interaction between 5BSL-
3.2 and 3′X SL2 are indicated by hearts. AUG, start codon; UGA, stop codon; VR, variable region.

Instead, the HCV genome encodes several cis-acting RNA elements (CREs) that
regulate genome translation, RNA replication, and most likely, packaging. Known
CREs include sequences and secondary structures within the 5′ and 3′ noncoding
regions (NCRs) and the large open reading frame (Fig. 4.2). Unlike the picor-
naviruses (Chapter 1), HCV does not appear to encode a viral genome-linked
protein.

As for all positive-strand RNA viruses, which encode polymerases that lack proof
reading activity, HCV exhibits a high degree of genetic variability. Given the size
of the HCV genome and an estimated mutation rate of ≈10–4 misincorporations/nt
(Crotty et al. 2001), one can calculate that mutants will quickly accumulate and
predominate in HCV populations of even modest size. It has been estimated that a
chronically infected person makes 1012 virions/day (Perelson et al. 2005). Thus, the
sequence diversity present even within a single person is huge. This swarm of genet-
ically related viruses, with no real “wild-type” master sequence, is often referred to
as a “quasi-species”. On the global scale, with over 108 infected people, the amount
of sequence diversity available to HCV is astronomical. Of course evolutionary fit-
ness varies greatly among these populations. As a result, HCV has evolved into
six metastable genotypes, which differ by more than 30% at the nucleotide level
(Simmonds et al. 2005).

The HCV 5′ NCR is 341 nt in length, well conserved, and highly structured
(Fig. 4.2); it has at least two major functions in the viral life cycle. First, it encodes
an internal ribosome entry site (IRES) that allows for cap-independent translation
of the viral genome, described below. Second, the 5′ NCR includes one or more
overlapping CREs necessary for genome replication. While efficient RNA replica-
tion requires nearly the entire 5′ NCR, the minimal 5′ replication element is encoded
within the first 120 nt, which includes stem-loops I and II (Friebe et al. 2001; Kim
et al. 2002b). Intriguingly, the liver-specific cellular micro RNA (miRNA)-122 binds
to the unstructured spacer between these stem-loops, and this interaction is required
for an early step in HCV replication (Jopling et al. 2005). Furthermore, by mak-
ing intergenotypic recombinants with reduced rates of positive- and negative-strand
synthesis, Binder and colleagues have confirmed that the 5′ NCR (or more likely, its
reverse complement in the negative strand) plays an important role in positive-strand
synthesis (Binder et al. 2007b).
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The 3′ NCR consists of three subdomains: (1) a short (≈40 nt) variable
region located immediately downstream of the termination codon; (2) a polyuri-
dine/polypyrimidine (U/UC) tract of variable length; and (3) a highly conserved,
98 nt region termed the 3′X domain (Fig. 4.2) (Tanaka et al. 1995; Kolykhalov
et al. 1996). The poly (U/UC) tract and 3′X domain are required for RNA repli-
cation, while the variable region seems to influence replication efficiency (Yanagi
et al. 1999; Kolykhalov et al. 2000; Friebe and Bartenschlager 2002; Yi and Lemon
2003). The minimal poly (U/UC) tract appears to be between 26 and 52 nt in length
and requires an uninterrupted homopolyuridine tract, suggesting that it is recognized
by a trans-acting factor (Friebe and Bartenschlager 2002; Yi and Lemon 2003; You
and Rice 2007). The 3′X domain consists of a highly stable 3′ terminal stem-loop, 3′

SL1, and two metastable stem-loops, 3′ SL2 and 3′ SL3 (Tanaka et al. 1996; Blight
and Rice 1997). Again, by using intergenotypic chimeras Binder and colleagues
confirmed that the 3′X domain serves as an important CRE for negative-strand syn-
thesis (Binder et al. 2007b).

Given that the large open reading frame encompasses over 94% of the HCV
genome, it is no surprise that HCV coding region also encodes CREs. Sequences
with dual overlapping functions place tight constraints on codon usage, which can
be used to help identify such internal CREs (reviewed in (Branch et al. 2005)).
As an example, anomalous codon usage was originally thought to reflect a selec-
tive pressure to retain an alternative reading frame within the core gene (reviewed
in (Branch et al. 2005)). Subsequent genetic analysis determined that this alterna-
tive reading frame was dispensable for virus replication, but identified an impor-
tant CRE, stem-loop VI, embedded within the core gene (Fig. 4.2) (McMullan et al.
2007). While this region is not required for RNA replication in the context of subge-
nomic RNA replicons, full-length HCV genomes containing mutations in this struc-
ture are highly attenuated in vitro and in vivo, and selectively recover the wild-type
sequence. Interestingly, one leg of stem-loop VI can base pair with the 5′ NCR, over-
lapping the miRNA-122 binding site, and thereby down-regulate IRES-mediated
translation (Kim et al. 2003).

Embedded within the NS5B gene is another important CRE, 5BSL3.2 (Fig. 4.2)
(Lee et al. 2004; You et al. 2004). A key feature of 5BSL3.2 is that one of the loop
regions can base pair with the loop region of SL2 in the 3′X region of the genome
(Friebe et al. 2005). Mutations in either loop region destroy HCV RNA replication,
while compensatory mutations restore it (Friebe et al. 2005; You and Rice 2007). It
is not yet known how this long-distance “kissing” interaction regulates HCV RNA
replication, but it is interesting to note that base pairing between the coding region
and both HCV NCRs is functionally important. This may reflect a general strategy
to maintain genome integrity.

In addition to several CREs, the HCV genome exhibits a number of interest-
ing features, such as a low frequency of UA and UU dinucleotides, which may
reflect a selection for viral genomes that are poor substrates for the interferon-
inducible RNase L (Han and Barton 2002). The HCV genome is also predicted
to contain an unusually high rate of internal base pairing, a feature that correlates
with a high rate of persistent infection among positive-strand RNA viruses (Sim-
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monds et al. 2004). Thus, these higher-order structures may help to circumvent
innate antiviral defenses.

Translation and Polyprotein Processing

As mentioned, the HCV 5′ NCR encodes an IRES that directs cap-independent
translation of the viral genome (recently reviewed in (Fraser and Doudna 2007)).
The minimal HCV IRES is encoded by sequences within stem-loops II through IV
(Fig. 4.2). The central part of this structure, stem-loop III, can directly bind the ribo-
somal 40S subunit, positioning the start codon within the ribosomal P site (Pestova
et al. 1998). Importantly, this interaction appears to bypass the need for canonical
eukaryotic translation initiation factors (eIFs), and functionally resembles the mech-
anism of prokaryotic initiation via the Shine-Delgarno sequence. Structural studies
indicate that stem-loops II and III induce a conformational change in the 40S sub-
unit, allowing the RNA-binding cleft to open (Spahn et al. 2001). Subsequently, the
IRES-40S complex recruits eIF3 and the eIF2 �GTP �Met-tRNA ternary complex,
forming a 48S intermediate complex (Ji et al. 2004; Otto and Puglisi 2004). Inter-
estingly, stem-loop IIIb of the HCV IRES functionally and structurally mimics the
binding of the 5′ cap binding complex eIF4F (Siridechadilok et al. 2005). Following
GTP hydrolysis, these initiation factors are released and the ribosomal 60S subunit
is recruited into an IRES-80S complex, which is then capable of initiating protein
synthesis (Ji et al. 2004; Otto and Puglisi 2004).

There has been some debate about how downstream sequences influence HCV
IRES activity, and it now appears that secondary structures are disfavored in the
proximal region of the core gene (Rijnbrand et al. 2001). Although originally con-
troversial (reviewed in (Tellinghuisen et al. 2007)), it is also now clear that the HCV
3′ NCR can enhance HCV IRES-mediated translation in hepatic cells, perhaps by
promoting ribosomal recycling analogous to the function of the polyA tail in cellu-
lar mRNAs (Ito et al. 1998; McCaffrey et al. 2002; Bradrick et al. 2006; Song et al.
2006). In addition, a number of cellular factors have been shown to influence HCV
IRES activity in trans including the La autoantigen, which may assist in recruiting
the 40S ribosomal subunit to the AUG start codon (reviewed in (Lindenbach et al.
2007b)).

Translation of the HCV genome produces a large polyprotein that is co-
translationally and post-translationally cleaved by cellular and viral proteases into
at least ten discrete products (Fig. 4.3). These include signal peptidase cleavage at
the core/E1, E1/E2, E2/p7, and p7/NS2 junctions. In addition, the mature form of
core is generated via an intramembrane cleavage of the C-terminal anchor by sig-
nal peptide peptidase. The remaining polyprotein processing steps are catalyzed by
two HCV-encoded proteases. The C-terminal domain of NS2 encodes a cysteine
protease that is responsible for cleaving the NS2/3 junction (Grakoui et al. 1993;
Hijikata et al. 1993). The crystal structure of this domain revealed that it forms an
unusual homodimeric protease with twin composite active sites (Lorenz et al. 2006).
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Fig. 4.3 Features of the HCV proteins. The top illustration indicates the order of the HCV
gene products as they are translated in the polyprotein. Open bullet, signal peptide peptidase cleav-
age; closed bullet, signal peptidase cleavage; open arrowhead, NS2-3 cysteine protease cleavage;
closed arrowhead, NS3-4A serine protease cleavage. The bottom illustration indicates the topol-
ogy of HCV proteins. Where available, atomic coordinates were used to render the illustration to
approximate scale. Since NS2 and NS5A were crystallized as dimers, one monomer of each is
colored gray.

As described below, all downstream cleavages are mediated by the NS3-4A serine
protease.

The core protein and E1 and E2 glycoproteins are structural components of HCV
virions, while p7 and NS2 proteins appear to be involved in virus assembly (Jones
et al. 2007; Steinmann et al. 2007). The remaining NS proteins are responsible for
modulating the intracellular aspects of the HCV life cycle, including RNA repli-
cation. Since the core, E1, E2, p7, and NS2 are dispensable for the replication of
subgenomic replicons (Lohmann et al. 1999), we therefore turn our attention to the
NS proteins involved in RNA replication.

Replicase Components

NS3-4A

NS3 (70 kDa) is a key component of the HCV replicase, encoding an N-terminal
serine protease domain and a C-terminal RNA helicase/nucleoside triphosphatase
(NTPase) domain. The activities of both enzymes are essential for viral replication.
The serine protease domain of NS3 can cleave NS3/4A in cis and then interact with
NS4A, which contributes one ß-strand to the chymotrypsin-like fold and activates
the serine protease activity (reviewed in (Penin et al. 2004b)). In turn, NS4A anchors



4 Hepatitis C Virus Genome Replication 67

the NS3-4A complex to cellular membranes via an N-terminal membrane anchor.
The NS3-4A serine protease is responsible for cleaving the viral polyprotein at the
NS4A/B, NS4B/5A, and NS5A/5B junctions. In addition, NS3-4A can cleave the
cellular proteins IPS-1 and TRIF, which normally transduce signals to activate gene
expression in response to viral infection (Li et al. 2005a, b; Meylan et al. 2005). By
cleaving these substrates, NS3-4A helps to circumvent cellular antiviral defenses,
as described below.

NS3-4A is a member of the superfamily 2 RNA helicases, which use the energy
from ATP hydrolysis to power double-stranded RNA unwinding. Recent enzymatic
studies have revealed that NS3-4A unwinds 18-bp segments via several discrete 3 bp
steps, each of which uses a spring-loaded mechanism to coordinate ATP hydrolysis
with smaller, 1 bp advances along the substrate (Serebrov and Pyle 2004; Dumont
et al. 2006; Myong et al. 2007). Although the NS3 helicase domain is functional on
its own, full helicase activity requires full-length NS3 and NS4A, which contribute
to substrate binding (Pang et al. 2002; Beran et al. 2007). Furthermore, NS3-4A
helicase appears to function as a dimer or other higher-order multimer (Serebrov
and Pyle 2004; Mackintosh et al. 2006). NS3-4A preferentially binds polyuridine,
which stimulates NTPase activity in vitro (Suzich et al. 1993; Kanai et al. 1995); it is
interesting to speculate that the poly (U/UC) may perform a similar function in vivo,
targeting NS3-4A helicase activity to the 3′ NCR. Despite these details, the precise
function of the NS3-4A helicase during viral replication remains unknown. One
important clue is that the NS3-4A helicase is genetically linked to NS5A, NS5B,
and the 5′ NCR for efficient positive-strand synthesis (Binder et al. 2007b). Thus,
perhaps the HCV helicase is responsible for fraying the double-stranded product of
negative-strand synthesis, revealing a CRE that directs positive-strand synthesis.

At 54-aa, NS4A (8 kDa) is the smallest NS protein. As mentioned, NS4A serves
to anchor the NS3-4A complex to cellular membranes, contributes to the folding of
the serine protease, and stimulates RNA helicase activity. In addition, NS4A plays
an important albeit unclear role in NS5A hyperphosphorylation (described below)
(Kaneko et al. 1994; Koch and Bartenschlager 1999; Lindenbach et al. 2007a).
Mutagenesis of the C-terminal acidic region in NS4A revealed that the efficiency
of RNA replication correlates with NS4A’s ability to mediate NS5A phosphoryla-
tion (Lindenbach et al. 2007a). Some of these NS4A-mediated replication defects
were suppressed by second-site changes in NS3, indicating additional functional
interactions between these two proteins.

NS4B

NS4B is a small (27 kDa) hydrophobic integral membrane protein that co-
translationally associates with ER membranes via an internal signal sequence and at
least four central transmembrane spanning helices (Hügle et al. 2001; Lundin et al.
2003; Elazar et al. 2004). Despite the relative hydrophobicity of the protein, the bulk
of NS4B appears to be on the cytoplasmic face of the ER membrane, particularly
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regions at the N- and C-termini, although the topology of the N-terminus remains an
area of debate, and may involve other HCV non-structural proteins, such as NS5A
(Lundin et al. 2003; Elazar et al. 2004; Lundin et al. 2006). NS4B may also be
palmitoylated, which can apparently facilitate its oligomerization (Yu et al. 2006).
For some HCV strains, the central cytoplasmic loop of NS4B apparently encodes
a nucleotide-binding motif and an in vitro GTPase activity has been demonstrated
for this protein (Einav et al. 2004). However the relevance of these observations
remains unclear, as at least one cell culture-adaptive mutation disrupts this motif yet
leads to increased RNA replication (Bartenschlager et al. 2004).

Several studies have implicated NS4B in RNA replication. A number
of cell culture-adaptive mutations have been mapped to NS4B (reviewed in
(Bartenschlager et al. 2004)), and allelic variation within NS4B correlates with RNA
replication efficiency (Blight 2007). One specific role for NS4B may be to serve as
a scaffold for viral replicase assembly. Overexpression of NS4B induces the rear-
rangement of cellular membranes into structures that resemble the sites of RNA
replication (Egger et al. 2002; Gosert et al. 2003) and can trigger ER stress leading
to an unfolded protein response (Zheng et al. 2005). NS4B has recently been shown
to interact with Rab5, a regulator of membrane fusion, as well as other components
of the early endosomal compartment (Stone et al. 2007). NS4B also appears to reg-
ulate the activity of sterol regulatory element binding proteins (SREBPs), major
regulators of lipid metabolism, perhaps for the purpose of membrane synthesis and
reorganization (Lundin et al. 2006).

NS5A

NS5A is a large (56–58 kDa), hydrophilic, RNA-binding phosphoprotein of
unknown function. Yet recent biochemical and genetic experiments have provided
new insights into this enigmatic protein. NS5A is peripherally anchored to intra-
cellular membranes via an N-terminal amphipathic helix (Brass et al. 2002; Penin
et al. 2004a; Sapay et al. 2006; Brass et al. 2007). Deletion or alteration of this helix
leads to a diffuse cytoplasmic localization of NS5A and is lethal for RNA replica-
tion (Elazar et al. 2003; Penin et al. 2004a). Furthermore, other amphipathic viral
membrane anchors cannot substitute for the NS5A membrane anchor, suggesting
that this region likely interacts with other HCV replicase components (Lee et al.
2006; Teterina et al. 2006).

Limited proteolysis of purified NS5A suggests that the remainder of NS5A
folds into three domains separated by two flexible, low complexity sequence blocks
(Tellinghuisen et al. 2004). Domain I contains four conserved cysteines that coor-
dinate a single zinc atom (Tellinghuisen et al. 2004). These residues are essential
for RNA replication, presumably via their structural role in metal ion coordination.
The structure of domain I has been determined by X-ray crystallography, revealing
a novel protein fold for NS5A (Tellinghuisen et al. 2005). One obvious feature of
domain I is a large, basic groove formed by the interface of monomers in the dimeric
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NS5A structure. It is tempting to speculate that this groove might represent the site
of RNA binding to NS5A, although this remains to be experimentally determined
(Huang et al. 2005; Tellinghuisen et al. 2005). Domain I also contains a large, con-
served region on its surface that includes residues involved in NS5B binding and
inhibiting polymerase activity (Shirota et al. 2002). NS5A domains II and III are
poorly conserved and not well characterized. Domain II appears to contain some
alpha helical content but attempts at determining the structure of this domain indi-
cate that it may be natively unfolded (Liang et al. 2006, 2007). Domain III appears
even more plastic than domain II, as this region can tolerate large deletions and
insertions without disrupting RNA replication (Moradpour et al. 2004b; Appel et al.
2005b; Liu et al. 2006; McCormick et al. 2006).

NS5A clearly has an important role in HCV RNA replication. First, a number
of cell culture-adaptive mutations that greatly enhance RNA replication have been
mapped to NS5A (Blight et al. 2000; Lohmann et al. 2001). Conversely, RNA repli-
cation is ablated by a number of mutations in NS5A (Elazar et al. 2003; Penin et al.
2004a; Tellinghuisen et al. 2004; Appel et al. 2005b). Furthermore, NS5A colocal-
izes with other replicase components at the site of active RNA synthesis (Moradpour
et al. 2004b). NS5A is the only HCV NS protein that can be complemented in trans,
suggesting that this protein may be a dynamic component of the replicase that can
enter and exit the replicase throughout the HCV life cycle (Appel et al. 2005a; Tong
and Malcolm 2006).

One of the most striking aspects of NS5A is the correlation between NS5A phos-
phorylation and RNA replication. NS5A exists in basally phosphorylated (56 kDa)
and hyperphosphorylated (58 kDa) forms, based on their mobility in SDS-PAGE
(Kaneko et al. 1994; Tanji et al. 1995). Soon after cell culture-adaptive mutations
were discovered, it was apparent that NS5A mutations that dramatically increase
RNA replication also tend to decrease NS5A hyperphosphorylation, suggesting that
these phosphorylation events may regulate the level of replication (Blight et al.
2000). The relevant basal and hyperphosphorylation acceptor sites have not been
fully defined, but the predominant sites of phosphorylation are likely to be serine
residues (Tanji et al. 1995; Reed et al. 1997; Reed and Rice 1999; Katze et al.
2000; Appel et al. 2005b). Nonetheless, accumulating evidence suggests that basal
phosphorylation primarily targets residues in domains II and III, whereas hyper-
phosphorylation sites cluster in domain I and the low complexity linker between
domains I and II. Residues implicated in basal phosphorylation are not required
for RNA replication (Appel et al. 2005b). Hyperphosphorylation of NS5A requires
the expression of NS3, NS4A, NS4B, and NS5A in cis (Koch and Bartenschlager
1999; Neddermann et al. 1999). While the mechanisms linking NS5A hyperphos-
phorylation and RNA replication remain to be determined, one important clue is that
the NS5A phosphoforms differentially interact with hVAP-A, a SNARE-like vesi-
cle sorting protein that has been implicated in HCV replication (Evans et al. 2004;
Randall et al. 2007).

Perhaps the most compelling data in the area of NS5A phosphorylation and repli-
cation comes from the study of NS5A kinases. One large-scale compound library
screen for small molecules that decrease the hyperphosphorylation of NS5A turned
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up molecules that allow RNA replication to proceed efficiently even in the absence
of adaptive mutations (Neddermann et al. 2004). Some of these compounds likely
block casein kinase 1α (CKIα), and genetic silencing of CKIα produces results sim-
ilar to treatment of cells with these inhibitors (Quintavalle et al. 2006). Phosphoryla-
tion of NS5A by CKIα requires prior phosphorylation of nearby residues in NS5A,
presumably by one or more additional kinases, indicating that NS5A phosphoryla-
tion is likely to be a cascade of events (Quintavalle et al. 2007). Indeed, a number
of other potential NS5A kinases have been identified, including AKT, casein kinase
II, p70s6K, MEK, and MKK1 (see (Huang et al. 2007) for a recent review). Perhaps
the best-characterized potential NS5A kinase activity, after that of CKIα, is casein
kinase II (CKII). A number of biochemical experiments have implicated CKII, or a
related CMGC kinase family member, as a kinase that phosphorylates multiple sites
in NS5A domain III (Reed et al. 1997; Kim et al. 1999; Huang et al. 2004). Despite
progress in identifying NS5A kinases, more work is needed to understand the net-
work of NS5A phosphorylation events and their role in regulating HCV genome
replication.

NS5A has been reported to interact with a large constellation of host proteins
involved in innate immunity, signaling, apoptosis, and lipid trafficking (Macdonald
and Harris 2004). Many of these interactions, although interesting, have no demon-
strated effect on HCV biology. For instance, a recent siRNA screen targeting a
number of published NS5A-interaction partners confirmed only a few essential
interactions (Randall et al. 2007). Nevertheless, some NS5A-interacting host factors
do have an essential role in HCV genome replication. Three recent examples include
FBL-2, FKBP8, and TBC120. The interaction of NS5A with the geranylgeranylated
F-box protein FBL-2 is required for replication of a genotype 1b replicon, and small
molecule inhibitors of geranylgeranylation or siRNA silencing of FBL-2 inhibit(s)
this replicon (Wang et al. 2005). FBL-2, like other F-box proteins, is believed to tar-
get proteins for degradation, although its specific substrates remain to be identified.
NS5A also interacts with FKBP8, an immunophilin that shares similarity with the
cyclophilin family of peptidyl-prolyl cis–trans isomerases (PPIs), although FKBP8
appears to lack PPI activity (Okamoto et al. 2006). Interestingly, FKBP8 binds to
NS5A as a trimeric complex with the chaperone HSP90 to modulate HCV RNA
replication. The significance of these interactions for HCV protein folding or post-
translational modification is not understood. TBC120 is an NS5A-binding host pro-
tein that is essential for HCV RNA replication (Sklan et al. 2007a, b). This protein
appears to be similar to the Rab GTPase-activating proteins, and like VAP-A, may
play a role in membrane trafficking and reorganization during the HCV life cycle.

NS5B

NS5B (68 kDa) is a central component of the HCV replicase, the RNA-dependent
RNA polymerase (RdRp) that synthesizes all viral RNAs. NS5B was initially pre-
dicted to function as an RNA polymerase based on the presence of the conserved
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GDD motif common to the active site of other polymerases (Choo et al. 1989).
Mutation of this GDD motif abolishes infectivity of HCV transcripts in chimpanzees
and blocks RNA replication in cell culture (Lohmann et al. 1999; Kolykhalov et al.
2000). NS5B is a hydrophilic protein that associates with ER-derived membranes
via a C-terminal hydrophobic tail-anchor that can post-translationally insert into
membranes (Schmidt-Mende et al. 2001; Ivashkina et al. 2002). The NS5B tail-
anchor is required for HCV RNA replication, and its removal leads to nuclear local-
ization of NS5B (Moradpour et al. 2004a), although it can be functionally replaced
by a similar tail-anchor sequence from a poliovirus protein (Lee et al. 2006). Nev-
ertheless, removal of this sequence allows the expression and purification of soluble
NS5B that retains polymerase activity, which has allowed extensive structural and
enzymatic analyses on NS5B (Lohmann et al. 1997; Ferrari et al. 1999).

A number of crystal structures of the soluble, tail-anchor deleted form of NS5B
have been generated (Ago et al. 1999; Bressanelli et al. 1999; Lesburg et al. 1999;
Bressanelli et al. 2002; O′Farrell et al. 2003). These structures have been reviewed
elsewhere in great detail (De Francesco et al. 2003). The overall fold of NS5B is
similar to that of other single chain polymerases, with a classic right-hand topol-
ogy containing distinct palm, finger, and thumb domains. Like other polymerases,
the palm domain of NS5B contains the residues responsible for catalysis, nucleotide
binding, and RNA template coordination. Unlike other polymerases, extensive inter-
actions exist between the finger and thumb domains in NS5B, resulting in a fully
enclosed, preformed active site capable of binding nucleotides without further con-
formational changes. It is thought that this closed form of NS5B may represent the
structure of the polymerase during strand initiation, and that further conformational
changes are required for elongation. More recent structural efforts have captured
an open form of the polymerase in which thumb domain movements disrupt con-
tact with the finger domain, which may represent a processive form of the poly-
merase (Biswal et al. 2005). Another unique feature of the NS5B polymerase is the
presence of a ß-hairpin loop near the active site, which may position the 3′-end of
the template in the proper orientation relative to the active site (Hong et al. 2001;
O′Farrell et al. 2003; Ranjith-Kumar et al. 2003; Kim et al. 2005). Once the tem-
plate is properly positioned, the ß-hairpin may be displaced from the active site to
allow the large double-stranded RNA product to exit the active site region. Another
unusual feature of NS5B is the presence of a GTP-binding allosteric regulatory site
in the thumb domain (Bressanelli et al. 2002). A structure of NS5B complexed with
non-nucleoside inhibitors suggests the importance of the region of the thumb sub-
domain near this allosteric site in conformational changes required for the transition
of NS5B from the initiation state to an elongation state (O′Farrell et al. 2003). The
residues comprising the GTP-binding site are not required for the in vitro poly-
merase activity of NS5B but are essential for RNA replication in the replicon sys-
tem (Ranjith-Kumar et al. 2003; Cai et al. 2005). Another unusual regulatory feature
observed in the structure of NS5B is a long C-terminal loop that encircles the thumb
domain and inserts in the region of the active site (Lévêque et al. 2003). This loop
decreases the RNA-binding and polymerase activities of NS5B in vitro (Lévêque
et al. 2003; Ranjith-Kumar et al. 2003). It is clear NS5B possesses many features
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that regulate its activity, what remains to be understood is how these features func-
tion dynamically in the context of replication.

The enzymatic activity of NS5B has been extensively studied (see (Lohmann
et al. 2000) for review). Although NS5B is capable of extending annealed RNA and
DNA primers or self-primed “copy back” templates (Behrens et al. 1996; Lohmann
et al. 1997; Al et al. 1998; Yamashita et al. 1998), NS5B most likely uses primer-
independent “de novo” initiation during authentic RNA replication (Luo et al. 2000;
Zhong et al. 2000). A crystal structure of NS5B with bound nucleotides strongly
supports this model, as this structure is similar to the de novo initiation complex of
the bacteriophage phi 6 polymerase (Bressanelli et al. 2002). Furthermore, the afore-
mentioned ß-hairpin and C-terminal regulatory loop likely favor de novo initiation
over copy back and primer extension activities by excluding double-stranded tem-
plates (Cheney et al. 2002; Lévêque et al. 2003; Ranjith-Kumar et al. 2003). NS5B
prefers to initiate with a purine residue templated by a free 3′-end, but surprisingly,
initiation can also occur on circular RNA templates, indicating that a free 3′-end is
not absolutely required for de novo initiation (Kao et al. 2000; Ranjith-Kumar and
Kao 2006). Early work with NS5B indicated that it is also capable of adding non-
templated residues to the 3′-end of templates via a terminal transferase-like activity
(Behrens et al. 1996; Ranjith-Kumar et al. 2001; Shim et al. 2002). These find-
ings are controversial, as disparity exists in observing this activity among different
research groups, and it has been suggested that terminal transferase activity may be
a copurifying enzyme from the expression host (Lohmann et al. 1997; Yamashita
et al. 1998; Oh et al. 1999; Kashiwagi et al. 2002). Nevertheless, one group reported
that NS5B terminal transferase activity is dependent on active site residues within
NS5B (Ranjith-Kumar et al. 2001).

In addition to the complexities of regulation that became apparent from NS5B
structures, additional levels of regulation of NS5B exist. NS5B forms oligomers
and exhibits cooperativity in RNA synthesis (Wang et al. 2002), suggesting that
polymerase activity is regulated by homotypic intermolecular interactions. Similar
findings have been made for the poliovirus RdRP (Chapter 1). In addition NS5B
polymerase activity is modulated by a number of HCV replicase proteins, includ-
ing NS3, a positive stimulator, and NS4A and NS5A, both negative regulators
(Piccininni et al. 2002; Shirota et al. 2002). Clearly, the activity of NS5B in the
viral replicase might be quite different from that observed in vitro using purified
NS5B. Additionally, a number of host cell proteins have been shown to interact
with and modify the activity of NS5B. NS5B can be phosphorylated by the cellu-
lar kinase PRK2, and this modification increases HCV RNA replication (Kim et al.
2004). In addition, NS5B, like NS5A, interacts with vesicle sorting proteins like
hVAP-A and B. The interaction of NS5B with hVAP-B appears to increase poly-
merase stability, and therefore RNA replication (Tu et al. 1999; Gao et al. 2004).
Perhaps the most exciting observation in this area in recent years is the interaction
of NS5B with cyclophilins, another class of PPIs. This interaction was uncovered
when cyclosporin A (CsA) was found to suppress HCV RNA replication in a dose-
dependent manner (Watashi et al. 2003; Nakagawa et al. 2004). It was later found
that CsA disrupts the interaction of NS5B with cyclophilin B, which is required for
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efficient recruitment and replication of HCV RNA (Watashi et al. 2005). HCV repli-
cation is reduced by knockdown of cyclophilin B, or by the non-immunosuppressive
CsA derivative, DEBI0-025 (Nakagawa et al. 2005; Paeshuyse et al. 2006). Thus,
the immunosuppressive activity of CsA is not required for inhibition of replication.
A number of HCV mutants resistant to CsA have been selected, and mapping stud-
ies suggest both NS5B and NS5A may play a role in the inhibitory activities of CsA
(Fernandes et al. 2007; Robida et al. 2007). CsA is not likely to become a widely
used HCV antiviral in the immediate future as this drug is only highly effective in
inhibiting genotype 1b replicons (Ishii et al. 2006).

Membrane Alterations

Like all positive-strand RNA viruses, HCV genome replication is membrane asso-
ciated. HCV replication occurs within a dense cluster of perinuclear vesicles often
referred to as the “membranous web” (Fig. 4.4A) (Egger et al. 2002). The source of
these membranes is likely to be the ER or a closely related compartment (reviewed
in (Bartenschlager et al. 2004)) and can be induced by expressing NS4B (Egger
et al. 2002). The membranous web has been positively identified as the site of HCV
synthesis RNA through metabolic labeling of nascent RNAs and colocalization of
viral replicase components (Gosert et al. 2003; Moradpour et al. 2004b). Biochem-
ical analysis of membrane fractions from HCV replicon-bearing cells indicate that
RdRP activity is protected from nuclease and protease digestion within a detergent-
sensitive compartment (Miyanari et al. 2003; Aizaki et al. 2004; Yang et al. 2004;
Quinkert et al. 2005). Thus, it is thought that HCV replication occurs within these
vesicles (Fig. 4.4B). This model is in agreement with studies on numerous other
positive-strand RNA viruses. Recent biophysical studies on the Flock House virus

Fig. 4.4 Membrane interactions of HCV. A. An illustration of HCV-induced membrane rear-
rangements, as interpreted by the authors from an electron micrograph published by Gosert
et al. (2003). N, nucleus; ER, endoplasmic reticulum; MW, membranous web; M, mitochondrion.
B. A model for the HCV replicase within a spherule.
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replicase indicated that these “spherules” are invaginations lined with viral repli-
case proteins, contain a single negative-strand intermediate and only a few positive
strands, and retain communication with the cytosol via a thin neck (Kopek et al.
2007). It has been further suggested that these structures bear structural and func-
tional homology to incompletely budded retrovirus particles or icosahedral, double-
stranded RNA virus particles (Schwartz et al. 2002).

HCV replication induces genes involved in lipid metabolism, including ATP cit-
rate lyase and acetyl-CoA synthetase (Su et al. 2002; Kapadia and Chisari 2005).
Thus, membrane proliferation is likely to be required for membranous web for-
mation and replicase assembly. Indeed, HCV replication is stimulated by saturated
and monounsaturated fatty acids and inhibited by polyunsaturated fatty acids or
inhibitors of lipid synthesis (Kapadia and Chisari 2005). The role of cholesterol in
this process remains obscured by the fact that for genotype 1b replicons, RNA repli-
cation is dependent on the mevalonate biosynthetic pathway, most likely for the
geranylgeranylation of the NS5A-interacting protein FBL2 (Ye et al. 2003; Kapadia
and Chisari 2005; Wang et al. 2005). Nevertheless, extraction of cellular choles-
terol with methyl-ß-cyclodextrin – a crude method to be sure – had only a mod-
est effect on HCV genome replication (Aizaki et al. 2004; Kapadia et al. 2007).
Thus, the role of cholesterol in HCV replicase function remains unclear, and it
would be interesting to reassess this in the context of a replicon that is not reliant
on FBL2.

Mechanisms of RNA Replication

As for all positive-strand viruses, the flow of genetic information is relatively
straightforward: the positive-strand genomic RNA is used to make a negative-strand
RNA intermediate, which then serves as a template for synthesizing new positive
strands (Fig. 4.5). However this model is deceptively simple, as there are multi-
ple levels of regulation controlling this process, and the mechanisms of HCV RNA
replication are only beginning to be understood. The complexity of intracellular
events associated with HCV infection is staggering, with the viral genome serving
as an mRNA for translation of viral proteins, as a template for RNA replication,
and as carrier of genetic information within progeny virions. Clearly, the trafficking

Fig. 4.5 HCV RNA
replication cycle.
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of viral RNA between these processes must be regulated to avoid conflicts. For
instance, it seems unlikely that the viral genome can be simultaneously used as a
substrate for translation, with ribosomes moving down the genome in the 5′ to 3′

direction, and as a template for negative-strand synthesis, with the viral replicase
copying the RNA in the 3′ to 5′ direction. Thus, it is clear that all of the steps in the
viral life cycle are highly coordinated.

By simple and elegant methods of quantitation, Quinkert et al. (2005) determined
that each HCV replicon-bearing cell contains about 1,000 positive-strand RNAs,
100 negative strands, and about 1,000,000 copies of each viral protein. Thus, the
viral genome serves as a template for translation far more often than as a tem-
plate for RNA replication. An excess of viral structural proteins makes sense, as
the formation of nascent virus particles will likely require at least 180 copies of
each structural protein for each positive-strand RNA that is packaged (assuming
a T=3 particle). Given that they are derived from a single polyprotein precursor,
HCV NS proteins must be generated in a roughly equimolar amount as the viral
structural proteins. The function of excess NS proteins is not yet clear, as only a
small fraction of them are sequestered within the membrane-bound replicase at any
given time (Miyanari et al. 2003; Quinkert et al. 2005). As described below, there
is increasing evidence that some of the HCV NS proteins have gained additional,
non-replicative activities such as to manipulate the innate antiviral response and
cell-signaling pathways.

As alluded to earlier, the HCV genome must be recruited out of translation
and into a membrane-bound replicase. The signals controlling this transition are
not yet fully understood, although a number of important clues have recently
emerged. Based on what is known about the picornaviruses (Chapter 1), this
switch likely involves the 5′ and 3′ NCRs, which function in both translation
and replication. As mentioned previously, HCV RNA replication requires miR-
122 binding to the 5′ NCR (Jopling et al. 2005). This is particularly interesting
given that (1) miRNAs can reduce translation of cellular mRNAs by seques-
tering them within specialized cytoplasmic processing “P” bodies (reviewed in
(Parker and Sheth 2007)); and (2) P-bodies appear to recruit the genome of
brome mosaic virus, another positive-strand RNA virus (Chapter 5), out of trans-
lation and into replication (Beckham et al. 2007). Thus, it is tempting to spec-
ulate that the binding of miRNA-122 to the HCV genome may regulate the
switch from genome translation to RNA replication. In line with this model,
cellular mRNAs targeted by miRNA-122 are translationally silenced and tar-
geted to P-bodies; this silencing is derepressed by the cellular protein HuR
(Bhattacharyya et al. 2006). Interestingly, HuR binds to the positive- and negative-
stranded forms of the HCV genome, and is required for the replication cycle
of HCV (Spångberg et al. 2000; Randall et al. 2007). It will be interesting
indeed to see whether miRNA-122 and HuR are relevant to the utilization of
HCV genomes in translation vs. replication. Another seemingly important clue
is that the polypyrimidine tract binding protein (PTB) binds to both the 5′ NCR
and core-coding region of the HCV RNA, where it modulates translation from
the viral IRES, and to the 3′ NCR where it may suppress RNA replication
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(Tsuchihara et al. 1997; Ito and Lai 1999; Anwar et al. 2000; Tischendorf et al.
2004). In addition, it is interesting to note that the polycytidine-binding pro-
tein 2 (PCBP-2) binds to the HCV 5′ NCR (Spångberg and Schwartz 1999;
Fukushi et al. 2001); during poliovirus replication, this protein interacts with the
viral 5′ NCR and RdRP to control the switch between translation and replication
(Chapter 1).

Once HCV RNA has been recruited into the replicase, RNA synthesis presum-
ably begins (Fig. 4.5). Aside from what has been learned regarding strand initiation
and elongation with purified NS5B polymerase in vitro, little is known about this
process. Membrane extracts from HCV replicon-bearing cells have been used to
study replicase-associated RdRP activity, but these reactions only appear to involve
strand elongation and not initiation on new templates (Ali et al. 2002; Hardy et al.
2003; Lai et al. 2003; Aizaki et al. 2004; Yang et al. 2004; Quinkert et al. 2005).
Since all of the viral genetic material must be copied during each replication cycle,
it is thought that negative-strand synthesis must begin via a primer-independent de
novo initiation event. As mentioned earlier, the 3′-end of the HCV genome is folded
in a stable stem-loop structure. When the authentic 3′-end of the HCV genome is
used as a template for de novo initiation in an in vitro reaction, only internal ini-
tiation products (i.e., 5′ truncated negative strands) are generated (Kao et al. 2000;
Oh et al. 2000; Sun et al. 2000; Kim et al. 2002a). However the addition of a few
unpaired nts to the 3′-end allows template-length negative strands to be synthesized
(Oh et al. 2000). Thus, perhaps NS3-4A RNA helicase is needed to unwind the
3′X SL1 to allow authentic initiation. Alternatively, it has been suggested that the
NS5B terminal transferase activity provides these unpaired 3′-ends (Ranjith-Kumar
et al. 2001). It remains unclear how these extensions would be subsequently
resolved.

Once the negative-strand RNA is synthesized it remains associated with the
positive-strand RNA, either in partially double-stranded replicative intermediates
(RI) or fully double-stranded replicate forms (RF) (Fig. 4.5) (Ali et al. 2002). The
negative-strand RNA then serves as a template to direct the synthesis of multiple
positive strands, leading to asymmetry in RNA synthesis, with approximately ten
positive strands generated for each minus strand (Lanford et al. 1995; Lohmann
et al. 1999; Miyanari et al. 2003; Aizaki et al. 2004; Ranjith-Kumar et al. 2004).
How this asymmetry is regulated remains unknown, but likely involves CREs,
the composition of the viral replicase, or the differential processivity of the repli-
case on different templates. Recent studies with chimeric replicons have suggested
that genotype-specific contacts required for efficient negative-strand synthesis are
made between the 3′X tail and the NS5B polymerase, whereas genotype-specific
positive-strand synthesis likely utilizes a CRE on the 3′-end of the negative-strand
RNA (i.e., the reverse complement of the 5′ NCR) and requires NS3, NS5A, and
NS5B (Binder et al. 2007b). These data provide the first evidence of differen-
tial requirements of replicase proteins for replication at the 5′- and 3′-end of the
genome, and as such, may be important clues for the regulation of strand synthesis
asymmetry.
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Cellular Response to Infection

As with all viruses that are capable of establishing persistent infections, HCV must
face the innate antiviral response of the host cell. It is thought that cells recognize
and respond to the unusual features of viral genomes, such as double-stranded RNAs
or RNAs lacking a 5′-methylated cap (Hornung et al. 2006: Pichlmair, 2006 #1699).
Identifying how HCV manages to deal with this response has been an area of intense
investigation for many years.

Much of the early work in this area was focused on the NS5A protein and its
role in interferon resistance via interaction with PKR, a double-stranded RNA sen-
sor (see (Tan and Katze 2001) for review). A region in NS5A, termed the interferon
sensitivity-determining region (ISDR), was found to possess a high mutation rate in
clinical samples, which weakly correlated with sensitivity to IFN therapy (Enomoto
et al. 1995, 1996). Furthermore, the NS5A ISDR was shown to bind PKR and
inhibit the IFN-induced activity of PKR on downstream targets, most notably eIF2α,
thereby counteracting the antiviral effects of PKR (Gale et al. 1997, 1998a, b). Yet
the significance of the ISDR is an area of debate, with some groups showing no
relationship between ISDR and IFN response in patients (Pawlotsky 1999). Further-
more, deletion or mutation of the ISDR does not affect the IFN sensitivity of HCV
replicons, suggesting this sequence does not play a direct role in IFN response in
cell culture (Blight et al. 2000; Liu et al. 2006). In addition, NS5A has been shown
to induce interleukin-8, which antagonizes the antiviral effects of IFN (Polyak et al.
2001). Although none of these reported NS5A activities seem to be the major mech-
anism by which HCV escapes antiviral defenses, it is possible that they act synergis-
tically in the context of an authentic infection and modulate IFN sensitivity. Indeed,
the ability of NS5A to manipulate many host-signaling pathways and interact with
a diverse range of host-signaling molecules, few of which have a dramatic effect on
virus replication, may collectively represent clues toward the overall manipulation
of the host cell by HCV (see (Macdonald and Harris 2004) for review).

More recently the focus has shifted to the role of the NS3-4A complex in cir-
cumventing innate antiviral defenses. NS3-4A antagonizes at least two key innate
antiviral defenses by short-circuiting the transduction of the viral RNA-sensing sig-
nals of the retinoic acid inducible gene-I (RIG-I) helicase and the Toll-like receptor-
3 (TLR3) systems (see (Johnson and Gale 2006) for review). In the manipulation of
both pathways, the NS3-4A protease cleaves key adapter proteins that are required
for effective signal transduction to IRF-3 and NF-κB, important transcription fac-
tors for the innate immune response. NS3-4A manipulates the TLR3 pathway by
cleaving an adapter molecule, TRIF, required for the activation of IRF-3 and NF-κB
in response to extracellular forms of double-stranded RNA (Ferreon et al. 2005;
Li et al. 2005a). In the case of the RIG-I pathway, the NS3-4A protease cleaves a
CARD domain-containing adapter protein designated IPS-1 (also known as Cardif,
MAVS, and VISA) (Li et al. 2005b; Meylan et al. 2005). IPS-1 is an outer mito-
chondrial protein responsible for transducing signals from both RIG-I and another
viral RNA-sensing helicase, MDA5, to IRF-3 and NF-κB. Cleavage of IPS-1 blocks
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the induction of gene transcription in response to cytoplasmic RNAs, allowing the
virus to escape from this potent antiviral pathway (Breiman et al. 2005; Foy et al.
2005; Karayiannis 2005). Further evidence that RIG-I limits HCV replication is the
observation that the Huh-7.5 hepatoma cell line, a clone of Huh-7 cells that is highly
permissive for HCV RNA replication, expresses a dominant negative form of RIG-I
(Sumpter et al. 2005). Nevertheless, the relative importance of the RIG-I pathway in
mediating Huh-7.5 permissiveness has been questioned by at least one other group
(Binder et al. 2007a), so it seems likely that the picture is not yet complete.
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tis C virus RNA polymerase (HC-J4): structural evidence for nucleotide import and de-novo
initiation. J Mol Biol 326: 1025–35.

Oh, J. W., Ito, T. and Lai, M. M: 1999. A recombinant hepatitis C virus RNA-dependent RNA
polymerase capable of copying the full-length viral RNA. J Virol 73: 7694–702.

Oh, J. W., Sheu, G. T. and Lai, M. M. 2000. Template requirement and initiation site selection by
hepatitis C virus polymerase on a minimal viral RNA template. J Biol Chem 275: 17710–7.

Okamoto, T., Nishimura, Y., Ichimura, T., Suzuki, K., Miyamura, T., Suzuki, T., Moriishi, K. and
Matsuura, Y. 2006. Hepatitis C virus RNA replication is regulated by FKBP8 and Hsp90. Embo
J 25: 5015–25.

Otto, G. A. and Puglisi, J. D. 2004. The pathway of HCV IRES-mediated translation initiation.
Cell 119: 369–80.

Paeshuyse, J., Kaul, A., De Clercq, E., Rosenwirth, B., Dumont, J. M., Scalfaro, P.,
Bartenschlager, R. and Neyts, J. 2006. The non-immunosuppressive cyclosporin DEBIO-025
is a potent inhibitor of hepatitis C virus replication in vitro. Hepatology 43: 761–70.

Pang, P. S., Jankowsky, E., Planet, P. J. and Pyle, A. M. 2002. The hepatitis C viral NS3 protein is
a processive DNA helicase with cofactor enhanced RNA unwinding. EMBO J 21: 1168–76.

Parker, R. and Sheth, U. 2007. P bodies and the control of mRNA translation and degradation. Mol
Cell 25: 635–46.

Pawlotsky, J. M: 1999. Hepatitis C virus (HCV) NS5A protein: role in HCV replication and resis-
tance to interferon-alpha. J Viral Hepat 6 Suppl 1: 47–8.

Penin, F., Brass, V., Appel, N., Ramboarina, S., Montserret, R., Ficheux, D., Blum, H. E.,
Bartenschlager, R. and Moradpour, D. 2004a. Structure and function of the membrane anchor
domain of hepatitis C virus nonstructural protein 5A. J Biol Chem 279: 40835–43.

Penin, F., Dubuisson, J., Rey, F. A., Moradpour, D. and Pawlotsky, J. M. 2004b. Structural biology
of hepatitis C virus. Hepatology 39: 5–19.

Perelson, A. S., Herrmann, E., Micol, F. and Zeuzem, S. 2005. New kinetic models for the hepatitis
C virus. Hepatology 42: 749–54.

Pestova, T. V., Shatsky, I. N., Fletcher, S. P., Jackson, R. J. and Hellen, C. U: 1998. A prokaryotic-
like mode of cytoplasmic eukaryotic ribosome binding to the initiation codon during inter-
nal translation initiation of hepatitis C and classical swine fever virus RNAs. Genes Dev 12:
67–83.

Piccininni, S., Varaklioti, A., Nardelli, M., Dave, B., Raney, K. D. and McCarthy, J. E. 2002.
Modulation of the hepatitis C virus RNA-dependent RNA polymerase activity by the non-
structural (NS) 3 helicase and the NS4B membrane protein. J Biol Chem 277: 45670–9.

Polyak, S. J., Khabar, K. S., Paschal, D. M., Ezelle, H. J., Duverlie, G., Barber, G. N., Levy, D. E.,
Mukaida, N. and Gretch, D. R. 2001. Hepatitis C virus nonstructural 5A protein induces
interleukin-8, leading to partial inhibition of the interferon-induced antiviral response. J Virol
75: 6095–106.

Quinkert, D., Bartenschlager, R. and Lohmann, V. 2005. Quantitative analysis of the hepatitis
C virus replication complex. J Virol 79: 13594–605.

Quintavalle, M., Sambucini, S., Di Pietro, C., De Francesco, R. and Neddermann, P. 2006. The
alpha isoform of protein kinase CKI is responsible for hepatitis C virus NS5A hyperphospho-
rylation. J Virol 80: 11305–12.

Quintavalle, M., Sambucini, S., Summa, V., Orsatti, L., Talamo, F., De Francesco, R. and
Neddermann, P. 2007. Hepatitis C virus NS5A is a direct substrate of casein kinase I-alpha,
a cellular kinase identified by inhibitor affinity chromatography using specific NS5A hyper-
phosphorylation inhibitors. J Biol Chem 282: 5536–44.

Randall, G., Panis, M., Cooper, J. D., Tellinghuisen, T. L., Sukhodolets, K. E., Pfeffer, S.,
Landthaler, M., Landgraf, P., Kan, S., Lindenbach, B. D., Chien, M., Weir, D. B., Russo, J. J.,
Ju, J., Brownstein, M. J., Sheridan, R., Sander, C., Zavolan, M., Tuschl, T. and Rice, C. M.



86 B.D. Lindenbach and T.L. Tellinghuisen

2007. Cellular cofactors affecting hepatitis C virus infection and replication. Proc Natl Acad
Sci USA 104: 12884–9.

Ranjith-Kumar, C. T., Gajewski, J., Gutshall, L., Maley, D., Sarisky, R. T. and Kao, C. C. 2001.
Terminal nucleotidyl transferase activity of recombinant Flaviviridae RNA-dependent RNA
polymerases: implication for viral RNA synthesis. J Virol 75: 8615–23.

Ranjith-Kumar, C. T., Gutshall, L., Sarisky, R. T. and Kao, C. C. 2003. Multiple interactions within
the hepatitis C virus RNA polymerase repress primer-dependent RNA synthesis. J Mol Biol
330: 675–85.

Ranjith-Kumar, C. T. and Kao, C. C. 2006. Recombinant viral RdRps can initiate RNA synthesis
from circular templates. RNA 12: 303–12.

Ranjith-Kumar, C. T., Sarisky, R. T., Gutshall, L., Thomson, M. and Kao, C. C. 2004. De novo
initiation pocket mutations have multiple effects on hepatitis C virus RNA-dependent RNA
polymerase activities. J Virol 78: 12207–17.

Reed, K. E. and Rice, C. M: 1999. Identification of the major phosphorylation site of the hepatitis
C virus H strain NS5A protein as serine 2321. J Biol Chem 274: 28011–8.

Reed, K. E., Xu, J. and Rice, C. M: 1997. Phosphorylation of the hepatitis C virus NS5A protein
in vitro and in vivo: properties of the NS5A-associated kinase. J Virol 71: 7187–97.

Rijnbrand, R., Bredenbeek, P. J., Haasnoot, P. C., Kieft, J. S., Spaan, W. J. and Lemon, S. M. 2001.
The influence of downstream protein-coding sequence on internal ribosome entry on hepatitis
C virus and other flavivirus RNAs. Rna 7: 585–97.

Robida, J. M., Nelson, H. B., Liu, Z. and Tang, H. 2007. Characterization of hepatitis C virus
subgenomic replicon resistance to cyclosporine in vitro. J Virol 81: 5829–40.

Sapay, N., Montserret, R., Chipot, C., Brass, V., Moradpour, D., Deleage, G. and Penin, F. 2006.
NMR structure and molecular dynamics of the in-plane membrane anchor of nonstructural
protein 5A from bovine viral diarrhea virus. Biochemistry 45: 2221–33.

Schmidt-Mende, J., Bieck, E., Hugle, T., Penin, F., Rice, C. M., Blum, H. E. and Moradpour, D.
2001. Determinants for membrane association of the hepatitis C virus RNA-dependent RNA
polymerase. J Biol Chem 276: 44052–63.

Schwartz, M., Chen, J., Janda, M., Sullivan, M., den Boon, J. and Ahlquist, P. 2002. A positive-
strand RNA virus replication complex parallels form and function of retrovirus capsids. Mol
Cell 9: 505–14.

Serebrov, V. and Pyle, A. M. 2004. Periodic cycles of RNA unwinding and pausing by hepatitis
C virus NS3 helicase. Nature 430: 476–80.

Shim, J. H., Larson, G., Wu, J. Z. and Hong, Z. 2002. Selection of 3′-template bases and initiating
nucleotides by hepatitis C virus NS5B RNA-dependent RNA polymerase. J Virol 76: 7030–9.

Shirota, Y., Luo, H., Qin, W., Kaneko, S., Yamashita, T., Kobayashi, K. and Murakami, S. 2002.
Hepatitis C virus (HCV) NS5A binds RNA-dependent RNA polymerase (RdRP) NS5B and
modulates RNA-dependent RNA polymerase activity. J Biol Chem 277: 11149–55.

Simmonds, P., Bukh, J., Combet, C., Deleage, G., Enomoto, N., Feinstone, S., Halfon, P.,
Inchauspe, G., Kuiken, C., Maertens, G., Mizokami, M., Murphy, D. G., Okamoto, H.,
Pawlotsky, J. M., Penin, F., Sablon, E., Shin, I. T., Stuyver, L. J., Thiel, H. J., Viazov, S.,
Weiner, A. J. and Widell, A. 2005. Consensus proposals for a unified system of nomenclature
of hepatitis C virus genotypes. Hepatology 42: 962–73.

Simmonds, P., Tuplin, A. and Evans, D. J. 2004. Detection of genome-scale ordered RNA structure
(GORS) in genomes of positive-stranded RNA viruses: Implications for virus evolution and
host persistence. RNA 10: 1337–51.

Siridechadilok, B., Fraser, C. S., Hall, R. J., Doudna, J. A. and Nogales, E. 2005. Structural roles
for human translation factor eIF3 in initiation of protein synthesis. Science 310: 1513–5.

Sklan, E. H., Serrano, R. L., Einav, S., Pfeffer, S. R., Lambright, D. G. and Glenn, J. S. 2007a.
TBC1D20 is a RAB1 GAP that mediates HCV replication. J Biol Chem 282: 36354–61.

Sklan, E. H., Staschke, K., Oakes, T. M., Elazar, M., Winters, M., Aroeti, B., Danieli, T. and
Glenn, J. S. 2007b. A Rab-GAP TBC domain protein binds hepatitis C virus NS5A and medi-
ates viral replication. J Virol 81: 11096–105.



4 Hepatitis C Virus Genome Replication 87

Song, Y., Friebe, P., Tzima, E., Junemann, C., Bartenschlager, R. and Niepmann, M. 2006. The hep-
atitis C virus RNA 3′-untranslated region strongly enhances translation directed by the internal
ribosome entry site. J Virol 80: 11579–88.

Spahn, C. M., Kieft, J. S., Grassucci, R. A., Penczek, P. A., Zhou, K., Doudna, J. A. and Frank, J.
2001. Hepatitis C virus IRES RNA-induced changes in the conformation of the 40 s ribosomal
subunit. Science 291: 1959–62.

Spångberg, K. and Schwartz, S: 1999. Poly(C)-binding protein interacts with the hepatitis C virus
5′ untranslated region. J Gen Virol 80 (Pt 6): 1371–6.

Spångberg, K., Wiklund, L. and Schwartz, S. 2000. HuR, a protein implicated in oncogene and
growth factor mRNA decay, binds to the 3′ ends of hepatitis C virus RNA of both polarities.
Virology 274: 378–90.

Steinmann, E., Penin, F., Kallis, S., Patel, A. H., Bartenschlager, R. and Pietschmann, T. 2007.
Hepatitis C Virus p7 Protein Is Crucial for Assembly and Release of Infectious Virions. PLoS
Pathog 3: e103.

Stone, M., Jia, S., Heo, W. D., Meyer, T. and Konan, K. V. 2007. Participation of rab5, an early
endosome protein, in hepatitis C virus RNA replication machinery. J Virol 81: 4551–63.

Su, A. I., Pezacki, J. P., Wodicka, L., Brideau, A. D., Supekova, L., Thimme, R., Wieland, S.,
Bukh, J., Purcell, R. H., Schultz, P. G. and Chisari, F. V. 2002. Genomic analysis of the host
response to hepatitis C virus infection. Proc Natl Acad Sci USA 99: 15669–74.

Sumpter, R., Jr., Loo, Y. M., Foy, E., Li, K., Yoneyama, M., Fujita, T., Lemon, S. M. and Gale, M.,
Jr. 2005. Regulating intracellular antiviral defense and permissiveness to hepatitis C virus RNA
replication through a cellular RNA helicase, RIG-I. J Virol 79: 2689–99.

Sun, X. L., Johnson, R. B., Hockman, M. A. and Wang, Q. M. 2000. De novo RNA synthesis
catalyzed by HCV RNA-dependent RNA polymerase. Biochem Biophys Res Commun 268:
798–803.

Suzich, J. A., Tamura, J. K., Palmer-Hill, F., Warrener, P., Grakoui, A., Rice, C. M., Fein-
stone, S. M. and Collett, M. S: 1993. Hepatitis C virus NS3 protein polynucleotide-stimulated
nucleoside triphosphatase and comparison with the related pestivirus and flavivirus enzymes.
J Virol 67: 6152–8.

Tan, S. L. and Katze, M. G. 2001. How hepatitis C virus counteracts the interferon response: the
jury is still out on NS5A. Virology 284: 1–12.

Tanaka, T., Kato, N., Cho, M. J. and Shimotohno, K: 1995. A novel sequence found at the 3′

terminus of hepatitis C virus genome. Biochem Biophys Res Commun 215: 744–9.
Tanaka, T., Kato, N., Cho, M. J., Sugiyama, K. and Shimotohno, K: 1996. Structure of the 3′

terminus of the hepatitis C virus genome. J Virol 70: 3307–12.
Tanji, Y., Kaneko, T., Satoh, S. and Shimotohno, K: 1995. Phosphorylation of hepatitis C virus-

encoded nonstructural protein NS5A. J Virol 69: 3980–6.
Tellinghuisen, T. L., Evans, M. J., von Hahn, T., You, S. and Rice, C. M. 2007. Studying hepatitis

C virus: making the best of a bad virus. J Virol 81: 8853–67.
Tellinghuisen, T. L., Marcotrigiano, J., Gorbalenya, A. E. and Rice, C. M. 2004. The NS5A protein

of hepatitis C virus is a zinc metalloprotein. J Biol Chem 279: 48576–87.
Tellinghuisen, T. L., Marcotrigiano, J. and Rice, C. M. 2005. Structure of the zinc-binding domain

of an essential component of the hepatitis C virus replicase. Nature 435: 374–9.
Teterina, N. L., Gorbalenya, A. E., Egger, D., Bienz, K., Rinaudo, M. S. and Ehrenfeld, E. 2006.

Testing the modularity of the N-terminal amphipathic helix conserved in picornavirus 2C pro-
teins and hepatitis C NS5A protein. Virology 344: 453–67.

Tischendorf, J. J., Beger, C., Korf, M., Manns, M. P. and Kruger, M. 2004. Polypyrimidine tract-
binding protein (PTB) inhibits Hepatitis C virus internal ribosome entry site (HCV IRES)-
mediated translation, but does not affect HCV replication. Arch Virol 149: 1955–70.

Tong, X. and Malcolm, B. A. 2006. Trans-complementation of HCV replication by non-structural
protein 5A. Virus Res 115: 122–30.

Tsuchihara, K., Tanaka, T., Hijikata, M., Kuge, S., Toyoda, H., Nomoto, A., Yamamoto, N.
and Shimotohno, K: 1997. Specific interaction of polypyrimidine tract-binding protein with



88 B.D. Lindenbach and T.L. Tellinghuisen

the extreme 3′-terminal structure of the hepatitis C virus genome, the 3′X. J Virol 71:
6720–6.

Tu, H., Gao, L., Shi, S. T., Taylor, D. R., Yang, T., Mircheff, A. K., Wen, Y., Gorbalenya, A. E.,
Hwang, S. B. and Lai, M. M: 1999. Hepatitis C virus RNA polymerase and NS5A complex
with a SNARE-like protein. Virology 263: 30–41.

Wakita, T., Pietschmann, T., Kato, T., Date, T., Miyamoto, M., Zhao, Z., Murthy, K., Habermann,
A., Krausslich, H. G., Mizokami, M., Bartenschlager, R. and Liang, T. J. 2005. Production of
infectious hepatitis C virus in tissue culture from a cloned viral genome. Nat Med 11: 791–6.

Wang, C., Gale, M., Jr., Keller, B. C., Huang, H., Brown, M. S., Goldstein, J. L. and Ye, J. 2005.
Identification of FBL2 as a geranylgeranylated cellular protein required for hepatitis C virus
RNA replication. Mol Cell 18: 425–34.

Wang, Q. M., Hockman, M. A., Staschke, K., Johnson, R. B., Case, K. A., Lu, J., Parsons, S.,
Zhang, F., Rathnachalam, R., Kirkegaard, K. and Colacino, J. M. 2002. Oligomerization and
cooperative RNA synthesis activity of hepatitis C virus RNA-dependent RNA polymerase.
J Virol 76: 3865–72.

Watashi, K., Hijikata, M., Hosaka, M., Yamaji, M. and Shimotohno, K. 2003. Cyclosporin A sup-
presses replication of hepatitis C virus genome in cultured hepatocytes. Hepatology 38: 1282–8.

Watashi, K., Ishii, N., Hijikata, M., Inoue, D., Murata, T., Miyanari, Y. and Shimotohno, K. 2005.
Cyclophilin B is a functional regulator of hepatitis C virus RNA polymerase. Mol Cell 19:
111–22.

Yamashita, T., Kaneko, S., Shirota, Y., Qin, W., Nomura, T., Kobayashi, K. and Murakami, S:
1998. RNA-dependent RNA polymerase activity of the soluble recombinant hepatitis C virus
NS5B protein truncated at the C-terminal region. J Biol Chem 273: 15479–86.

Yanagi, M., Purcell, R. H., Emerson, S. U. and Bukh, J: 1997. Transcripts from a single full-length
cDNA clone of hepatitis C virus are infectious when directly transfected into the liver of a
chimpanzee. Proc Natl Acad Sci USA 94: 8738–43.

Yanagi, M., St Claire, M., Emerson, S. U., Purcell, R. H. and Bukh, J: 1999. In vivo analysis of the
3′ untranslated region of the hepatitis C virus after in vitro mutagenesis of an infectious cDNA
clone. Proc Natl Acad Sci USA 96: 2291–5.

Yang, G., Pevear, D. C., Collett, M. S., Chunduru, S., Young, D. C., Benetatos, C. and Jordan, R.
2004. Newly synthesized hepatitis C virus replicon RNA is protected from nuclease activity by
a protease-sensitive factor(s). J Virol 78: 10202–5.

Ye, J., Wang, C., Sumpter, R., Jr., Brown, M. S., Goldstein, J. L. and Gale, M., Jr. 2003. Disruption
of hepatitis C virus RNA replication through inhibition of host protein geranylgeranylation.
Proc Natl Acad Sci USA 100: 15865–70.

Yi, M. and Lemon, S. M. 2003. 3′ nontranslated RNA signals required for replication of hepatitis
C virus RNA. J Virol 77: 3557–68.

You, S. and Rice, C. M. 2007. 3′ RNA elements in hepatitis C virus replication: Kissing partners
and long poly (U). J Virol 82: 184–95.

You, S., Stump, D. D., Branch, A. D. and Rice, C. M. 2004. A cis-acting replication element in
the sequence encoding the NS5B RNA-dependent RNA polymerase is required for hepatitis
C virus RNA replication. J Virol 78: 1352–66.

Yu, G. Y., Lee, K. J., Gao, L. and Lai, M. M. 2006. Palmitoylation and polymerization of hepatitis
C virus NS4B protein. J Virol 80: 6013–23.

Zheng, Y., Gao, B., Ye, L., Kong, L., Jing, W., Yang, X., Wu, Z. and Ye, L. 2005. Hepatitis C virus
non-structural protein NS4B can modulate an unfolded protein response. J Microbiol 43:
529–36.

Zhong, J., Gastaminza, P., Cheng, G., Kapadia, S., Kato, T., Burton, D. R., Wieland, S. F.,
Uprichard, S. L., Wakita, T. and Chisari, F. V. 2005. Robust hepatitis C virus infection in vitro.
Proc Natl Acad Sci USA 102: 9294–9.

Zhong, W., Uss, A. S., Ferrari, E., Lau, J. Y. and Hong, Z. 2000. De novo initiation of RNA
synthesis by hepatitis C virus nonstructural protein 5B polymerase. J Virol 74: 2017–22.



Chapter 5
Brome Mosaic Virus RNA Replication
and Transcription

Guanghui Yi and C. Cheng Kao

Introduction

Brome mosaic virus (BMV) was first isolated in 1942 from bromegrass (Bromus
inermis) and has since been documented to infect several monocot and dicot species
studied in the laboratory. The impact of BMV, however, is not so much as a plant
pathogen, but as a model for in-depth studies of the infection process of positive-
stranded RNA viruses. As such, BMV is responsible for several firsts. (1) BMV was
among the first to be translated using a cell-free system (Shih and Kaesberg, 1973),
allowing studies of cap-dependent translation. (2) The BMV genome was one of
the first RNA viruses for which the entire sequence was determined (Ahlquist et al.,
1981, 1984a). (3) BMV was the first plant virus to be regenerated from transcripts
derived from infectious cDNAs (Ahlquist and Janda, 1984; Ahlquist et al., 1984b).
(4) The BMV replicase could be produced from membranes of infected plants and
accept exogenously supplied transcripts for RNA synthesis, enabling the dissec-
tion of the mechanism of viral RNA synthesis (Hardy et al., 1979). (5) Recombi-
nant BMV proteins were first demonstrated to direct replication and transcription
of BMV RNA replicons in Saccharomyces cerevisiae (Janda and Ahlquist, 1993),
allowing in-depth probing of the requirements of the host.

With regard to RNA replication, the topic of this chapter, extensive effort has
been focused on the characterization of the cis-acting sequences, the identification
of the host proteins, the assembly of the replicase, and the mechanism of RNA-
dependent RNA synthesis. After an introduction in the basics of BMV molecular
biology, this chapter will emphasize progress in these areas.
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BMV RNAs and Replication Proteins

BMV belongs to Bromoviridae family, member of the alphavirus-like superfam-
ily of animal- and plant-infecting viruses. The BMV genome is composed of three
mRNA-sense RNAs that are encapsidated separately, named RNA1, RNA2, and
RNA3 (Fig. 5.1). RNA1 and RNA2 are monocistronic and encode replication-
associated proteins 1a and 2a, respectively. RNA3 is dicistronic and encodes the
movement protein 3a and the capsid protein. The capsid protein is translated from a
subgenome-length RNA named RNA4 (Fig. 5.1B).

The 5′ untranslated regions (UTRs) of BMV RNA1 and RNA2 share the con-
served motif of the TψC loop of tRNA, named box B, which is also found in the
RNAs of other bromoviruses (Dzianott and Bujarski, 1991; Romero et al., 1991;
Ahlquist, 1992). In BMV RNA3, the box B is located in the intercistronic regulatory
region between the movement protein and the capsid coding sequence. In addition,
the intercistronic region contains an 18–21 nucleotide oligo(A) tract, a replication
enhancer and subgenomic promoter (Ahlquist et al., 1981; French and Ahlquist,
1987; Adkins et al., 1997; Fig. 5.1B). The 3′UTRs of all three BMV RNAs lack a
poly(A) tail, but contain a highly conserved and tRNA-like structure, as determined
by enzymatic probing and computer modeling (Perret et al., 1989; Rietveld et al.,
1983; Felden et al., 1994, 1996).

The replication scheme used by BMV is fairly typical for a plus-strand RNA
virus (Fig. 5.1C). After entry into the cell and translation from the BMV RNAs, the

Fig. 5.1 Basic information on BMV. (A) Structures of the BMV virion; each virion packages
one genomic RNA. The images are reconstructed from negative-stained BMV particles using the
EMAN software (Sun et al., 2007). (B) Schematics of the BMV genomic RNAs, the subgenomic
RNA4, and the functions encoded by each RNA. The cloverleaf denotes a tRNA-like structure
present at the 3′ terminus of all BMV positive-strand RNAs. (C) Schematic of the BMV replication
and transcription mechanism. The locations of the core promoters are in red. The BMV replicase
is shown as a green ball and its direction of movement is denoted with an arrow.
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1a and 2a protiens and unidentified cellular factors form the BMV replicase. The
complex assembles in plant cellular membranes and will bind specifically to the
BMV genomic plus-strand RNAs to first synthesize a complementary minus-strand
RNA, which then serves as the template for genomic plus-strand RNA synthesis
(Fig. 5.1C). The minus-strand RNA3 can also direct subgenomic RNA4 synthesis.
RNA4 thus provides a simple means to allow RNA3 to be a dicistronic RNA without
breaking rules for cap-dependent translation of both the movement and capsid pro-
teins. Many of the requirements for BMV RNA replication and transcription have
been elucidated.

1a and 2a are central players in BMV RNA synthesis. Cells transfected with
only RNA1 and RNA2 can replicate in the absence of RNA3 or RNA4 transcription
(Gopinath et al., 2005; Annamalai and Rao, 2005; French and Ahlquist, 1987). Thus,
the movement and the capsid proteins encoded by BMV RNA3 are not essential
parts of the BMV replicase. However, the normal accumulation of molar excesses
of BMV plus-strand RNAs relative to the minus-strand RNAs is not observed in the
absence of RNA3 (Marsh et al., 1991; Gopinath et al., 2005).

BMV 1a is a multifunctional protein. The N-terminal portion of 1a has a pre-
dicted secondary structure that is highly similar to known DNA and RNA methyl-
transferases, while the C-terminal portion contains helicase-like motifs (Ahlquist
et al., 1985; Ahola and Ahlquist, 1999; O’Reilly et al., 1998). The N-terminal 516
residues have been demonstrated to have RNA capping-associated activities, includ-
ing the ability to form a covalent complex and methylate a guanine nucleotide at the
N7 position (Ahola and Ahlquist, 1999; Kong et al., 1999). RNA helicase activity
of 1a has not been demonstrated biochemically. However, the C-terminal 424–961
amino acids of 1a, including the NTPase/hel domain, has ATPase activity (Wang
et al., 2005). Mutations in both parts of the 1a protein have led to defects in BMV
RNA replication.

The BMV 2a protein is an RNA-dependent RNA polymerase. 2a has a large
central domain that contains all the hallmark motifs of an RNA-dependent RNA
polymerase, flanked by less conserved N- and C-termini (O’Reilly and Kao, 1998;
Traynor et al., 1991). The N-terminal domain of 2a interacts with the 1a protein
while the C-terminal domain is dispensable for replication in protoplasts (Traynor
et al., 1991). Recombinant 2a protein has recently been demonstrated to direct RNA
synthesis in vitro (Wierzchoslawski and Bujarski, 2006). As with most recombinant
viral RdRps, the most robust activity of 2a is in extending from a primed template.
This does not mean that primer extension is the preferred mechanism of initiation
by 2a, however. In fact, positive-strand BMV RNAs are capped, and the substrate
for the capping reaction is a de novo initiated RNA (Kao et al., 2001).

There is abundant evidence that the BMV 1a and 2a proteins function by forming
a complex. A complex is observed when 1a and 2a are expressed in rabbit reticu-
locytes (Kao et al., 1992; Kao and Ahlquist, 1992) and in yeast in the form of the
two-hybrid assay (O’Reilly et al., 1997). 1a and 2a also co-purified with enzymat-
ically active BMV replicase (Quadt et al., 1988) and are co-localized in the endo-
plasmic reticulum of plant cells, the site of BMV RNA synthesis (Restrepo-Hartwig
and Ahlquist, 1996, 1999).
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The interaction between 1a and 2a is species specific, as determined by examin-
ing the replication of homologous and heterologous combinations of BMV 1a and
2a and the orthologs from the closely related bromovirus, cowpea chlorotic mottle
virus (Dinant et al., 1993; O’Reilly et al., 1995, 1997). Attempts to overexpress the
1a protein from the 35S Cauliflower Mosaic virus promoter can lead to the inhi-
bition of both 1a and 2a expression in Nicotiana benthamiana. The inhibition acts
through box B in the 5′ untranslated region of BMV RNA1 and RNA2. RNA3 is not
regulated by 1a since it lacks a box B in its 5′UTR (Gopinath et al., 2005; Yi et al.,
2007). These results suggest that there are mechanisms in place for BMV to regu-
late the translation of the replication proteins and that unregulated production may
be detrimental to efficient BMV infection, perhaps through innate host responses.

Properties of the BMV Replicase

Viral nucleic acids are targets for the host innate defense systems (Meylan and
Tshopp, 2006). Hence, it is likely that the process of viral RNA replication will
include a number of mechanisms that are in place to prevent recognition by
the host. For example, double-stranded RNA viruses, minus-sense RNA viruses,
and retroviruses replicate within some form of the viral particles, the site where
replication-associated enzymes have been cached (Jayaram et al., 2004). However,
positive-stranded RNA viruses, due to the need for translation to precede replication,
must expose their RNA. To accommodate this exposure as well to protect the viral
genome, RNAs are redirected to cellular membranes once the replication proteins
are available.

Indeed, for all the positive-strand RNA viruses, RNA replication is associated
with intracellular membranes (Schaad et al., 1997). BMV RNA replication occurs
on the perinuclear region of the endoplasmic reticulum (ER), both in its natural
plant host and in the surrogate host S. cerevisiae (Restrepo-Hartwig and Ahlquist,
1996, 1999). The replication protein 1a is the primary viral protein determinant
for the subcellular localization of the BMV replication complex (Fig. 5.2). 1a can
localize to the cytoplasmic face of ER membranes in the absence of other viral fac-
tors and induces spherules serving as replication compartments sequestering viral
positive-strand RNA templates in a nuclease-resistant, detergent-susceptible state
(Restrepo-Hartwig and Ahlquist, 1999; Schwartz et al., 2002). Membrane flotation
gradient analysis with wild type 1a and deletion mutants showed that the sequences
in the N-terminal RNA capping domain of 1a mediate membrane association (den
boon et al., 2001). In the absence of 1a, 2a is present in the cytoplasm in diffused
distribution or in punctate spots that are not apparently associated with cytoplas-
mic organelles. Thus 1a appears to bring 2a into the membrane-associated replicase
complex. Indeed, the interaction between the N-terminus of 2a and the C-terminal
helicase-like domain of 1a leads to the formation of double-membrane layers (Chen
and Ahlquist, 2000). The expression level of 2a polymerase can also modulate 1a-
induced membrane rearrangements (Schwartz et al., 2004). Using monoclonal anti-
bodies raised against the 1a and 2a proteins, it was shown that the region between
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Fig. 5.2 A schematic for the assembly of the BMV replicase. The 1a protein is represented as a
sectored circle. This complex could involve 1a–1a interaction and/or binding to cellular proteins.
The 2a protein is shown as an open oval with thick lines denoting the N- and C-terminal domains.
The inset shows the sequence of the Box B, which is identical in RNA1 and RNA2. For RNA3,
there is a conserved change of the seventh residue in the loop from a C to a U.

the N-terminal methyltransferase domain and the C-terminal helicase-like domain
of 1a and the N-terminus region of 2a protein are exposed on the surface of the
solubilized replicase complex. (Dohi et al., 2002).

The capping domain and NTPase/helicase-like domain of 1a contribute to RNA
templates recruitment in the formation of the BMV replicase. Mutations in the cap-
ping enzyme active site cause defects in template recruitment, negative-strand RNA
synthesis (Ahola et al., 2000). Mutations in the helicase motifs in the 1a protein
severely inhibited RNA replication and reduced the stability of RNA3, although
they did not affect 1a accumulation, localization to perinuclear ER membranes, or
recruitment of 2a polymerase (Wang et al., 2005).

The replicase must specifically recognize the viral RNAs. This interaction has
been partially elucidated using the yeast system. The 1a replication protein has been
demonstrated to recognize the BMV genomic RNA2 and RNA3 through the box B,
then recruit the RNAs from translation to replication. RNA1 is likely recognized in
a manner similar to RNA2, as they share an identical box B RNA in their 5′UTRs.
In the absence of 2a, 1a can induce the association of RNA2 or RNA3 with cellular
membrane by the intercistronic sequence (Janda and Ahlquist, 1998; Sullivan and
Ahlquist, 1999; Schwartz et al., 2002). The RNA2 5′UTR was sufficient to confer
1a-induced membrane association although sequences in the N-terminal region of
the 2a open reading frame could enhance 1a responsiveness (Chen et al., 2001).
In addition to recruitment of the RNA presumably through binding the box B, 1a
can also recruit RNA2 through its interaction with the N-terminal portion of 2a,
presumably when the 2a is being translated from RNA2 (Chen et al., 2003).

The viral RNA is an active participant in the assembly of replicase com-
plex. In yeast, coexpression of BMV RNA3 was required for functional BMV
RNA-dependent RNA polymerase activity (Quadt et al., 1995). Deletion analysis
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showed that the tRNA-like 3′UTR and the intercistronic region are minimally
required for in vivo formation of functional RNA-dependent RNA polymerase. This
RNA may contribute by recruiting essential host factors to participate in replicase
assembly (Quadt et al., 1995). The mechanism of replicase assembly in BMV RNA1
and RNA2 may differ from that of RNA3, since they lack the intercistronic region.
Once assembled, the functional BMV replicase does not need to contain RNA, as the
RNA is not present in biochemically active preparations of the BMV replicase (Sun
et al., 1996), suggesting that once the replicase assembles, a functional complex can
be maintained through protein–protein or protein–membrane interaction.

In yeast, the 1a protein can significantly increase the stability of BMV RNA3 by
binding to the intercistronic region of RNA3 (Janda and Ahlquist, 1998; Sullivan
and Ahlquist, 1999). This requirement is not observed in N. benthamiana or bar-
ley protoplasts (Gopinath et al., 2005), indicating either that the replicases formed
in yeast and plants have distinct properties or that the host degradation pathways
have different access to the RNA in plants and in yeast. While this may seem
counter-intuitive at first glance, an emerging theme in virus replication is that the
virus is far more adaptable than one may expect. For example, flock house virus,
a positive-stranded virus of insect cells, was found to replicate perfectly well in
two distinct membrane locations when the membrane targeting signal sequence was
altered (Miller et al., 2003).

BMV RNA Motifs and the Modes of RNA Replication
and Transcription

Efficient viral RNA synthesis requires specific and coordinated interactions between
the template RNA and the viral replicase, a membrane-associated complex of viral
replication proteins and host-encoded factors (Kao et al., 2001; Lai, 1998). The
recognition is likely to be quite complex because an RNA virus not only will express
different classes of RNAs [i.e., genomic plus-strand RNA, genomic minus-strand
RNA, and possibly subgenomic RNA(s)], but will do so at regulated levels and
times (Buck, 1996).

Using a combination of approaches, including genetic analysis in plant
protoplasts and a template-specific BMV replicase that can be extracted from BMV-
infected plants, the sequences and motifs that can efficiently direct BMV RNA syn-
thesis have been identified (Choi et al., 2004). The replicase-binding sequences are
called ‘core promoters’ since they can bind the BMV replicase and direct the initi-
ation of RNA synthesis. As is the case with core promoters for transcription from
DNA templates, the viral core promoters direct a basal level of RNA synthesis that
can be modulated by positive- and negative-acting sequences (Lai, 1998).

Genomic Minus-Strand Promoter

The promoter for minus-strand RNA synthesis is within the tRNA-like 3′ sequence
(Dreher and Hall, 1988a,b). These secondary structures interact with each other to
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Fig. 5.3 A summary of the locations and relevant features of the three classes of BMV core pro-
moters. (A) The locations of the replicase-binding RNA sequences within positive- and negative-
strand BMV RNAs. (B) Structure of the clamped adenine motif of BMV RNA that directs the initi-
ation of BMV minus-strand RNA synthesis. The lower structure denotes the approximate structure
of the tRNA-like structure with SLC in red. The upper structure was determined by NMR and
shows the essential features that contribute to the formation of a clamped adenine motif. (C) The
core promoter for genomic plus-strand RNA synthesis. A conserved sequence complementary to
the Box B that contains a CCAA motif is highlighted. The conservation of the CCAA sequence
in related members of the Bromoviridae is listed along with the NMR-derived secondary struc-
ture of the RNA that can direct genomic plus-strand RNA synthesis. The nontemplated nucleotide
required for genomic plus-strand RNA synthesis is in a lower case “g”. (D) A summary of the
essential residues for replicase binding in the BMV subgenomic promoter. The critical residues are
in outlined letters. The sequence can fold into a quasi-stable hairpin in both BMV and the related
virus, CCMV (cowpea chlorotic mottle virus).

contribute to mimicry of the tRNA-like tertiary structure needed for aminoacylation
of the 3′ termini of BMV and CMV RNAs (Fig. 5.3B; Felden et al., 1993; Giege’
1996). A notable exception to the tRNA-like tertiary structure is a complex stem-
loop named SLC. Mutations in SLC can severely reduce BMV and CMV replication
in protoplasts (Dreher and Hall, 1988a; Rao and Hall, 1993) and SLC was sufficient
to interact with the BMV replicase in vitro in the absence of the remainder of the
tRNA-like sequence. SLC fused to the 3′ terminal 8 nt of the 3′-terminus of the
tRNA-like sequence resulted in an RNA that could direct RNA synthesis in vitro
(Fig. 5.3; Chapman and Kao, 1999). Mutations to SLC+8 that decreased BMV RNA
replication in vivo have parallel effects on RNA synthesis in vitro (Chapman and
Kao, 1999).

The solution structure of the BMV SLC was determined by NMR spectroscopy
and found to be composed of two stems, separated by a flexible internal bulge
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(Fig. 5.3B). The bulged portion of the RNA was dynamic (Kim et al., 2000). Related
viruses also possess a bulged sequence, suggesting that a dynamic motif here in the
bulge may be preferred for viral RNA replication. The terminal stem contains a
tri-nucleotide loop (5′AUA3′) that is specifically required for interaction with the
replicase (Kim et al., 2000). The tri-loop was found to fold into a highly ordered
structure called a clamped adenine motif (CAM), with the 5′-most adenine of the
tri-loop projected into the solution, primarily due to the base stacking interactions
between the 3′-most adenine and the stem-closing C–G base pair (red nucleotides,
Fig. 5.3B; Kim et al., 2000). A network of electrostatic interactions also stabilizes
the solution-exposed 5′-adenine. Variations of the terminal loop nucleotides that
were unable to form a CAM failed to direct efficient RNA synthesis by the BMV
replicase (Kim and Tinoco, 2001).

A change of the 3′-most adenine of the tri-loop (5′AUA3′) to a guanine (5′ AUG
3′) resulted in wild-type levels of RNA synthesis. This change should disrupt the
normal CAM. However, when the solution structure of an RNA containing the
5′AUG3′ tri-loop (the mutated nucleotide is underlined) was solved using NMR,
it was found to form a dramatically altered structure that still retained a solution-
exposed and clamped adenine (Kim and Kao, 2001). These studies reveal the fea-
tures in the RNA core promoter required for recognition by the BMV replicase for
minus-strand RNA synthesis in vitro and in vivo.

Genomic Plus-Strand Promoter

BMV genomic plus-strand RNA synthesis in vitro required an adjacent stem-loop
with a short single-stranded sequence with nontemplated 3′ nucleotide (Fig. 5.3C;
Sivakumaran and Kao, 1999; Sivakumaran et al., 1999). The replication of the related
CMV satellite RNA also requires a nontemplated nucleotide (Wu and Kaper, 1994).
Nontemplated nucleotide addition is a common property of cellular and viral poly-
merases (Kumar et al., 2001; Siegel et al., 1997). Therefore, the addition to BMV
minus-strand RNA might be by the BMV replicase or a cellular enzyme. Further-
more, since the initiation of minus-strand RNA synthesis occurs from the penulti-
mate nucleotide (Miller et al., 1986; Sun et al., 1996), the requirement may reflect
a structural requirement for the BMV polymerase. In the ternary structure of the
RdRp from bacteriophageφ6, a nontemplated nucleotide was required to allow proper
contact between the active site and the initiation nucleotide (Bamford et al., 2005).

In addition to the 3′ initiation cytidylate, a highly conserved ca. 9 nt sequence
called the cB box exists at the 5′-end of the BMV genomic core promoter from
RNA1 and RNA2 (Fig. 5.3C). The cB box is found in RNA1 and RNA2 of all of the
Bromoviridae except for most ilarviruses and the alfalfa mosaic virus (Sivakumaran
and Kao, 2000). The cB box is complementary to the Box B that is required for
replicase assembly (French and Ahlquist, 1987; Marsh and Hall, 1987; Pogue and
Hall, 1992; Chen et al., 2003). In positive-strand BMV RNAs, box B is usually posi-
tioned upstream of the protein-coding sequence and interacts with the 1a protein in
a way that increases the stability of the RNA (Sullivan and Ahlquist, 1999). The cB
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box appears to be required in a position-specific manner; moving it one nucleotide
closer to the 3′ initiation site severely reduced RNA synthesis (Sivakumaran et al.,
2000). However, moving the cB box one nucleotide 5′ of its original position was
less detrimental to RNA synthesis (Sivakumaran et al., 2000), indicating that some
flexibility in the RNA can be used to correctly position box B relative to the replicase
subunits.

The synthesis of RNA3 from BMV genomic RNA3 may be different than for
other genomic RNAs. For BMV RNA3, the cB box exists in the intercistronic
region, over a kilobase from the initiation site for genomic plus-strand RNA syn-
thesis. Since RNA3 is replicated in trans by the viral replicase, it is possible that
RNAs that do not encode a subunit of the replicase have different replicase recog-
nition requirements than RNAs that can be translated to provide a subunit of the
replicase.

Subgenomic Promoter

A 20 nt 3′ of the initiation cytidylate for BMV RNA4 is sufficient for an accurate
initiation of RNA synthesis in vitro (Adkins et al., 1997). Additional sequences 3′

of the core promoter does affect RNA synthesis (Adkins et al., 1997; French and
Ahlquist, 1988; Marsh et al., 1988), but does not influence the selection of the ini-
tiation site. Single-nucleotide changes identified that positions −11, −13, −14, and
−17 relative to the +1 initiation cytidylate were required for efficient RNA synthe-
sis (Fig. 5.3D). While some other positions within this 20 nt sequence also con-
tributed to the level of RNA synthesis, changes at these four positions decreased
RNA synthesis by up to 10-fold (Siegel et al., 1997) (Fig. 5.3D). These results
suggest that the BMV subgenomic core promoter may be recognized in an RNA
sequence-dependent manner, a mechanism similar to the recognition of DNA pro-
moters by DNA-dependent RNA polymerases (Adkins et al., 1998). Consistent
with this, RNAs containing nucleotide analogues at these four positions, some of
which should retain normal base pairing potential of these nucleotides, significantly
decreased RNA synthesis (Siegel et al., 1998). Moieties in these nucleotides of the
BMV core promoter are specifically required for RNA synthesis in vitro.

Haasnoot and colleagues proposed that a stable secondary structure exist in the
core promoter (Haasnoot et al., 2000). This structure is not required for RNA synthe-
sis by the BMV replicase in vitro, but mutations that prevented stem-loop formation
did reduce BMV subgenomic RNA synthesis in protoplasts (Sivakumaran et al.,
2004). The stem and specific nucleotide within presumably will bind the replicase
to direct the recognition of the initiation cytidylate. Whether the subgenomic core
promoter is recognized after the synthesis of the full-length minus-strand RNA or
can be recognized during minus-strand RNA3 synthesis is unknown.

The characterization of the three classes of core promoters from both BMV
and CMV revealed some similarities and differences in replicase-promoter inter-
action. In general, each core promoter contains three features that are, to different
extents, required for RNA synthesis. First, there is a specificity determinant (SLC
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for genomic minus-strand initiation, the cB box for genomic plus-strand initiation of
RNA1 and RNA2, the nucleotides upstream of the initiation site for the subgenomic
promoter). It is not known whether viral or cellular subunits within the replicase
interact with the specificity determinants. A second required element is the initia-
tion site, which includes the initiation cytidylate and a few neighboring nucleotides.
The viral RdRp subunit within the replicase must recognize this site, since the RdRp
polymerizes nucleotides. In addition to the RdRp–initiation site interaction, the base
pairing between the initiation cytidylate and the substrate GTP could contribute
to specificity for initiation. Specificity recognition of the initiation complex was
observed in the ternary crystal structure of the recombinant RdRp from bacterio-
phage φ6 (Butcher et al., 2001) and with a functional analysis of the template used
by the recombinant RdRps from members of the Flaviviridae (Kim et al., 2000).
A third requirement is the template sequence immediately following the initiation
cytidylate, which can apparently alter the level of synthesis, perhaps by regulating
the efficiency of the replicase transition from initiation to elongation. Plus-strand
RNA viruses in the Bromoviridae generally have at least three nucleotides after the
initiation cytidylate that will weakly base pair with the nascent RNA. Templates for
minus-strand synthesis do not follow this trend (Table 5.1), perhaps reflecting a role
in regulating the level of RNA produced.

Despite the three general requirements, there is some fluidity in each of the
requirements, because several changes in each core promoter can be tolerated. Even
a change of the initiation cytidylate to a uridylate can result in RNA synthesis at
about 5% of wild type. This fluidity suggests that extensive molecular communica-
tion occurs between the RNA and the replicase to allow some adjustments by con-
formational changes (induced fit) in the interactions that lead to productive synthesis
(Williamson, 2000). An induced fit mechanism provides the best explanation for the
recognition of some variants of the BMV subgenomic promoters by the BMV repli-
case (Stawicki and Kao, 1999) and the cross-recognition of some core promoters
between the replicases of BMV, CMV, and Cowpea chlorotic mottle virus (Adkins
and Kao, 1998; Chen et al., 2000; Sivakumaran et al., 2000).

Replication Mechanism

The recognition of the core promoters is only the first step in successful BMV RNA
replication. This process was studied in detail using the BMV replicase. Overall, the
process of BMV RNA synthesis can be divided into several biochemically defined
steps, consisting of initiation, abortive initiation, template commitment, elongative
RNA synthesis, and termination (Fig. 5.4).

Initiation by the BMV replicase is perhaps the most distinct aspect of viral RNA
replication since the nature of the linear viral templates requires that initiation take
place at or near the 3′ terminus of the template. For the BMV RNA synthesis,
a cytidylate penultimate to the 3′ nucleotide is preferred. The cytidylate is rec-
ognized in a sequence-specific manner and is paired with the initiation GTP or
GTPi. The recognition of the GTPi has additional requirements in comparison to
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Fig. 5.4 A summary of the
steps in the RNA synthesis by
BMV replicase. The sequence
of events proceeds from the
upper right according to the
direction of the arrows.

the recognition of GTP late in RNA synthesis. For example, the GTPi is required at
∼15-fold higher concentration for initiation than for elongation (Sun et al., 1996).
The GTPi can also be replaced with oligonucleotide primers as long as the primers
can maintain base pairing to the initiation cytidylate in the template (Kao and Sun,
1996). Similar requirements are found for several RdRps from the Flaviviridae fam-
ily (Ranjith-Kumar et al., 2003), demonstrating that this is a basic property of the
initiation process by RNA virus polymerases. The presence of the template and the
GTPi will increase the stability of the binding by the replicase, preventing inhibition
by template mimics such as heparin (Sun and Kao, 1997a,b). In fact, the stability is
increased stepwise with the number of nucleotides in the initiating RNA, suggesting
that the polymerase will undergo a series of transitions that lead to a productively
synthesizing complex.

The transition from initiation and commitment to the template by the BMV repli-
case is marked by the formation of abortive initiation products (Fig. 5.4). Abortive
initiation products are formed by the replicase and released before the replicase
transitions to productive elongative synthesis (Carpousis and Gralla, 1980). They
are typically present at molar excesses of the full-length products and, for the BMV
replicase, range from 2 to 12 nt in length. Interestingly, the abundance of the abortive
products decreases after 8 nt, suggesting that the ternary complex is committing
to elongation at or shortly after the synthesis of a nascent RNA of 8 nt. Abortive
products could have additional roles in the repair of the ends of the RNA (per-
haps giving an advantage to viruses with multi-partite genomes that share common
3′ sequences). Rapid repair of short deletions in the 3′-end of the BMV genomic
RNAs was observed (Hema et al., 2005).

Much less is known about the regulation of elongation and termination of BMV
RNA synthesis. A basic residue in the template will trap the BMV ternary complex
depending on its location. When present within the first ten nucleotides from the
3′ termini, the replicase can reinitiate. However, when present later in the template,
the replicase is unable to reinitiate (Picard et al., 2005). With regard to termination,
the sequence from −4 to −2 of the position from the very 3′ terminus of the tem-
plate could regulate the proper termination of nascent RNA synthesis; nucleotides
that allow stronger base pairing tend to promote the synthesis of a full-length RNA
while nucleotides that have weaker base pairing tend to decrease the proportion of
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full-length RNA synthesis and increase premature termination (Tayon et al., 2001).
These steps in BMV RNA synthesis are of interest relative to the mechanism of tran-
scription by DNA-dependent RNA polymerases. A comparison of the requirements
for the steps is in Adkins et al. (1998).

Host Factors That Affect BMV Replication

Successful viral replication requires proper interaction between viral and cellular
factors. Early in vitro experiments have shown that translation elongation factor EF-
1A could bind to the 3′tRNA-like structure of BMV RNA1, although its function in
RNA replication remains unclear (Bastin and Hall, 1976). The translational factor
eIF3 was co-purified with BMV RNA replicase (Table 5.1; Quadt et al., 1993).

The identification of host factors that regulate BMV replication was acceler-
ated by the ability of BMV to replicate in S. cerevisiae (Janda and Ahlquist, 1993;
Noueiry and Ahlquist, 2003; Sullivan and Ahlquist, 1997). An initial screen using
the mutant yeast strains has identified a number of host factors involved in cellular
RNA degradation and fatty acid metabolism, such as Lsm1p-7p and OLE1 that are
involved directly or indirectly in regulation of BMV replication complex assembly,
template recruitment for replication, or the process of RNA synthesis. A summary of
the host factors is presented in Table 5.1. Several are involved in the specific steps
of BMV replication. For example, mutation of host gene Lsm1p, which encodes
a protein involved in mRNA turnover and other processes, resulted in defects in
an early template selection step of BMV RNA replication (Diez et al., 2000). In
addition to Lsm1p, all tested components of the Lsm1p-7p/Pat1p/Dhh1p decapping
activator complex, which functions in deadenylation-dependent decapping of cellu-
lar mRNAs, were required for BMV RNA recruitment (Mas et al., 2006). Additional
factors have been identified to be involved in BMV RNA replication, but their exact
contributions to BMV-specific processes remains to be determined.

Yeast proteome chips have also been used to identify the host proteins that could
bind to the specific BMV RNA (Zhu et al., 2007). Among the ones identified to bind
the BMV core promoter for minus-strand RNA synthesis are Pus4, a pseudouridy-
late synthase, and App1, which is associated with the actin patch. Overexpression
of Pus4 and App1 resulted in the inhibition of BMV virion assembly. In all of these
cases, it is important to recognize that, while it is informative to see what possibly
could interact with BMV, the plant host factors homologous to the yeast proteins
should be characterized in order to study an evolved interaction.

Relationship Between Replication, Encapsidation,
and Translation

For BMV genomic and subgenomic RNA, viral RNAs are serving as templates for
translation and replication as well as encapsidation. Thus these processes may be
related and coordinated during virus infection. Coupling packaging and replication
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Fig. 5.5 Crosstalk between BMV RNA replication and processes required for BMV infection. The
process of BMV replication is shown in bold and the regulatory roles of 1a or the capsid protein
are denoted by arrows.

has been reported for some positive-strand RNA viruses, such as Poliovirus (Nugent
et al., 1999), Kunjin virus (Khromykh et al., 2001), Flock House virus (Venter et al.,
2005), and Venezuelan equine encephalitis virus (Vovkova et al., 2006). Recently,
Annamalai and Rao (2006) demonstrated that efficient packaging of subgenomic
RNA4 was functionally coupled to translation of coat protein from replication-
derived mRNA, both in vitro assembly assay and Agrobacterium-mediated transient
in vivo expression system. Packaging of RNA by the BMV CP was nonspecific in
the absence of replication, while induction of viral replication increased the speci-
ficity of RNA packaging (Annamalai and Rao, 2006). Since 1a recruiting of RNA2
to replication complex required high-efficiency translation of the N-terminal half of
the RNA template (Chen et al. 2003), replication and translation might be coupled
since recruitment of RNA template to the replication complex is a major step in
RNA replication. Recently, our lab found that efficient BMV genomic RNA1 repli-
cation required the translation of encoded protein 1a in cis, indicating that repli-
cation and translation of genomic RNA1 is functionally coupled (in preparation).
Coupling replication and translation has been observed for poliovirus (Novak and
Kirkegaard, 1994), mouse hepatitis virus (de Groot et al., 1992), and turnip yellow
mosaic virus (Weiland and Dreher, 1993). The linkage among these processes may
favor the viral replicase to efficiently differentiate viral RNA template from cellular
RNA. A schematic for the crosstalks between different BMV processes is summa-
rized in Fig. 5.5.

It is likely that the intersection between viral RNA replication and other processes
required for infection (translation, RNA recombination, encapsidation, host innate
responses) will provide fertile grounds for future research.
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Chapter 6
Retroviruses

Román Galetto and Matteo Negroni

Abbreviations HIV, Human immunodeficiency virus; HTLV, Human
T-lymphotropic virus; MMTV, Mouse mammary tumor virus; MLV, Murine
leukemia viruses; MoMLV, Moloney murine leukemia virus; ORF, Open reading
frame; SIV, Simian immunodeficiency virus

Morphology and Taxonomy

Retroviruses are a large group of enveloped RNA viruses infecting vertebrates. The
viral particles are spherical and acquire their envelope during budding from the
infected cell. The lipid bilayer therefore contains cellular proteins as well as the viral
envelope glycoproteins. These glycoproteins are constituted by a transmembrane
subunit (TM) associated to the surface protein (SU), present on the virion. Under-
neath the membrane is a spherical shell constituted by the matrix (MA) protein.
Internally is the viral capsid, whose shape varies in different viruses, constituted by
the CA protein. This core contains the retroviral enzymes (the reverse transcriptase,
RT, the integrase, IN, and the protease, PR), together with the genomic RNA, coated
by the nucleocapsid protein (NC).

Retroviruses have been historically divided into four groups on the basis of mor-
phological criteria, through visualization of the virion core by electron microscopy.
A-type viruses form characteristic intracellular structures (spheres with an electron-
lucent centre and an electron-dense shield), while B- and C-type viruses contain
a round inner core located eccentrically or in the middle of the particle, respec-
tively. D-type viruses, in contrast, contain a distinctive cylindrical core. More
recently, a new classification based on phylogenetic analysis grouped all retroviruses
in seven genera within the Retroviridae family. According to this classification,
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CNRS, IBMC, 15 rue René Descartes, 67084, Strasbourg, France
e-mail: m.negroni@ibmc.u-strasbg.fr

C.E. Cameron et al. (eds.), Viral Genome Replication,
DOI 10.1007/b135974 6, C© Springer Science+Business Media, LLC 2009

109



110 R. Galetto and M. Negroni

Table 6.1 Retroviruses genera

Simple retroviruses

Alpharetrovirus Rous sarcoma virus (RSV)
Avian leukosis virus (ALV)

Betaretrovirus Mouse mammary tumor virus (MMTV)
Mason-Pfizer monkey virus (M-PMV)

Gammaretrovirus Murine leukemia viruses (MLV)
Feline leukemia virus (FeLV)

Complex retroviruses

Deltaretrovirus Human T-lymphotropic virus 1 and 2 (HTLV-1, -2)
Bovine leukemia virus (BLV)

Epsilonretrovirus Walleye dermal sarcoma virus
Walleye epidermal hyperplasia virus 1

Lentivirus Human immunodeficiency virus 1 and 2 (HIV-1, -2)
Simian immunodeficiency virus (SIV)

Spumavirus Human foamy virus
Simian foamy virus

The seven genera of retroviruses are listed, divided into single or complex retroviruses
according to the proteins encoded by their genome (either Gag, Pol and Env, for simple
retroviruses, or these same proteins plus regulatory proteins for complex retroviruses).
Two representative members of each genus are cited as examples.

the alpha, beta and gammaretroviruses are simple retroviruses, while deltaretro-
viruses, epsilonretroviruses, lentiviruses and spumaviruses are considered complex
(Table 6.1). Simple viruses contain only three main genes (gag, pol and env, see
below), whereas complex viruses also encode other small proteins with regulatory
functions. In addition, certain genetics elements such as endogenous retroviruses
and retrotransposons are closely related to retroviruses. These elements, regarded
indeed as defective forms of retroviruses, can spread within the cellular genome by
reverse transcription in a similar way as retroviral replication but are (generally for
endogenous retroviruses, and always, for retrotransposons) not capable of an extra-
cellular phase. They are thereby normally not horizontally transmissible.

The retroviral genome is constituted by a dimer of two copies of a single-stranded
RNA molecule of positive polarity. Indeed, a unique feature of the Retroviridae fam-
ily is to comprise the only viruses that can be considered as “diploid”. The genomic
RNA is generated by the host transcriptional machinery and, therefore, is capped
in 5′, and has a poly(A) tail at the 3′-end, as any cellular RNA. The two molecules
are linked by non-covalent interactions near their 5′-end. The size of each monomer
varies from 7 to 13 kb, depending on the virus, and each molecule contains three
major coding domains: gag, for group-specific antigens; pol, for polymerase; and
env, for envelope. These genes form precursor polyproteins that are then processed
after viral assembly, yielding the structural proteins and the enzymes present in the
mature infectious particles. Accessory genes (present only in complex retroviruses)
are essentially located downstream from pol (Fig. 6.1), and their products mostly
regulate transcription of viral DNA, splicing and transport of RNA, among other
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Fig. 6.1 Organization of the genomes of a simple (panel A) and of a complex (panel B) retrovirus.
Panel A shows the arrangements in the genome of MLV. In panel B, the genetic organization of
HIV-1 is represented. ORFs are shown as white boxes. ORFs on the same reading frame are on the
same line, while those in different frames are represented in different lines. Dashed lines indicate
spliced introns. Grey boxes represent the LTRs.

specific functions. As an example, the Tax and Tat proteins, from HTLV and HIV
respectively, have a role in transcriptional activation of the viral promoter; the Rex
and Rev proteins, from the same viruses, have a role in nuclear export of full-length
and single spliced viral RNAs; the Vif protein of HIV has the capacity to increase
infectivity by blocking the action of inhibitory proteins present in certain cell types.

Overview of the Life Cycle

The replication cycle of retroviruses is constituted by a series of steps that, after
transferring genetic information from RNA to DNA molecules, leads to the estab-
lishment of a persistent infection subsequent to integration of the proviral DNA
into the host cells (Fig. 6.2). To initiate infection, retroviruses interact with specific
receptors on the surface of target cells by means of the envelope proteins present
on the outside of the viral membrane. After the initial binding, the envelope pro-
teins are subjected to conformational changes that lead to the fusion of viral and
cell membranes and the subsequent release of the viral core into the cytoplasm.
The early events following penetration are, to date, poorly understood. While in
some cases it is proposed that uncoating of the viral core occurs after internaliza-
tion, there are other indications suggesting that this capsid can remain intact, allow-
ing reverse transcription to occur in this confined environment (for a review see
Nisole and Saib 2004). Upon penetration of the viral capsid in the cytoplasm of
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Fig. 6.2 Outline of the infectious cycle of retroviruses. Panel A: First steps of the early phase
of the replication cycle. Attachment of the virus and binding to the membrane receptors present
in susceptible host cells occurs through the Env viral proteins. This interaction leads to conforma-
tional changes in the Env proteins that facilitate fusion of cellular and viral membranes, delivering
the viral capsid into the cytoplasm. Panel B: Reverse transcription takes place in the cytoplasm and
yields a double-stranded DNA molecule that integrates in the host genome, generating a provirus.
The late stages of the life cycle include the expression of viral RNA from the provirus. Some
of these RNAs are spliced and exported to the cytoplasm together with unspliced RNAs. The
unspliced RNA serves both as genomic RNA and for synthesis of the Gag and Gag-Pol polypro-
teins. Spliced forms are used to make Env and the regulatory proteins in complex retroviruses.
Panel C: Assembly of the viral proteins and encapsidation of the genomic RNAs are represented,
leading to the formation of the viral progeny.

the target cell, reverse transcription (detailed in the next section) begins and leads
to the generation of double-stranded DNA from the single-stranded RNA genome.
This characteristic step has given the name to this family of viruses. The result-
ing DNA molecule must then enter the nucleus in order to integrate in the host
genome, giving rise to a “provirus” that will be permanently established in the host
genome. The late phase of the replication cycle, which mostly relies on the cellular
machinery, takes place after this integration step. The viral RNA is expressed from
its promoter, located in the U3 region, and transcriptional regulation is controlled by
viral as well as host transcription factors. In all cases a full-length transcript is gen-
erated, corresponding to the full-length viral genomic RNA. However, during the
early phase of expression of the proviral DNA, the transcript is processed to give
rise to a series of sub-genomic forms that are used for translation. Later, the bal-
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ance between full-length RNAs and spliced forms is turned in favour of the farmer
(late phase) and leads to export from the nucleus of the genomic RNA that will be
packaged into the nascent viral particles.

Organization of Retroviral Genomic RNAs

In addition to the sequences coding for enzymatic, structural and regulatory pro-
teins, retroviral genomic RNAs contain a series of sequences that have important
functions in different steps of the life cycle. The 5′ portion of the genome contains
an untranslated region (5′ UTR) that includes various sequences required for viral
replication. This region contains, at its 5′-end, the R sequence (for repeated, since
another copy of this sequence is present at the 3′-end). R is essential for transloca-
tion of the nascent DNA from the 5′- to the 3′-end of the genome during synthesis of
the (–) DNA strand (see below). Following the 5′ R lies the U5 region (for unique 5′

sequence) that includes one of the trinucleotide sequences ATT, required for provi-
ral integration. Downstream is the primer-binding site (PBS), a 18 nt long sequence
where the cellular tRNA anneals to initiate reverse transcription. The region fol-
lowing the PBS is constituted by the dimer linkage structure (DLS) that contains
the sequences used for dimerization and packaging of the RNA in the viral parti-
cle. Adjacent to the DLS, on its 3′-end, are located the sequences coding for the
viral proteins. These genes are then followed by a short sequence rich in purine
residues (polypurine tract, PPT), required for the initiation of the (+) DNA strand.
The PPT is followed by the U3 (for unique 3′ sequence), which contains the other
ATT sequence required for integration, as well as the regulatory elements necessary
for transcription of the integrated provirus. Behind this sequence lies the 3′ copy of
R, followed by the poly(A) tail. In several lentiviruses an additional PPT sequence
is found in a central position of the genome (central PPT, cPPT), and it is used to
prime second strand synthesis.

Genome Replication: From Single-Stranded Genomic RNA
to Double-Stranded DNA

From tRNA to (–) DNA Strong Stop Strand Transfer

Beginning of the viral replication cycle can be fixed as the moment when, after bind-
ing to the cellular receptor and fusion of cellular and viral membranes, the retrovi-
ral core enters the cytoplasm of the target cell. DNA synthesis is set off by the
availability of nucleotides, within the cytoplasm of the host cell, to which the viral
core is permeable. This allows the reverse transcriptase to begin polymerization of
the (–) DNA strand. Nucleotide addition is primed by a tRNA molecule, partially
unwound and annealed to the 18 nt of the PBS on the genomic RNA (Fig. 6.3A).
The specific tRNA used varies in different retroviruses and is carried along by the
viral particle from the previously infected cell. Most retroviruses contain a pool of
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Fig. 6.3 Beginning of reverse transcription and minus DNA strong stop strand transfer. Black thin
lines: RNA; black thick lines: DNA; gray dotted lines: RNA degraded by the RT-encoded RNase H
activity; gray vertical lines indicate the presence of a region where the nucleic acids are annealed;
PBS: primer-binding site; DLS: dimer linkage structure, a region involved in RNA dimerization
and packaging; PPT: polypurine tract. Regions on the RNA are indicated by lowercase, on the
DNA by uppercase. Panel A: Outline of the structure of the genomic RNA with tRNA partially
unwound and annealed at the primer-binding site. The polarity of the RNA molecules is given.
Panel B: Synthesis primed using the 3′-OH of the tRNA proceeds through the U5 and R regions
and is stopped at the end of the template. The arrowhead gives the direction of synthesis and the
polarity of the nascent DNA is given in bold. In the figure is shown the situation where transfer
occurs only after achievement of a complete copy of the tRNA sequence (considered the most
frequent situation). Panel C: The R sequence at the 3′ of the genomic RNA anneals onto its newly
synthesized complementary sequence on the DNA, generating a circular intermediate. Panel D:
This circularization makes the 3′-OH of the nascent DNA available for continuing DNA synthesis
across the U3 region, first, and the rest of the genome then (dotted thick line).

tRNAs enriched in the specific tRNA used for priming reverse transcription through
an interaction between the tRNA and the Pol domain of the Gag-Pol polyprotein
(Khorchid et al. 2000; Peters and Hu 1980). Correct placement of the tRNA on the
genomic RNA and its partial unwinding are instead assisted by the NC domain of
the Gag precursor (Cen et al. 2000). Selection for the appropriate tRNA is very accu-
rate since, for most viruses, the canonical tRNA cannot be replaced by an alternative
one. This strict requirement is due not only to the presence on the genomic RNA of
a sequence complementary to that of the 18 nt at the 3′-end of the specific tRNA,
but also to the occurrence of additional interactions between the genomic RNA and
different regions of the tRNA. The regions involved in these interactions vary with
the virus considered.
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The tRNA-PBS complex is recognized by the RT and used to prime DNA syn-
thesis. The structural requirements for the specific recognition of this complex have
been well characterized for HIV. The specificity of the interactions between the
genomic RNA and the tRNA is required, in this case, to avoid steric clashes between
the RT and the nucleic acids (Isel et al. 1999). Initiation of reverse transcription
using the tRNA-PBS complex has been shown to be functionally distinct from fur-
ther DNA synthesis when the nascent DNA is used as a primer (elongation step).
Both efficient beginning of reverse transcription and transition to an elongation com-
plex require the presence of the modified nucleosides of the tRNA3

Lys, the one used
by HIV, further underlining the specificity of the complex used for beginning reverse
transcription in vivo (Isel et al. 1996).

Once escaped from this initiation complex, the RT travels a few hundreds of
nts before reaching the 5′-end of the genomic RNA, where synthesis is abruptly
interrupted (Fig. 6.3B). To achieve copying of the remaining part of the genomic
RNA (around 95% of the full size) synthesis must be transferred at the 3′-end of the
molecule. This process, known as minus DNA strong stop strand transfer, is made
possible essentially by two factors: the presence of a repeated sequence (R) at the
ends of the genome, and the presence of an RNase H activity in the RT that degrades
the genomic RNA once this is part of the heteroduplex formed with the nascent
DNA strand. This degradation does not need to be coupled to DNA synthesis, since
successful transfer can be observed in viruses that carry an RNase H– mutant RT,
if complemented by mutants of RT that possess a functional RNase H domain but
are deprived of a polymerase activity (Telesnitsky and Goff 1993). Degradation of
the template RNA can therefore be performed in a polymerase-independent man-
ner and leads to the progressive degradation of the residual R sequence till when
the shortened heteroduplex becomes instable and melts. This generates a single-
stranded DNA region carrying the sequence complementary to the R sequence that
can anneal to the R sequence located at the 3′-end of the genome (Fig. 6.3B). Once
annealing has occurred (Fig. 6.3C), DNA synthesis can be resumed and proceed
across the internal regions of the genomic RNA (Fig. 6.3D).

Minus DNA strong stop strand transfer has been studied in great detail both in
infected cells as well as in reconstituted in vitro systems. Central to this process is
the sequence R. This sequence provides homology between the 5′- and the 3′-end
of the genome but also contains important signals for viral replication. For instance,
in HIV, R contains two stable hairpins, the transactivation response element (TAR)
and the polyadenylation signal, involved in transcription and RNA processing. The
size of R varies with the virus considered, spanning from the 15 nt of the MMTV
to the 247 of the HTLV-2. The analysis, in cell culture, of the effects of shorten-
ing R or its replacement by a heterologous sequence, is far from being straightfor-
ward, essentially due to the multiple functions of R that make difficult to set apart
effects on template switching, from those on reverse transcription, transcription and
RNA processing. Despite these difficulties, through combining results obtained after
infection of cells in culture with those obtained from in vitro reconstituted reverse
transcription reactions using purified components, it has been possible to address
the issue of the role of R in strand transfer.
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Deletions of R have been shown to affect strand transfer to different degrees in
different viruses, and depending on the portion of R deleted. Overall, it appears
that reducing the size of R does not necessarily impair significantly the process. For
MLV, reducing the size from the 69 nt of the full-length sequence to 12 nt retained
comparable infectious titres in single cycle infection assays (Dang and Hu 2001). The
same was true when the 3′ R sequence of HIV was reduced to 30 nt (from the 96 of the
wild-type sequence) (Berkhout et al. 1995). For SIV, the reduction of infectivity was
strongly dependent on the position of the deletion (Brandt et al. 2006).

Replacing R with heterologous sequences has indicated that the role of R in
strand transfer goes beyond that of providing a mere support for transferring DNA
synthesis from one end of the genomic RNA to the other. In MLV, replacement
of R by non-viral sequences reduced viral titre approximately by a fivefold factor
(Cheslock et al. 2000). Extensive in vitro reconstituted template switching assays
have allowed identifying structural motifs that favour transfer by permitting long
distance interactions between portions of the genomic RNA, between the genomic
RNA and the tRNA or between the nascent DNA and the genomic RNA (Berkhout
et al. 2001; Brule et al. 2000). Finally, the presence of hairpins as the TAR and the
polyadenylation hairpins for HIV has been suggested to enhance strand transfer by
favouring template switching from internal positions of R (Moumen et al. 2001).
Indeed, even if the majority of template switching events seem to occur once syn-
thesis has reached the 5′-end of the genomic RNA, the occurrence of a basal level of
strand transfer from internal positions has been described for HIV, SIV and MoMLV
(Klaver and Berkhout 1994; Kulpa et al. 1997; Lobel and Goff 1985; Ramsey and
Panganiban 1993). It has been proposed that such internal transfer events could
allow the virus to bypass the problem of addition of non-templated residues that
occurs when DNA synthesis stalls at the 5′-end of the genome. These residues can,
in fact, hamper resumption of DNA synthesis after transfer of the nascent DNA
at the 3′-end of the genome, if they do not match the sequence present in that
position.

In conclusion, the whole transfer process is driven by a delicate equilibrium
between the stability of the nucleic acids reactants at different steps of the process
that regulate timing and efficiency of melting and annealing of these components.
The viral RNA chaperon protein NC, present on the viral RNA during reverse tran-
scription, has been demonstrated to modulate most of the steps that lead to success-
ful strand transfer (Levin et al. 2005).

Synthesis of (–) DNA Across the Genome

RTs are quite slow polymerases. Based on in vitro assays using purified reverse
transcriptases, the rates of nucleotide incorporation appeared to vary dramatically,
according to the conditions employed. Data from endogenous reverse transcrip-
tion reactions with various retroviruses were instead more consistent, with esti-
mates that ranged between 0.5 and 6 nt per second (Boone and Skalka 1981; Kung
et al. 1981; O’Brien et al. 1994; Rothenberg and Baltimore 1977). Results coherent
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with these estimates were also obtained using purified HIV-1 or MoMLV RTs
(2–0.5 nt/s) when the generation of long DNA molecules was monitored (Negroni
and Buc 1999) or when measuring reverse transcription rates in HIV-1 infected cells
in culture (Thomas et al. 2007).

A hallmark of synthesis of the (–) DNA strand in most retroviruses is the fre-
quent occurrence of template switching between the two copies of genomic RNA
from internal positions of the genome. The requirement for the RT to successfully
carry out the mandatory strand transfer during (–) strong stop strand transfer (pre-
vious section) has probably selected enzymes that are prone to switch template
even when copying internal positions of the RNA. This process, known as copy
choice, has been intensively investigated during the last decades. The importance of
recombination in the evolution of this group of viruses has been known for a long
time, with its involvement in important issues as the uptake of exogenous genes
to generate the oncoretroviruses, or the generation of viruses with new character-
istics through recombination with endogenous retroviruses. The detection of such
events was, however, not indicative of how frequently recombination occurs dur-
ing the retroviral infectious cycle. It was only with the development of systems that
allowed estimating the frequency of generation of template switching events during
a single infectious cycle that such an estimate could be obtained. It is now known
that reverse transcription generates a chimeric DNA at a frequency ranging between
1 and 3 × 10–4 per nucleotide reverse transcribed, depending on the retrovirus con-
sidered (Negroni and Buc 2001).

The involvement of template switching in the replication strategy itself was
postulated decades ago with the proposal of the process of forced copy choice
(Coffin 1979). Based on the observation that fragmented RNA was frequently
recovered from retroviral genomic RNA preparations, it was proposed that recom-
bination provides a means for achieving full-length reverse transcription through
template switching, whenever reverse transcription encounters a break (Fig. 6.4A).
In vitro evidence has subsequently shown that template switching could be obtained
with purified components in reconstituted reverse transcription reactions even in the
absence of RNA breaks (copy choice). Pausing of DNA synthesis has been pro-
posed, in conceptual analogy to the presence of breaks during reverse transcription,
to promote copy choice (Fig. 6.4B). The role of stalling of reverse transcription
would be to increase the extent of degradation of the template RNA by the RNase H
activity, thereby increasing the probability of annealing between the nascent DNA
and the “acceptor” RNA (the one onto which DNA synthesis is transferred, whereas
the one where synthesis was started is defined as the “donor” RNA) (DeStefano
et al. 1994, 1992). Another important parameter for copy choice has been shown
to be constituted by the presence of RNA hairpins (Fig. 6.4C). The importance of
these hairpins seems crucial on the acceptor RNA (Moumen et al. 2003), and the
existence of a window of optimal stability for these structures to efficiently promote
copy choice has been observed in cell culture (Galetto et al. 2004). The role of these
structures would be to favour the exchange of the template annealed at the 5′-end of
the nascent DNA, from the donor onto the acceptor template. The presence of the
stem of the hairpin on the acceptor RNA would provide a double-stranded structure
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Fig. 6.4 Recombination during synthesis of minus DNA strand (copy choice). Retroviral genomic
RNA molecules are represented as black lines, and the newly synthesized DNA molecules by grey
arrows. The arrow indicates the direction of synthesis. Panel A: Forced copy-choice model for
recombination: breaks on the genomic RNA force the reverse transcriptase to transfer synthesis
onto to the second genomic RNA molecule. Panel B: Pause-induced copy-choice model: stalling
of the reverse transcriptase at a pause site (black triangle) would induce jumping of the reverse tran-
scriptase. Panel C: RNA secondary structure-induced copy-choice model. The hairpin indicates a
secondary structure on the genomic RNA. Even if this is represented in the acceptor and the donor
RNA, its presence in the acceptor molecule appears more important to promote recombination.

that allows strand exchange with the heteroduplex constituted by the nascent DNA
and the donor RNA, following a mechanism reminiscent of branch migration in Hol-
iday junctions (Galetto et al. 2006). As for (–) DNA strong stop strand transfer, also
copy choice is modulated by the NC protein (for a review see Levin et al. 2005), as
judged by experiments in reconstituted in vitro systems.

Frequent template switching has obvious consequences for viral population
dynamics and evolution since, if the two RNAs diverge, the generation of a DNA by
copying partially each genomic RNA results in genetic recombination. Copackaging
of two different RNAs depends on the probability of coinfection of the same cell by
at least two different viruses and on the probability of dimerization of their respec-
tive genomic RNAs. The frequency at which such events are fulfilled is expected
to vary in different retroviruses. For instance, for MoMLV, even when two different
genomic RNAs are produced in the same cell, the formation of homozygous viruses
is more likely than that of heterozygous particles (Onafuwa et al. 2003). In this case,
although template switching occurs at rates comparable to those of HIV, the lower
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abundance of heterozygous viruses leads to lower rates of genetic recombination
for MoMLV than for HIV (Onafuwa et al. 2003). High recombination rates could
serve to combine positive mutations, to remove deleterious mutations generated dur-
ing reverse transcription or, most likely, at both aims with a relative importance of
one aspect or the other that might change with the retrovirus considered (also see
Chapter 30 on these issues). An implication of the occurrence of frequent recom-
bination on the retroviral replication strategy concerns whether only one or both
genomic RNAs are converted into DNA, an issue for which no conclusive evidence
has been provided yet. Indeed, even if both RNAs could, in principle, be fully copied
in each viral particle, the high frequency of template switching from one genomic
RNA to the other suggests that only one genomic DNA molecule is generated. This,
at least for retroviruses yielding a high recombination rate.

Synthesis of the (+) DNA Strand and Completion
of (–) DNA Strand

Conversion of the genomic RNA into double-stranded DNA is achieved by synthe-
sis of the second (or plus) DNA strand by the viral reverse transcriptase itself that,
in addition to its RNA-dependent DNA polymerase activity, also possesses a DNA-
dependent DNA polymerase activity. Plus DNA synthesis begins while first strand
synthesis is still ongoing. As mentioned above, during synthesis of the (–) DNA
strand, the genomic RNA is degraded by the RT-encoded RNase H activity, which
can act as an exonuclease as well as an endonuclease. Degradation of the genomic
RNA is most likely not complete, although the extent at which fragments of the
genomic RNA resist to cleavage and remain temporarily associated to the (–) DNA
strand has not been conclusively established. These fragments can be used to initiate
reverse transcription at multiple sites. Accordingly, several foci where second strand
synthesis is started have been identified (Klarmann et al. 1997; Miller et al. 1995;
Thomas et al. 2007), suggesting that synthesis of the second DNA strand can be a
discontinuous process. Regardless the occurrence of multiple priming, full-length
synthesis of the (+) DNA strand always results from extension of the PPT sequence,
located immediately 5′ of the U3 sequence (Fig. 6.5A), which is temporarily resis-
tant to cleavage by the RNase H. The mechanisms leading to selection of the correct
primer for (+) DNA-strand synthesis are detailed in Chapter 19. Synthesis primed at
the PPT will then proceed across the U3, R and U5 sequence (Fig. 6.5B), and will
continue, unwinding the RNA duplex on the PBS sequence, along the tRNA until it
will be stopped by the presence of a modified nucleotide in the tRNA, immediately
downstream of the region complementary to the PBS sequence (Fig. 6.5C). Mod-
ified bases are present at this position in all tRNA used as primers by retroviruses
(Marquet et al. 1995). The copied portion of the tRNA is then unwound, either intact
or after partial cleavage by the RNase H activity (Omer and Faras 1982; Schultz et al.
1995; Smith et al. 1997), becoming single stranded. At the same time, the counter-
part of the PBS sequence on the genomic RNA is now available to serve as template
for the achievement of (–) DNA-strand synthesis (Fig. 6.5D). As a result, the PBS
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Fig. 6.5 (continued)
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sequence has been copied into DNA on the tRNA as well as on the genomic RNA,
generating complementary DNA sequences. Annealing between the two resulting
sequences is therefore possible, generating a circular DNA intermediate (Fig. 6.5E).
This process constitutes the (+) DNA strand transfer. Synthesis of (+) DNA can
then proceed through the internal parts of the genome (Fig. 6.5F). Concomitantly,
synthesis of (–) DNA proceeds, by strand displacement synthesis along the U5,
R and finally the U3 region (Fig. 6.5F). After copying this sequence, synthesis is
stopped by the absence of template, since the RNA PPT sequence has eventually
been degraded by the RNase H (panel D). As for (–) DNA strong stop strand trans-
fer, also this complex series of unwinding and annealing events is assisted all the
way through by the RNA chaperone protein NC (for an exhaustive review on this
topic, see Levin et al. 2005). Finally this process results in the generation of a com-
plete double-stranded pre-proviral DNA, competent for integration into the host′s
genome (Fig. 6.5F).

In several lentiviruses, an additional second DNA synthesis begins from another
cleavage-resistant purine-rich sequence, located near the middle of the RNA
genome, the cPPT. This concomitant DNA synthesis leads to the generation of a
discontinuous (+) DNA strand that is constituted by two parts, partially overlapped.
The structure including the overlapped part is called central FLAP and it has been
suggested to be involved in transport of genomic DNA from the cytoplasm into the
nucleus (Zennou et al. 2000).

Integration

Once the double-stranded final product of reverse transcription is generated, pre-
proviral DNA must be integrated in the genome of the infected cell, a process medi-
ated by the retroviral integrase. In order for the pre-proviral DNA to gain access

�

Fig. 6.5 Plus-strand DNA strand transfer and completion of reverse transcription. Symbols and
abbreviations are as in Fig. 6.3. Panel A presents the situation given in panel D of Fig. 6.3, without
drawing the degraded RNA (dotted grey line in Fig. 6.3). Panel B: Synthesis of (–) DNA proceeds
and concomitantly synthesis of (+) DNA (grey thick line) begins using as primer the polypurine
tract (ppt), which has not been degraded by the RNase H activity of RT. For clarity, pairing of (+)
and (–) DNA strands is indicated simply by drawing the two strands running parallel. Panel C:
Synthesis of both DNA strands progress, and synthesis of plus-DNA strand (grey) proceeds along
the first 18 nt of the tRNA before being arrested by the presence of a modified nucleotide on the
tRNA (see text), and displacing the genomic RNA on the PBS sequence. Panel D: Minus-DNA
synthesis proceeds across the DLS sequence and copies the PBS region of the genomic RNA.
Copied RNA sequences are degraded (for simplicity also the PPT is indicated to be degraded at
this moment). Panel E: Complementary PBS sequences on the two DNA strands pair. For clarity,
starting from this panel the polarity of the DNA strands is simply given by the direction of the
arrows (5′–3′). Panel F: Both syntheses progress, (–) DNA synthesis (black) displacing the strand
ahead, which is the tail of the same (–) DNA strand. Panel G: (+) DNA strand synthesis is com-
pleted, generating the full-length structure of pre-proviral DNA ready for integration (the portions
constituting the LTRs are indicated).
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to the cellular chromosomes, certain retroviruses require disruption of the nuclear
membrane or cell-cycle progression of their target cells (reviewed in Yamashita and
Emerman 2006). Some simple retroviruses, as gammaretroviruses, need the infected
cell to undergo mitosis, likely because they necessitate the nuclear membrane to be
disrupted, while alpharetroviruses integrate in resting cells but require cell-cycle
progression for replication. In the case of lentiviruses, the preintegration complexes
can successfully enter the nucleus of non-dividing cells through an active transport
of the viral DNA across an intact nuclear membrane, likely mediated by cellular and
viral factors. Both ends of the DNA molecules generated after reverse transcription
are constituted by the LTRs, which contain the sequences recognized by the inte-
grase. Integration occurs in two steps: in a first instance, removal of two nucleotides
from the 3’ extremities of the pre-proviral DNA occurs, while in the second step,
the 3′OH groups attack the target DNA and, through a strand transfer process, these
are ligated to the nicked host DNA (see Chapter 21 for a comprehensive description
of the integration process). This process generates a short duplication of sequences
flanking the proviral DNA, whose size will depend on the distance at which the
attacks were done by the integrase on the host DNA. This distance varies from 4 to
6 nt depending on the retrovirus (for a review see Lewinski and Bushman 2005).

Integration in the DNA of the infected cell does not occur at specific sequences.
However, preferences for integration into actively transcribed regions have been
reported (Schroder et al. 2002; Wu et al. 2003), as well as weak, but statistically sig-
nificant preferences for symmetric target sequences (Holman and Coffin 2005; Wu
et al. 2005). Nevertheless, different viruses show preferences for different sequences
(Mitchell et al. 2004).

Replication of the Viral Genome: From Double-Stranded
DNA to RNA

Transcription and RNA Processing

Once the provirus is established, the cis-acting elements that regulate viral tran-
scription, contained in the U3 region of the provirus, lead to synthesis of full-length
genomic RNA from the 5′ LTR region. Although most retroviral promoters are
efficient enough to constitutively yield high levels of RNA, this transcriptional effi-
ciency will depend on the infected cell type, the availability of the required tran-
scription factors, as well as on the site of integration in the cellular genome (Fein-
stein et al. 1982). The U3 region contains the core promoter as well as enhancer
sequences. The promoter harbours a TATA box and a CCAAT box, which bind
TFIIB and CEBP respectively, as any eukaryotic promoter. Various retroviruses also
use also enhancers containing recognition motifs for ubiquitous transcription fac-
tors, such as Sp1, Nuclear Factor 1 (NF1) or the Ets family of factors; while, others
more specific, either tissue-specific or ligand-dependent activators, can modulate
transcription in certain retroviruses, as is the case of the glucocorticoid receptors
by MMTV (Archer et al. 1992), or NF-kB in the case of HIV (Nabel and Balti-
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more 1987). On the other hand, certain cell types can produce proteins that have a
negative effect on transcription mediated by the LTR. These phenomena have been
mostly described for MoMLV, where a protein from embryonic cells can bind to the
LTR and inhibit initiation of transcription (Tsukiyama et al. 1990), or a stem-cell
factor that binds to the tRNA recognition site (Loh et al. 1990; Petersen et al. 1991).

The genome of complex retroviruses encode viral transcriptional activators, like
the protein Tax for HTLV or Tat for HIV which are, by far, the better characterized
among retroviruses. In the case of Tax, it will trans-activate the RNA transcrip-
tion by binding specific sequences in the LTR, in conjunction with cellular pro-
teins, and creating a positive feedback loop that will boost transcription (Bex and
Gaynor 1998; Yoshida 1994). The Tat protein from HIV binds, instead, to a hairpin
structure in the 5′-end of the nascent RNA, creating a complex with host proteins
that increases the capability of the RNA polymerase to elongate across the whole
provirus (Dingwall et al. 1990; Sharp and Marciniak 1989).

After transcription reaches the 3′ LTR, it can continue on the flanking sequences
of the host genome. Nevertheless, the transcripts are cleaved and polyadenylated at
the R-U5 border of the LTR, giving rise to a stable unspliced RNA molecule that
is exported to the cytoplasm to serve as genomic RNA for the viral progeny and
to be used for translation of the Gag and Gag-Pol polyproteins. All the same, a
portion of the RNA pool is spliced before being exported from the nucleus, gen-
erating subgenomic-sized messenger RNAs. In simple retroviruses a single spliced
mRNA encodes the Env glycoprotein, while complex retroviruses yield multiple
spliced mRNAs encoding the Env glycoprotein and a variety of auxiliary proteins
(Fig. 6.1).

The number of multiple spliced mRNAs and the complexity of the splicing
patterns stand for a highly regulated process. Normally, cellular nascent RNAs
are processed before nuclear export, in a way that only mature mRNAs will be
present in the cytoplasm to lead gene expression. This contrasts the need of retro-
viruses to avoid the uncontrolled complete splicing of their RNAs. To circumvent
this problem, retroviruses use splice sites that do not match consensus splice and
donor sequences, therefore lacking efficiency in promoting splicing, and allowing
the appearance of all the subgenomic population of mRNAs, that will differ in
the number of splicing events and the choice of alternative splice sites (Katz and
Skalka 1990). As mentioned before, in the late phases of the infectious cycle, also a
completely unspliced RNA must be exported from the nucleus: the genomic RNA.
This problem has been intensively studied particularly for HIV, for which export is
obtained through the interaction of a highly structured sequence (the Rev responsive
element) with the viral protein Rev (Malim et al. 1989), which mediates the inter-
action with cellular proteins involved in the nuclear export pathway (Strebel 2003).

Translation

Once in the cytoplasm, translation takes place generating precursor proteins that
will be processed during and after viral assembly to generate the mature infectious
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particles. One characteristic of retroviruses is that multiple proteins are encoded by
the same ORF, which constitutes an advantage for viral assembly since polypro-
teins are targeted at the same moment to the site of assembly, also ensuring that the
different proteins will be present at proper ratios after processing.

The Gag and Pol proteins are translated from the full-length viral RNA. The
Gag polyprotein comprises the MA, CA and NC proteins from N to C terminus.
The N terminus of the protein is hydrophobic in order to drive this protein to the
cell membrane. In some retroviruses, the N terminus is hydrophobic enough, but in
most retroviruses a myristyl residue is attached to augment the hydrophobicity of the
protein. The PR (protease) is expressed in different ways in different retroviruses.
In some cases it is expressed alone, from a single ORF, while in others it can be
fused either to the 3′ terminus of Gag or, in most cases, to the 5′ extremity of Pol,
that yields the RT and IN proteins.

Since the amount of proteins with catalytic functions required by the virus is
much less than the amount of structural proteins, retroviruses have developed a pro-
cess by which they modulate the relative abundance of the different proteins. In
fact, the full-length RNA will yield either the Gag polyprotein or an even larger
polyprotein containing Gag-Pol. The latter polyprotein results from a process of
translational read-through that takes place in almost 10% of translations, in which
the stop codon for the Gag protein (present, i.e. between Gag and Pol) is misread as
a sense codon, allowing translation to proceed and leading to the synthesis of Pol
fused to Gag (Yoshinaka et al. 1985). In other cases, when the proteins are in dif-
ferent ORFs, a process of translational frameshifting, in which the ribosomes slips
one nucleotide backwards, is used to solve this problem (Jacks and Varmus 1985).
These polyproteins are then processed to yield individual proteins (see below).

The env gene is instead expressed from a different subgenomic RNA. The pro-
tein is directed to the rough endoplasmic reticulum by a hydrophobic signal peptide,
which is then removed by a cellular protease, and the protein is heavily glycosy-
lated (Einfeld 1996). It folds and oligomerizes in the endoplasmic reticulum, prior
to being imported to the Golgi apparatus, where it is cleaved by cellular furin pro-
teases to form the SU and TM subunits that remain together through non-covalent
bonds. The proteins are then transported to the cell membrane for recruitment during
budding.

Late Phases of the Infectious Cycle

The Gag precursor protein drives assembly of the retroviral particle, since its pres-
ence is sufficient to generate virus-like particles that resemble immature ones, except
for the absence of genomic RNA and Env proteins. Most retrovirus assemble at the
plasma membrane, though for others assembly takes place in the cytoplasm and they
are then transported to the plasma membrane where they acquire the envelope dur-
ing budding. Three domains of the Gag precursor mediate assembly: The M domain
(for membrane-binding) is located in the MA region, at the N-terminus of Gag,
and it is required for those retroviruses that assemble at the cell membrane. The I
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domain (for interaction) is present in the CA and NC portions of the precursor and is
necessary for Gag–Gag interactions. The L, or late domain, is necessary for efficient
release of viral particles from the cell, as well as for interaction with cellular partners
involved in protein sorting. Together with the Gag precursor, Gag-Pol polyproteins
will also be incorporated in viral particles, but 10–20 times less abundantly than
the Gag precursor. The genomic RNA, which dimerizes prior to encapsidation, is
incorporated into the viral particle through interaction between the NC portion of
the Gag precursor and the packaging signal contained in the genomic RNA (Paillart
et al. 2004). The host tRNA primer, needed to prime first strand DNA synthesis, is
also packaged at this stage.

During and after budding of the viral particles from the surface of the infected
cells, the Gag and Gag-Pol precursor proteins are cleaved by the viral protease to
release the individual proteins present in the infectious virus (Vogt 1996). Precursors
are not cleaved until they are assembled, since PR is a homodimer and requires
assembly for activation. This maturation process leads to morphological changes in
the viral core, which, after being released from the cells, appears as a more dense
structure, detached from the viral envelope. The mature particle is thereby generated
and can begin a new infectious cycle.
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Chapter 7
Hepadnaviral Genomic Replication

John E. Tavis and Matthew P. Badtke

The Hepadnaviruses

Hepadnaviruses are small, enveloped, hepatotropic DNA viruses. Despite having
a DNA genome in the mature virions, they are replicated by reverse transcrip-
tion of an RNA intermediate (for a comprehensive review see Seeger et al.,
2007). Hepadnaviruses infect humans [Hepatitis B virus (HBV)], some primates
(wooly monkeys and chimpanzees), rodents (squirrels and woodchucks), and birds
(ducks, geese, and storks) (Sprengel et al., 1988; Schoedel et al., 1989; Lanford
et al., 1998; Prassolov et al., 2003). The human pathogen HBV chronically infects
350–400 million people world-wide and kills approximately 1 million people each
year (Ganem and Prince, 2004). Significant differences exist among the hepad-
naviruses, but they are all highly hepatotropic, establish chronic infections, fol-
low the same replication cycle, and have nearly identical genetic organizations. The
hepadnaviral genomic replication mechanism has been investigated primarily with
HBV and Duck Hepatitis B virus (DHBV).

Hepadnaviral Genomic Structure

Hepadnaviral virion-derived DNA is circular and partially double stranded
(Fig. 7.1). The genome is very small, ∼3200 bp for the mammalian viruses and
∼3000 bp for the avian viruses. The minus-polarity DNA strand is slightly longer
than the length of the viral genome, and its 5′ end is covalently attached to the
viral reverse transcriptase (P). The plus-polarity DNA strand has a short, capped
RNA oligomer at its 5′ end and circularizes the viral DNA by annealing to both the
3′ and the 5′ ends of the minus-polarity DNA strand. The plus-polarity DNA is
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Fig. 7.1 The hepadnaviral genome. DNAs are represented as black lines, and their polarities are
indicated by + or –. The dashed segment of the plus-polarity DNA indicates the variable position
of its 3′ end. P covalently bound to the 5′ end of the minus-polarity DNA is represented as an oval,
and the capped RNA oligomer at the 5′ end of the plus-polarity DNA is in grey.

shorter than the full length of the genome, leaving a single-stranded region in the
DNA. In the mammalian hepadnaviruses, the plus-strand DNA extends on aver-
age about half the length of the genome, whereas in the avian viruses the plus-
polarity DNA is nearly full length (Summers et al., 1975; Lien et al., 1987). This
unusual structure is a direct result of the reverse transcription mechanism that pro-
duces the DNA.

Viral Replication Cycle

Viral replication (Fig. 7.2; reviewed in Seeger et al., 2007) starts with binding of
the virus to hepatocytes through an unknown receptor. Fusion of the viral envelope
with a cellular membrane releases the subviral core particle into the cytoplasm
(Step 1), and then the core particle is transported by a poorly understood process
to the nucleus, where it releases the viral DNA (Step 2). The DNA is repaired
to a covalently closed circular episome (cccDNA) (Step 3), which is the tem-
plate for transcription (Step 4). Three or four viral mRNAs are synthesized and
transported to the cytoplasm, where they are translated to produce five to seven
viral proteins (Step 5) (message and protein numbers depend on the viral species).
One of the largest RNAs (the pregenomic RNA, or pgRNA) is encapsidated as a
nucleoprotein complex together with P into nascent core particles whose icosa-
hedral shells are composed of the single viral capsid protein, C (Step 6). Reverse
transcription occurs in the cytoplasm within subviral core particles, with synthe-
sis of the minus-polarity DNA (Step 7) followed by production of plus-polarity
DNA (Step 8). Mature core particles are then either transported back into the
nucleus to maintain the pool of transcriptional templates (Step 9) or they bud
through post-endoplasmic reticulum/pre-Golgi membranes to acquire the envelope
(Step 10). The mature viruses are then secreted from the cell non-cytolytically
(Step 11).
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Fig. 7.2 The hepadnaviral replication cycle. The large rectangle represents a hepatocyte, the
large oval is the nucleus, and the “ER/Golgi” shape indicates the post-endoplasmic reticulum/pre-
Golgi compartment. RNAs are shown as grey lines and DNAs are shown as black lines. The small
grey oval represents P, the hexagon is the core particle, and the circle surrounding the hexagon is
the viral envelope.

Repair of the cccDNA and Transcription of the pgRNA

Once the virion-derived DNA is delivered into the nucleus it is repaired to fully
double-stranded cccDNA. The DNA polymerase activity of P is probably not needed
for cccDNA formation because ablating DHBV DNA polymerase activity with
phosphonoformic acid has no effect on cccDNA accumulation in primary duck hep-
atocytes (Mason et al., 1987), and nucleoside analog inhibitors only partially reduce
formation of HBV cccDNA following infection of permissive Tupaia primary hep-
atocytes (Kock et al., 2003). These data imply that the gap in the plus-polarity DNA
is filled by cellular DNA polymerases, but it remains possible that P may contribute
to other reactions during repair of the incoming viral DNA to cccDNA.

The cccDNA is the template for viral transcription by host RNA polymerase II
(Rall et al., 1983). Three or four sets of 3′ co-terminal mRNAs are produced by
transcription from three or four promoters. None of the hepadnaviral RNAs con-
tain classic introns, although spliced forms have been observed in cultured cells and
infected liver (Su et al., 1989; Obert et al., 1996). The pgRNA (Fig. 7.3, line 1) is one
of the genomic-length RNAs. It plays a key role in reverse transcription because it
is the mRNA for both viral proteins required for genomic replication (C and P), and
it is also the template for reverse transcription. The pgRNA is terminally redundant
due to read-through of the single viral poly-adenylation site during the first pass of
the RNA polymerase around the circular cccDNA template, followed by recognition
of the same poly-adenylation signal the during second pass (Russnak and Ganem,
1990). The pgRNA contains several elements important for viral replication, espe-
cially the direct repeats DR1 and DR2 and a stem loop called ε.
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Fig. 7.3 Hepadnaviral reverse transcription. The pgRNA is shown as a grey line, Cap indicates
the 5′ cap on the pgRNA, and An is the polyA tail. DNAs are shown as black lines, and arrowheads
indicate their growing 3′ ends. R represents the large terminal redundancy in the pgRNA, r is the
small terminal redundancy in the minus-polarity DNA, and boxes labeled 1 or 2 represent DR1 and
DR2. P is represented as a grey oval. The nucleic acids are shown fully extended for clarity.

Encapsidation

Hepadnaviral reverse transcription occurs exclusively within nascent cytoplasmic
core particles. Core particles are formed in a two-step process, in which P first binds
to ε at the 5′ end of the pgRNA, and then the icosahedral capsid polymerizes around
the P:pgRNA complex. Neither the P nor the pgRNA enters capsids if this complex
does not form (Hirsch et al., 1990; Bartenschlager et al., 1990; Junker-Niepmann
et al., 1990). Binding of P to the pgRNA appears to be co-translational because
pgRNA molecules that encode P are preferentially packaged in competition experi-
ments employing wild-type and P-deficient pgRNAs (Hirsch et al., 1990). ε is suffi-
cient to direct encapsidation of the mammalian pgRNAs; however, encapsidation of
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the avian pgRNAs requires a second signal located internally in the pgRNA (Hirsch
et al., 1991; Calvert and Summers, 1994).

Binding of P to ε is not a simple binary reaction, but rather requires the active
participation of cellular chaperones including HSP90, HSP23, and perhaps others
in an ATP-dependent reaction (Hu and Seeger, 1996; Hu et al., 1997). These results
are reminiscent of the role of chaperones in binding to steroid receptors and holding
them in a binding-competent state (Jakob and Buchner, 1994; Bohen et al., 1995;
Kimura et al., 1995). Chaperones also appear to be involved in binding of HBV P to
the pgRNA (Park and Jung, 2001; Park et al., 2002a, b).

Minus-Polarity DNA Synthesis

Hepadnaviral reverse transcription was first identified by the seminal studies of
Summers and Mason with DHBV (Summers and Mason, 1982). Reverse transcrip-
tion is primed by P itself, resulting in covalent linkage of the product DNA to P.
Priming employs a tyrosine in the terminal protein domain (Y96 in DHBV or Y63
in HBV) (Zoulim and Seeger, 1994; Weber et al., 1994; Lanford et al., 1997). The
covalent linkage of the 5′ end of the DNA to P persists throughout reverse transcrip-
tion and is responsible for the solubility in phenol that is characteristic of hepad-
naviral DNAs (Gerlich and Robinson, 1980).

A bulge in the 5′ copy of ε acts as the template for the priming reaction, but DNA
synthesis arrests after 3–4 nt (Fig. 7.3, Step 2) (Wang and Seeger, 1993; Tavis et al.,
1994; Nassal and Rieger, 1996), yielding a very short protein-linked nascent minus-
strand DNA. This nascent DNA is transferred to the 3′ copy of a 12 nt repeat ele-
ment, direct repeat 1 (DR1) (Fig. 7.3, Step 3) in the first of the three strand-transfer
reactions of reverse transcription (Wang and Seeger, 1993; Tavis et al., 1994; Nassal
and Rieger, 1996). Homology between the nascent DNA and DR1 contributes to the
transfer of the nascent minus-strand DNA to DR1, but the homology is too small to
guide transfer to a unique position, so protein contacts and/or higher-order template
structures must assist in directing the transfer (Tavis and Ganem, 1995; Loeb and
Tian, 1995). Once annealed to the 3′ copy of DR1, the nascent minus-strand DNA
is extended to its full length, terminating when P reaches the 5′ end of the pgRNA.
Concomitantly with DNA synthesis, the template pgRNA is degraded by the viral
RNAseH (Fig. 7.3, Step 4) (Summers and Mason, 1982).

Positive-Polarity DNA Synthesis

Upon completion of the full-length minus-polarity DNA, RNAseH digestion leaves
a capped RNA oligomer annealed to the short terminal duplication at the 3′ end
of the newly synthesized minus-strand DNA (“r”, Fig. 7.3, Step 5). This RNA
oligomer is then transferred to a second copy of the direct repeat (DR2) (Fig. 7.3,
Step 6) (Seeger et al., 1986; Staprans et al., 1991), where it primes synthesis of
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positive-polarity DNA. The 5′ end of the plus-polarity DNA remains attached
to the RNA primer throughout reverse transcription (Seeger et al., 1986). Transfer
of the RNA oligomer fails about 10% of the time, and in this case, in situ priming of
the plus-strand DNA from the untransferred primer produces a duplex linear copy
of the genome (Staprans et al., 1991). Although these duplex linear genomes are
normally dead-end products, they can produce progeny viruses with low efficiency
through a complex recombination-mediated process termed illegitimate replication
(Wang and Summers, 1995). Following successful transfer of the RNA oligomer,
plus-polarity DNA synthesis proceeds a short distance to the 5′ end of the minus-
polarity DNA (Fig. 7.3, Step 6). Finally, the third strand transfer circularizes the
genome by transferring the growing 3′ end of the plus-strand DNA from the 5′ to
the 3′ end of the minus-strand DNA template, employing homology between the 3′

end of the plus-strand DNA and the short terminal redundancy of the minus-strand
DNA (Fig. 7.3, Step 7) (Molnar-Kimber et al., 1984). The plus-strand DNA is then
extended a variable length along the minus-polarity DNA, where it terminates pre-
maturely, leaving a single-stranded gap of variable length in the progeny viral DNA
(Summers et al., 1975; Lien et al., 1987). This partially double-stranded DNA is the
mature genome found within extracellular hepadnaviral virions.

Cis- and Trans-Acting Factors in Reverse Transcription

The three strand transfers of reverse transcription must be directed by protein activ-
ities somewhat analogous to those involved in DNA recombination because the
short nucleotide homologies between the strands are insufficient to provide ade-
quate sequence specificity to the transfers, and at least the plus-strand primer trans-
fer is energetically unfavorable because there is a net loss of base pairing following
transfer. Because P is the only viral enzyme involved in reverse transcription, it
is assumed that P promotes the transfers. However, the only data supporting this
assumption is provided by a deletion of 10 amino acids near the amino-terminus of
DHBV P, which has little effect on synthesis of the first few nucleotides of DNA, but
greatly diminishes the first strand transfer and subsequent DNA elongation (Gong
et al., 2000).

The cis-acting nucleic acid structures contributing to reverse transcription are
better understood than are the trans-acting factors. The first such structures to be
identified were the direct repeats DR1 and DR2 and the terminal redundancies in
the pgRNA and the minus-polarity DNA (Seeger et al., 1986). These structures
contribute to reverse transcription by providing the regions of homology needed
to guide the strand transfers. ε was initially identified as the primary element of
the pgRNA encapsidation signal, and its role as the origin of reverse transcrip-
tion was subsequently discovered. Although the nucleic acids in Fig. 7.3 are shown
fully extended to illustrate reverse transcription as simply as possible, the template
strands appear to adopt discrete secondary structures that promote the strand trans-
fers (Fig. 7.4). Base pairing in the pgRNA between a cis-acting element termed
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Fig. 7.4 Higher-order nucleic acid structures that guide the strand transfers. Reverse tran-
scription occurs on highly ordered nucleic acid structures that promote the strand transfers. The
symbols and step numbers are the same as in Fig. 7.3; thin lines between nucleic acids indicate
base pairing. (A) The juxtaposition of the 5′ copy of ε and the 3′ copy of DR1 through base pair-
ing between φ and ε that is believed to promote the minus-polarity DNA strand transfer. (B) The
structure of the minus-strand DNA that promotes the plus-strand DNA primer transfer from DR1
to DR2. M3 and M5 are the 3′ and 5′ portions of the M element. (C) The structure of the DNA
immediately after the second strand transfer in plus-polarity DNA synthesis that circularizes the
DNA. Adapted from Tang and McLachlan (2002) and Liu et al. (2003).

φ (or β) which lies between DR2 and the 3′ copy of DR1 and the 5′ half of ε

(Fig. 7.4A) contributes to efficient minus-strand DNA synthesis. Base pairing
between φ and ε would align the nascent minus-polarity DNA and the 3′ copy of
DR1 (Tang and McLachlan, 2002; Shin et al., 2004) and would also destabilize ε;
both of these events would aid the first strand transfer. The DHBV plus-polarity tem-
plate switches require at least three cis-acting sequences in the minus-polarity DNA
termed 5E, M, and 3E. 5E and 3E bind to the 5′ (M5) and 3′ (M3) portions of M, and
this binding is essential to guide both plus-strand primer translocation and genome
circularization (compare Fig. 7.3, Steps 5 and 7 with Fig. 7.4B and C) (Mueller-Hill
and Loeb, 2002; Liu et al., 2003). In addition, a small DNA hairpin near the 3′ end
of the minus-polarity DNA overlapping the 5′ end of DR1 contributes to efficient
plus-polarity primer translocation (Habig and Loeb, 2002). The cis-acting signals
in HBV are less well characterized, but HBV appears to contain sequences analo-
gous to 5E, M, and 3E, plus additional cis-acting sequences that contribute efficient
synthesis of mature viral DNA (Liu et al., 2004; Lee et al., 2004).

Participation of the Capsid in Reverse Transcription

Reverse transcription occurs within subviral core particles, and mutations to the
carboxy-terminal region of DHBV and HBV C inhibit extension of plus-strand
DNA and can impede plus-polarity primer translocation (Schlicht et al., 1989; Yu
and Summers, 1991; Nassal, 1992). C in immature capsids is phosphorylated at its
C-terminus, whereas C in secreted capsids containing mature DNA is fully dephos-
phorylated (Schlicht et al., 1989; Perlman et al., 2005). Recent data with DHBV
indicate that sequential phosphorylation–dephosphorylation of C may regulate DNA
synthesis because minus-polarity DNA synthesis requires negative charges on the
C-terminus of C, whereas plus-polarity DNA synthesis is inhibited by negative
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charges on C (Basagoudanavar et al., 2007). In addition to modulating plus-polarity
DNA synthesis, blocking phosphorylation of HBV C can inhibit encapsidation of
the pgRNA (Gazina et al., 2000) and lead to reverse transcription of spliced RNAs
that were aberrantly encapsidated (Kock et al., 2004).

Fidelity of HBV Reverse Transcription

P lacks a proof-reading 3′ to 5′ exonuclease activity and hence hepadnaviral
genomic replication is error prone, as is the case for all reverse-transcribing ele-
ments. Technical limitations in producing purified P coupled with its inability to
accept exogenous primer templates (Radziwill et al., 1988) have prevented direct
measurements of P’s intrinsic error rate. However, mutations accumulate in the HBV
genome at a rate of approximately 4 × 10–5 substitutions per site per year during
natural infections (Fares and Holmes, 2002). This mutation fixation rate is about
two orders of magnitude lower than similar estimates for Human Immunodeficiency
Virus (HIV) (2.7–6.7 × 10–3) (Leitner and Albert, 1999), presumably due to stricter
selection pressures stemming from the unusually dense packing of genetic informa-
tion in the HBV genome: Every nucleotide in the HBV genome encodes protein,
over half of the sequences encode two proteins simultaneously in overlapping read-
ing frames, and there are a large number of promoters and cis-acting sequences
that are essential for mRNA production and reverse transcription. Therefore, HBV
appears to have fewer degrees of freedom to tolerate mutations than do most other
viruses.

Structure of P

No three-dimensional structural data exist for P, but homology alignments and
mutational analyses have revealed that P contains four domains (Fig. 7.5; Radziwill
et al., 1990; Chang et al., 1990). The terminal protein domain (TP) contains the
tyrosine residue that primes DNA synthesis and covalently links P to the viral

7866543822011

RTTP Spacer RH

Y96 YMDD D715

Fig. 7.5 Domain structure of P. The amino acid numbers for the domain boundaries are shown
for DHBV P; they are approximate and are based on homology alignments with the other hepad-
naviral P proteins and with retroviral reverse transcriptases. TP is the terminal protein domain, RT
represents the reverse transcriptase domain, RH indicates the RNAseH domain, Y96 is the tyro-
sine that forms the covalent linkage to the minus-polarity DNA, YMDD represents amino acids
511–514 that form a key motif of the reverse transcriptase active site, and D715 is a key residue of
the RNAseH active site.
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DNA (Y96 in DHBV, Y63 in HBV) (Zoulim and Seeger, 1994; Weber et al., 1994;
Lanford et al., 1997). The spacer domain has no known function other than to
link the TP domain to the rest of the molecule. The reverse transcriptase (RT) and
RNAseH (RH) domains contain the two known enzymatic active sites (Radziwill
et al., 1990; Chang et al., 1990), and these domains share weak homology with
the RT and RH domains of reverse transcriptases from the retroviruses and other
retro-elements (Schodel et al., 1988; Poch et al., 1989; McClure, 1993; Li et al.,
1995). The three-dimensional structure of part of the HBV RT domain has been
modeled based on the HIV RT domain (Das et al., 2001). This model appears to
be largely accurate at an atomic level because the mechanism of mutations that
provide resistance to nucleoside analog drugs can be productively interpreted from
it (reviewed in Shaw et al., 2006). The size and multimeric state of P in viral
particles have been difficult to discern due to its low abundance in core particles and
its covalent linkage to the product DNA. We recently found that DHBV P acts as a
full-length monomer both in vitro and in vivo (Zhang and Tavis, 2006). Therefore,
a single P monomer is encapsidated into each nascent core particle, primes DNA
synthesis, synthesizes minus- and plus-polarity DNA, and participates in the three
strand transfers of DNA synthesis, with all steps after DNA priming performed
while P is covalently coupled to its product DNA.

In vitro reconstitution studies with recombinant DHBV P expressed in
Escherichia coli revealed that production of active P requires addition of the molec-
ular chaperones HSP90, HSP70, HSP40, HSP23, and HOP (Hu and Seeger, 1996;
Hu and Anselmo, 2000; Beck and Nassal, 2001; Hu et al., 2002). At least HSP90
and HSP23 remain bound to DHBV P and are encapsidated with the P:pgRNA
ribonucleoprotein complex (Hu and Seeger, 1996; Hu et al., 1997). However, the
chaperones do not appear to be actively involved in subsequent steps of reverse
transcription because inhibiting HSP90 function with geldanamycin does not block
reverse transcription when it is added to RNA-containing capsids (Hu et al., 1997).
Chaperones are also involved in producing active HBV P (Park and Jung, 2001; Park
et al., 2002a, b; Hu et al., 2004). Therefore, P functions as part of a macromolecular
complex containing cellular chaperones and viral nucleic acids.

P Is Structurally Dynamic

P must be structurally dynamic to catalyze the complex reverse transcription path-
way while covalently bound to its product DNA. Data supporting a dynamic nature
for P are provided by the observation that binding of P to ε induces a conforma-
tional alteration in the RT domain of P which is essential for encapsidation of the
P:pgRNA complex and for enzymatic activation of P (Tavis and Ganem, 1996; Tavis
et al., 1998). Presumably, the chaperones bound to P promote this structural alter-
ation. Because ε is the principal cis-acting element of the viral encapsidation signal,
the discovery that ε activates P revealed an unexpected parallel in the metabolism
of the hepadnaviral and retroviral reverse transcriptases. Most retroviral reverse
transcriptases are synthesized as inactive gag-pol fusion proteins that are
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Pi Pi:εε
ε

Pp:ε Pe

ε

ε PFA
Sensitive

PFA
Resistant

Fig. 7.6 Dynamic maturation of P during reverse transcription. Pi is the inactive primary
translation product, Pp is P in the priming mode that is competent for encapsidation and priming
after the structural alteration induced by binding to ε, and Pe is P in the elongation mode that is
competent for RNA- and DNA-dependent DNA synthesis following the first strand transfer. The
reverse reactions are shown with dashed arrows because they either have not yet been demonstrated
or are highly disfavored.

encapsidated through polymerization of gag, and then are activated by proteolytic
cleavage from gag. Enzymatic activation of the hepadnaviral P is also coupled to
encapsidation, but the virus has used the binding between the P and the encapsida-
tion signal, ε, to trigger enzymatic maturation.

A second observation indicating that P is dynamic is that the DNA polymerase
active site of P must accommodate the TP domain and ε in the priming reaction,
and later it must accept the elongating DNAs hybridized to either RNA or DNA.
A change in the polymerase active site following the first strand transfer is evident
biochemically because DNA synthesis prior to strand transfer is resistant to phos-
phonoformic acid (PFA), whereas later DNA synthesis is sensitive to PFA (Wang
and Seeger, 1992; Stashcke and Colacino, 1994).

These data can be summarized in a maturation pathway for P (Fig. 7.6). P is
translated as an inactive enzyme (Pi), and chaperone-mediated binding to ε on the
pgRNA yields a Pi:ε complex. P then undergoes a structural alteration to the priming
mode (Pp) and the Pp:ε complex is encapsidated. Following initiation of DNA syn-
thesis and the first strand transfer, P undergoes its final known alteration and enters
the elongation mode (Pe). Pe synthesizes the large majority of the viral genome, and
it appears to be the form found in secreted virions.

DNA Synthesis Regulates Envelopment

Hepadnaviral virions exported from the cell contain only mature viral genomes,
whereas the immature cores within cells contain genomes at all stages of synthe-
sis (Mason et al., 1982; Weiser et al., 1983). This observation led to the hypothesis
that DNA synthesis induces a signal that is passed to the exterior of the core parti-
cle to trigger binding to the surface glycoproteins and encapsidation (Summers and
Mason, 1982). Envelopment of mutant DHBV and HBV viruses lacking RNAseH
activity requires extensive minus-strand DNA synthesis (Gerelsaikhan et al., 1996;
Wei et al., 1996), but envelopment of wild-type DHBV requires both minus-strand
and plus-strand DNA syntheses (Yu and Summers, 1991; Perlman and Hu, 2003).
Therefore, accumulation of double-stranded nucleic acids in cores may trigger the
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envelopment signal. The envelopment signal itself may involve dephosphorylation
of C because intracellular capsids contain phosphorylated C, but C in extracellu-
lar virions is fully dephosphorylated (Schlicht et al., 1989; Perlman et al., 2005).
The possibility that double-stranded nucleic acids induce a dephosphorylation-
dependent change in the conformation of C needed for envelopment is consistent
with the ability of certain mutations in HBV C to permit envelopment of capsids
containing immature viral DNAs (Yuan et al., 1999).

Outstanding Questions in Hepadnaviral Reverse Transcription

Through a large number of studies conducted since Summers and Mason defined
the hepadnaviral reverse transcription pathway (Summers and Mason, 1982), we
now understand hepadnaviral genomic replication in considerable molecular detail,
especially the nucleic acid intermediates involved. This knowledge has contributed
to development of four nucleoside analog drugs that can successfully control viral
replication in many individuals. However, development of HBV strains resistant
to the nucleoside analogs is a major problem that limits the duration of effective
control of viral replication in most patients (Shaw et al., 2006). Consequently, a bet-
ter understanding of reverse transcription is needed to develop additional antiviral
compounds that could be used in combination with the existing nucleoside analogs
to forestall development of resistance. To achieve this goal, we must improve our
understanding of the enzymology of reverse transcription. Key advances that are
needed would be to understand at a molecular level the three strand-transfer reac-
tions, the role that the molecular chaperones play during reverse transcription, and
the contribution of the capsid structure to reverse transcription. Most importantly,
we need to obtain atomic-resolution structures for each of the various conformations
adopted by P during reverse transcription.
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Chapter 8
Rhabdoviruses

Sean P.J. Whelan

Introduction

Vesicular stomatitis virus (VSV) has long served as paradigm for understanding
the strategies of viral genome replication of the non-segmented negative-strand
(NNS) RNA viruses or order Mononegavirales. Although the primary focus of this
chapter will be to summarize our current knowledge based upon work performed
with VSV-Indiana or VSIV it should be emphasized that there are important dis-
tinctions between different Rhabdoviridae family members, notably some of the
plant viruses exhibit a nuclear phase to their replication cycle. In addition, while
the general principles from studying the cis-acting signals and trans-acting fac-
tors derived from study of VSIV hold true for other viruses, the nucleotide (nt)
sequence of the signals themselves are distinct and the protein–protein interactions
may be accomplished by distinct residues. The general strategy of gene expres-
sion is exploited by other families of viruses within the Mononegavirales, notably
the Paramyxoviridae, Filoviridae, and Bornaviridae. Readers are referred to other
insightful recent reviews for a more detailed discussion of the Paramyxoviridae
(Cowton et al., 2006; Kolakofsky et al., 2004). In this chapter, I will summarize
current knowledge of how VSIV gene expression is controlled following the release
of the transcription competent viral core into the host cell. Particular emphasis
is placed on the cis-acting signals and the trans-acting factors that control gene
expression. A model is presented that summarizes our current understanding of
gene expression. Viral entry and exit are fascinating topics in which much recent
progress has been made. However, these topics are beyond the scope of this present
review.
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Classification

The family Rhabdoviridae includes viruses that infect a broad range of animal and
plant hosts. Currently six genera are recognized within the family, but it should be
emphasized that the majority of rhabdoviruses have not been assigned to a specific
genus (Table 8.1).

Table 8.1 Classification of Rhabdoviridae

Genus Type species Other viruses

Vesiculovirus Vesicular stomatitis Indiana virus (VSIV) 28
Lyssavirus Rabies virus (RABV) 7
Ephemerovirus Bovine ephemeral fever virus (BEFV) 5
Novirhabdovirus Infectious hematopoietic necrosis virus (IHNV) 6
Cytorhabdovirus Lettuce necrotic yellows virus (LNYV) 8
Nucleorhabdovirus Potato yellow dwarf virus (PYDV) 6
Unassigned 117

General Overview of the Viral Replication Cycle

Infection of the cell is initiated by the delivery of a ribonucleoprotein (RNP) core
of the virus. For VSIV this comprises 11,161-nucleotides (nt) of genomic RNA
completely encapsidated by the viral nucleocapsid protein (N) and associated with
the RNA-dependent RNA polymerase (RdRP). The viral components of the RdRp
are 241 kDa large subunit (L) and an accessory phosphoprotein (P). This RNP
core effectively reprograms the cell such that by 8 hours in baby hamster kidney
(BHK-21) cells, a single cell infected by a single infectious particle has yielded
10,000 infectious progeny. A simplified diagram representing the virus and the
replication cycle is shown in Fig. 8.1. Briefly, following attachment uncoating
and release of the RNP core into the cytoplasm of the cell RNA synthesis com-
mences. In the absence of viral protein synthesis primary transcription occurs in
which the polymerase makes a 47-nt leader RNA (Le+) from the 3′ end of the
genome and 5 capped and polyadenylated mRNAs encoding the N, P, M, G, and
L proteins. Viral protein synthesis is essential for synthesis of the complemen-
tary antigenomic RNA, to provide a source of soluble N protein, termed N0 nec-
essary to drive the encapsidation of the nascent RNA chain (Patton et al., 1984).
The antigenomic RNA can serve as template for synthesis of the 45-nt minus
sense leader RNA (Le-) and also as template for synthesis of full-length com-
plementary genomic RNA. The newly synthesized genomic RNA can feedback
into the system to synthesize additional mRNAs in a process termed secondary
transcription.
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The Regulatory Regions of the Genome

A schematic of the VSV genome highlighting the regions that regulate polymerase
behavior is shown in Fig. 8.2. The boundaries of the viral N, P, M, G, and L
genes are defined by the conserved gene-start (GS) and gene-end (GE) sequences,
3′-UUGUCNNUAG-5′ and 3′-AUACUUUUUUU-5′, respectively. These conserved
elements together with the non-transcribed intergenic region (IGR) 3′-G/CA-5′

govern polymerase behavior at each of the gene junctions. The five genes linear
arranged 3′ N-P-M-G-L 5′ are flanked by the genomic termini referred to as the
3′ leader (Le) and 5′ trailer (Tr) regions. The short 50-nt Le and 59-nt Tr regions
serve as the promoters or “master regulators” of polymerase behavior. Although not
every position within the conserved elements or the termini are essential for con-
trolling polymerase activity, these regions are rich with signals that can sometimes
serve distinct functions in the template and nascent RNA strands. This remarkable
genetic economy results in these control elements amounting to 224 nucleotides
or 2% of the viral genome. These signals serve to recruit polymerase, promote
the initiation of RNA synthesis, 5′ and 3′ modification of mRNA, termination of
RNA synthesis, and the encapsidation of the genomic and antigenomic replication
products.
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Fig. 8.2 Regulatory regions of the VSIV genome. The viral genome is shown 3′–5′ the leader
region, N-P-M-G-L genes and the trailer region. The sequence of the regulatory regions is shown
3′–5′. The gene-start element is highlighted in green and the gene-end in red. The products of
primary transcription are also shown.
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The Viral Proteins Required for Gene Expression

The genomic RNA template does not exist as naked RNA, rather it is always
found encapsidated by N protein. This encapsidated RNA is completely resistant
to ribonuclease attack. It is in this encapsidated form that the RNA-dependent RNA
polymerase (RdRP) recognizes the RNA. Although not yet formally demonstrated
it seems likely that polymerase must either displace N or substantially remodel the
protein in order to access the bases of the RNA and copy the template. The viral
components of the RdRP are the P and L proteins. Host cell proteins have been
reported to be required for polymerase function although their exact roles in gene
expression have not been defined. Viral protein synthesis is essential for genome
replication and is necessary to provide N to encapsidate the nascent RNA strand
(Patton et al., 1984). Evidence indicates that the polymerase that replicates the
genomic RNA is distinct from that responsible for mRNA synthesis and comprises
N-P-L, whereas for mRNA synthesis the polymerase comprises L-P-EF1α-Hsp60
and the host guanylyltransferase (Qanungo et al., 2004). Although the viral matrix
(M) protein plays a role in downregulating viral transcription and shutting of the
host, it is not essential for viral RNA synthesis and will not be considered here. Sim-
ilarly, the viral attachment glycoprotein (G) plays no direct role in RNA synthesis.

Nucleocapsid Protein

N protein comprises 422 amino acids and has a molecular weight of 48 kDa. N com-
pletely encapsidates the negative-sense genomic and positive-sense antigenomic
RNAs. Encapsidation is such that the RNA is resistant to cleavage by ribonucle-
ase. The three-dimensional x-ray crystal structure of an N-RNA complex has been
solved for both VSIV (Green et al., 2006) and Rabies virus (Albertini et al., 2006).
This revealed that N has a bilobed structure with 9-nt of RNA sequestered between
the lobes. Neither the genome of VSIV nor the RV is exact multiples of 9, sug-
gesting that some RNA is not encapsidated or that some N protein is not associated
with RNA. A striking feature of these structures is that each monomer of N has
long arm-like protrusions which in the N–RNA complex mediate association with
adjacent subunits holding the structure together. The overall structure indicates that
N protein must be either transiently displaced or substantially remodeled during
copying of the RNA genome by the polymerase. The mechanism by which this
occurs is not understood. For VSIV the residues of N that bind the phosphate back-
bone of the RNA are R143, R146, K155, K286, R317, and R408. Residue K155
is not conserved among Rhabdoviridae but the remaining residues are conserved
consistent with their role in RNA binding. How genomic and antigenomic RNAs
become encapsidated is not well understood. N protein binding to RNA must be
sequence independent, although the nucleation of encapsidation may be favored on
RNA of specific sequence. Encapsidation requires N to be in a soluble form, termed
N0, which depends on association with the phopshoprotein P (La Ferla and Peluso,
1989). The residues of N involved in interacting with P are not well understood,



150 S.P.J. Whelan

although a two hybrid study with the N and P genes of VSNJV implicates the
C-terminal 5 amino acids of N. Further, the regions of N that may play a role
in recruiting polymerase to the N–RNA template are not well defined. However,
trypsin cleavage of the N-RNA template of Rabies virus releases a fragment from
the C terminus of N and inhibits binding of the polymerase complex.

Phosphoprotein

P plays at least two roles in infection by serving as an essential polymerase cofactor
and by maintaining N protein in a soluble form (P-N0) that is necessary for RNA
encapsidation. For VSIV, P is a highly phosphorylated acidic protein of 265 amino
acids. P comprises three distinct domains, an acidic N-terminal domain (domain I)
of 150 amino acids that contains three major phosphorylation sites at S60, T62, and
S64. Phosphorylation at these residues by host casein kinase II (Barik and Baner-
jee, 1992) promotes oligomerization of P and assembly of a transcription competent
polymerase complex (Gao and Lenard, 1995). The N terminal 123 amino acids of P
were shown to bind efficiently to L protein (Emerson and Schubert, 1987). Amino
acid changes that prevent phosphorylation at positions 60, 62, and 64 of P are detri-
mental to mRNA synthesis in reconstituted systems (Pattnaik et al., 1997; Spadafora
et al., 1996) and attempts to rescue recombinant virus in which all three sites are
altered have been unsuccessful (Das and Pattnaik, 2004). However, overexpression
of P that cannot be phosphorylated at these positions partially overcomes the defect
in mRNA synthesis (Spadafora et al., 1996). Using a two-hybrid assay, an interac-
tion between VSNJV N and P was mapped to domain I of P, which is presumed to
represent the P–N0 complex (Takacs et al., 1993).

Domain I is separated from domain II by a highly variable hinge region com-
prising amino acid residues 150–210. Genetic and biochemical evidence indicates
that amino acid residues 201–220 of this hinge region play an important role in
both mRNA synthesis and genome replication (Das and Pattnaik, 2005). The entire
hinge region does not appear to be critical for virus replication as amino acids 150–
191 can be deleted and an attenuated virus recovered (Das and Pattnaik, 2005).
Deletions within this region suggested that residues 161–210 are required for
oligomerization of P (Chen et al., 2006). Consistent with this, a synthetic peptide
corresponding to residues 191–210 served as an inhibitor of transcription. The crys-
tal structure of a proteinase K-resistant fragment that spans a portion of domain I
and the hinge region (residues 107–177) of P-protein was solved (Ding et al., 2006).
This region of P comprised two beta sheets separated by an alpha helical region
and was shown to form a dimer. This was suggested to represent the oligomer-
ization domain of P which mediates tetramerization by interactions between dimers
(Ding et al., 2006). For Sendai virus, a paramyxovirus, the P protein oligomerization
domain was mapped and the crystal structure solved as an unusual tetrameric-coiled
coil. Each monomer comprises three short N terminal helical regions followed by
an extended C terminal helical region (Tarbouriech et al., 2000). This structure is
thus quite distinct from that solved for the proteinase K resistant fragment of VSV P
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(Ding et al., 2006). Given the genetic evidence described above it seems likely that
this region of P may not represent the full oligomerization domain. Domain II of P
comprises residues 210–244 and contains additional phosphorylation sites at S226,
S227, and S233. The kinase responsible is unknown, but phosphorylation at these
residues is important for RNA replication (Hwang et al., 1999). Domain III is basic
and comprises the C-terminal 21 amino acids. The C terminus of P is required to
bind the N–RNA template.

Large Polymerase Protein

The large (L) polymerase protein is a multifunctional protein comprising 2109
amino acids. This protein assembles into a complex comprising P–L and possi-
bly host factors that engage the N–RNA template. In addition to catalyzing ribonu-
cleotide polymerization, L is responsible for the cotranscriptional modification of
the 5′ and 3′ termini of the viral mRNAs so that they are capped, methylated, and
polyadenylated. Thus, L functions to (i) bind template through its interaction with
the P protein, although L must gain direct access to the RNA bases during synthe-
sis; (ii) polymerize NTP’s to RNA; (iii) generate the mRNA cap structure, a reaction
that involves conversion of the 5′ pppRNA to the 5′ pRNA and its transfer onto GDP
derived from GTP; (iv) guanine-N-7 methylate the mRNA cap structure; (v) 2′-O
ribose methylate the mRNA cap structure; (vi) polyadenylate the mRNA; (vii) repli-
cate the genomic and antigenomic RNA. To date, three-dimensional structures are
not available for any portion of the L protein. However, genetic and biochemical
evidence has mapped several of the functions within L.

Amino acid sequence alignments of NNS RNA virus L proteins led to the iden-
tification of six regions of sequence conservation separated by regions of no or low
sequence homology. These regions are thought to represent the functional domains
of L protein (Fig. 8.3). Conserved region I (CRI) has been implicated in playing a
role in interacting with the P protein and the P–N0 complex during encapsidation of
the nascent RNA chain during replication. This is based on observations with SeV
and has not been directly examined with either VSIV or RABV (Chandrika et al.,
1995). CRII contains a conserved charged motif that was suggested to play a role
in template binding and clustered charged to alanine substitutions in this region of
the SeV L protein inhibit RNA synthesis (Smallwood et al., 1999). CRIII contains
clearly identifiable motifs found in all polymerases, and alterations to a universally
conserved aspartic acid residue (D714A) eliminate polymerase activity in recon-
structed RNA synthesis assays (Sleat and Banerjee, 1993). CRIV is poorly charac-
terized, although clusters of charged alanine substitutions differentially affect repli-
cation and transcription functions of the SeV L protein (Feller et al., 2000). Positions
G1154, T1157, H1227, and R1228 are present within CRV of L and are universally
conserved among the NNS RNA virus L proteins. Substitutions at these positions
inhibit mRNA cap formation (Li et al., 2007b) and suggest that this region of L may
function as the polyribonucleotidyltransferase (Ogino and Banerjee, 2007). CRVI
of L protein has been shown to function as the mRNA cap methylating enzyme.
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Fig. 8.3 Functions of the large polymerase protein. A diagram of the VSV L protein is shown
with the conserved regions I–VI highlighted. For VSV genetic and biochemical evidence supports
the assignment of the RdRP, capping and methylase activities. Interaction with the N-RNA tem-
plate and the P–N complex is extrapolated from studies with Sendai virus.

Specifically amino acid substitutions to K1651, D1762, K1795, and E1833 (Li et al.,
2005) and a presumed SAM-binding site provided by G1670, G1672, and G1675 (Li
et al., 2006) disrupt mRNA cap methylation at both the guanine N-7 and the ribose
2′-O positions of the cap structure. In addition a host range mutant of VSV that is
defective in mRNA cap methylation contains amino acid substitutions in CRVI of L
(Grdzelishvili et al., 2005). Furthermore, substitutions in CRII and CRVI have been
associated with viral resistance to methylase inhibitors (Li et al., 2007a) suggesting
that these residues can influence methylation. Amino acids 1638–1673 of VSIV L
protein are required for interaction with P protein based on a coimmunprecipitation
assay (Canter and Perrault, 1996). This is also consistent with studies on RABV
L protein that show the C terminal 566 amino acids of L protein interact with P
(Chenik et al., 1998).

Host Factors Associated with the Polymerase Complex

The viral components of the polymerase complex are P and L, which are required
to recognize the N-RNA template (Emerson and Wagner, 1972; Emerson and Yu,
1975). Several host factors have been identified that copurify with the polymerase
and are proposed to be functionally relevant for virus replication (Das et al., 1998;
Gupta et al., 2002). Specifically, the putative transcriptase comprises P, L, EF-1α,
Hsp70, and the host RNA guanylyltransferase, whereas the putative replicase com-
prises N, P, and L proteins (Qanungo et al., 2004). While this report provides evi-
dence for two functionally distinct populations of polymerase, the significance of the
host factors in these complexes is not well understood. Evidence is lacking regarding
their functional significance, as the sites of interaction with the polymerase proteins
have not been defined and the consequences of disruption of these interactions have
not been examined.

Initiation of RNA Synthesis

Ultraviolet mapping studies showed that the transcription of the five viral genes
was sequential. Low dose UV radiation induces the formation of covalent dimers
between adjacent pyrimidine dimers in nucleic acids. Such pyrimidine dimers act
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as blocks to polymerase during RNA synthesis and thus lead to chain termination.
Exposure of VSV to UV radiation allowed the determination of the relative sensi-
tivity of each viral gene. The only gene whose UV target size was approximately
equivalent to its physical size was that encoding the N protein. The target size of
each of the other genes was substantially greater than their physical size and corre-
sponded nicely to their physical size plus that of the genes that preceded them on
the template. This mapped the viral gene order as N-P-M-G-L and demonstrated that
transcription occurred by polymerase entering the genome at a single 3′ proximal
site (Abraham and Banerjee, 1976; Ball and White, 1976).

How then does polymerase gain access to the N gene? To address this question
the VSV transcription reaction was reconstituted in vitro from isolated N-RNA tem-
plate and polymerase purified from virus. When these components were incubated
together with ATP and CTP, a dinucleotide product pppApC was isolated that cor-
responds to polymerase initiating synthesis at position 1 of the viral genome. Under
these partial reaction conditions, initiation at the N gene-start site would be antic-
ipated to yield pppApApC. Such a product was only observed if the reconstituted
reactions had been preincubated with all NTP’s (Emerson, 1982). This finding lent
strong support to the idea that in order to initiate synthesis at the N gene-start site,
the polymerase must first initiate synthesis at the 3′ end of the genome. Presum-
ably then, polymerase would terminate at the end of the leader region to release a
free leader RNA prior to its initiation at the N gene-start. Consistent with this idea,
leader RNA is typically produced in molar excess of N mRNA during in vitro tran-
scription reactions. Combined with the observation that N protein can encapsidate
the leader RNA (Blumberg et al., 1981) these findings led to the long held model
that polymerase initiates at the 3′ end of the genome to sequentially synthesize the
leader RNA and the 5 mRNAs. In the presence of N protein, termination at the end
of the leader was suppressed leading to the polymerase reading through the leader-
N gene junction to yield a full-length antigenomic RNA. Although this model was
consistent with and offered an explanation for much available data, a number of
observations were incompatible with this model. Specifically, this model demanded
that leader RNA always be synthesized in at least equimolar quantity to N mRNA.
Remarkably, for a VSV mutant termed polR1 which has a single amino-acid change
in the template-associated N protein, N mRNA is synthesized in an approximately
twofold molar excess of leader RNA. This is incompatible with a requirement for
3′ initiation prior to N synthesis and instead supports internal initiation at the N
gene-start (Chuang and Perrault, 1997). Second, the availability of reverse genetics
permitted application of UV mapping to engineered templates and allowed measure-
ment of the effects of changing the UV target size of the leader region on short genes
inserted between the leader and the N gene. In these experiments, it was shown
that the UV target size of the leader region could be altered by changing its base
composition, such that increasing the number of adjacent uracil bases increased the
sensitivity of the gene to UV radiation and decreasing the number of adjacent uracil
bases decreased the sensitivity of the gene to UV radiation. Remarkably, changing
the sensitivity of the leader gene in this way had no affect on the UV sensitivity of
a short 60-nt gene inserted between leader and N as measured in infected cells but
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did so in vitro (Whelan and Wertz, 2002). Third, polymerase purified from infected
cells could be isolated as two functionally distinct pools. In transcription reactions
reconstituted with ATP, CTP and GTP these two polymerase fractions made dif-
ferent products. A fraction referred to as the putative replicase generated an 18-nt
product. This corresponds to polymerase pausing at the first site for UTP incorpo-
ration in the leader region of the genome and indicates 3′-end initiation. A second
pool of polymerase, the putative transcriptase, generated a 5-nt product. This would
correspond to polymerase pausing at the first site for UTP incorporation following
initiation at the N gene-start site (Qanungo et al., 2004). These three studies thus
provide independent evidence that the VSV polymerase can initiate internally at the
N gene-start site in a manner that does not depend on the prior transcription of the
leader RNA.

How polymerase loads on to the template is not understood. The crystal struc-
ture of an N-RNA oligomer although not authentic viral sequence likely reflects
the authentic template structure (Green et al., 2006). This structure indicates that
the N protein must be remodeled or displaced during copying of the RNA chain in
order for the polymerase active site to gain access to the bases. How this is achieved
is uncertain. One possibility is that the polymerase loads onto to the template at
the extreme 3′ end and sequentially remodels the N-RNA complex perhaps through
the equivalent of an interaction between disordered regions of N and P as has been
proposed for the paramyxoviruses (Kolakofsky et al., 2004). This would permit the
polymerase to gain access to the RNA bases. Although displacement or remodeling
of N sequentially from the 3′ end is an attractive idea, polymerase could also engage
the N-RNA template and introduce a localized distortion such that it gains direct
access to the N gene start. It will be of significant interest to determine the crystal
structure of the polymerase active site to see if the active site is a closed channel
through which RNA must be threaded or whether the active site is not enclosed
which would perhaps facilitate internal loading of polymerase on the N-RNA
template.

Cis-Acting Sequences Within the Leader Region

However the polymerase gains access to the template to initiate RNA synthesis, the
50-nt leader region serves as a master regulator that controls viral mRNA synthesis
and genome replication. Changes engineered into this region of the genome can
impact RNA encapsidation by N protein, recruitment of the polymerase to template,
leader synthesis, mRNA synthesis, and genome replication. Because this region of
the genome is so richly packed with control sequences, dissecting their individual
functions has been problematic. In part this has been due to the lack of tractable
systems to separately study these processes. However, significant information has
been gained from studying the role of the 3′ leader region in control of mRNA
synthesis and genome replication (Li and Pattnaik, 1997, 1999; Pattnaik et al., 1995;
Wertz et al., 1994; Whelan and Wertz, 1999).
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A clue as to functional dissection of the leader region can be obtained by com-
paring it to the complement of the genomic trailer region, which must also contain
essential cis-acting signals for RNA encapsidation, polymerase recruitment, syn-
thesis of a short triphosphorylated leader RNA, and replication of the genome. As
can be seen from the sequence (Fig. 8.2) the highest regions of sequence conser-
vation are at the 3′ terminus of both the leader and the trailer complement. This
likely reflects a shared property of both these promoters in controlling polymerase
recruitment, initiation, or encapsidation of the nascent RNA. Positions 19–28 and
34–46 show less conservation and switching these regions between the leader and
the trailer complement promoters diminishes mRNA synthesis consistent with these
elements serving as a determinant of the promoter for mRNA synthesis. However,
the elements in the complement of the trailer region have been described as a repli-
cation enhancer element, although this element can be replaced with the sequences
from the leader region. The exact details of how this region serves as the promoter
for mRNA synthesis have thus not been determined.

The Gene-Start Sequence

For VSIV the conserved GS sequence comprises 10 nucleotides: 3′-
UUGUCNNUAG-5′. The role of this sequence element in governing polymerase
behavior has been well studied. Initial work used a VSV genomic analog encoding
the M and G genes and reported the effect of changes to the conserved elements of
the GS. These studies defined a consensus sequence 3′-UYGNNNNNNN-5′ that
was required for initiation of mRNA synthesis and efficient G protein expression in
cells (Stillman and Whitt, 1997). The conclusion of this study was elegantly revised
through the use of an engineered two-segment virus system, in which one segment
comprised Le-N-P-M-L-Tr and the other segment comprised Le-G-GFP-CAT-Tr.
Using this system, the effects of modifying positions 1–3 of the GS that controlled
CAT expression were evaluated. VSV packages its polymerase into the viral
particles, and disruption of purified particles with detergent and incubation with
NTP’s permits RNA synthesis in vitro. This permitted a re-evaluation of how
GS1-3 mutations affected gene expression. In contrast to the earlier reported
requirement for initiation of 3′-UYG-5′, products were detected for each of the
GS mutants in vitro with almost wild-type levels of initiation being detected for
U1C and the U2 substitutions. Consistent with the earlier study, transcripts from
these mutants were not detected in infected cells suggesting that they may be
unstable. Further analysis showed that transcripts synthesized by these mutants
were truncated ranging from 40 to 200 nt and were not reactive with an antibody
raised against 2,2,7 trimethylguanosine. This suggested that these short RNAs
lacked an mRNA cap structure and/or were not methylated indicating that the con-
served GS sequence was required not only for mRNA initiation but also to ensure
correct cap formation and/or polymerase processivity. This work led to a model in
which cap formation was required for the processivity of polymerase (Stillman and
Whitt, 1999).
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The importance of the GS sequence in initiation and cap formation was also
addressed in the context of a 60-nt non-essential gene inserted between the leader
and the N genes of the viral genome. Each of the eight conserved positions of the
GS sequence were individually altered to each of the other positions and the effects
on RNA synthesis examined using detergent activated virus in vitro. With the excep-
tion of mutant U8G, products were detected from the +60 gene for each virus. The
cap status was evaluated by determining the sensitivity of the RNA to exonuclease
digestion and by mapping the 5′ end of the RNA following treatment with the cap-
cleaving enzyme tobacco acid pyrophosphatase (TAP). These experiments showed
that many single nt changes to the GS inhibit mRNA cap formation, although the
most significant effect was seen when the GS deviated from the consensus UYG
(Wang et al., 2007).

The above studies provided strong support that the capping apparatus of VSV
required a specific sequence provided by the GS, but they could not discriminate
whether this was provided by the GS site itself or was present in the nascent RNA
chain. Using recombinant VSV polymerase, it was demonstrated that a 5-nt RNA
could be capped by L protein in the presence of GTP (Ogino and Banerjee, 2007). In
contrast a 5-nt RNA that corresponded to the 5′ end of the VSV leader RNA could
not be capped in trans. This confirmed that specific signals were required for cap
formation and defined that these must be present in the nascent RNA. Thus, the GS
element serves as a critical signal in the template that signals polymerase initiation,
and its counterpart the 5′ end of the nascent RNA serves as a critical signal for
recognition by the capping machinery.

mRNA Cap Formation

Although rhabdoviruses generate a cap structure that is indistinguishable to that on
host mRNA’s the route by which they achieve this is distinct. Conventional mRNA
cap formation requires four reactions. First, the triphosphate end of the mRNA
is trimmed by an RNA triphosphatase to yield a diphosphate acceptor ppNpN.
An RNA guanylyltransferase then transfers GMP derived from GTP through a
5′–5′ linkage to form GpppNpN. This capped RNA is then sequentially methy-
lated. A guanine-N-7 (G-N-7) MTase transfers a methyl group from S-adenosyl-L-
methionine (SAM) onto the N7 position of the cap structure to yield 7mGpppNpN.
A ribose 2′-O (2′-O) methylase can then transfer a second methyl group using
SAM as donor to yield 7mGpppNmpN. With the exception of the RNA triphos-
phatase reaction which comes in two flavors, a metal-dependent enzyme or a cys-
teine phosphatase-dependent enzyme, the mechanism by which each step of mRNA
cap formation occurs is well conserved among eukaryotes. For NNS RNA viruses,
the 5′ end of the pppApApCpApG mRNA is capped by an unusual enzymatic activ-
ity, in which the 5′ end of the mRNA is transferred onto GDP derived from GTP
through a covalent L-monophosphate RNA intermediate (Abraham et al., 1975;
Ogino and Banerjee, 2007). This polyribonucleotidyltransferase activity contrasts
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with all other known mRNA capping reactions that are catalyzed by an RNA triphos-
phatase and RNA guanylyltransferase (Furuichi and Shatkin, 2000). The resulting
GpppApApCpApG cap structure is then methylated at both G-N-7 and 2′-O posi-
tions to yield 7mGpppAmpApCpApG (Moyer et al., 1975). Failure to add the
mRNA cap structure leads to frequent intragenic termination, whereas failure to
methylate the cap does not lead to such a termination effect. Rather inhibition of
methylation can be associated with the synthesis of a giant polyadenylate (Rose
et al., 1977). Transcription of mRNA occurs at an approximate rate 3–4 nt s–1

but with significant pausing (2.5–5.7 min) in close proximity to the gene junctions
(Iverson and Rose, 1981).

The Gene-End Sequence

For VSIV the conserved GE sequence comprises 11 nucleotides: 3′-
AUACUUUUUUU-5′. Like the GS element, the role of this sequence in control
of polymerase behavior has been extensively studied. This sequence element
contains essential signals that signal reiterative synthesis on the U tract to generate
the polyadenylate tail and the process of mRNA termination. Consistent with
the start-stop mechanism of sequential viral mRNA synthesis, termination of an
upstream gene is an essential prerequisite for polymerase to initiate transcription
of the downstream gene. For VSIV, the minimal transcription termination signal
comprises the GE and the first nucleotide of the IGR (Barr et al., 1997a, b; Hwang
et al., 1998; Stillman and Whitt, 1997). This signal is highly efficient in VSIV such
that polymerase ignores this signal to generate a read-through RNA approximately
1–3% of the time (Iverson and Rose, 1981). Changes to the 3′-AUAC-5′ sequence
diminished the ability of the GE to signal termination, with the C being completely
intolerant of alteration (Barr et al., 1997a; Hwang et al., 1998). Similarly, shortening
the U-tract by a single nt or inserting a non-U residue within the tract abolished
termination (Barr et al., 1997a; Hwang et al., 1998). In contrast, increasing the U
tract to 14 residues had a modest effect on termination but diminished transcription
of the downstream gene (Barr et al., 1997a). The finding that alterations to the
U-tract-inhibited termination as well as reiterative copying of the U tract suggested
that either reiterative transcription or synthesis of polyadenylate was critical for
termination (Barr et al., 1997a). Replacement of the U7 tract with an A7 tract
was tolerated for reiterative copying, but not for termination indicating that U7 in
the template or poly A in the nascent mRNA was critical for termination. Further
analysis of the AUAC element revealed that the AU rich nature of positions 1–3
rather than its precise sequence was critical for termination (Barr and Wertz, 2001).
This suggested that weak base pairing probably between the template and the
nascent strand may control the initiation of reiterative transcription on the U7 tract.
Precedent for this is provided by Escherichia coli RNAP which has been shown
to backtrack in the presence of weak base pairing between the template and the
nascent strands (Nudler et al., 1997). Perhaps the AU element destabilizes the
hybrid between nascent RNA and template to facilitate the initiation of polymerase
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stuttering on the U7 tract. This process of reiterative transcription to generate the
poly A tail is similar to the process of cotranscriptional editing of the P genes of
the paramyxoviridae where a slippery sequence leads to the programmed insertion
of 1–6 G residues to permit access to alternate open reading frames in the mRNA
(Hausmann et al., 1999).

Although the GE of VSV seems to be optimal for signaling termination, in some
contexts the GE is completely ignored by the polymerase (Whelan et al., 2000).
Specifically, when the GE is located shortly after a GS element, polymerase fails
to respond, suggesting that termination depends on a modification either to poly-
merase or to the nascent mRNA, during an early stage of synthesis (Whelan et al.,
2000). This also explains how some Rhabdoviridae such as Sigma virus can have
overlapping genes in which the GS sequence of the downstream gene is prior to the
GE of the upstream gene. Provided that the distance between the GS and the GE is
short, the polymerase will not terminate in response to this signal.

In addition to its central role in mRNA termination, the GE also plays a role in
transcription of a downstream mRNA. For VSV the GE was duplicated such that
an upstream copy was used for termination and polyadenylation of the first mRNA
rendering the second copy of the GE amenable for analysis. Using this system, the
U7 tract was shown to be required for efficient synthesis of the downstream mRNA.
Thus, the GE sequence is multifunctional, providing signals for termination and
polyadenylation of the upstream mRNA and also signals for efficient transcription
of the downstream gene (Hinzman et al., 2002).

The Intergenic Region

The IGR is 3′-GA-5′, except at the P/M junction where it is 3′-CA-5′. However, this
difference does not seem to be significant for viral replication (Ball et al., 1999).
The IGR was changed to each of the 15 other possible combinations which showed
that first nt affects termination, whereas the second nt primarily affects initiation at
the downstream gene (Barr et al., 1997b; Stillman and Whitt, 1997, 1998). More
drastic changes to the IGR that altered sequence length are consistent with this gen-
eral principle, suggesting that its role is primarily to separate the U7 tract from
the GS.

Viral Protein Synthesis

The viral mRNA’s are efficiently translated by the host translation machinery, while
cellular translation is inhibited. How viral mRNAs compete with cellular mRNA for
translation is not well understood given that their 5′ cap and 3′ poly A tails are essen-
tially indistinguishable. Two models were postulated for the translational advantage.
The first model suggests that a specific attribute of viral mRNA’s facilitates their
efficient translation, however, no such feature has been defined and attempts to test
the role of the termini of a viral mRNA have suggested that it is not the sequence of
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the RNA rather the act of transcription from the viral genome (Whitlow et al., 2006).
The second model postulates that the host translational machinery is sequestered in
infected cells so that the viral mRNAs gain access to these components. Viral infec-
tion results in alterations to the host translational machinery, notable among which
is the dephosphorylation of the eIF-4E binding protein 4E-BP1 (Connor and Lyles,
2002). Eukaryotic initiation factor 4E is a critical component of the host transla-
tion machinery being essential for recognition of the G-N-7 methylated mRNA cap
structure. Dephosphorylation of the 4E-BP1 leads to association with eIF-4E, effec-
tively sequestering it away from translation. This raises the question of how the viral
capped and methylated mRNAs are translated and additional work will be required
to understand this.

RNA Encapsidation and Genome Replication

Encapsidation of the genomic and antigenomic RNA’s occurs concomitant with
their synthesis. Although N protein will bind to other RNA’s including the viral
mRNAs and the leader RNAs they are not the preferred template for encapsidation in
that significant quantities of leader RNA are not encapsidated. A specific sequence
that is required for N protein encapsidation has not been defined, but sequence align-
ments led to initial speculation that an A residue located at every third position in the
leader RNA was required for this process (Blumberg et al., 1983). Ongoing encapsi-
dation is necessary to drive genome replication. How this is achieved is not certain,
but evidence suggests that the RNA replicase is distinct to the transcriptase com-
prising N-P-L (Qanungo et al., 2004). During replicative synthesis the polymerase
initiates synthesis at the 3′ end of the genome and ignores all the signals that control
mRNA synthesis.

Current Model for Viral Gene Expression

Available data support the following model for viral gene expression. The viral poly-
merase, comprising P and L and possibly host proteins, is recruited to the template.
By virtue of the interaction of P and N, the N-RNA is transiently remodeled to
permit access of the L protein to the bases of the RNA. The polymerase complex
diffuses or scans along the template until it encounters the promoter element which
serves to direct initiation of RNA synthesis at the first gene-start signal. For mRNA
synthesis, this promoter is provided by sequence elements within the leader region
and the conserved elements of the N GS. The polymerase initiates synthesis of a
triphosphate RNA pppApApCpApGpNpNpApUpC corresponding to the beginning
of the N mRNA. By analogy with transcription in other systems, the initiation phase
results in the synthesis and release of many short transcripts. At some point, the
polymerase escapes the promoter entering an early elongation phase of RNA syn-
thesis. By analogy to other transcription systems, the polymerase at this stage is no
longer undergoing abortive synthesis. However, for VSV the polymerase it is not yet
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fully processive and terminates frequently during copying of the gene, possibly in
response to pause sites that may mimic aspects of the termination signal. This would
account for the reported short transcripts in the size range of >12 nt found during
transcription reactions in vitro. At some point prior to a nascent RNA chain of 100 nt
the polymerase adds the mRNA cap structure to the mRNA and transitions to a fully
processive elongation complex. Precisely where this occurs during RNA synthesis
is not clear, but the shortest transcript described in vitro that contains an mRNA cap
structure at the 5′ terminus is reportedly 37 nt (Piwnica-Worms and Keene, 1983).
There is no evidence that directly links the process of 5′ processing and polymerase
processivity, but genetic disruption of the cis-acting signals that are required for 5′

cap formation or of the regions of the polymerase that control cap formation results
in frequent intragenic termination. Following addition of the mRNA cap structure,
intragenic termination appears to be rare, such that the polymerase now terminates
only in response to an intact authentic gene-end sequence AUACUUUUUUU. Here
the AUAC element serves to signal to polymerase to reiteratively copy the U7 tract
and generate the polyadenylate tail. The AU rich nature of this signal was critical
for the polyadenylation, and this indicated that a hybrid between the nascent RNA
and the template may play a central role in regulating polymerase slippage. Indeed it
was suggested that the influence of this tetranucleotide was most likely at the onset
of the slippage reaction. Following termination, the polymerase can then resume its
scanning or diffusion along the template until it encounters the next start sequence.
Following the onset of viral protein synthesis, genome replication can begin. Avail-
able evidence suggests that a polymerase complex that is distinct from the tran-
scriptase initiates synthesis at the 3′ end of the genome. During replication, the
nascent RNA is encapsidated by soluble N protein that is brought to the site of RNA
synthesis as a N0–P complex. Under these conditions the polymerase ignores all
the regulatory elements that control mRNA synthesis and produces the full-length
antigenome.

Future Perspectives

Vesicular stomatitis virus will continue to serve as an important model system
for understanding gene expression in NNS RNA viruses. The future promises
to improve our understanding how polymerase gains access to the bases during
RNA synthesis, how polymerase activity is regulated between mRNA synthesis and
genome replication, and understanding how viral mRNAs are efficiently translated.
Structural information regarding the polymerase complex will likely prove invalu-
able in further understanding this large multifunctional protein and how its different
activities in mRNA synthesis including cap formation, reiterative transcription to
generate the poly A tail, and genome replication are controlled. Such information
might also lead to the rational design of inhibitors that could prove invaluable in
battling the significant pathogens in this order of viruses.
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Chapter 9
Orthomyxovirus Genome Transcription
and Replication

Paul Digard, Laurence Tiley, and Debra Elton

Viruses from the Orthomyxoviridae family infect a wide range of vertebrate hosts.
Five genera are currently recognised: Influenza A, B and C, Thogotovirus (of which
the homonymic viruses are the type species) and Isavirus (type species infectious
salmon anaemia virus). Other so far unclassified and uncharacterised members of
the family also exist (Da Silva et al., 2005). These viruses are typified by pos-
sessing a single-stranded, negative-sense RNA genome that is split into segments
(between 6 and 8 depending on the genus), by replicating their genome in the
nucleus and by an unusual mechanism for producing capped mRNAs (discussed
in detail later); shared traits that make it likely they are descended from a common
ancestor. Influenza A virus is by far the most important in terms of significance
to human health and accordingly is the best studied. The World Health Organiza-
tion estimates that between 5 and 15% of the population in temperate countries are
infected each year, resulting in up to 500,000 deaths worldwide. In addition, peri-
odic introduction of antigenically novel viruses from avian reservoirs into the human
population causes worldwide pandemics with substantially higher attack rates and
mortality levels. The current possibility that a highly pathogenic avian H5N1 strain
of influenza A will make this species jump is of great concern (Peiris et al., 2007).
Ongoing research has reinforced longstanding concepts that the viral RNA poly-
merase is an important determinant of host range and pathogenicity (Almond, 1977;
Subbarao et al., 1993; Hatta et al., 2001; Tumpey et al., 2005), further justifying
research into this area. This chapter provides an overview of orthomyxovirus RNA
synthesis, focussing in detail on areas where recent progress has changed the con-
sensus view of the molecular mechanisms involved. For in-depth treatments of other
aspects, the reader is referred to other reviews (Amorim and Digard, 2006; Elton
et al., 2006; Engelhardt and Fodor, 2006; Ortin and Parra, 2006).
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Overview of Orthomyxovirus RNA Synthesis

Each orthomyxovirus segment contains conserved sequences at the 3′ and 5′ termini
that share partial sequence complementarity (Skehel and Hay, 1978; Robertson,
1979; Desselberger et al., 1980; Staunton et al., 1989) and can base-pair to form
a panhandle structure (Hsu et al., 1987; shown schematically in Fig. 9.1a). The
genome functions as ribonucleoproteins (RNPs), where each vRNA segment is sep-
arately encapsidated by the nucleoprotein (NP) and associated with one copy of
the viral RNA-dependent RNA polymerase (Fig. 9.2a). NP plays an essential role
in maintaining the structure of the RNPs. The viral polymerase complex is a het-
erotrimer composed of two basic proteins, PB1 and PB2, and the more acidic PA
(Horisberger, 1980; Detjen et al., 1987; Honda et al., 1990).

Unlike most negative-sense RNA viruses, transcription of orthomyxovirus
genomes takes place in the nucleus of infected cells (Herz et al., 1981; Siebler et al.,
1996). During the infectious cycle, two types of positive-sense RNA molecules
are transcribed from vRNA (Fig. 9.1b). Synthesis of capped and polyadenylated
messenger RNAs (mRNAs) is primed by short capped oligonucleotides of around
10–12 nucleotides, which are scavenged from host cell pre-mRNAs by the com-
bined cap-binding and endonuclease activities of the PB2 and PB1 components of
the polymerase complex, respectively (Plotch et al., 1981; Li et al., 1998). Influenza
mRNAs therefore contain non-templated host cell-derived sequences at their 5′ ends
(Fig. 9.1a). Transcription terminates 15–17 nt before the 5′ end of the vRNA seg-
ment and the mRNA is polyadenylated by a process of stuttering on a poly (U)
tract (Fig. 9.1a; Hay et al., 1977a; Robertson et al., 1981; Luo et al., 1991; Poon
et al., 1998). In contrast, synthesis of the positive-sense cRNA involves unprimed

Fig. 9.1 Overview of influenza virus RNA synthesis. (a) Schematic depiction of the comple-
mentarity between m, c- and vRNA. Black lines indicate vRNA, grey lines positive-sense RNA
as labelled. (b) Schematic depiction of the synthetic relationship between influenza virus RNA
species. Boxes represent the conserved terminal promoter regions.
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Fig. 9.2 (a) Cartoon depiction of an influenza virus RNP. Small spheres represent NP, large
spheres the polymerase subunits and the black line genomic RNA. (b) Schematic depiction of the
temporal regulation of viral RNA accumulation.

initiation (Hay et al., 1982) and read-through of the poly (U) tract to produce unit
length copies of the vRNA template (Fig. 9.1a). These cRNAs exist as low abun-
dance RNPs and are the replicative intermediates for synthesis of new copies of
vRNA (Fig. 9.1b), required for production of progeny virions. Production of these
three species of viral RNA is temporally regulated in infected cells (Fig. 9.2b).
Synthesis of mRNA occurs first, catalysed by the input vRNPs and independent
of viral protein synthesis (Hay et al., 1977b; Taylor et al., 1977; Barrett et al.,
1979). Maximum rates of mRNA synthesis occur around 2.5 h post-infection so
the peak amounts of viral mRNA occur relatively early in infection after which lev-
els decline (Hay et al., 1977b; Barrett et al., 1979; Mark et al., 1979; Smith and
Hay, 1982; Shapiro et al., 1987; Mullin et al., 2004). Normally, cRNAs can only
be detected after mRNA synthesis, consistent with their dependence upon viral pro-
tein synthesis (Hay et al., 1977b; Barrett et al., 1979), but their maximal rate of
synthesis occurs before that of viral mRNA (Barrett et al., 1979; Shapiro et al.,
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1987). Synthesis of vRNA follows cRNA and continues to increase even after syn-
thesis of the other classes of RNA declines (Hay et al., 1977b; Barrett et al., 1979;
Shapiro et al., 1987; Mullin et al., 2004). Differential expression of the viral gene
products is achieved both transcriptionally and post-transcriptionally. Expression of
the polymerase genes remains relatively low throughout infection and this corre-
lates with the low abundance of their mRNAs (Hay et al., 1977b; Smith and Hay,
1982; Enami et al., 1985). NP and NS1 expression predominates at early times post-
infection while synthesis of the major virion structural proteins M1 and HA lags
until later times. It has been proposed that this reflects the kinetics of individual
mRNA synthesis and that this is in turn regulated by differential synthesis of the
vRNA templates from which the mRNAs are transcribed (Smith and Hay, 1982;
Shapiro et al., 1987; reviewed by Elton et al., 2006). However, there is also the
possibility of post-transcriptional regulation occurring via delayed nuclear export of
the ‘late gene’ mRNAs (Hatada et al., 1989; Amorim et al., 2007). A further layer
of post-transcriptional regulation undoubtedly occurs for the NS1/NS2 and M1/M2
genes which are expressed through differential splicing of primary transcripts and
here the reader is referred to a prior review (Ortin and Parra, 2006).

Structure and Assembly of Viral RNPs

Early electron microscopy studies of virion RNPs showed helical ribbon structures
with a terminal loop (Pons et al., 1969; Jennings et al., 1983; shown in cartoon form
in Fig. 9.2a). The polymerase is present at one end of the structure, as shown by
immunogold labelling (Murti et al., 1988). The polymerase maintains the associ-
ation of the 5′ and 3′ ends of the RNA (Klumpp et al., 1997) forming the closed
structure in the RNP. Artificial complexes generated in vitro with NP and RNA are
structurally and biochemically similar to natural RNPs (Yamanaka et al., 1990).
Furthermore, the helical form of the RNP is maintained when the RNA is replaced
by negatively charged polymers, suggesting that NP determines RNP organisa-
tion rather than the viral RNA (Pons et al., 1969). This is supported by electron
microscopy of purified RNA-free NP extracted from RNPs, which showed structures
morphologically indistinguishable from intact RNPs (Ruigrok and Baudin, 1995).
Deletion mutagenesis of NP suggests that two separate regions within the protein are
capable of association with the full-length protein, of which a C-terminal sequence
is more important for NP–NP oligomerisation (Elton et al., 1999a).

RNPs are flexible entities with variable length, depending on the RNA segment
they contain, and are poor subjects for detailed structural analyses. However, much
smaller recombinant RNPs have been generated by in vivo amplification in cells
expressing the viral polymerase, NP and a model vRNA (Ortega et al., 2000). These
more uniform populations of RNPs are amenable to analysis by electron microscopy
and image processing and this system has provided valuable low-resolution infor-
mation on the structure and organisation of the RNP. Initial studies revealed the
presence of circular, elliptic or coiled particles, depending on the length of the
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genomic RNA included (Ortega et al., 2000). From the length of the viral RNA
present in these recombinant RNPs and the number of NP monomers observed,
it could be calculated that around 24–25 nt are bound per NP molecule. Further
analysis of one such recombinant RNP containing nine NP monomers showed a
circular structure containing one copy of the polymerase complex (Martin-Benito
et al., 2001). Two of the NP monomers are associated with the polymerase complex
through non-identical contacts, which might reflect the NP-PB1 and NP-PB2 inter-
actions identified biochemically (Biswas et al., 1998; Medcalf et al., 1999). The
NP monomers have a banana-like structure with one main NP–NP contact. Viral
RNA is included in these recombinant mini-RNPs and its termini are presumably
bound by the polymerase complex, but the resolution of the reconstruction is so
far insufficient to permit its localisation (Martin-Benito et al., 2001). Recently, a
high-resolution crystal structure has been reported for NP (Ye et al., 2006). The
protein crystallised as a trimer in which monomer interactions were primarily medi-
ated by a flexible C-terminal loop, consistent with mutational data examining NP
oligomerisation (Elton et al., 1999a). Monomers contain head and body domains
made up of non-contiguous sequences arranged into a crescent shape reminiscent
of the low-resolution EM pictures. The groove between domains is lined with mul-
tiple basic residues and therefore seems a plausible RNA-binding site (Ye et al.,
2006). However, individual mutation of many of these residues did not affect NP–
RNA interactions (Elton et al., 1999b), perhaps suggesting a degree of redundancy
or conformational flexibility in how NP binds RNA, analogous to that proposed for
how the vesicular stomatitis virus nucleoprotein binds RNA (Green et al., 2006).

Although there is no detailed structural data available for protein–RNA interac-
tions within the RNP, there are solved structures for the terminal promoter elements
of v- and cRNA. Consistent with early sequencing studies noting partial comple-
mentarity between the conserved 5′ and 3′ ends of the viral genomic segments
(Skehel and Hay, 1978; Robertson, 1979; Desselberger et al., 1980), NMR anal-
ysis of short synthetic RNAs shows partial duplexes interrupted by bulge regions
(Bae et al., 2001; Lee et al., 2003a; Park et al., 2003). However, not all aspects of
the structure of these naked RNA ‘panhandles’ are compatible with a large body
of mutagenesis data probing the function of the promoter elements, suggesting that
perhaps an alternative conformation is adopted when the polymerase binds to the
genome termini. For an in-depth discussion of this topic the reader is referred to
other recent reviews (Elton et al., 2006; Ortin and Parra, 2006).

The enzyme responsible for RNA synthesis in the RNP is the virus polymerase
complex, a heterotrimer in which the PB1 subunit constitutes the core to which
both PB2 and PA subunits are bound (Digard et al., 1989). Several laboratories have
examined the regions of these subunits involved in complex formation (reviewed
in Elton et al., 2006). These studies suggest an N-terminal to C-terminal tandem
arrangement of the subunits in the order PA-PB1-PB2, but with a further degree
of interlinking between PB1 and PB2. However, the first three-dimensional EM
reconstruction models reported for the polymerase present in recombinant RNPs
show a compact, roughly globular structure in which the location of individual sub-
units is not apparent (Martin-Benito et al., 2001; Area et al., 2004). The position
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of specific domains of PB1, PB2 and PA proteins within the polymerase was deter-
mined by imaging of RNP-monoclonal antibody complexes or tagged RNPs (Area
et al., 2004). Both the N-terminal region of PB2 and the C-terminus of PB1 are
close to the areas of the polymerase that contact the adjacent NP monomers in the
RNP, in agreement with the reports of in vitro interactions (Biswas et al., 1998;
Medcalf et al., 1999). On the other hand, the C-terminal region of PA is opposite
to the NP-polymerase contacts. The three-dimensional model reported for the poly-
merase corresponds to the enzyme present in a mature RNP, which can be activated
for transcription in vitro and can be rescued into infectious virus in vivo. It rep-
resents the enzyme present in virion RNPs, poised for transcription but still not
activated in the absence of a capped primer or nucleotides. Much biochemical evi-
dence indicates that transcriptional activation of the polymerase involves allosteric
cross-talk between the various RNAs and subunits (reviewed by Elton et al., 2006)
and the latest EM imaging study from the Ortin laboratory provides elegant struc-
tural confirmation of this. Image processing analysis of non-RNP-associated poly-
merase complexes revealed a more open but still globular complex in which several
regions (in particular density thought to be PB2) showed conformational changes
when compared to RNP-associated polymerase (Torreira et al., 2007).

Limited amounts of other structural data are available for the influenza A
virus polymerase complex. Partial proteolysis and functional mapping experiments
suggest that the N-terminal 200 or so amino acids of PA form a discrete domain
(Sanz-Ezquerro et al., 1996; Hara et al., 2006). Circular dichroism and structural
prediction analysis suggests that the C-terminal 75 amino acids of PB1 (with PB2-
binding function) form an α-helical domain (Poole et al., submitted for publication).
In addition, the first high-resolution structural information for the polymerase has
just been reported. NMR and crystal structures of the C-terminal 80 amino acids of
PB2 show a compact α–β domain that contains a nuclear localisation signal (NLS)
(Tarendeau et al., 2007).

It has long been known that the polymerase is a heterotrimer that exists even
when not bound to an RNP (Braam et al., 1983; Detjen et al., 1987) and that
PB1 forms the backbone of the complex (Digard et al., 1989). However, much
recent work has concerned the mechanism by which the polymerase trimer is
assembled, in large part prompted by further elucidation of how the P proteins
are trafficked to the nucleus. NLSs have been identified in each of the individual
P proteins (Nath and Nayak, 1990; Mukaigawa and Nayak, 1991; Nieto et al.,
1994; Tarendeau et al., 2007). However, more recent analysis has confirmed an
earlier suggestion that PB1 and PA are not efficiently imported into the nucleus
unless in the form of a heterodimer (Nieto et al., 1992; Fodor and Smith, 2004).
Further work identified the cellular Ran binding protein 5 (RanBP5, also known
as importin ß3) as a binding partner of PB1 or PB1-PA but not the full trimer
(Deng et al., 2006a; Mayer et al., 2007). SiRNA-mediated depletion of RanBP5
reduced nuclear import of PB1 and PA, suggesting that this interaction is indeed
functionally important for nuclear trafficking of part of the polymerase complex
(Deng et al., 2006a). PB2 undergoes efficient nuclear import in the absence of
other influenza virus proteins and this is likely mediated by interactions with the
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canonical cellular import machinery. A bipartite NLS has been identified in the
C-terminus of the protein and the structure of this region co-crystallised in com-
plex with importin α5 has been solved (Tarendeau et al., 2007). PB2 has also been
shown to interact with cellular hsp90 and to relocalise it to the nucleus (Momose
et al., 2002; Naito et al., 2007). As with the PB1-PA dimer and RanBP5, the
interaction of PB2 and hsp90 is lost on formation of a full PB1-PB2-PA trimer
(Naito et al., 2007). Overall, these data suggest that the trimeric polymerase com-
plex may only form in the nucleus after separate import of individual or subcom-
plexes of the P proteins along with accessory cellular proteins that perform import
and/or chaperone functions (Deng et al., 2006a; Naito et al., 2007). Consistent with
this hypothesis, a functional polymerase complex could be assembled in vitro by
the addition of separately expressed PB2 to a PB1-PA dimer (Deng et al., 2005).
Whether the subcomplexes of P proteins have any functional significance prior
to their assembly into a trimer remains controversial (reviewed by Elton et al., 2006).

Mechanism of Viral mRNA Synthesis

Initiation

The influenza virus polymerase complex is essentially inactive for any of its enzy-
matic functions in the absence of viral RNA. A popular model for the mechanism of
mRNA synthesis involves sequential binding of the polymerase to the 5′ and 3′ ter-
mini of vRNA, with each interaction causing allosteric changes to the proteins that
result in activation of the cap-binding, endonuclease and nucleotide polymerisation
functions in a regulated manner. In this model, the polymerase complex binds to the
5′ end of a vRNA segment (Fodor et al., 1994; Tiley et al., 1994), primarily through
PB1–RNA interactions (Li et al., 1998; Gonzalez and Ortin, 1999a). This induces a
conformational change in the polymerase that activates the cap-binding activity of
PB2 (Cianci et al., 1995; Li et al., 1998) and allows the polymerase to bind a cellu-
lar pre-mRNA. The 3′ end of the vRNA template then enters the complex through a
combination of protein–RNA interactions (again, primarily through PB1; Li et al.,
1998; Gonzalez and Ortin, 1999b) and base-pairing between the 5′ and 3′ sequences.
This event stimulates endonuclease activity (Cianci et al., 1995; Hagen et al., 1995;
Li et al., 1998) and the cellular 5′ cap structure, together with 9–15 nucleotides,
is endonucleolytically cleaved by PB1 (Plotch et al., 1981; Li et al., 1998). The 3′

end of the truncated mRNA is then used to prime transcription initiation by PB1
(Braam et al., 1983; Biswas and Nayak, 1994; Asano et al., 1995), with addition of
a guanosine residue directed by the second residue of the vRNA template (Plotch
et al., 1981). The nascent viral mRNA chain is then elongated by sequential addition
of ribonucleotides, as directed by the vRNA template. Characterisation of the poly-
merase’s Km for ATP suggests a transition from an initiation mode to a processive
transcription mode between positions 4 and 5 (Klumpp et al., 1998). PB2 releases
the cap structure after the first 11–15 nucleotides have been added (Braam et al.,
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1983) but the mechanism that triggers this is not known. However, there is evidence
that prior to this, binding of the cap structure to PB2 increases the transcriptional
activity of PB1 (Penn and Mahy, 1984; Kawakami et al., 1985). Insofar as is known,
other orthomyxoviruses (as well as the bunya, arena and tenuiviruses) possess sim-
ilar ‘cap-snatching’ mechanisms for transcription initiation. However, thogotovirus
generates a shorter, more homogeneous cellular-derived primer containing only the
cap structure and one additional nucleotide (Albo et al., 1996; Weber et al., 1996).

The key features of the sequential addition model for transcription initiation are
that the polymerase assembles on the 5′ end of vRNA, cap-binding is activated, the
polymerase then binds to the 3′ end of vRNA and this results in endonuclease acti-
vation. Although much support for the sequential model has been generated, recent
studies suggest that this sequence of events is not obligatory. Using an assay where
vRNA was added to recombinant polymerase either as a pre-annealed duplex of 5′

and 3′ vRNA or as sequential components, it was shown that the sequence of assem-
bly had a marked effect on the stability of cap-binding but not endonuclease activity
(Lee et al., 2003b). Polymerase bound to pre-annealed vRNA template showed high-
level capped primer binding and endonuclease activity which resulted in enhanced
levels of mRNA transcription activity, compared to that from polymerase bound ini-
tially to just 5′ vRNA. However, the low levels of capped-RNA substrate bound by
polymerase associated with only the 5′ end of vRNA were cleaved efficiently, indi-
cating that the 3′ end was not required for activation of the endonuclease, and that
the original enhancement of endonuclease activity attributed to the presence of the
3′ end actually resulted from increased levels of cap-binding (Lee et al., 2003b).
In addition, much of the early in vitro data on influenza virus transcription was
gained using rabbit ß-globin mRNA or latterly, a synthetic capped RNA made by
in vitro transcription. Although these mRNAs are good substrates for the endonu-
clease, they are primarily cleaved after a G residue (Plotch et al., 1981) and are not
used efficiently as primers for transcription initiation (Rao et al., 2003). However, in
vivo the polymerase complex shows a preference for cleavage of host mRNAs after
an A, or in around 20% of the available cloned sequences (for influenza A virus),
CA residues (reviewed in Elton et al., 2006). Furthermore, when a capped substrate
with a CA sequence upstream of the cleavage site was used as a primer the 3′ end
of vRNA was not required for full endonuclease activity (Rao et al., 2003). Over-
all therefore, while many of the details of the sequential model of influenza virus
mRNA transcription are intact, some aspects are still not fully defined.

Polyadenylation

Processive synthesis of mRNA halts at a stretch of 5–7 uridine residues ∼17 nt from
the 5′ end of the vRNA template (Robertson et al., 1981), adjacent to the base-paired
region of the panhandle structure (Hsu et al., 1987; Fig. 9.1a). Polymerase stuttering
at this site to reiteratively copy the U(5–7) track produces a poly A tail ranging from
60 to 350 residues for mRNA isolated from virus-infected cells (Plotch and Krug,
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1977), and up to 120–150 in vitro (Perales et al., 1996; Pritlove et al., 1998). Direct
evidence for this being a non-processive, template-directed process rather than a
poly A polymerase activity came from a study where the U track was mutated to
A6 leading to synthesis of positive-sense capped RNAs with poly (U) tails (Poon
et al., 1999). Initially it was proposed that base-pairing of the vRNA panhandle was
a physical block to polymerase processivity, resulting in stuttering on the adjacent U
track (Robertson, 1979; Luo et al., 1991). The discovery that the polymerase binds
tightly to the 5′ end of vRNA suggested the hypothesis that the polymerase itself
prevented processive transcription through the poly (U) stretch by remaining bound
to the 5′ end of its template (Fodor et al., 1994; Tiley et al., 1994). In this model,
the continued association of the polymerase with the 5′ end of vRNA creates a loop
of untranscribed template that becomes progressively shorter until the polymerase
is arrested with its active site over the poly (U) stretch immediately adjacent to its
5′ binding site. This steric block forces the polymerase to stutter and polyadenylate
the transcript. Experimental evidence supporting this hypothesis comes from the
observation that nucleotides required for polymerase binding to the 5′ end of vRNA
(Fodor et al., 1994; Tiley et al., 1994) are also essential for polyadenylation (Poon
et al., 1998; Pritlove et al., 1998).

It is generally believed that there is a mechanism to couple the mode of initia-
tion by the polymerase complex to that of termination. Hay et al. (1982) observed
that most full-length transcripts of the vRNA templates were uncapped, while in
vivo and in vitro studies have found that most polyadenylated viral RNAs have host
sequences at their 5′ ends (Shaw and Lamb, 1984; Vreede and Brownlee, 2007). In
support of a mechanism to couple initiation and termination, transcripts initiated in
vitro with a capped primer are also polyadenylated, even in the presence of free NP
(Beaton and Krug, 1986). The finding that binding of the polymerase to duplex-form
genome termini promotes high levels of cap-primed transcription initiation suggests
a mechanism for achieving this coupling, as it is reasonable to suppose that any
interaction of the RNA termini in the absence of the polymerase is more likely to
happen in cis than in trans (Lee et al., 2003b). However, this hypothesis is yet to be
tested in vivo.

Interactions Between Viral and Cellular Transcription Machinery

One facet of influenza virus transcription where there has been significant recent
progress concerns the cell biological aspects of the interaction between host and
viral transcription machinery. The point in the cellular transcription cycle at which
viral RNPs capture host cell cap structures has not been defined as in theory it could
occur at any point before the cellular mRNA is exported to the cytoplasm. The pre-
mRNA cap structure normally becomes associated with the cap-binding complex
(CBC) soon after transcription initiation (Howe, 2002). The CBC remains bound
to the cap up until nuclear export of the mature mRNA so it is plausible that the
CBC and the influenza polymerase compete for the mRNA cap. Recent work has
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shown that the influenza polymerase interacts with the host RNA Pol II (Engelhardt
et al., 2005; Mayer et al., 2007) mediated through the C-terminal repeat domain
(CTD) of RNA Pol II with a preference for the form phosphorylated on serine 5
(Engelhardt et al., 2005). Serine 5 phosphorylation occurs during initiation of the
Pol II transcriptional cycle and is thought to activate the cellular cap synthesis com-
plex (Howe, 2002). Potentially therefore, the influenza polymerase targets Pol II
at the initiation stage to compete for newly synthesised cap structures for use as
primers (Engelhardt et al., 2005).

A physical association between host and viral transcription machinery may also
serve to direct nuclear export of viral mRNAs. The maturation of a cellular mRNA
leading up to and including its export to the cytoplasm is thought to be coupled
to RNA Pol II transcription through a suite of accessory proteins that are loaded
onto the nascent transcript in a sequential fashion (Howe, 2002). Excluding the
first dozen or so nucleotides captured from host mRNAs, influenza virus mRNAs
are made by the viral polymerase but still need to access cellular machinery for
nuclear export. The pathways and mechanisms are currently poorly defined but it
has been observed that certain viral transcripts (notably those encoding HA and
M1) are retained in the nucleus by drugs that affect the phosphorylation of the RNA
Pol II CTD (Vogel et al., 1994; Amorim et al., 2007). The latter study used a variety
of chemically and mechanistically distinct Pol II inhibitors to infer that the block
to nuclear export of the viral mRNAs was reversible and depended on Pol II tran-
scription (Amorim et al., 2007), a result consistent with recent work regarding the
nuclear export of microinjected cellular mRNAs (Tokunaga et al., 2006). Two recent
studies concluded that influenza infection somehow downregulates Pol II transcrip-
tion (Chan et al., 2006; Rodriguez et al., 2007). This occurs late in infection when
viral mRNA synthesis is diminishing and thus is consistent with a role for RNA Pol
II in viral mRNA expression.

Mechanism of Genome Replication

Synthesis of cRNA

The process of genome replication is less well characterised in comparison to that of
mRNA synthesis. Incoming vRNPs are the templates for synthesis of cRNAs which
are then used to make more vRNA (Fig. 9.1b). cRNA constitutes only 5–10% of
the total plus-sense viral RNA present in infected cells (Hay et al., 1977a; Barrett
et al., 1979; Herz et al., 1981; Mullin et al., 2004). Viral mRNAs cannot serve as
replicative intermediates because of the host-derived sequences at their 5′ ends and
because they are truncated at their 3′ ends when polyadenylated (Fig. 9.1a). cRNAs
are uncapped, 5′ triphosphorylated (Hay et al., 1982), full-length copies that are not
polyadenylated. They cannot be generated through the endonucleolytic processing
of a cap-primed intermediate, as this would leave a monophosphate terminus (Olsen
et al., 1996). To generate a full-length copy, the polymerase must read through



9 Orthomyxovirus Genome Transcription and Replication 173

the polyadenylation signal towards the 5′ end of the vRNA template. Unlike viral
mRNA, cRNA is encapsidated by NP to form RNP structures, in much the same way
as vRNA (Pons, 1971; Dalton et al., 2006). Thus, cRNA synthesis is mechanistically
distinct from viral transcription.

Early studies indicated that RNPs from purified influenza virions are able to syn-
thesise mRNA but not cRNA in vitro (Plotch and Krug, 1977; Skorko et al., 1991),
indicating a requirement for other factors besides transcriptionally active RNPs.
However, a recent study re-examining this question reached the opposite conclusion
and found that virion RNPs were fully competent with no extra factors necessary
(Vreede and Brownlee, 2007). Differing methodologies for the detection of cRNA
may underlie the discrepancy.

Unquestionably, the same RNPs introduced into a cell by infection act as tem-
plates for both mRNA and cRNA synthesis. Nuclear extracts prepared from normal
cells infected with influenza virus supported the synthesis of both types of positive-
sense RNA (Beaton and Krug, 1984; del Rio et al., 1985; Beaton and Krug, 1986;
Takeuchi et al., 1987; Shapiro and Krug, 1988). Early experiments showed that
cRNA accumulation was dependent upon synthesis of viral and/or cellular proteins
whereas mRNA synthesis was not (Hay et al., 1977b). Isolated RNP complexes
recovered from the infected nuclear extracts by centrifugation lost the ability to
make cRNA, but this could be restored by addition of the supernatant fraction unless
it was immuno-depleted of NP (Beaton and Krug, 1986; Shapiro and Krug, 1988).
This early data led to the concept of a ‘switch’ mechanism operating in infected cells
to divert a minor fraction of polymerase activity from transcription to cRNA synthe-
sis. Various hypotheses concerning how such a control mechanism might operate,
mostly centred around NP, but also concerning the viral polymerase or putative cel-
lular factors have been proposed. The reader is referred to other reviews where this
work is considered in detail (Elton et al., 2006; Ortin and Parra, 2006). Instead, this
chapter will focus on recent data suggesting alternative models for how influenza
A virus replicates its genome.

The Stabilisation Model for cRNA Synthesis

NP is the prime candidate for a regulatory factor in the active ‘switching’ hypothesis,
from the evidence described above and by analogy with non-segmented negative-
sense viruses, where the intracellular concentration of the equivalent N protein is
thought to regulate the balance between transcription and replication (Blumberg
et al., 1981; Arnheiter et al., 1985). However, experimental manipulation of NP
levels showed a slight negative rather than any positive correlation with levels of
genome replication in cells (Mullin et al., 2004). In addition, NP is not necessary
in vitro for the polymerase to initiate unprimed (replication mode) RNA synthesis
(Lee et al., 2002; Deng et al., 2006b; Vreede and Brownlee, 2007) although it may
function as a processivity factor (Beaton and Krug, 1986; Shapiro and Krug, 1988).
A recent key study has shown that cRNA synthesis can occur in the absence of
protein synthesis if a supply of pre-existing polymerase is available (Vreede et al.,



174 P. Digard et al.

2004). This is dependent on the promoter-binding activity but not on the catalytic
activity of the pre-expressed polymerase as a polymerisation defective mutant PB1
can fulfil this role whereas RNA-binding mutants cannot. Pre-existing NP was nei-
ther necessary nor sufficient to permit cRNA accumulation. However, its presence
substantially increased the levels of cRNA accumulation. Thus a new model for
the first step in genome replication proposes that cRNA synthesis is an intrinsic
property of negative-sense RNPs but its accumulation is dependent on stabilisation
resulting from polymerase binding (and enhanced by NP) rather than by an active
switch mechanism (Vreede et al., 2004). Because cRNA molecules are not capped
or polyadenylated they are quickly degraded by cellular nucleases unless there is a
source of viral RNP polypeptides, particularly the polymerase components, present
to encapsidate and stabilise them (Fig. 9.3). Paradoxically, a PB1-PA dimer pos-
sessing high levels of promoter-binding activity (Lee et al., 2002; Deng et al., 2005)
does not suffice for this purpose (Vreede et al., 2004). This current model suggests
that the first event in influenza A virus genome replication is not actively regulated,
but is instead a stochastic process based on the probability of the viral polymerase
initiating cap-primed or unprimed transcription. Nevertheless, evidence for regu-
lated cRNA synthesis at some level remains. For instance, maximum rates of syn-
thesis and levels of cRNA accumulation are reached early in infection and are not
substantially amplified by the subsequent rise in vRNA levels (Barrett et al., 1979;
Shapiro et al., 1987; Mullin et al., 2004; Dalton et al., 2006), despite the large pool
of non-RNP-associated polymerase that remains in the nucleus until the end of the

Fig. 9.3 Stabilisation model for influenza virus cRNA synthesis. (a) When protein synthesis is
blocked by cycloheximide (CHX), RNPs synthesise mRNA and cRNA but the unencapsidated
cRNA is quickly degraded. (b) In untreated cells, viral mRNAs are translated to produce new
polymerase and NP which co-transcriptionally encapsidates nascent cRNA strands and protects
them from degradation. After Vreede et al. (2004).
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viral lifecycle (Detjen et al., 1987; Carrasco et al., 2004). This perhaps implies that
only input (and not newly replicated) vRNA templates are used for cRNA synthesis,
but this remains to be determined.

The Mechanism of vRNA Synthesis

The synthesis of vRNA from a cRNA template can be viewed as a simpler process
than the transcription or replication of positive-sense RNA, since it is the only type
of RNA transcribed from a cRNA template. Like cRNA, initiation of vRNA synthe-
sis is unprimed and the products have 5′ triphosphorylated ends (Young and Content,
1971; Hay et al., 1982). Nevertheless, recent work suggests a significant difference
in their modes of transcription initiation. Based on the results of experiments exam-
ining the precise origins of the first 2–3 nucleotides polymerised on WT and mutant
cRNA and vRNA templates (Deng et al., 2006c) concluded that initiation with ATP
occurs at the very 3′ end of the vRNA template and leads to synthesis of pppApG
that is subsequently elongated to a full-length cRNA transcript (Fig. 9.4a). vRNA
synthesis also initiates with ATP to produce a pppApG dinucleotide, but surpris-
ingly, this is templated by positions 4 and 5 of the 3′ cRNA promoter. The pppApG
dinucleotide is then postulated to translocate back to the very 3′ end of the tem-
plate and there act as a primer for initiation of a nascent full-length vRNA molecule
(Fig. 9.4b). Theoretically, the internally templated ApG could also be released by
the polymerase to prime transcription in trans on other cRNA or vRNA templates
(Deng et al., 2006c). Ironically, ApG dinucleotides have been used by influenza sci-
entists as a tool to stimulate in vitro transcription by the viral polymerase for more
than 30 years (McGeoch and Kitron, 1975).

Differential activation of the polymerase complex has been observed with the
vRNA and cRNA promoters. This may be due to their binding to different sequences
within the PB1 subunit, although there is some disagreement on the PB1 sequences
involved (Li et al., 1998; Jung and Brownlee, 2006). Binding to the 5′ end of vRNA
or cRNA stimulates cap-binding activity of the polymerase (Cianci et al., 1995),
which may increase overall levels of transcription through allosteric upregulation of
PB1 activity (Penn and Mahy, 1984; Kawakami et al., 1985). However, only bind-
ing to vRNA templates triggers cap-primed transcription activity of the polymerase.
Until recently, this was thought to be due to a failure of cRNA templates to acti-
vate the endonuclease activity of the complex (Cianci et al., 1995; Honda et al.,
2001), but as discussed earlier, this may only hold true for certain cap-donor RNAs.
Addition of a CA cleavage site-containing cap donor to a reconstituted polymerase
complex bound to 5′cRNA stimulated endonuclease activity to levels approach-
ing those achieved with 5′vRNA. However, as these products are not subsequently
extended (Rao et al., 2003), the synthesis of non-functional capped vRNA is pre-
vented. Although the cRNA template does not contain a full polyadenylation signal
(as it lacks the poly U tract), the polymerase still binds to the 5′ arm of cRNA (Tiley
et al., 1994; Cianci et al., 1995; Gonzalez and Ortin, 1999b) and evidence indicates
that the cRNA promoter can exist as a panhandle (Elton et al., 2006; Ortin and Parra,
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Fig. 9.4 Initiation modes for viral genome replication. (a) cRNA synthesis initiates by synthesis
of an ApG dinucleotide templated by the 3′ end of vRNA that is then processively extended. (b)
For vRNA synthesis, ApG is synthesised internally using residues 4 and 5 of the cRNA template,
then translocated back to the 3′ end (primer realignment) to prime processive elongation. After
Deng et al. (2006).

2006). This raises the question of how the steric block proposed for vRNA-directed
polyadenylation is avoided in the case of cRNA to allow synthesis of a full-length
vRNA transcript. Estimates of the dissociation constants for the interaction of PB1
with the 5′ ends of vRNA and cRNA are similar (Gonzalez and Ortin, 1999a, b).
Nevertheless, the overall interaction of the polymerase with the cRNA promoter is
more labile than with the vRNA promoter and significantly more temperature sen-
sitive (Dalton et al., 2006).

The genetics of vRNA synthesis are similar to that of cRNA, with early experi-
ments on ts mutants providing evidence that both PA and NP are important (Elton
et al., 2006). However, the two polarities of genome replication are separable, since
mutants have been isolated that can synthesise positive-sense RNA but appear to be
specifically deficient for synthesis of vRNA (Thierry and Danos, 1982; Markushin
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and Ghendon, 1984) or vice versa (Mena et al., 1999). In addition, mutations in the
NS1 gene show a partial deficiency in the accumulation of vRNA, but not in that of
cRNA, suggesting that NS1 acts as a cofactor in the second step of viral RNA repli-
cation (Falcon et al., 2004). This may be related to the observed association of NS1
with viral RNPs (Marion et al., 1997). Analysis of in vitro transcription reactions
carried out with infected cell extracts has shown that, as with cRNA synthesis, a sup-
ply of non-RNP-associated NP is required to support vRNA synthesis (Shapiro and
Krug, 1988). However, it is notable that prior expression of the polymerase and NP
in cells before infection in the presence of a cycloheximide block does not support
vRNA synthesis even though cRNA is made (Vreede et al., 2004).

Conclusions

Orthomyxoviral RNA synthesis has been a topic of continual research for over
40 years now and yet despite this, even after significant recent advances, much
remains to be discovered. The molecular mechanisms of viral mRNA transcription
are still incomplete, especially with regard to the cell biology of the process. New
models have been formulated for how influenza virus replicates its genome but these
require further testing. The longstanding lack of structural information on the viral
RNA synthesis machinery is beginning to be rectified but there is still much work
to be done. These remain worthwhile areas of study and may eventually lead to the
design of novel antivirals targeted against an enzymatic complex that occupies the
coding capacity of well over half of the influenza virus genome.
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Chapter 10
Arenaviruses: Genome Replication Strategies

Juan C. de la Torre

Introduction

Arenaviruses constitute one of the most widespread and diverse groups of
rodent-borne viruses, which merit significant attention both as tractable model
systems to study acute and persistent viral infections (Oldstone, 2002; Zinkernagel,
2002) and as clinically important human pathogens including several causative
agents of severe hemorrhagic fever (HF), chiefly Lassa fever virus (LASV)
(Geisbert and Jahrling, 2004; McCormick and Fisher-Hoch, 2002; Peters, 2002).
Moreover, evidence indicates that the prototypic Arenavirus lymphocytic chori-
omeningitis virus (LCMV) is a neglected human pathogen of clinical significance,
especially in cases of congenital infection (Barton and Mets, 1999, 2001; Barton
et al., 2002; Jahrling and Peters, 1992; Mets et al., 2000; Peters, 2006). No licensed
anti-arenavirus vaccines are available, and current anti-arenavirus therapies are
limited to the use of the nucleoside analog ribavirin, which is only partially
effective and often associated with significant secondary effects including anemia
and birth defects. Therefore, it is important to develop novel antiviral strategies to
combat arenaviruses. This task will benefit from an improved knowledge about the
arenavirus molecular biology, which is the focus of this chapter.

The inability to genetically manipulate the Arenavirus genome has hampered
studies aimed at understanding its molecular and cell biology, as well as the role
played by each viral gene product in virus–host interactions during both acute and
persistent infections and associated diseases. The recent development of reverse
genetics systems for several arenaviruses including LCMV (Flatz et al., 2006; Lee
et al., 2000; Sanchez and de la Torre, 2006), as well as LASV (Hass et al., 2004)
and Tacaribe virus (TCRV) (Lopez et al., 2001), has provided investigators with a
novel and powerful approach for the investigation of the cis-acting sequences and
trans-acting factors that control arenavirus replication and gene expression, as well
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as assembly and budding. Moreover, the ability to rescue recombinant LCM viruses
from cloned cDNAs with predetermined specific mutations and analyze their phe-
notypic expression in its natural host, the mouse, has created unique opportunities to
investigate arenavirus–host interactions that influence a variable infection outcome
ranging from virus control and clearance by the host defenses to long-term chronic
infection associated with subclinical disease, and severe acute disease including HF.
Likewise these new developments are facilitating a detailed understanding of the
arenavirus molecular biology. This new knowledge, in turn, is opening new avenues
for the development and evaluation of novel antiviral strategies to combat arenaviral
infections.

Arenaviruses Important as Both Model Systems
and Human Pathogens

LCMV as a Model to Study Virus–Host Interactions Associated
with Both Acute and Chronic Viral Infections

The LCMV system provides a primary workhorse in the fields of immunology and
viral pathogenesis and has contributed to the development of multiple key concepts
in both disciplines including (1) antiviral tolerance (Oldstone, 2002; Zinkernagel,
2002), (2) virus-induced immunosuppression (Oldstone, 2002; Zinkernagel, 2002),
and (3) the ability of noncytolytic persistent riboviruses to avoid elimination by the
host immune responses and to induce disease by interfering with specialized func-
tions of infected cells, revealing a new way by which viruses do harm in the absence
of the classic hallmarks of cytolysis and inflammation (de la Torre and Oldstone,
1996; Oldstone, 2002). Moreover, LCMV represents an excellent model to unravel
the mechanisms of virally induced meningitis and foster the development of novel
interventions to ameliorate the symptoms and consequences of this clinically impor-
tant pathogenic process.

Arenaviruses and the Diseases That They Cause

Arenaviruses cause chronic infections of rodents with a worldwide distribution
(Buchmeier et al., 2001). Asymptomatically infected animals move freely in their
natural habitat and may invade human habitation. Humans are infected through
mucosal exposure to aerosols, or by direct contact of abrade skin with infectious
materials.

Several arenaviruses cause severe HF disease in humans and pose a serious public
health problem (Buchmeier et al., 2001; McCormick and Fisher-Hoch, 2002; Peters,
2002). In recent years, increased traveling to and from endemic regions has led
to the importation of LASV into non-endemic regions including the United States
(Freedman and Woodall, 1999; Holmes et al., 1990; Isaacson, 2001). On the other
hand, it is worth noting that compelling evidence indicates that LCMV is a neglected
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human pathogen of clinical significance, especially in cases of congenital infection
leading to hydrocephalus, mental retardation, and chorioretinitis in infants (Barton
et al., 2002; Jahrling and Peters, 1992; Mets et al., 2000). In addition, LCMV poses
special threat to immuno-compromised individuals, as illustrated by recent cases of
transplant-associated infections by LCMV with a fatal outcome in the United States
(Fischer et al., 2006; Peters, 2006).

Arenavirus Genome Organization

Arenaviruses are enveloped viruses with a bi-segmented negative single-stranded
RNA genome and a life cycle restricted to the cell cytoplasm (Buchmeier et al.,
2007; Meyer et al., 2002). Individual arenaviruses exhibit some variability in the
lengths of the two genomic RNA segments, L (ca. 7.2 kb) and S (ca. 3.5 kb), but
their overall organization is well conserved across the virus family. As with other
negative strand (NS) RNA viruses, arenaviruses are characterized by a lack of infec-
tivity of their purified genome RNA species and the presence of a virion-associated
RNA-dependent-RNA polymerase (RdRp). However, the Arenavirus coding strat-
egy has unique features compared to prototypical NS RNA viruses. Each Arenavirus
genome segment uses an ambisense coding strategy to direct the synthesis of two
polypeptides in opposite orientation, separated by a non-coding intergenic region
(IGR) with a predicted folding of a stable hairpin structure (Buchmeier et al.,
2007; Meyer et al., 2002). The S RNA encodes the viral glycoprotein precursor,
GPC (ca. 75 kDa), and the nucleoprotein, NP (ca. 63 kDa), whereas the L RNA
encodes the viral RNA-dependent-RNA polymerase (RdRp, or L polymerase) (ca.
200 kDa) and a small RING finger protein Z (ca. 11 kDa). The NP and L cod-
ing regions are transcribed into a genomic complementary mRNA, whereas the
GPC and Z coding regions are not translated directly from genomic RNA, but
rather from genomic sense mRNAs that are transcribed using as templates the cor-
responding antigenome RNA species, which also function as replicative interme-
diates (Fig. 10.1). The term ambisense refers to this situation in which regions
located down- and upstream of the IGR of the S and L genome RNA species are
of negative and positive sense, respectively. However, genomic S and L RNAs
cannot function as mRNAs and be directly translated into GPC and Z proteins,
respectively.

Virions contain the L and S genomic RNAs as helical nucleocapsid structures that
are organized into circular configurations, with lengths ranging from 400 to 1300 nm
(Young and Howard, 1983). The L and S genomic RNA species are not present in
equimolar amounts within virions (L:S ratios ∼1:2), and low levels of both L and
S antigenomic RNA species are also present within virions. In addition, it has been
documented that host ribosomes can be incorporated into virions, but the biological
implications of this remain to be determined (Buchmeier et al., 2007; Muller et al.,
1983). Likewise, significant levels of the Z mRNA appear to be incorporated into
virions (Salvato et al., 1992), but it is unknown whether this reflects a functional
requirement or an imprecise encapsidation process.
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Fig. 10.1 LCMV genome organization.

Terminal Nucleotide Sequences

Arenaviruses exhibit high degree of sequence conservation at the 3′-end of the L
and S RNA segments (17 out of 19 nucleotides [nt] are identical), suggesting that
this conserved terminal sequence element constitutes the virus promoter for poly-
merase entry. Arenaviruses, similar to other NS RNA viruses, also exhibit com-
plementarity between the 5′- and 3′-ends of their genomes and antigenomes. The
almost exact inverted complement of the 3 ′-end 19 nt is found at the 5′-termini of
genomes and antigenomes of arenaviruses. Thus, the 5′- and 3′-ends of both L and
S genome segments are predicted to form panhandle structures. This prediction is
supported by electron microscopy data showing the existence of circular ribonucle-
oprotein (RNP) complexes within arenavirus virion particles. This terminal comple-
mentarity may reflect the presence at the 5′-ends of cis-acting signals sequences that
provide a nucleation site for RNA encapsidation, required to generate the nucleo-
capsid (NC) templates recognized by the virus polymerase. Terminal complemen-
tarity may also be a consequence of strong similarities between the genome and
antigenome promoters used by the virus polymerases. This terminal complemen-
tarity has been proposed to favor the formation of both intra- and inter-molecular
L and S duplexes that might be part of the replication initiation complex (Salvato,
1993b). For several arenaviruses, an additional non-templated G residue has been
detected on the 5′-end of their genome RNAs (Garcin and Kolakofsky, 1992; Raju
et al., 1990).

Intergenic Regions

Arenavirus IGR are predicted to fold into a stable hairpin structure. Transcription
termination of the S-derived NP and GP occurs at multiple sites within the predicted
stem of the IGR, suggesting that a structural motif rather than a sequence-specific
signal promotes the release of the Arenavirus polymerase from the template RNA.
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Some arenaviruses including LCMV contain one single predicted stem loop within
the S IGR, whereas the S IGR of others, e.g., TCRV, is predicted to contain two
distinct IGRs downstream to the translation termination codons from NP and GPC
(Buchmeier et al., 2007; Meyer et al., 2002).

Sequence Heterogeneity

The family Arenaviridae comprises two distinct complexes: the LCMV-Lassa com-
plex, which includes the Old World arenaviruses, and the Tacaribe virus (TCRV)
complex, which includes all known New World arenaviruses. Early sequence anal-
ysis of laboratory-adapted arenaviruses revealed a significant degree of genetic sta-
bility with amino acid sequence homologies of 90%–95% among different strains
of the prototypic arenavirus lymphocytic choriomeningitis virus (LCMV), whereas
significant higher levels of genetic diversity (37%–56%) were observed for homol-
ogous proteins of different arenaviruses species (Buchmeier et al., 2007; South-
ern, 1996). More recent genetic studies on arenavirus field isolates, including Lassa
(Bowen et al., 2000), Junin (Garcia et al., 2000), Guanarito (GTO) (Weaver et al.,
2000), Pirital (PIR) (Fulhorst et al., 1999), and Whitewater Arroyo (Fulhorst et al.,
2001), have revealed a high degree of genetic variation among geographical and
temporal isolates of the same virus species. Notably, a remarkably high level of
genetic divergence (26% and 16% at the nt and amino acid level, respectively) has
been documented among PIR isolates within very small geographic regions (Weaver
et al., 2001). The substantial degree of inter- and intra-species genetic variation
among arenaviruses appears to have important biological correlates, as suggested
by the significant variation in biological properties observed among LCMV strains
(Sevilla et al., 2002). Thus, dramatic phenotypic differences have been documented
among genetically very closely related LCMV isolates exhibiting only a few amino
acid differences in their proteins.

Arenavirus Proteins

The NP is the most abundant viral polypeptide in both infected cells and virions.
NP is the main structural element of the viral RNP and plays an essential role in
viral RNA synthesis. We have shown that NP exhibits also an IFN counteracting
activity (Martinez-Sobrido et al., 2006). The viral glycoprotein precursor GPC is
posttranslationally proteolytically processed by the S1P cellular protease to yield
the two mature virion glycoproteins GP-1 (40–46 kDa) and GP-2 (35 kDa) (Beyer
et al., 2003; Pinschewer et al., 2003b). GPC contains a 58-amino-acid signal peptide
(SSP) that is expressed as a stable polypeptide in infected cells that remains sta-
bly associated to the GP complex (GPcx). Besides its role in targeting the nascent
polypeptide to the endoplasmic reticulum, this SSP likely serves additional roles
in the trafficking and function of the viral envelope glycoproteins (Eichler et al.,
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2003a, 2004, 2003b; Froeschke et al., 2003; York et al., 2004). GP-1 mediates virus
interaction with host cell surface receptors and is held in place at the top of the spike
by ionic interactions with the N-terminus of the transmembrane GP-2 (Buchmeier
et al., 2001; Neuman et al., 2005).

The Arenavirus L protein has the characteristic sequence motifs conserved
among the RdRp (L proteins), of negative strand (NS) RNA viruses (Salvato et al.,
1989; Sanchez and de la Torre, 2005; Tordo et al., 1992; Vieth et al., 2004). Detailed
sequence analysis and secondary structure predictions have been documented for the
LFV L polymerase (Vieth et al., 2004). These studies identified several regions of
strong alpha-helical content and a putative coiled-coil domain at the N-terminus,
whose functional roles remain to be determined.

The arenavirus RING finger protein Z has no homologue among other known
NS RNA viruses. Z is a structural component of the virion (Salvato et al., 1992).
In LCMV-infected cells Z has been shown to interact with several cellular proteins
including the promyelocytic leukemia (PML) protein (Borden et al., 1998) and the
eukaryote translation initiation factor 4E (eIF4E) (Campbell Dwyer et al., 2000;
Kentsis et al., 2001), which have been proposed to contribute to the noncytolytic
nature of LCMV infection and repression of cap-dependent translation, respectively.
Biochemical studies suggested that Z might be the arenavirus counterpart of the
matrix (M) protein found in other negative strand RNA viruses (Salvato, 1993a;
Salvato et al., 1992). Consistent with this proposal, more recent evidence has shown
that Z is the driving force of arenavirus budding (Perez et al., 2003; Strecker et al.,
2003; Urata et al., 2006). The expression of Z during the progression from early to
late phases of the LCMV life cycle appears to be highly regulated, and thereby Z
might play different roles during the life cycle of LCMV.

Arenavirus Life Cycle

Cell Attachment and Entry

Consistent with a broad host range and cell type tropism, a highly conserved and
widely expressed cell surface protein, alpha-dystroglycan (aDG) has been identi-
fied as a main receptor for LCMV, LASV and Clade C NW arenaviruses (Kunz
et al., 2002). However, several other arenaviruses appear to use an alternative recep-
tor (Kunz et al., 2004; Spiropoulou et al., 2002), and recently transferring receptor
1 was identified as a cellular receptor used for entry of the NW HF arenaviruses
Machupo and Junin (Radoshitzky et al., 2007). Upon receptor binding, arenavirus
virions are internalized by uncoated vesicles and released into the cytoplasm by
a pH-dependent membrane fusion step that is mediated by GP-2 (Borrow and
Oldstone, 1994; Di Simone and Buchmeier, 1995; Di Simone et al., 1994). This
fusion event is mediated by GP-2, which is structurally similar to the fusion active
membrane proximal portions of the GP of other enveloped viruses (Gallaher et al.,
2001).
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RNA Replication and Transcription

The fusion between viral and cellular membranes releases the viral RNP into the
cytoplasm, which is ensued by viral RNA synthesis. LCMV mRNAs have extra
non-templated nt and a cap structure at their 5′-ends, but the origin of both the cap
and 5′-non-templated nt extensions remains to be determined. Transcription termi-
nation of subgenomic non-polyadenylated viral mRNAs was mapped to multiple
sites within the distal side of the IGR (Meyer and Southern, 1994; Tortorici et al.,
2001), suggesting that the IGR acts as a bona fide transcription termination signal
for the virus polymerase. The basic steps of Arenavirus RNA replication and gene
transcription are illustrated in Fig. 10.2 using the S segment as example; the same
scheme applies also to the L segment. NP and L are transcribed into a genomic
complementary mRNA, whereas the GPC and Z are not translated directly from
genomic RNA, but rather from genomic sense mRNAs that are transcribed using
as templates the corresponding antigenome RNA species, which also function as
replicative intermediates.

Viral Trans-Acting Factors Required for RNA Replication
and Transcription

Reverse genetic studies using an LCMV minigenome rescue system identified NP
and L as the minimal viral trans-acting factors required for efficient RNA synthesis
mediated by the virus polymerase (Lee et al., 2000). Similar findings have been now
documented for LASV (Hass et al., 2004) and the New World Arenavirus TCRV
(Lopez et al., 2001). Notably, both genetic and biochemical evidence have indicated

Fig. 10.2 LCMV replication and transcription.
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that oligomerization of L is required for the activity of the LCMV L polymerase
(Sanchez and de la Torre, 2005), a finding similar to that previously documented
for the paramyxoviruses Sendai (Smallwood et al., 2002) and parainfluenza virus 3
(PIV3) (Smallwood and Moyer, 2004).

Cis-Acting Signals Involved in the Regulation of LCMV RNA Synthesis

Sequence Specificity and Structure Define the Functional Genome Promoter

All arenavirus genomes examined to date have a highly conserved sequence ele-
ment at their 3′-termini (17/19 nt are identical), and the inverted complement of
this sequence is found at the genome 5′-termini. Terminal complementarity in L
and S RNAs predicts the formation of a conserved and thermodynamically stable
panhandle structure that, similar to influenza- and bunya-viruses, was proposed to
contribute to the control of RNA synthesis.

Mutation-function analysis of the genome 3′/5′-termini in the control of viral
RNA synthesis using a transcription and replication competent LCMV minigenome
(MG) rescue system (Perez and de la Torre, 2002) revealed the minimal LCMV
genomic promoter to be contained within the 3′-terminal 19 nt. Moreover, deletions
and nt substitutions within the MG 5′-end that disrupted terminal complementar-
ity abolished also genome promoter activity. Notably, compensatory mutations that
restore paring between the 3′- and 5′-termini did not result in restoration of genome
promoter activity. Likewise, these studies did not identify mutations within the pro-
moter sequences that affected independently either RNA replication or transcription.
A detailed mutation-function analysis of the virus genome promoter has been doc-
umented for LASV (Hass et al., 2006), revealing that the LASV genome promoter
also regulates transcription and replication in a coordinated manner. These stud-
ies also showed that the LASV genome promoter is composed of two functional
elements, a sequence-specific region from residues 1 to 12 and a variable comple-
mentary region from residues 13 to 19. The first region appears to interact with
the replication complex mainly via base-specific interactions, while in the second
region solely base pairing between 3′ and 5′ promoter ends is important for promoter
function.

These findings support the view that arenavirus genome promoters regulate tran-
scription and replication in a coordinated manner and that both sequence specificity
within the 3′-terminal 19 nt and the integrity of the predicted panhandle structure are
required for the activity of the genome promoter. Moreover, the two biosynthetic
processes, RNA replication and transcription, directed by the virus polymerase
complex appeared to be coordinated by the same cis-acting regulatory sequences.
Initiation of RNA synthesis by the arenavirus polymerase has been proposed to
employ a prime and realign mechanism, which would account for the presence of a
non-templated G at the 5′-ends of the arenavirus genomic and antigenomic RNAs
(Garcin and Kolakofsky, 1990, 1992). Results obtained using MGs with a variety of
5′-end sequences have provided evidence in support of this model (Perez and de la
Torre, 2002).
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The IGR Present Within Each Arenavirus Genome Segment is a Bona Fide
Transcription Termination Signal, but Plays also a Critical Role in Assembly
of Infectious Particles

Arenavirus mRNAs have extra non-templated nucleotides (nt) and a cap structure
at their 5′-ends, but the origin of both the cap and 5′-non-templated nt extensions
remains to be determined. The 3′-termini of the subgenomic non-polyadenylated
viral mRNAs have been mapped to multiple sites within the distal side of the IGR
(Meyer et al., 2002; Southern, 1996). All arenavirus IGR sequences are predicted to
fold into single or double stem-loop structures (Buchmeier et al., 2001; Meyer et al.,
2002; Southern, 1996), suggesting a structure-dependent transcription termination
mechanism reminiscent of rho-independent termination in prokaryotes (Yarnell and
Roberts, 1999).

Studies using the LCMV MG rescue system where a variety of RNA analogues
of the S genome segment, containing or not an IGR, served as a template for synthe-
sis of full-length anti-MG (aMG) replicate and subgenomic size mRNA species for
reporter gene expression showed that a MG without IGR was amplified by the virus
polymerase with equal efficiency but subgenomic mRNA species were undetectable
(Pinschewer et al., 2005). Intriguingly, however, reporter gene expression from IGR-
deficient aMG CAT-sense RNA of genomic length was found to be only about 5-fold
less efficient than from subgenomic CAT mRNA derived from an IGR-containing
MG, but at least 100-fold more efficient than a T7 RNA polymerase transcript with
the same sequence. These results validated the IGR as a bona fide transcription
termination signal, but revealed also that in the absence of IGR-mediated tran-
scription termination, a fraction of full-length aMG RNA behaves as bona fide
mRNA. Conceptually similar findings have been also documented for the NW arena
TCRV (Lopez and Franze-Fernandez, 2007). Likewise studies using a TCRV MG
rescue system demonstrated that the transcription termination signal provided by
the IGR is structure, but not sequence, dependent (Lopez and Franze-Fernandez,
2007).

Unexpectedly, LCMV MGs without IGR were dramatically impaired in their
ability to passage reporter gene activity via infectious VLP (Pinschewer et al., 2005),
suggesting that in addition to its role in the control of RNA synthesis, the arenavirus
IGR plays a role in virus assembly or budding, or both, required for the efficient
virus propagation. Whether this role of the IGR depends on sequence specificity or
structure, or both, remains to be determined.

Intracellular levels of NP determine levels of viral RNA synthesis but do not
regulate the balance between RNA replication and transcription. For arenaviruses it
has been proposed, and widely accepted, that intracellular NP levels modulate the
balance between RNA replication and transcription. Intracellular NP levels increase
during the course of the infection and unfold secondary RNA structures within the
IGR. This results in attenuation of structure-dependent transcription termination
at the IGR, which promotes replication of genome and antigenome RNA species.
However, more recent studies using the LCMV MG rescue system revealed that
both RNA replication and transcription were equally enhanced by incrementally
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increasing amounts of NP up to levels in the range of LCMV-infected cells
(Pinschewer et al., 2003a). These data, similar to those described for the paramyx-
ovirus RSV (Fearns et al., 1997), are consistent with a central role for NP in tran-
scription and RNA replication of the LCMV genome, but they do not support a
central role of NP levels in balancing the two biosynthetic processes.

Role of the Z Protein in the Control of Arenavirus RNA Synthesis

Z Exhibits a Dose-Dependent Inhibitory Effect on RNA Replication
and Transcription of the LCMV MG

Z was not required for intracellular transcription and replication of an LCMV MG,
but rather Z exhibited a dose-dependent inhibitory effect on both transcription and
replication of LCMV MG (Cornu and de la Torre, 2001, 2002; Cornu et al., 2004;
Lee et al., 2000) (see below). Similar findings have been also reported for TV (Lopez
et al., 2001) and LASV (Hass et al., 2004).

Mutation-function studies identified regions and specific amino acid residues
within Z contributing to its inhibitory activity on RNA synthesis mediated by the
LCMV polymerase (Cornu and de la Torre, 2002). Serial deletion mutants of the
N- and C-termini of Z showed that the N-terminus (residues 1–16) and C-terminus
(residues 79–90) do not contribute to the Z inhibitory activity. Moreover, results
from the use of chimera proteins between Z and Xenopus Neuralized, a nonviral
RING finger protein, indicated that the structural integrity of the Z ring domain (RD)
was required but not sufficient for the inhibitory activity of Z. Likewise, a highly
conserved tryptophan (W) residue located at position 36 in ARM-Z, next to the sec-
ond conserved cysteine (C) of the Z RD, had a major contribution to the Z inhibitory
activity. The inhibitory activity of Z on virus RNA synthesis appeared to be related
to the degree of genetic proximity between Z and the viral trans-acting factors L
and NP. Thus, Z proteins from different LCMV strains had similar inhibitory activi-
ties on the expression of LCMV MG, whereas the Z protein of the genetically more
distantly related TCRV had about 10-fold lower inhibitory activity on LCMV MG
expression (Cornu and de la Torre, 2002).

Homotypic viral interference can be readily demonstrated with several are-
naviruses including LCMV (Welsh and Pfau, 1972). This phenomenon is not strictly
strain specific as illustrated by the existence of interference among different pairs
of LCMV strains. Heterotypic interference between arenaviruses has been occa-
sionally reported, and its degree appears to correlate with the genetic relationship
of the viruses (Damonte et al., 1983; Welsh and Pfau, 1972). It is therefore plau-
sible that increased expression of Z protein during the virus life cycle might con-
tribute to block replication of an additional infection by a genetically closely related
arenavirus. Superinfection exclusion could influence arenavirus evolution and con-
tribute to explain the observed population partitioning in the field, resulting in the
maintenance of independent evolutionary lineages of the same strain within a small
geographic range.
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Cells Expressing Z Become Highly Resistant to Virus Infection Due to a Blockade
in Virus RNA Synthesis

Cells transduced with recombinant, replication-deficient adenoviruses expressing
Z (rAd-Z) from either LCMV or LASV became highly resistant to infection with
LCMV or LASV, respectively (Cornu et al., 2004), whereas cells transduced with a
control rAd expressing GFP remained fully susceptible to both LCMV and LASV.
This resistance was specific as the rAd-Z transduced cells remained fully suscep-
tible to measles virus (MV) (Cornu et al., 2004). These findings indicated that the
Z-mediated inhibitory activity operates also during the course of the natural cycle of
virus infection, and it is not a property observed only in the context of a MG system.
Cells transduced with rAd-Z remained susceptible to infection with a recombinant
VSV where the LCMV G substituted for the VSV G (Cornu et al., 2004), sug-
gesting that Z-mediated resistance to infection was not due to a blockade of virus
entry, but rather to a strong inhibitory effect of Z on LCMV RNA replication and
transcription.

The TCRV Z protein was reported to interact with the virus L polymerase, and
this interaction was proposed to be responsible for TCRV Z-mediated inhibition
of RNA replication and expression of a TCRV MG (Jacamo et al., 2003). Intrigu-
ingly, for LCMV the use of either biochemical (Co-IP) or genetic (mammalian-TH)
approaches have failed to provide evidence of a Z–L interaction. This could be due
to intrinsic differences between the biology of TCRV and LCMV, or differences in
the two experimental systems. Further studies would be necessary to elucidate the
mechanisms by which Z exerts its inhibitory activity on RNA synthesis by the virus
polymerase, as well as to determine the biological implications of this Z activity.
The recent observation that the activity of the LCMV L polymerase requires an L–
L interaction (Sanchez and de la Torre, 2005) raises the possibility that Z might
interfere with L–L interaction and thereby affect the virus polymerase activity. An
alternative way whereby Z could mediate inhibition of viral RNA synthesis stems
from our finding that Z interacts with N. As with the M proteins of several other NS
RNA viruses, Z–NP interaction could inhibit the biosynthetic activity of the virus
RNP.

Assembly and Budding

GP and Z are Required for the Generation of Infectious VLP

Production of LCMV occurs by budding at the surface of infected cells. For most
enveloped NS RNA viruses, this process is assumed to depend on the interaction
between the RNP core and the virus-encoded transmembrane glycoproteins (GP),
which is mediated by the matrix (M) protein. Arenaviruses do not code for an obvi-
ous counterpart of M, but early cross-linking studies showed complex formation
between NP and Z, suggesting a possible role of Z in virion morphogenesis (Salvato,
1993b; Salvato et al., 1992). Studies using the LCMV MG rescue system showed



192 J.C. de la Torre

that generation of infectious arenavirus-like particles (VLP) required both Z and GP
(Lee et al., 2002). Importantly, the correct processing of GPC was strictly required
for the generation of either infectious VLPs (Lee et al., 2002) or retroviral pseudo-
typed particles (Beyer et al., 2003; Pinschewer et al., 2003b). Moreover, correct pro-
cessing of GPC necessitates the structural integrity of GP-2 cytoplasmic tail (Kunz
et al., 2003).

Z is the Driving Force of Arenavirus Budding

The requirement of GP for the generation of infectious VLP was expected due to
its role in receptor recognition and virus entry (Kunz et al., 2002), whereas the need
for Z indicated a role of this protein in virus assembly or budding, or both. This,
in turn, suggested that consistent with earlier biochemical data (Salvato, 1993b;
Salvato et al., 1992) and recent ultrastructural data on arenavirus virions determined
by cryo-electron microscopy (Neuman et al., 2005), Z could be the Arenavirus
functional counterpart of the M proteins that mediate budding in other NS RNA
viruses. Studies using reverse genetics approaches to examine the requirement
of LCMV proteins for efficient cell release of VLP containing bona fide viral
nucleocapsids (NC) revealed that the production of MG RNA-containing NC was
not impaired in the absence of GP, but dramatically diminished in the absence
of Z (Perez et al., 2003), indicating that Z was playing a central role in LCMV
budding.

Z has Features of Bona Fide Budding Proteins and Contains Canonical Late (L)
Domain Motifs That are Functionally Active in Promoting Z-Mediated Budding

Consistent with its role as the driving force of arenavirus budding, Z exhibited self-
budding activity in the absence of other viral proteins (Perez et al., 2003; Strecker
et al., 2003; Urata et al., 2006). A feature characteristic of viral budding proteins is
the flexibility of their L domains; one L domain substitutes for another in promot-
ing virion release (Freed, 2002). Z also exhibited this feature as determined by the
budding properties of Z-Gag chimeric proteins where Z was fused to an RSV Gag
protein that lacked both its membrane targeting and binding signal (M domain) and
L domain (Perez et al., 2003).

Consistent with their features of bona fide budding proteins, arenavirus Z con-
tains canonical late (L) domain motifs similar to those present in Gag and M pro-
teins of several viruses (Freed, 2002). The Z protein of LCMV contains a single
PPPY motif, whereas the Z protein of the highly pathogenic arenavirus LFV pos-
sesses both PTAP and PPPY motifs separated by nine amino acids (Perez et al.,
2003; Strecker et al., 2003; Urata et al., 2006). Mutation-function studies confirmed
that these L domain motifs present in Z mediated the budding activity of Z (Perez
et al., 2003; Strecker et al., 2003). Ebola VP40 protein contains overlapping PTAP
and PPXY L domains, but each one of them was found to be sufficient to promote
efficient VP40-mediated budding (Licata et al., 2003). In contrast, in the case of



10 Arenaviruses: Genome Replication Strategies 193

LASV Z both L domains were found to be required for efficient Z-mediated budding
(Perez et al., 2003).

Myristoylation of Z is Required for its Budding Activity

Z is devoid of hydrophobic transmembrane domains, but it accumulates near to the
inner surface of the plasma membrane and is strongly membrane associated. All
known arenavirus Z proteins contain a glycine (G) at position 2 and nearby K and R
residues characteristic of a myristoylation motif. Metabolic labeling showed incor-
poration of [3H]myristic acid by wild-type, but not G2A mutant; Z protein and the
mutation G2A abrogated Z-mediated budding without affecting viral RNA repli-
cation and transcription (Perez et al., 2004). Likewise, treatment with the myris-
toylation inhibitor 2-hydroxymyristic acid (2-OHM) inhibited Z-mediated budding,
abrogated formation of virus-like particles, and caused a dramatic reduction in
virus production in LCMV-infected cells (Perez et al., 2004). Moreover, addition
to the N-terminus of Z(G2A) of the myristoylation domain of the tyrosine pro-
tein kinase Src restored budding activity in the Z(G2A)G2A (Perez et al., 2004).
These findings and similar ones described by others (Strecker et al., 2003, 2006)
have also been documented. These findings indicate that myristoylation of Z plays
a key role in Arenavirus budding. Similar findings have been also documented for
LASV Z.

Z–GP Interact

Based on the roles played by Z and GP in the arenavirus life cycle, it would be
predicted that Z and the GP should interact in a manner required for the formation
of mature infectious virion particles. Accordingly, recent evidence has shown the
subcellular co-localization and biochemical association of Z and GP (Capul et al.,
2007). Notably, neither the RING domain nor the L domains were required for this
Z–GP interaction (Capul et al., 2007). In contrast myristoylation of Z played a crit-
ical role in Z–GP interaction as determined by the failure of a G2A mutant of Z to
interact with GP (Capul et al., 2007). These results may reflect that accumulation of
Z at certain membranes within the cell might be a limiting factor for its association
with GP.

Production of Infectious LCMV from Cloned cDNAs

The ability to generate predetermined specific mutations within the LCMV genome,
and analyze their phenotypic expression in appropriate cell culture systems and the
virus natural host, the mouse, has represented a major step forward for the elucida-
tion of the molecular and cellular mechanisms underlying LCMV–host interactions,
including the bases of LCMV persistence and associated disease. In addition, the
procedures developed for the rescue of rLCMV should allow for the rescue of LFV
and other HF arenaviruses, which may accelerate the development and fine-tuning
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of live-attenuated arenavirus vaccines (Lukashevich et al., 2005), and facilitate their
safe production for use in endemic areas where they are urgently needed (Geisbert
and Jahrling, 2004; Geisbert et al., 2005; McCormick and Fisher-Hoch, 2002).

Rescue of Infectious rLCMV from Cloned cDNAs

Prior to the successful rescue of LCMV entirely from cloned cDNAs, a helper virus-
based system was documented that allowed for the rescue of LCMV carrying a
recombinant S segment (rS) (Pinschewer et al., 2003b). This system was based on
intracellular reconstitution of a recombinant LCMV S (rS) where the glycoprotein
of vesicular stomatitis virus (VSVG) was substituted for the glycoprotein of LCMV
and produced intracellularly from cDNA under control of a polymerase I promotor.
Coexpression of the LCMV proteins NP and L allowed expression of VSVG from
rS, and infection of transfected cells with wild-type (wt) LCMV resulted in reassort-
ment of the L segment of wt LCMV with the rS at low frequency. Selection of the
rLCMV over the LCMVwt used as helper virus was facilitated by the use of a cell
line (SRD-12B) deficient in the S1P protease. The rationale for this approach was
based on the fact that LCMV infectivity, but not that of rLCMV/VSVG, requires
correct processing of LCMV-GPC by the cellular protease S1P.

The rLCMV/VSVG provided investigators with a powerful tool to rescue rLCM
viruses containing engineered rS segments. For this, cells instructed to express the
rS RNP of interest are infected with rLCMV/VSVG, and the virus progeny is sub-
jected to selection with a neutralizing antibody to VSV G to eliminate the helper
rLCMV/VSVG. This approach however required several rounds of selection and
was limited to the rescue of LCMV carrying recombinant S segments. These lim-
itations were circumvented with the development of reverse genetics system to
allow for the rescue of infectious LCMV entirely from cloned cDNAs, without the
need of using a helper virus. Both a T7 RNA polymerase (T7RP) (Sanchez and
de la Torre, 2006) and RNA polymerase I (pol-I) (Flatz et al., 2006) systems have
been developed to direct intracellular synthesis to recombinant L and S genome, or
antigenome, RNA species. Both the T7RP and pol-I-based rescue systems used pol-
II-based expression plasmids to provide the viral trans-acting factors L and NP. Both
systems exhibited similar efficiencies. The pol-I-based system offers the advantages
that (1) the generation of the correct 3′-end of the Sag and Lag RNA species does not
depend on the efficiencies of self-cleavable ribozymes and (2) there is no need for
a plasmid expressing T7RP. On the other hand this system has the limitation of the
species specificity of the pol-I promoters, which determines the need of generating
different vectors for efficient intracellular synthesis of virus genome RNA species
in cell types from different species.

Production of rLCMV was readily detected 48 h after transfection, which was
followed by a rapid increase in virus production reaching titers of 107 PFU/ml.
These rLCMV exhibited growth and biological properties predicted for LCMV.
Notably, similar rescue efficiencies were obtained using genome of antigenome L
and S expressing plasmids (Sanchez and de la Torre, 2006), indicating that annealing
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between viral mRNAs and genome, or antigenome, RNA species does not pose a
significant problem for the rescue of arenaviruses.

Use of rLCMV to Address Biological Questions

The rLCMV/VSVG has been used to examine a variety of biological questions,
which illustrate the tremendous impetus for arenavirus research derived from the
ability to generate rLCMV from cloned cDNAs (Bergthaler et al., 2006; Merkler
et al., 2006; Pinschewer et al., 2004). The development and use of reverse genet-
ics approaches have revolutionized the analysis of the cis-acting signals and trans-
acting proteins required for RNA replication, transcription, maturation, and bud-
ding of other negative strand RNA viruses (Conzelmann, 2004; Kawaoka, 2004;
Neumann et al., 2002). These approaches are now applicable to arenaviruses and
will permit to dissect the role, and underlying mechanisms, of each virus gene prod-
uct to the each of the steps of the arenavirus life cycle.
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Chapter 11
Core-Associated Genome Replication
Mechanisms of dsRNA Viruses

Sarah M. McDonald and John T. Patton

Introduction

The double-stranded RNA (dsRNA) viruses are a diverse group, which infect a
wide assortment of prokaryotic and eukaryotic hosts. Although not all dsRNA
viruses are considered pathogens, many cause devastating disease in their hosts
and have widespread medical, veterinary, and agricultural impacts. Currently,
the International Committee for the Taxonomy of Viruses (ICTV) recognizes
seven distinct families of dsRNA viruses (Hypoviridae, Totiviridae, Birnaviri-
dae, Partitiviridae, Cystoviridae, Chrysoviridae, and Reoviridae) (Table 11.1)
(http://phene.cpmc.columbia.edu). Of these families, Reoviridae is composed of the
largest number of individual species, which are categorized into 12 separate gen-
era, and includes some of the most severe dsRNA viral pathogens of humans and
domestic animals (Mellor and Boorman, 1995; Parashar et al., 2003). In particu-
lar, rotaviruses are members of the Reoviridae family and a leading cause of lethal
gastroenteritis in young children and infants (Parashar et al., 2003). As such, the
Reoviridae family has been studied in detail, providing insights into the general
strategies dsRNA viruses use to propagate. Members of the Totiviridae and Cys-
toviridae families, which infect fungi and bacteria, respectively, have replication
strategies similar to Reoviridae and are often viewed as models for understanding
dsRNA virus biology (Mindich, 2004; Poranen and Tuma, 2004; Wickner, 1996).
Together, studies of these three virus families have elucidated several common
themes in dsRNA virus replication: (i) RNA synthesis occurs within a protected core
via an anchored RNA-dependent RNA polymerase (RdRp); (ii) genome replication
and capsid assembly occur simultaneously; and (iii) cis-acting elements in the viral
RNA determine template specificity. This chapter will explore these themes regard-
ing the core-associated genome replication of dsRNA viruses by reviewing struc-
tural and biochemical studies of individual members of Totiviridae, Cystoviridae,
and Reoviridae families.
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Table 11.1 dsRNA virus families, genome segments, and particle types

Family # Genome segments Particle type

Hypoviridae 1 (unpackaged) Enveloped; no protein shell
Totiviridae∗ 1 (packaged singly) Single-shelled; pseudo T = 1
Partitiviridae 2 (packaged separately) Single-shelled; unknown structure
Birnaviridae 2 (co-packaged) Single-shelled; T = 13
Cystoviridae∗ 3 (co-packaged) Triple-shelled; pseudo T = 1 core,

Middle T = 13 layer, and outer membrane
Chrysoviridae 4 (packaged separately) Single-shelled; classic T = –1 core
Reoviridae∗ 10, 11, or 12 (co-packaged) Single, double, or triple-shelled; pseudo T = 1 core;

Middle and outer T = 13 layers

∗dsRNA virus families that exhibit a pseudo T = 1 core.

RNA Synthesis Occurs Inside a Protected Core

To replicate successfully in the cytoplasm of a eukaryotic host cell, a dsRNA
virus must overcome elaborate intracellular defense mechanisms (Garcia-Sastre
and Biron, 2006). Specifically, the detection of viral dsRNA by the cell triggers
an antiviral response that drastically impedes viral replication (Garcia-Sastre and
Biron, 2006; Levy and Garcia-Sastre, 2001). Consequently, dsRNA viruses have
evolved to escape this antiviral response by confining their genomes, throughout
the entire course of infection, within one to three concentric protein shells (Lawton
et al., 2000; Mertens, 2004). The innermost protein shell not only houses the seg-
ments of viral genomic dsRNA but also encases the viral RdRp and other enzymes
necessary for mediating RNA synthesis (Ahlquist, 2006). Together, the proteins and
RNA of the innermost shell make up a proteinaceous structure referred to as the
viral core (Fig. 11.1). During the entry of a dsRNA virus into a cell, the outer lay-
ers of the virion are sequentially lost, triggering the enzymes within the core to
begin viral transcription ((+)RNA synthesis) using the endogenous dsRNA genome
as template (Fig. 11.1A) (Mertens and Diprose, 2004; Mindich, 2004; Patton, 2001;
Patton and Spencer, 2000; Patton et al., 2004, 2007). Following transcription, the
(+)RNA molecules are extruded from the virion core and into the host cell cyto-
plasm where they are translated into viral proteins (Mertens and Diprose, 2004;
Mindich, 2004; Patton, 2001; Patton and Spencer, 2000; Patton et al., 2004, 2007).
For Reoviridae, newly synthesized viral proteins accumulate in large cytoplasmic
inclusions where the initial stages of virion particle assembly occur simultaneously
with genome replication (dsRNA synthesis) (Patton et al., 2006, 2007; Roy and
Noad, 2006). Particularly, viral core proteins assemble into intermediate structures,
which package (+)RNA molecules at the same time as the core-associated viral
enzymes convert them into dsRNA (Fig. 11.1B) (Patton et al., 2007; Roy and Noad,
2006). Because viral cores contain all the components necessary for transcription
and genome replication, these processes occur within a protected environment that
sequesters the precious viral dsRNA genome away from host cell antiviral sentries
(Lawton et al., 2000; Mertens, 2004).
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Fig. 11.1 Core-associated transcription and genome replication of dsRNA viruses. The
schematics shown above diagram the two stages of RNA synthesis for dsRNA virus. Core com-
ponents are not drawn to scale. (A) Transcription. Entry of a dsRNA virus into a cell triggers
the enzymes (pink and purple) within the core shell (light blue) to begin (+)RNA synthesis using
the endogenous dsRNA genome (blue spirals) as template. Following transcription, the (+)RNA
molecules (black lines) are extruded from the virion core through channels at the fivefold axes.
(B) Replication. Viral core proteins assemble into intermediate structures, which package (+)RNA
molecules at the same time as the core-associated viral enzymes convert them into dsRNA.

Core Components of Model dsRNA Viruses

Viruses belonging to the Totiviridae, Cystoviridae, and Reoviridae families have
been studied in great detail, yielding significant information about the structure and
function of dsRNA viral cores. The prototypical member of Totiviridae is L-A virus,
a pathogen of the yeast Saccharomyces cerevisiae. L-A is one of the simplest dsRNA
viruses, having only one genome segment, which is encased by a single shell made
up of the viral coat protein (Gag) (Fig. 11.2A) (Wickner, 1996). The viral RdRp
(Pol) is expressed from the genome as a Gag–Pol fusion protein due to a –1 riboso-
mal frameshift and is incorporated into L-A particles (Dinman et al., 1991). Pol is
required for mediating the concerted replication and packaging of the viral genome
segment while anchored inside the core; however, Gag alone is sufficient for particle
formation (Ribas and Wickner, 1992). The observation that Totiviridae members do
not have outer layers is likely a reflection of their obligate intracellular life cycle.
These viruses do not exit their host fungal cell, but rather spread via cytoplasmic
mixing (Wickner, 1996). Despite their simplicity, L-A particles are strikingly simi-
lar in structure to cores of the Reoviridae and Cystoviridae families (Naitow et al.,
2002). Furthermore, because L-A particles can synthesize dsRNA in vitro using
exogenous templates, they remain a straightforward and elegant system for study-
ing dsRNA viral genome replication (Fujimura and Wickner, 1989).

The bacteriophage phi 6 (Φ6) is the best-characterized member of the Cystoviri-
dae family (Mindich, 2004; Poranen and Tuma, 2004). The Φ6 virion is a double-
layered nucleocapsid (NC) surrounded by a host cell-derived lipid envelope, which
is embedded with several viral proteins (Poranen and Tuma, 2004). The outer pro-
tein layer of the NC shows T = 13 icosahedral symmetry and is composed entirely
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Fig. 11.2 Core components of model dsRNA viruses. The schematics above show the approx-
imate locations of viral core components and are not drawn to scale. (A) L-A virus is the proto-
typical Totiviridae member. (B) The bacteriophage phi 6 (Φ6) is the best-characterized member
of the Cystoviridae family. (C) Mammalian orthoreovirus (mORV) is the type species for turreted
members of Reoviridae. (D) The well-studied non-turreted Reoviridae members are the orbivirus,
blue tongue virus (BTV), and (E) the rotavirus simian agent 11 (SA11).

of the viral P8 protein (Butcher et al., 1997; Huiskonen et al., 2006; Jaalinoja et al.,
2007; Kainov et al., 2003). Also referred to as the polymerase complex (PC), the
Φ6 core consists of four viral proteins: a shell protein (P1), a nodule-like hexameric
NTPase (P4), an assembly cofactor (P7), and an internally anchored viral RdRp (P2)
(Fig. 11.2B) (Makeyev and Grimes, 2004). Inside the Φ6 core are one copy each of
three dsRNA genome segments: small (S), medium (M), and large (L) (Mindich,
2004). Because the Φ6 core fully reproduces RNA packaging in vitro, in addition
to template-dependent in vitro RNA synthesis, it has become an important model
system (Makeyev and Grimes, 2004; Mindich, 2004). Even more, a high-resolution
structure of the catalytically active Φ6 RdRp has suggested mechanisms for semi-
conservative transcription and the initiation of viral RNA synthesis (Butcher et al.,
2001).

The virion architecture of Reoviridae family members is similar to Totiviridae
and Cystoviridae. Yet, this family is more complex due to the increased num-
ber of genome segments and capsid proteins. Despite a few rare exceptions, the
cores of Reoviridae family members encapsidate 10, 11, or 12 equimolar dsRNA
genome segments and are surrounded by two T = 13 icosahedral proteins shells
(Mertens, 2004). Some Reoviridae genera have turrets composed of the viral cap-
ping enzyme(s) (5′-triphosphatase, guanylytransferase, methyltransferase, etc.) that
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protrude outward from their core shells at each fivefold axis (Mertens, 2004). The
type species for turreted members of Reoviridae is the mammalian orthoreovirus
(mORV), a ubiquitous non-pathogenic animal virus. The mORV core is composed
of five proteins, many with multiple functions (Fig. 11.2C). The core shell protein
(λ1) also possesses NTPase, 5′-triphosphatase, and helicase activities. The nodule-
forming clamp protein (σ2) helps stabilize the capsid, whereas the turret-forming
(λ2) mediates most of the roles related to capping the (+)RNA following tran-
scription. Inside the core resides the anchored RdRp (λ3) and another protein (μ2)
that acts as a cofactor during RNA synthesis (Mertens, 2004). In contrast, other
genera of Reoviridae are described as being non-turreted because they lack pro-
truding core structures and retain their capping enzymes within their cores. Two
well-characterized non-turreted Reoviridae members are the orbivirus, blue tongue
virus (BTV), and the rotavirus, simian agent 11 (SA11). BTV is a deadly pathogen
of ruminants and has a viral core that consists of a shell protein (VP3) with inter-
nal, anchored enzyme complexes composed of an RdRp (VP1), an RNA capping
enzyme (VP4), and a helicase (VP6) (Fig. 11.2D) (Mertens and Diprose, 2004; Roy
and Noad, 2006). The core of the prototypic rotavirus SA11 is similar to BTV,
but lacks the helicase protein. The SA11 core has a shell protein (VP2) that sur-
rounds anchored enzyme complexes made of an RdRp (VP1) and an RNA capping
enzyme (VP3) (Fig. 11.2E) (Jayaram et al., 2004). In vitro RdRp activities have been
described for mORV λ3 and BTV VP1, and a high-resolution structure of λ3 has
been determined (Boyce et al., 2004; Tao et al., 2002). Undoubtedly, these discov-
eries have greatly enhanced our understanding of Reoviridae genome replication.
Nonetheless, SA11 VP1 is the only Reoviridae RdRp with in vitro activities that
recapitulate those needed to support virus replication in vivo, making it the most
well-studied RdRp of the family (Patton, 2001; Patton and Spencer, 2000; Patton
et al., 2004, 2007).

Core Shells Exhibit Pseudo T = 1 Icosahedral Symmetry

The structures of viral cores from individual members of the Totiviridae, Cystoviri-
dae, and Reoviridae families have been analyzed to various degrees using cryo-
electron microscopy (cryo-EM), X-ray crystallography, and three-dimensional (3D)
image reconstruction (Butcher et al., 1997; Caston et al., 2006, 1997; Cheng et al.,
1994; Fang et al., 2005; Grimes et al., 1998, 1997; Hewat et al., 1992; Hill et al.,
1999; Huiskonen et al., 2006; Jaalinoja et al., 2007; Kainov et al., 2003; Lawton
et al., 1997b; Lu et al., 1998; Metcalf et al., 1991; Naitow et al., 2002; Nakagawa
et al., 2003; Prasad et al., 1996; Reinisch et al., 2000; Xia et al., 2003; Yeager et al.,
1990; Zhang et al., 2005, 2003; Zhou et al., 2003). Although these core proteins
show minimal primary amino acid sequence similarities, their architectural organi-
zations are markedly conserved, even among diverse virus families. Specifically, the
viral core shells are simple, relatively smooth, icosahedrons composed of 120 sub-
units of a thin protein (Fig. 11.3) (Jayaram et al., 2004; Kim et al., 2004; Mertens and
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Fig. 11.3 Organization of pseudo T = 1 core shell proteins as visualized using cryo-EM.
The core shells of Totiviridae, Cystoviridae, and Reoviridae are simple icosahedrons composed of
120 subunits of a thin protein organized as 60 asymmetric dimers. (A) Flower-like organization.
The core proteins of Totiviridae and Reoviridae family members are arranged as a decamer around
each icosahedral fivefold axis like the petals of a flower. Five copies of the A-form of the shell
proteins (blue) cluster around the fivefold axis, while five copies of the structurally distinct B-
form (red) are situated further away from the vertex, interdigitated between the A-forms. Cryo-EM
images of L-A virus and the mORV core were generated using VIPERdb (Shepherd et al., 2006).
(B) Dodecahedral organization. For the Cystoviridae family, five copies of the A-form (blue) tightly
encircle the fivefold axis, whereas the B-form (red) makes a dodecahedral skeleton bordering the
A-forms. The cryo-EM image of the Φ6 core was adapted with permission from S.J. Butcher
(Huiskonen et al., 2006).

Diprose, 2004). The stoichiometry of these cores indicates that they have a forbidden
triangulation number of T = 2 (Caspar and Klug, 1962). However, the 120 subunits
are organized in the core as 60 asymmetric dimers, allowing these structures to be
more accurately described as having pseudo T = 1 symmetry (Caspar and Klug,
1962). The arrangement of the core shell proteins in such a manner requires that
the individual monomers within a dimer unit adopt slightly different conformations
(Caspar and Klug, 1962; Steven et al., 1997). Thus, even though the monomers are
chemically identical, they are structurally quasi-equivalent molecules. Large aque-
ous channels traverse the core through each fivefold axis, providing portals for entry
of nucleotides and divalent cations and conduits for the exit of viral (+)RNA fol-
lowing transcription (Jayaram et al., 2004; Kim et al., 2004; Mertens and Diprose,
2004). This arrangement of quasi-equivalent core shell proteins to yield pseudo T =
1 icosahedrons is a general feature of many dsRNA viruses, but is unique in that it
is not seen elsewhere in nature (Steven et al., 1997).
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Structural analyses demonstrate that the overall architectures of the pseudo T = 1
viral cores of dsRNA viruses are the same; yet, the organization of quasi-equivalent
protein dimers is slightly different among some families. For example, the core pro-
teins of Totiviridae and Reoviridae family members, such as L-A Gag, reovirus
λ1, BTV VP3, and SA11 VP2, are arranged as a decamer around each icosahe-
dral fivefold axis like the petals of a cupped, inverted flower (Fig. 11.3A) (Grimes
et al., 1998; Naitow et al., 2002; Prasad et al., 1996; Reinisch et al., 2000). Pre-
cisely, five copies of one type of shell protein (A-form) cluster around the fivefold
axis, while five copies of the second, structurally distinct type of the same pro-
tein (B-form) are situated further away from the vertex, interdigitated between the
A-forms (Fig. 11.3A). In contrast to this flower-like organization seen in Totiviri-
dae and Reoviridae, the core shell proteins of the Cystoviridae Φ6 show a dodec-
ahedral organization (Fig. 11.3B) (Huiskonen et al., 2006; Jaalinoja et al., 2007;
Kainov et al., 2003). Specifically, five copies of the A-form of Φ6 P1 tightly encir-
cle the fivefold axis, whereas the B-form makes a dodecahedral skeleton bordering
the A-forms (Fig. 11.3B). While the functional significance of these two types of
pseudo T = 1 arrangements is not known, it has been proposed that the distinctive
manner in which Φ6 P1 is organized allows for a generous expansion of the core
upon RNA packaging (Huiskonen et al., 2006).

Locations of Viral Enzymes and dsRNA Inside the Core

One of the major functions of the pseudo T = 1 core shell of a dsRNA virus is to
serve as a platform to which the viral RdRp and associated enzymes are attached.
For the Totiviridae member L-A, the viral RdRp Pol is covalently linked to the
pseudo T = 1 core shell protein Gag as a result of a translational fusion event
(Wickner, 1996). The efficiency of this event suggests that two copies of Gag–Pol
are incorporated into assembled L-A particles (Wickner, 1996). Although the Pol
domains are not visualized in the L-A core structure, the orientation of Gag termini
dictates that these RdRps be situated within the viral particle, essentially fixed to
the inner wall and proximal to the icosahedral fivefold axis (Naitow et al., 2002).
For the more complex Cystoviridae and Reoviridae families, there is an emerging
view that the locations of the viral enzymes mirror what is seen for L-A, with the
RdRp-containing complexes positioned underneath the vertices of the core shell. In
support of this idea, the enzyme complexes of the SA11 have been visualized in
cryo-EM image reconstructions as densities beneath the core shell layer at each of
the 12 fivefold axes (Fig. 11.4) (Grimes et al., 1998; Prasad et al., 1996). Moreover,
the high-resolution crystal structure of the mORV RdRp (λ3) has been modeled
into the cryo-EM density map of the core (Zhang et al., 2003). These results are
consistent with the other viruses, showing that mORV λ3 is anchored to the inner
surface of the λ1 shell, slightly off-center from each fivefold axis (Zhang et al.,
2003). Furthermore, the structural organization of dsRNA has been determined for
several viruses and, in all cases, is seen as dodecahedral tubules packed in a larger
radius around the viral enzymes (Fig. 11.4) (Grimes et al., 1998; Huiskonen et al.,
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Fig. 11.4 Locations of viral enzymes and dsRNA inside the core. The enzyme complexes (red)
of the rotavirus SA11 have been visualized in cryo-EM image reconstructions as densities beneath
the VP2 core shell layer (green) at each of the 12 fivefold axes, and dsRNA (yellow–gray) is seen
as dodecahedral tubules packed in a larger radius around the viral enzymes. A newly transcribed
(+)RNA (gray) would acquire a 5′-cap (purple) prior to extrusion from the core via a fivefold
channel. Images were modified with permission from B.V.V. Prasad (Prasad et al., 1996).

2006; Naitow et al., 2002; Prasad et al., 1996). This observation suggests that, for
Cystoviridae and Reoviridae, each of the 12 enzyme complexes is dedicated to tran-
scribing and replicating a single genome segment. Thus, for dsRNA viruses with
less than 12 genome segments, some of the vertices will have orphaned enzyme
complexes. Alternatively, it is possible that such viruses package only one enzyme
complex per dsRNA segment, meaning that they would have some empty vertices.
Either way, viral cores may be viewed as a collection of RdRp units, which operate
independently and simultaneously during viral replication.

The structural location of the viral enzymes suggests a system for RNA synthesis
in which a freely moving template RNA is pulled through a tethered RdRp. During
genome replication, the RdRp would be bound to an assembling core shell interme-
diate, such as a decamer or pro-core (see later section). The (+)RNA would either be
pulled into the core during the assembly process or be inserted into an already assem-
bled core-like structure. While anchored near the vertex of the core shell intermediate,
the RdRp catalyzes (–)RNA strand synthesis, converting the (+)RNA template into a
complete dsRNA genome segment. During transcription, the RdRp uses the (–)RNA
strand of the endogenous dsRNA segment, which encircles the enzyme, as template
for (+)RNA synthesis. The position of the RdRp near the fivefold axis would allow the
nascent (+)RNAtopassdirectly into thechannel alongornear thefivefoldaxis en route
to virion exit. Although Totiviridae and Cystoviridae synthesize uncapped (+)RNAs
during transcription, the transcripts of Reoviridae family members must acquire a
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5′-cap in order to be efficient templates for translation. For mORV, nascent (+)RNAs
would be capped as they navigate the hollow chamber of each projecting fivefold
λ2 turret (Zhang et al., 2003). Because non-turreted BTV and SA11 have their RNA
capping enzymes juxtaposed to their RdRps, a newly synthesized (+)RNA molecule
would obtain a 5′-cap prior to being extruded from the core (Fig. 11.4) (Grimes et al.,
1998; Prasad et al., 1996). A reconstruction of SA11 and BTV particles in the act of
transcription revealed that they have the capacity to synthesize high levels of (+)RNA
for several hours, indicating that the RdRp efficiently reengages the dsRNA template
numerous times (Diprose et al., 2001; Lawton et al., 1997a). Indeed, the core shell
protein might serve as a scaffold on which the dsRNA duplex is melted and repeat-
edly transcribed by the anchored RdRp. Nonetheless, the precise protein–protein and
protein–RNA interactions that govern the placement of enzymes and RNA within the
core shell are not fully understood.

RdRp Structures Highlight Mechanisms of RNA Synthesis

The recently solved high-resolution crystal structures of two dsRNA viral RdRps,
Cystoviridae Φ6 P2 and Reoviridae mORV λ3, have greatly enhanced our under-
standing of how these viruses mediate RNA synthesis (Butcher et al., 2001; Tao et al.,
2002). The overall fold of these proteins is analogous to that of all known RdRps and
can be described as resembling a hollow, cupped right hand with fingers, palm, and
thumb sub-domains and an internally located active site (Fig. 11.5) (O’Reilly and Kao,
1998). However, the structures of Φ6 P2 and mORV λ3 have embellishments on the
basic RdRp architecture. Specifically, Φ6 P2 has a small amino-terminal extension
that straps together the finger and thumb sub-domains, essentially closing the enzyme
(Fig. 11.5A) (Butcher et al., 2001). The Φ6 P2 structure also has a carboxy-terminal
loop that protrudes into the central cavity of the enzyme (Fig. 11.5A) (Butcher et al.,
2001). This loop is referred to as the initiation platform and is important for the de
novo initiation of RNA synthesis (see below). The mORV λ3 structure shows large
amino- and carboxy-terminal elaborations that form a cage around the catalytic right
hand (Fig. 11.5B–E). Like that of Φ6 P2, the amino-terminal domain of mORV λ3
reinforces the bridge between the fingers and thumb, also supporting the closure of
the polymerase (Fig. 11.5D) (Tao et al., 2002). Yet, the carboxy terminus of mORV
λ3 forms a ring-shaped bracelet that is entirely absent in all other RdRps whose struc-
tures are known (Fig. 11.5E) (Tao et al., 2002). This bracelet domain is reminiscent
of the clamps of DNA polymerases, which open and close upon templates (Mossi and
Hubscher, 1998). Even so, unlike DNA polymerase clamps, the bracelet domain of λ3
likely remains closed and slides along the template during polymerization. The struc-
tures of Φ6 P2 and mORV λ3 also show several hollow tunnels that allow the RNA
template, nucleotides, and divalent cations to access the catalytic site and to permit the
exit of nascent RNA (Fig. 11.6). Both enzymes have a single nucleotide entry tunnel
on one side as well as a single template entry tunnel approximately 90◦ away near
the top of the protein (Fig. 11.6). Nonetheless, Φ6 P2 and mORV λ3 have different
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Fig. 11.5 Structures of the Φ6 and mORV RdRps. The overall fold of the enzymes resembles
a hollow, cupped right hand with fingers (light pink), palm (green), and thumb (light blue) sub-
domains and an internally located active site (catalytic aspartic acids; red). Flexible regions of the
enzymes involved in initiation complex formation are shown in blue. (A) Φ6 P2 structure. The
small amino-terminal extension that straps together the finger and thumb sub-domains, closing the
enzyme is shown at the top of the molecule in dark pink. The carboxy-terminal loop that protrudes
into the central cavity of the enzyme is shown in yellow. (B) mORV λ3 structure. The large amino-
and carboxy-terminal elaborations that form a cage around the catalytic right hand are shown in dark
pink and yellow, respectively. (C) mORV λ3 right-hand pol domain structure with fingers, palm, and
thumb sub-domains. (D) mORV λ3 amino-terminal elaboration. (E) mORV λ3 carboxy-terminal
bracelet. The PDB numbers for Φ6 P2 and mORV λ3 are 1MUK and 1HI8, respectively (Butcher
et al., 2001; Tao et al., 2002). Images were generated using Chimera computer program (Petterson
et al., 2004).

numbers of RNA exit tunnels, reflecting the divergent transcription mechanisms of
these viruses. Because Cystoviridae transcription occurs using a semi-conservative
mechanism, Φ6 P2 has a single tunnel for the exit of a dsRNA product, making it a
three-tunneled RdRp (Fig. 11.6A). In contrast, members of the Reoviridae family use
a fully conservative mechanism of transcription, meaning that the RdRp separates the
dsRNA product into the nascent (+)RNA and parental (–)RNA strands prior to their
exit. This separation requires mORV λ3 to have two RNA exit tunnels, making it a
four-tunneled RdRp (Fig. 11.6B).

The semi-conservative and conservative transcription mechanisms of Cystoviri-
dae and Reoviridae, respectively, both use the endogenous dsRNA genome as tem-
plate for (+)RNA synthesis (Fig. 11.7A and B). For mORV and Φ6, a dsRNA
genome segment is separated into a (–)RNA strand, which accesses the RdRp via
the template entry tunnel, and a (+)RNA strand that is “peeled-off” away from the
enzyme (Fig. 11.7A and B). During Φ6 transcription, the parental (+)RNA strand
is shuttled out of the core, while the parental (–)RNA strand is used as a template



11 Core-Associated Genome Replication Mechanisms of dsRNA Viruses 211

Fig. 11.6 Locations of tunnels within the Φ6 P2 and mORV λ3 structures. The structures of
Φ6 P2 and mORV λ3 show several hollow tunnels that allow the RNA template, nucleotides, and
divalent cations to access the catalytic site and to permit the exit of nascent RNA. Protein domains are
colored as described in Fig. 11.5. An RNA template is shown in the entry tunnels of both structures
and is element colored. (A) Φ6 P2 has a single tunnel for the exit of a dsRNA product, making it a
three-tunneled RdRp. (B) mORV λ3 has two RNA exit tunnels, one for (+)RNA and one for (–)RNA
and dsRNA, making it a four-tunneled RdRp. A nascent RNA strand is shown in green. The PDB
numbers for Φ6 P2 and mORV λ3 are 1HHT and 1N35, respectively (Butcher et al., 2001; Tao
et al., 2002). Images were generated using the Chimera computer program (Petterson et al., 2004).

for nascent (+)RNA strand synthesis (Fig. 11.7A). The product of semi-conservative
Φ6 transcription is a dsRNA duplex composed of nascent the (+)RNA strand paired
with the parental (–)RNA strand, which is released from P2 via the single RNA
exit tunnel (Fig. 11.7A). This dsRNA molecule is separated again, the (+)RNA
transcript is shuttled out of the core, and the (–)RNA strand is used as a template
for another round of transcription. On the contrary, during fully conservative mORV
transcription, the parental (+)RNA strand that is “peeled-off” the dsRNA segment
stays inside the core and waits to reanneal with its complementary (–)RNA strand
(Fig. 11.7B). Meanwhile, the parental (–)RNA strand enters λ3 and is used as a
template for nascent (+)RNA strand synthesis, made initially as a dsRNA duplex
(Fig. 11.7B). Unlike what is described for Φ6 P2, however, mORV λ3 quickly sep-
arates the strands of the newly made dsRNA duplex, allowing the parental (–)RNA
strand and the nascent (+)RNA strand to exit the enzyme via individual tunnels
(Fig. 11.7B). Following release of the two strands from the enzyme, the parental
(–)RNA strand base pairs with its initial (+)RNA partner to reform the original
dsRNA segment, while the nascent (+)RNA transcript acquires a 5′-cap as it is
extruded from the core (Fig. 11.7B). By allowing the parental (+)RNA strand to
remain in the core and reanneal with its (–)RNA partner, mORV ensures multiple
rounds of transcription from the same dsRNA genome segment. Although dsRNA
viral RdRps catalyze several cycles of transcription from a single dsRNA segment,
packaged (+)RNA strand is used just once as template during genome replication.
This (+)RNA template accesses the active site via the template entry channel and
serves to catalyze (–)RNA strand synthesis, forming a dsRNA duplex. For Cys-
toviridae family members, the dsRNA duplex exits the RdRp in the same manner as
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Fig. 11.7 Semi-conservative and conservative mechanisms of RNA synthesis. The schematic
shown above illustrates the RNA synthesis mechanisms of Φ6 P2 and mORV λ3. (A) Φ6 P2 semi-
conservative transcription. A dsRNA genome segment is separated into a (–)RNA strand (red), which
accesses the RdRp via the template entry tunnel, and a (+)RNA strand (blue) that is “peeled-off”
away from the enzyme. The parental (+)RNA strand is shuttled out of the core (arrow), while the
parental (–)RNA strand (red) is used as a template for nascent (+)RNA strand synthesis (green).
The product of semi-conservative Φ6 transcription is a dsRNA duplex, which is released from P2
via the single RNA exit tunnel. (B) mORV λ3 conservative transcription. The parental (+)RNA
strand (blue) that is “peeled-off” the dsRNA segment stays inside the core; meanwhile, the parental
(–)RNA strand (red) enters λ3 and is used as a template for nascent (+)RNA strand synthesis (green),
made initially as a dsRNA duplex that is quickly separated. The parental (–)RNA strand (red) and
the nascent (+)RNA strand (green) exit the enzyme via individual tunnels. The nascent (+)RNA
transcript (green) acquires a 5′-cap as it is extruded from the core (arrow). (C) Φ6 P2 genome
replication. The (+)RNA template (blue) accesses the active site via the template entry channel and
serves to catalyze (–)RNA strand synthesis (red), forming a dsRNA duplex that exits the RdRp in
the same manner as during transcription. (D) mORV λ3 genome replication. The RdRp uses the
(+)RNA template (blue) to catalyze (–)RNA strand synthesis (red), forming a dsRNA duplex that
leaves the enzyme using the (–)RNA exit tunnel.

during transcription (Fig. 11.7C). The Reoviridae members allow the dsRNA duplex
to leave the enzyme using the tunnel that, during transcription, is designated for
(–)RNA exit (Fig. 11.7D). Cystoviridae and Reoviridae RdRps differentiate among
transcription and replication templates by recognizing cis-acting RNA elements
with different affinities (see later section).
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Fig. 11.8 Initiation complex formation for Φ6 P2 and mORV λ3. The Φ6 and mORV RdRps
each have a region of the protein that functions as a “stage” on which an initiation complex is
constructed. (A) The Φ6 P2 initiation platform. During Φ6 RNA synthesis, incoming initiatory
nucleotides (pink) are stabilized by the P2 carboxy-terminal plug (blue) and a motif-F-like structure
(teal), allowing them to base pair with the RNA template (gold) near the catalytic aspartic acids
(red). (B) The mORV λ3 priming loop. For mORV RNA synthesis, the RNA template (gold) forms
tight stacking interactions against the priming loop (blue), which is formed by the residues in the
tip of the fingers and the palm sub-domains and stabilized by motif-F (teal). The priming loop
allows the template (gold) to base pair with incoming nucleotides (pink). The PDB numbers for
Φ6 P2 and mORV λ3 are 1HIO and 1NIH, respectively (Butcher et al., 2001; Tao et al., 2002).
Images were generated using the Chimera computer program (Petterson et al., 2004).

The structures of Φ6 P2 and mORV λ3, complexed with nucleotides and RNA,
also suggest a mechanism for the de novo initiation of RNA polymerization
(Fig. 11.8) (Butcher et al., 2001; Tao et al., 2002). The defining features of de novo
RNA synthesis are that no information in the viral genome is lost, and that addi-
tional proteins for priming are unnecessary (Makeyev and Grimes, 2004). However,
initiation without a primer requires specific molecular interactions to occur between
the template and incoming nucleotides in order to keep them correctly positioned
at the RdRp active site (Makeyev and Grimes, 2004). To aid in forming these sta-
ble interactions, many viral RdRps have a region of the protein that functions as a
“stage” on which an initiation complex is constructed. For the Cystoviridae mem-
ber Φ6, the carboxy-terminal plug provides such a “stage” and is referred to as the
initiation platform (Butcher et al., 2001). During Φ6 RNA synthesis, the RNA tem-
plate enters P2 and is stabilized by the plug, allowing it to base pair with incoming
initiatory nucleotides near the active site (Fig. 11.8A). In the course of elongation,
the carboxy-terminal plug presumably moves to allow the dsRNA product to egress
from the RdRp active site. For mORV, the incoming nucleotides enter λ3 and are
stabilized against the priming loop, which is formed by the residues in the tip of the
fingers and the palm sub-domains (Fig. 11.8B) (Tao et al., 2002). Thus, the priming
loop functions as a “stage” for λ3, allowing the incoming nucleotides to base pair
with the RNA template. Like the Φ6 P2 plug, the λ3 priming loop shifts its location
following initiation of phosphodiester bond formation so as not to block the elon-
gating dsRNA duplex. Thus, the structures of Φ6 P2 and mORV λ3 demonstrate
that these viruses have evolved different strategies for forming a stable initiation
complex that allows effective RNA synthesis in the absence of a primer.
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Biochemical Studies of dsRNA Viral Genome Replication

In addition to structural studies, elegant biochemical experiments have elucidated
many important details regarding Totiviridae, Cystoviridae, and Reoviridae genome
replication. The catalytic process of viral dsRNA synthesis has predominantly been
studied using core particles that have been disrupted by incubation in hypotonic
conditions. For the Totiviridae and Reoviridae members, L-A and SA11, such dis-
rupted cores possess RdRp activity when incubated in the presence of nucleotides,
divalent cations, and exogenous (+)RNA (Chen et al., 1994; Fujimura and Wickner,
1989). These assays were instrumental in locating the cis-acting replication sig-
nals in (+)RNA templates for these viruses (see later section). However, the open
core systems of L-A and SA11 fail to package the dsRNA products of replication,
suggesting that they do not fully recapitulate in vivo processes. Moreover, these
systems do not allow for directed mutagenesis of individual core protein compo-
nents to study their roles during dsRNA synthesis. The discovery that recombinant
SA11 VP1 is capable of catalyzing dsRNA synthesis was a breakthrough for clar-
ifying the functions of proteins during each stage of genome replication (Patton
et al., 1997). An interesting feature of this enzyme is that it requires the core shell
protein VP2 for biochemical activity (Patton et al., 1997). This phenomenon sug-
gests that in vitro VP1 catalyzes dsRNA synthesis in a manner connected to core
assembly. Using these recombinant proteins, the molar ratio of VP1:VP2 required
for maximum dsRNA synthesis was determined to be 1:10 (Patton et al., 1997;
Tortorici et al., 2003). This ratio mimics that of each decamer of the rotavirus core,
indicating that activation of the RdRp might require the formation of an assem-
bly intermediate. Deletion mutagenesis studies have shown that the amino termi-
nus of VP2 contains a domain critical for interactions with VP1, VP3, and RNA.
Specifically, an amino-terminally truncated VP2 fails to induce dsRNA synthesis
and does not encapsidate the enzyme complex or RNA, but does assemble into
core-like particles (Labbe et al., 1994; Lawton et al., 1997b; Patton et al., 1997;
Zeng et al., 1998). Although the precise mechanism by which VP2 triggers the
function of VP1 is unknown, it is possible that the amino terminus of VP2 forms
an internal platform inside the core at the fivefold axis and on which the RdRp
operates.

Biochemical studies of SA11 dsRNA synthesis using open cores or recombinant
proteins have characterized the requirements for the initiation of genome replica-
tion. Particularly, the formation of a (–)RNA strand initiation complex was shown
to be a salt-sensitive process that requires the RdRp VP1, the core shell protein VP2,
rGTP, Mg2+, and template (+)RNA (Chen and Patton, 2000; Tortorici et al., 2003).
The need for rGTP is likely a reflection of the 3′-terminal nucleotides (CC) of all
rotavirus template (+)RNAs (see later section). The divalent cation Mg2+ is a com-
mon cofactor for RdRps, but in these reactions, the addition of Mn2+ stimulates the
activity of recombinant VP1 (O’Reilly and Kao, 1998; Patton et al., 2004; Tortorici
et al., 2003). Importantly, the observation that VP2 must be preincubated with VP1
prior to the elongation step suggests that this protein functions at the initiation step
of dsRNA synthesis. VP1 has been shown to interact with (+)RNA and rNTPs in
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the absence of VP2 and in the presence of salt, demonstrating that (i) VP2 does not
merely function to bring together the template, nucleotides, and enzyme and (ii) the
salt-sensitivity of complex formation is not due to the lack of template or nucleotide
recognition by VP1. Still, it remains unclear exactly how VP2 activates VP1 to ini-
tiate dsRNA synthesis (Chen and Patton, 2000; Patton, 1996; Tortorici et al., 2003).
Currently, there is no atomic structure for VP1, but sequence comparisons would
lead to the prediction that this enzyme is very similar to mORV λ3 (Patton et al.,
2007; Tao et al., 2002). The RdRp activity of recombinant mORV λ3, while very
minimal in comparison to both mORV open cores and SA11 VP1, does not require
the presence of the core shell protein λ1. It will be interesting to determine whether
the structures of SA11 VP1 and mORV λ3 show differences in the locations of
residues required for initiating RNA synthesis.

The Cystoviridae Φ6 RdRp P2 is capable of catalyzing both RNA replication and
transcription activities in vitro as a single viral protein (Makeyev and Grimes, 2004).
The minimal requirements for in vitro initiation and elongation using purified P2 are
nucleotides, Mg2+, and (+)RNA template (Ojala and Bamford, 1995). The recombi-
nant enzyme shows a high specific activity, but exhibits decreased template speci-
ficity in comparison to the Φ6 open core system. Still, purified P2 self-assembles
together with P1, P4, and P7 into viral cores that are fully functional for both RNA
packaging and genome replication (Mindich, 2004; Poranen and Tuma, 2004). No
such packaging system exists for the Totiviridae and Reoviridae families, making
studies of Φ6 important to our understanding of how dsRNA synthesis is connected
to capsid assembly.

Genome Replication and Capsid Assembly
Occur Simultaneously

To protect newly made dsRNA from the host cell antiviral response, (+)RNA pack-
aging into a core-like intermediate is thought to precede genome replication. Core
assembly intermediates of the Cystoviridae member Φ6, called pro-cores, can be
made using recombinant proteins P1, P2, P4, and P7 (Mindich, 2004; Poranen and
Tuma, 2004). These pro-cores are stimulated to package and replicate the (+)RNA
templates (S+, M+, and L+) by incubation in polyethylene glycol, ADP, Mg2+,
and rNTPs (Mindich, 2004; Poranen and Tuma, 2004). The reaction is consecu-
tive in that S+ is packaged first, followed by M+ and then L+. A hexamer of the
NTPase protein (P4) mediates the bulk of (+)RNA packaging at a single fivefold
axis, but a cofactor protein (P7) enhances the efficiency of this process (Mindich,
2004; Poranen and Tuma, 2004). Studies indicate that P4 functions like a molecular
motor, powering the entry of the (+)RNA molecules into the pro-core. Only after
all three templates are packaged inside the pro-core does (–)RNA strand synthesis
begin, converting the (+)RNAs into the full-length genome segments (S, M, and L).
Forceful expansion of the core shell as a result of RNA packaging is thought to trig-
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ger dsRNA synthesis. The prerequisite packaging of (+)RNA into pre-formed core
intermediates undoubtedly links this process with genome replication.

Much less is known about how Totiviridae and Reoviridae members package
their (+)RNA templates, but limited studies support the hypothesis that this pro-
cess is linked to genome replication. The fact the L-A viral RdRp (Pol) is fused
to the core shell protein (Gag) makes is difficult to argue against the model in
which the single (+)RNA template is bound by Gag–Pol during Totiviridae particle
formation (Wickner, 1996). For the Reoviridae, however, the presence of 10–12
different (+)RNAs and numerous separate proteins makes understanding the pre-
cise pathway of assembly and replication more difficult. Attempts have been made
to define this pathway for the rotavirus SA11 by isolating replication intermediates
(RIs) from infected cells (Gallegos and Patton, 1989; Patton and Gallegos, 1990).
These studies suggest that an initial interaction occurs between the RdRp VP1, the
capping enzyme VP3, and a single (+)RNA template, forming a pre-core RI that
lacks polymerase activity. Thereafter, a VP2 decamer interacts with a pre-core RI
to form a core RI, which is capable of initiating dsRNA synthesis. It is unclear
whether genome replication occurs prior to, at the same time as, or after the core RIs
close into a complete pseudo T = 1 icosahedron. Treatment of core RIs with RNase
causes the degradation of (+)RNA templates and abolishes genome replication. In
contrast, replicated dsRNAs are protected from RNase degradation, suggesting that
the products of replication are protected, possibly in a closed core. In further sup-
port of the idea that packaging precedes dsRNA synthesis, free dsRNA has never
been detected in rotavirus-infected cells and the cis-acting packaging signals are
located in the (+)RNAs, but are masked in the dsRNA products (Patton et al., 2007).
Importantly, the requirement of SA11 VP2 for binding VP1, VP3, and RNA, and
for triggering genome replication ensures that dsRNAs are not produced until cores
are available for their protection. Nonetheless, it remains a complete mystery how
Reoviridae family members incorporate one of each genome segment in equimolar
amounts into viral cores. Also, the functions of SA11 nonstructural proteins during
packaging and replication are unclear.

The role of the BTV core shell protein (VP3) during the early stages of par-
ticle assembly has been analyzed using deletion mutagenesis (Kar et al., 2004).
These studies showed that deletion of residues at either the amino or carboxy termi-
nus of VP3 did not affect its interactions with the enzyme complex proteins (VP1,
VP4, and VP6), but that these mutant cores were extremely unstable. Still, dele-
tion of the VP3 carboxy terminus abolished VP3–RNA binding and the formation
of complete icosahedrons. These results suggest that the amino terminus of BTV
VP3 is dispensable for encapsidating the RdRp-containing enzyme complex and
RNA during assembly. The results further suggest that the RNA-binding domain of
BTV lies in the carboxy terminus of the protein, overlapping with an oligomeriza-
tion domain. These results with BTV are in contrast to what has been determined
for SA11 VP2, which forms stable cores in the absence of its amino terminus, but
does not bind VP1, VP3, or RNA (Labbe et al., 1994; Lawton et al., 1997b; Patton
et al., 1997; Zeng et al., 1998). Because the BTV RdRp VP1 has in vitro activity
in the absence of its core shell protein, it remains unknown how these assembly
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mutations alter genome replication. Yet, the reported differences in the core protein–
protein interactions between BTV and SA11 suggest that individual Reoviri-
dae family members might have distinct pathways of forming core replication
intermediates.

Cis-Acting RNA Signals Determine Template Specificity

In the course of packaging and replication, a dsRNA virus must pick the correct
viral (+)RNA molecules from a sea of cellular ones. This specificity is attributed to
the presence of cis-acting signals that selectively channel the viral RNAs into the
assembly and replication complexes. For L-A, a stem-loop structure (internal site)
in the (+)RNA forms the packaging signal that is recognized by the Pol domain of
the Gag–Pol fusion protein during assembly (Esteban et al., 1989). Conversion of
this packaged (+)RNA to dsRNA requires this internal site, as well as sequences
in the 3′-end of the template (Fujimura et al., 1992; Wickner et al., 1986). Because
the internal site is 400 nucleotides from the 3′-end, it is thought that secondary and
tertiary folding of the molecule brings these two sites together during L-A replica-
tion. The Cystoviridae member Φ6 specifically recognizes its RNA template based
on a conserved 18-nt sequence at the 5′-end, as well as an upstream pac sequence
that is unique in each segment. The pac sequence of each segment folds into a
distinctive stem-loop structure required for organized packaging (Gottlieb et al.,
1994; Mindich, 2004). Efficient Φ6 (–)RNA strand synthesis follows packaging and
requires that the templates have the 3′-sequence 5′-CUCUCUCUCU-3′ (Mindich,
2004; Onodera et al., 1993). Template RNAs lacking this 3′-sequence are packaged,
but not replicated, demonstrating that an additional level of specificity occurs during
dsRNA synthesis (Onodera et al., 1993).

Little is known regarding the precise cis-acting signals underlying gene-specific
packaging of (+)RNA for the Reoviridae family. Recent studies using an in vitro
rescue system have provided evidence that the packaging signals of mORV reside
at the 5′-end of (+)RNAs (Roner and Steele, 2007). Specifically, chimeric (+)RNA
molecules that contain the 5′-end of mORV m1 or s2 genes fused to the open read-
ing frame (ORF) of reporter genes are specifically packaged and replicated by helper
virus cores (Roner and Steele, 2007). The 5′-ends of the m1 and s2 genes show lit-
tle sequence similarities, but each is predicted to form a stem-loop structure that
might serve as a recognition signal for core proteins. For rotavirus, sequences in the
5′- and 3′-untranslated regions (UTRs) of homologous genes from distantly related
strains maintain a high level of conservation (Patton et al., 2007). This sequence
conservation is observed for the same gene of different strains, even when the ORF
is extremely variable, suggesting that UTRs might contain important cis-acting sig-
nals for packaging. Moreover, the observation that UTRs from heterologous genes
of the same virus are different suggests that these regions form gene-specific sig-
nals. Though it is not well understood, the mechanism of (+)RNA packaging for
Reoviridae is undoubtedly a strictly regulated process. The result of this meticulous
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process is the formation of a viral core that contains exactly one copy each of the
10–12 dsRNA genome segments.

The SA11 open core system has allowed considerable progress in defining the
cis-acting signals in (+)RNAs that support genome replication for the Reoviridae
family. These studies have identified two elements within all SA11 template RNAs
that promote efficient dsRNA synthesis: (i) a 3′-terminal consensus sequence (3′CS)
5′-UGUGACC-3′ and (ii) a panhandle structure formed by sequences in the 5′- and
3′-UTRs (Chen et al., 2001; Patton et al., 1999, 1996; Tortorici et al., 2003, 2006;
Wentz et al., 1996). Of these two elements, the highly conserved 3′CS is the most
important, as a deletion of this region in the context of a viral (+)RNA template
completely abolishes replication (Patton et al., 1996). The 3′CS is composed of
two partially overlapping determinants that mediate specific template recognition
by VP1 and productive initiation complex formation. As defined by electromobil-
ity shift assays, the UGUG(A) portion of the 3′CS drives high-affinity interactions
with VP1 (Chen et al., 2001; Tortorici et al., 2003). In contrast, the terminal ACC
nucleotides of the 3′CS are dispensable for VP1 binding, but are important for the
formation of a (–)RNA strand initiation complex in vitro (Chen et al., 2001; Tortorici
et al., 2003). In addition to the 3′CS, the formation of a panhandle structure, as a
result of base pairing between the 5′-UTR and 3′-UTR, is important for genome
replication. Specifically, mutations that prevent the panhandle structure from form-
ing a free single-stranded 3′-end completely inhibit replication, even in the presence
of an intact 3′CS (Chen and Patton, 1998; Tortorici et al., 2006). This result suggests
that the 3′CS must be presented to the RdRp as a single-stranded template, allow-
ing it to be sterically accessible for initiation complex formation. It is also possible
that these panhandle structures reveal the putative gene-specific packaging signals
in UTRs. Thus, besides determining specificity during dsRNA synthesis, the pan-
handle structure might also promote the proper assortment of the (+)RNAs during
packaging.

Indeed, these cis-acting signals in (+)RNA templates are important to efficient
(–)RNA strand synthesis during SA11 genome replication. However, it is important
to note that SA11 VP1 is capable of using (–)RNA templates, which lack both a
3′CS and a panhandle structure, for multiple rounds of transcription. The 3′-ends of
SA11 (–)RNA strands show a less conserved sequence of 5′-(A/U)6AGCC-3′ that is
thought to be recognized by VP1 during transcription, but with a lower affinity than
the 3′CS of (+)RNAs (Patton et al., 2007). From a biological standpoint, this pos-
sibility is realistic because the (–)RNA strand of a genomic dsRNA segment would
already be paired with the RdRp inside the core. Thus, there would be no need for
VP1 to be selective about which template to use during transcription; essentially, the
enzyme has only one choice. Quite the opposite occurs during genome replication
when the RdRp must identify the correct (+)RNA among a cadre of cellular RNAs.
This requires that the RdRp be very particular, as the wrong choice would cause
the generation of a defective particle. The idea that the affinity of template bind-
ing determines specificity is supported experimentally for RdRps of the Reoviridae
family, yet these principles are likely to apply to the Totiviridae and Cystoviridae
RdRps as well.



11 Core-Associated Genome Replication Mechanisms of dsRNA Viruses 219

Summary and Conclusions

Structural and biochemical studies of prototypical members of the Totiviridae,
Cystoviridae, and Reoviridae families have identified common themes in the repli-
cation strategies of dsRNA viruses. From these studies, it is clear that viral RNA
synthesis occurs within a protected core via an anchored RdRp. The evidence to
date is also consistent with the ideas that genome replication and capsid assembly
occur simultaneously and cis-acting elements in the viral RNA determine template
specificity. Such precise regulation of core-associated RNA synthesis ensures that
the precious dsRNA genome is protected during the entire replication cycle of these
viruses. However, several unanswered questions remain about the exact mechanisms
Totiviridae, Cystoviridae, and Reoviridae members use to mediate RNA packaging,
core assembly, and genome replication. What region(s) within the core shell proteins
are important for interactions with the viral enzymes and RNA? Which domain(s)
of the RdRp directly engage the core shell and/or other viral enzymes? Do the viral
enzymes remain tethered to the inside of the core shell during all stages of viral
RNA synthesis? What changes occur inside the core following viral entry/uncoating
that trigger transcription? What changes occur inside the core during RNA packag-
ing that trigger genome replication? How do segmented dsRNA viruses package
equimolar ratios of genome segments? Is RNA packaging coordinated by protein–
RNA interactions only or are RNA–RNA interactions among segments important
too? What are the roles of viral nonstructural proteins during packaging and repli-
cation? Certainly, future studies addressing these important questions related to
dsRNA replication are warranted.

This chapter focuses on the replication strategies of dsRNA viruses that retain
their genomes within a pseudo T = 1 core, as they are the most numerous in terms of
individual species. Yet, it is important to mention that not all dsRNA virus families
have this pseudo T = 1 core-associated mechanism of genome replication; instead,
there are some intriguing exceptions to the described themes (Table 11.1). For exam-
ple, the core shells of Chrysoviridae family members are similar to pseudo T = 1
cores, but are composed of 60 protein subunits instead of dimers, making them
classic T = 1 structures (Mertens, 2004). Interestingly, viruses within this family
package their four dsRNA segments in separate core shells, rather than together,
circumventing the need for gene-specific packaging signals (Mertens, 2004). In
addition, viruses belonging to the Birnaviridae family have single-shelled parti-
cles that show T = 13 icosahedral symmetry and are nearly identical to the struc-
ture of Reoviridae outer virion layers (Coulibaly et al., 2005). The Birnaviridae
members also have a VPg-like protein linked to the 5′-ends of their bisegmented
genome, a feature that is seen in several positive-strand RNA viruses. Furthermore,
the Hypoviridae family members have a replication strategy that is more similar to
that of positive-strand RNA viruses than to other dsRNA viruses. Specifically, mem-
bers of this family completely lack a core shell and replicate their single dsRNA
genome segment in association with cellular membranes (Jacob-Wilk et al., 2006).
It is thought that positive-strand RNA viruses mediate RNA synthesis in associa-
tion with vesicular or invaginated membranes to protect their dsRNA replication
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intermediates from detection by the host cell antiviral system (Ahlquist, 2006).
Therefore, membranous positive-strand viral replication complexes and dsRNA
viral cores can be thought of as functionally analogous structures. Although these
shared features cannot distinguish divergent from convergent evolution, these par-
allels suggest that positive-strand RNA and dsRNA viruses might have an ancestral
linkage. Ongoing and future studies of viral genome replication are sure to reveal
more unifying themes that link seemingly diverse families to each other. Such stud-
ies will not only enhance our understanding of how viruses spread but will also help
identify important targets for limiting the impact of viral diseases.
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Chapter 12
Poxviruses

Kathleen Boyle and Paula Traktman

Introduction

The Poxviridae family comprises large, complex DNA viruses that infect a wide
variety of vertebrate and invertebrate hosts (chordopoxviruses and entomopox-
viruses, respectively). Within the chordopoxvirus subfamily, the orthopoxvirus
genus is best known for containing variola (VARV), the etiological agent of small-
pox, and vaccinia (VACV), the virus used as the vaccine in the successful campaign
to eradicate smallpox. Vaccinia has also served as the prototype for experimental
investigation of poxvirus biology, and the following review will focus on vaccinia
replication. Despite possessing DNA genomes, these viruses replicate exclusively
in the cytoplasm of the infected host cell. This unusual physical autonomy from
the host nucleus is accompanied by genetic autonomy; the ∼200 viral gene prod-
ucts encode a repertoire of proteins that mediate three temporally regulated phases
of gene expression, genome replication, and virion morphogenesis. Poxviruses also
encode a plethora of proteins that intersect with, and modulate, many cellular sig-
naling cascades and components of the innate immune response.

Life Cycle

The poxvirus life cycle is shown schematically in Fig. 12.1. Poxvirus virions
(∼360 nm × 270 nm × ∼250 nm) are quite complex, containing ∼75 distinct
proteins (Condit et al., 2006). They are surrounded by a membrane (protein-rich
lipid bilayer) and contain an internal core which houses the viral genome and a
complete transcriptional apparatus. The processes of virion binding and entry are
still being elucidated, but it appears that poxviruses can enter cells either by direct
fusion of the virion membrane with the plasma membrane or by endocytic uptake.
In either case, the internal virion core is then released into the cytoplasm and traffics
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Fig 12.1 Poxvirus life cycle. Virion entry results in the deposition of the viral core into the
cytoplasm. The remainder of the life cycle is restricted to the cytoplasm and is localized within
viral factories. Early gene expression occurs within the core, resulting in the production of proteins
involved in DNA replication and intermediate gene transcription. An uncoating event releases the
viral genome into the cytoplasm, and viral DNA replication ensues. Intermediate and late gene
expression commence, and the complex and highly regulated process of morphogenesis leads to
the production of infectious progeny.

on microtubules to a peri-nuclear site (Carter et al., 2003; Mallardo et al., 2001).
Within minutes, the encapsidated early transcription machinery is activated and
early gene expression initiates within the viral core. Capped and polyadenylated
mRNAs, which represent approximately one half of the genome, are extruded into
the cytoplasm and translated on host polysomes. Among the early proteins are those
needed for genome replication and for the transcription of intermediate mRNAs.
Early gene transcription peaks at 1–2 h post-infection, and ceases when “uncoat-
ing” occurs, compromising the integrity of the core and releasing the genome
into the cytoplasm where it then undergoes replication. Replication continues from
∼2 h post-infection until ∼12 h post-infection, providing a large pool of progeny
genomes (∼10,000 per cell, one half of which are encapsidated into nascent viri-
ons) (Joklik and Becker, 1964; Salzman, 1960). DNA replication serves as a switch
that enables the onset of intermediate, and then late, gene expression. Each phase
of gene expression utilizes a unique set of cis- and trans-acting factors. The synthe-
sis of viral mRNAs, DNAs, and proteins occurs in cytoplasmic domains known as
“factories” or “virosomes”. Once the late phase of gene expression is underway, the
complex process of virion morphogenesis initiates. One of the earliest hallmarks
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of virion assembly is the appearance of rigid, membranous crescents that enlarge
until they become spherical, enclosing proteins destined to form the internal virion
core. These spherical particles are known as immature virions; prior to their closure,
the genome is encapsidated and an electron-dense nucleoid appears. Maturation of
the immature virions into mature, infectious, virions is accompanied by a complex
series of proteolytic cleavages and ultrastructural rearrangements. Recent reviews
of virion morphogenesis, and the process whereby a subset of virions acquire addi-
tional membrane wrappings and undergo release from the cell to mediate intercel-
lular and distal spread, are available (Condit et al., 2006; Smith et al., 2002).

Genome Structure

Poxviral genomes vary significantly in their AT:GC content, although the
orthopoxviruses have a very high AT content; the DNA is not methylated. The large
genomes (for VACV, 192 kb) possess a number of unique and distinguishing struc-
tural characteristics. A schematic representation of the chromosomal structure is
depicted in Fig. 12.2. The telomeres of the double-stranded linear DNA genome
are composed of highly AT-rich hairpins which contain extrahelical bases (EHB);

Fig. 12.2 Poxvirus genome structure. Top panel: The 192 kb vaccinia genome is a linear DNA
duplex flanked by highly AT-rich hairpins which contains 12 extrahelical bases (represented as
five circles and a triangle). Approximately 87 bp regions adjacent to the hairpin contain the motifs
required for concatemer resolution. Adjacent to this region are sets of tandem repeats. These motifs,
as well as a few genes, are present at both termini of the genome and are referred to as the ITR
(inverted terminal repeats). The remainder of the genome encodes ∼200 proteins. Bottom panel:
The hairpin sequences exist in two isoforms (flip and flop) that are inverted and complementary to
each other; the extrahelical bases are shown in color.
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in vaccinia virus, the hairpin is 104 nt in length and has 12 extrahelical bases (10
on one strand, 2 on the other). The presence of EHB is conserved in all poxvirus
genomes, although the precise number and position of the bases vary. The hairpin
sequences are found in two isoforms, known as flip and flop, that are inverted and
complementary with respect to one other. Adjacent to the hairpin loop are 87 bp that
are essential for both replication (Du and Traktman, 1996) and concatemer resolu-
tion (resolution repeats) (DeLange and McFadden, 1990). Beyond these motifs lie
several sets of tandem repeats whose function is not known, although a role in medi-
ating intergenomic recombination has been proposed. This entire region is found at
both ends of the genome; in some viruses, the repeated region (inverted terminal
repeat [ITR]) also contains protein-encoding genes, which are hence diploid in their
inheritance.

The remainder of the poxviral genome is tightly packed with genes; in keeping
with the cytoplasmic localization of the life cycle, the genes contain no introns and
the transcripts do not undergo splicing. The 5′ and 3′ untranslated regions are min-
imal, as are the intergenic spaces. In the central portion of the genome, the polarity
of the genes is somewhat random, but toward the ends of the genome, transcription
is almost always oriented toward the telomere. There is no clustering of the genes
by temporal class or protein function.

The complete sequences for 27 individual poxviruses (not counting different
strain variants) have been determined (see http://poxvirus.org). The first poxvirus
genome to be solved was the Copenhagen strain of vaccinia virus (Goebel et al.,
1990), upon which the current nomenclature is based. The open reading frames are
named according to their location within a given HindIII restriction fragment (A–P)
and their transcriptional orientation (R or L) relative to the standard genomic map.
For example, the DNA polymerase gene (E9L) is the ninth open reading frame in the
HindIII E restriction fragment and it is transcribed in a leftward orientation. The pro-
tein name uses the same notation without the transcriptional polarity (E9 protein).
For complete genomes that have been sequenced more recently, the open reading
frames are often numbered sequentially, but most investigators in the field refer to
orthologous genes using the Copenhagen nomenclature.

Analysis of Viral Replication Within Infected Cells

Pioneering electron microscopy provided the first evidence that poxviruses estab-
lish a distinct region in the cytoplasm of cells, referred to as the “virosome” or
“DNA factory”, where viral DNA replication occurs (Cairns, 1960). These viral
DNA factories have since been visualized by electron microscopy, staining with flu-
orescent dyes such as DAPI or Hoechst, or indirect immunofluorescent detection
using anti-sera directed against BrdU or the viral single-stranded DNA-binding pro-
tein I3 (Domi and Beaud, 2000; Rochester and Traktman, 1998; Welsch et al., 2003).
Cytoplasmic sites of replication have also been visualized by using DNA templates
that bear multiple copies of the Escherichia coli lac operator and co-expressing a
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GFP-lac repressor (De Silva and Moss, 2005). Recent data suggest that the perinu-
clear sites of replication are surrounded by membranes derived from the endoplas-
mic reticulum (Tolonen et al., 2001); clearly, much remains to be learned about how
poxviruses establish sub-cellular compartments that enable efficient transcription,
replication, and assembly.

Replication of viral DNA in vivo can be quantitated using one of several tech-
niques. Metabolic labeling of nascent DNA with 3H-thymidine can be used to assess
the rate of viral DNA synthesis and is helpful in monitoring the immediate impact
of adding pharmacological inhibitors or shifting the incubation temperature dur-
ing infections with temperature-sensitive mutants. However, due to changes in the
nucleotide pool that occur as infection progresses, and because of the feedback inhi-
bition of the thymidine kinase (TK, see below), this technique cannot provide an
accurate picture of the full extent of viral DNA accumulation. Furthermore, this
method of analysis is limited to TK+ viruses, and many recombinants used for
experimental analysis are TK–. To assess the steady-state levels of viral DNA syn-
thesis, dot-blot Southern hybridization can be used. Accurate data can be obtained
from ∼5 h to 24 h post-infection. Most recently, real-time PCR has been used to
detect viral DNA sequences; this technique is likely to have a larger dynamic range
than those described above.

In addition to monitoring the replication of viral genomes introduced by infec-
tion, investigators have also introduced exogenous templates in order to dissect the
cis- and trans-acting components required for optimal replication. One approach
that has been taken involves the generation of minichromosomes that mimic the
topology of the viral genome and its unique telomeric features (Du and Traktman,
1996). In this assay, a linear plasmid stuffer sequence was flanked by telomeric
variants ranging in size from 65 bp to 3000 bp. 150–200 bp were shown to be nec-
essary and sufficient for optimal replication, as assessed by the accumulation of
DpnI-resistant DNA. Within this region are the terminal hairpin with its extraheli-
cal bases (∼50 bp) and the motifs known to be essential for concatemer resolution
(∼70 nt). Minichromosomes bearing these telomeres were shown to replicate 10-
fold better than supercoiled plasmids. However, other investigators have reported
that supercoiled plasmids lacking any viral sequences can be replicated as effi-
ciently as minichromosomes (De Silva and Moss, 2005). Thus, further investigation
is required in order to definitively assess the contributions, if any, that cis-acting
sequences make to the efficient replication of the viral genome. Interestingly, anal-
yses of plasmid replication within infected cells have revealed that both processes
rely on the same repertoire of viral replication proteins, which will be described
below in greater detail.

Working Model for Poxvirus DNA Replication

Poxviral DNA replication is thought to initiate with the introduction of a nick near
one or both genomic termini (Fig. 12.3, step 1). Introduction of this nick is inferred
from the observed increase in topological freedom as well as the change in the
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Fig 12.3 Working model of poxvirus DNA replication. The linear genome with covalently closed
hairpin termini is shown; for convenience, the extrahelical bases (triangles and circle) are only
shown for the right telomere. Replication is thought to begin with the introduction of a nick which
exposes a free 3′ OH group that serves as a primer for the trimeric DNA polymerase holoenzyme.
The nascent (dashed lines) and displaced strands (coated with viral SSB, represented by the light
gray circles) can each form self-complementary hairpins, which allows leading strand synthesis to
replicate the entire molecule. This process generates a tail:tail dimer; a fully duplexed, imperfect
palindrome is found at the concatemer junction. The extended duplex form of the palindrome can
undergo cruciform extrusion, which creates hairpins that contain extrahelical bases and resemble
the viral telomeres. The virally encoded resolvase then cleaves this Holliday junction-like structure,
generating monomeric genomes. During later phases of replication, it is proposed that recombina-
tion priming events may occur.

sedimentation properties of viral DNA at the onset of replication (Pogo, 1977). Fur-
thermore, the initial site of 3H-thymidine incorporation was mapped to a region
within 150 bp from the telomeres (Pogo et al., 1984). The enzyme involved in this
nicking event remains elusive, although it is proposed that the nick must leave a
free 3′ hydroxyl group to serve as a primer terminus for the viral DNA polymerase.
Strand displacement synthesis proceeds toward the hairpin terminus, yielding an
intermediate in which the termini of both the nascent and template strands are self-
complementary (step 2). This intermediate could assume a conformation that would
generate a self-priming hairpin structure (step 3), facilitating the replication of the
remainder of both the top and bottom strands of the genome. The initial product
would be a tail–tail dimer (step 4). Larger tetrameric molecules may be formed if
this process was repeated. Recombinational priming of replicating molecules has
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also been posited (step 6). Indeed, electrophoretic analysis of replicating DNA
has detected the accumulation of large concatemeric and branched intermediates
(DeLange, 1989; DeLange and McFadden, 1990; Merchlinsky et al., 1988; Moyer
and Graves, 1981).

This current model for poxvirus replication proposes that only leading strand syn-
thesis is employed. This is consistent with the significant levels of single-stranded
DNA that have been observed during infection (Esteban and Holowczak, 1977; Pogo
et al., 1981). However, early reports suggested that both leading and lagging strand
synthesis were involved since it was observed that short nascent DNA strands could
be chased into larger forms suggestive of Okazaki fragment formation (Esteban and
Holowczak, 1977). Resolution of this issue is an area for further study.

As stated above, the initial products of replication are concatemeric intermedi-
ates. The concatemer junction is an imperfect palindrome that can isomerize from
a lineform structure to a cruciform structure (step 5). Conversion of the concatemer
to monomers that preserve the unique telomeric structure involves a virally encoded
Holliday-junction resolvase; this process will be described below in greater detail.

Core Replication Machinery

The repertoire of proteins that mediate vaccinia virus DNA replication has been
identified by a blend of genetic, genomic, and biochemical analyses (Table 12.1).
Temperature-sensitive (ts) viruses, generated by either chemical mutagenesis or tar-
geted clustered charge-to-alanine mutagenesis, reveal that five genes are essential
for DNA replication in tissue culture. These encode the DNA polymerase (E9), the
two components of the processivity factor (A20 and D4), a nucleic acid-independent
NTPase (D5), and a serine/threonine protein kinase (B1).

Table 12.1 Vaccinia-encoded proteins with known or predicted roles in DNA replication are
shown

Protein Function

E9 DNA polymerase
A20 Processivity factor
D4 Uracil DNA glycosylase; processivity factor
D5 DNA independent NTPase; primase; superfamily III helicase homology
B1 Ser/thr protein kinase
I3 Single-strand DNA-binding protein
A22 Holliday-junction resolvase
I6 Telomere-binding protein
A32 Putative ATPase
H6 Topoisomerase I
A50 DNA ligase
F2 dUTPase
F4, I4 Ribonucleotide reductase
J2 Thymidine kinase
A48 Thymidylate kinase
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E9, The Catalytic DNA Polymerase

The E9L gene encodes the catalytic DNA polymerase, the core of the trimeric
polymerase complex. The 116 kDa E9 protein is expressed early during infec-
tion and contains conserved motifs found within the α family of replicative DNA
polymerases (Earl et al., 1986; Taddie and Traktman, 1993). E9 has both 5′–3′

polymerization and 3′–5′ exonuclease activities, but lacks intrinsic strand displace-
ment activity (Challberg and Englund, 1979a, b). Structure–function analysis of the
protein has been facilitated by phenotypic characterization of two ts mutants and
drug-resistant mutants that confer resistance to aphidicolin, phosphonoacetic acid,
and cytosine arabinoside (DeFilippes, 1984, 1989; Taddie and Traktman, 1991,
1993; Traktman et al., 1989). Aphidicolin-resistant mutants presented a mutator
phenotype (Taddie and Traktman, 1991). Lastly, mutations within the E9L gene
conferred resistance to the broad spectrum antiviral agent, cidofovir (CDV), a dCMP
analog (Kornbluth et al., 2006). It has also been shown that purified E9 can incor-
porate CDV into the nascent strand adjacent from a G residue, promoting chain
termination (Magee et al., 2005). Exploiting E9 as an enzymatic target is an active
area of antipoxviral research.

Purified E9 is an inherently distributive enzyme under physiological conditions
(McDonald and Traktman, 1994), synthesizing only 10 nt per primer/template-
binding event. Since this behavior would not be conductive to efficient and faith-
ful duplication of an ∼200 kb genome in vivo, it was not surprising that cytoplasm
extracts of infected cells contained a highly processive form of the polymerase that
is able to catalyze the synthesis of >7000 nt per primer/template-binding event
(McDonald et al., 1997). As described below, the processive polymerase contains
the A20 and D4 proteins as well as E9.

Genetic analyses have shown that there is a clear overlap between the proteins
involved in viral replication and homologous recombination. Consistent with these
findings, the viral DNA polymerase has been shown to participate in both single-
strand annealing and duplex-strand joining reactions (Hamilton and Evans, 2005;
Willer et al., 1999; Willer et al., 2000).

A20, A Component of the Polymerase Processivity Factor

Chromatographic purification of the processive form of the viral DNA polymerase
revealed that an ∼48 kDa protein was an intrinsic component of this complex
(Klemperer et al., 2001). This protein was identified as the product of the A20
gene. A20 and E9 were shown to interact by co-immunoprecipitation experiments,
and overexpression of both A20 and E9 during infection led to increased levels of
processive polymerase activity. Site-directed, clustered charge-to-alanine mutagen-
esis of the A20 gene resulted in the generation of ts mutants that were defective in
DNA replication and defective in the formation of processive polymerase activity
(Ishii and Moss, 2001; Punjabi et al., 2001). However, purification of recombinant
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A20 protein proved elusive, and it seemed plausible that A20 might interact with,
and require, additional proteins to fulfill its role as a processivity factor. Indeed, A20
was shown to interact with the D5 protein (see below), the H5 protein (an abundant
phosphoprotein implicated in transcription and morphogenesis), and the D4 protein
(see below) in the yeast two-hybrid assay (Ishii and Moss, 2002; McCraith et al.,
2000).

D4, Uracil DNA Glycosylase and a Component
of the Polymerase Processivity Factor

The product of the D4 gene is an enzymatically active uracil DNA glycosylase
(UDG) (Scaramozzino et al., 2003; Stuart et al., 1993; Upton et al., 1993). Con-
servation of motifs associated with enzymatic activity in other UDG molecules has
enabled the generation of viral recombinants that express stable, soluble, but cat-
alytically inactive variants of UDG. These mutants are viable in tissue culture, but
attenuated in vivo, suggesting that the repair function of UDG is important during
infection of key cell types in vivo (De Silva and Moss, 2003; Stanitsa et al., 2006). In
contrast, deletion of the UDG gene is not compatible with viability in tissue culture,
underscoring the fact that the UDG protein plays an essential role in viral replication
that is independent of its catalytic activity (De Silva and Moss, 2003; Stanitsa et al.,
2006).

Phenotypic analysis of two ts mutants with lesions in the D4 gene revealed that,
like A20, impairment of UDG led to a defect in DNA replication and a defect in
the assembly of processive DNA polymerase activity (Stanitsa et al., 2006; Stuart
et al., 1993). As mentioned, D4 and A20 interact tightly in the absence of other viral
proteins, as assessed by yeast two-hybrid and co-immunoprecipitation assays (Ishii
and Moss, 2002; McCraith et al., 2000). Overexpression of 3XFLAG-UDG, A20,
and DNA Pol in the context of infected cells has enabled the purification of dimeric
UDG/A20 and trimeric UDG/A20/Pol complexes (Stanitsa et al. 2006). These com-
plexes are quite stable, remaining intact in the presence of 750 mM NaCl. The
trimeric complex has processive polymerase activity, and the addition of purified
3XFLAG-UDG/A20 to a purified preparation of E9 leads to the reconstitution of
processive polymerase activity. In sum, these data support the conclusion that the
vaccinia DNA polymerase holoenzyme is comprised of E9, A20, and D4 (Stanitsa
et al., 2006). While analysis of the UDG crystal structure has revealed the propen-
sity of UDG to form dimers (Schormann et al., 2007), the higher order structure of
the UDG/A20 and UDG/A20/Pol complexes remains to be determined, as does the
dissection of the protein:protein interfaces. It is known that the D4:A20 interaction
involves the N’ terminal 25 amino acids of the A20 protein (Ishii and Moss, 2002).
The participation of a UDG as an essential component of a processivity factor is
unique to processes and raises the intriguing possibility that replication and repair
may be coupled.
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I3, Single-Stranded DNA-Binding Protein

A variety of data suggest that the I3 protein is the replicative single-stranded
DNA-binding protein (SSB), although this has not yet been proven definitively.
I3 is a highly abundant 34 kDa phosphoprotein that is expressed at both early
and intermediate times post-infection (Rochester and Traktman, 1998). Purified I3,
both endogenous and recombinant, binds to single-stranded DNA with high affinity
and specificity. Gel shift assays have derived a binding site size of approximately
10 nt/I3 molecule, and formation of beaded protein/DNA structures can be seen by
electron microscopy (Rochester and Traktman, 1998; Tseng et al., 1999). Depletion
of I3 during infection using short-interfering RNA (siRNA) technology leads to a
reduction in DNA accumulation as assessed by both immunofluorescence and dot-
blot hybridization analysis (PT, unpublished). Definitive proof that I3 is the replica-
tive SSB awaits genetic data. Interestingly, the I3 protein has also been shown to
bind to the viral ribonucleotide reductase (see below); this interaction could enhance
the efficiency of replication by enabling nucleotide precursors to be synthesized at
the site of replication (Davis and Mathews, 1993).

D5, Nucleoside Triphosphatase

The 90 kDa D5 protein possesses intrinsic nucleoside triphosphatase activity
(NTPase) that is neither dependent on nor stimulated by nucleic acid cofactors
(Evans et al., 1995). Genetic analysis of ts mutants with lesions in D5 has revealed
an essential role for D5 during DNA replication (Boyle et al., 2007; Evans and
Traktman, 1992). Temperature shift experiments demonstrate that DNA synthesis
arrests immediately (∼5 min) after the shift of tsD5-infected cultures to the non-
permissive temperature, which is indicative of a role of D5 at the replication fork
(Evans and Traktman, 1992; McFadden and Dales, 1980). Evidence that D5 can
interact with A20 provides additional indirect evidence that D5 might function at
the replication fork (McCraith et al., 2000). Although tsD5 mutants are defective
in DNA replication, they are not defective in the assembly of a processive DNA
polymerase complex.

D5 homologs can be identified in every poxvirus sequenced to date, but the pro-
tein bears no strong similarity to any cellular protein. Indeed, the D5 protein appears
to be a defining member of the D5-like helicase family, which can be found in
all poxviruses, certain bacteriophages, and the 1.2 megabase genome of mimivirus
(Iyer et al., 2001; Raoult et al., 2004). The sequence of the D5 protein contains
conserved motifs that have led to its classification as a peripheral member of the
AAA+ family of proteins, within the subfamily of superfamily III DNA helicases
(Iyer et al., 2001). This latter group contains several viral proteins that function as
replicative helicases. Phenotypic characterization of D5 variants containing amino
acid substitutions at key positions within these family-defining motifs has revealed
that these motifs are essential, for both NTPase activity and biological function
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(Boyle et al., 2007). Structure–function analyses have also revealed that multimer-
ization of the D5 protein is a prerequisite for enzymatic activity and that catalytic
activity is necessary but not sufficient for biological activity (Boyle et al., 2007). The
catalytic domain comprises the C’ terminal half of the protein, while the function of
the N’ terminal half of the protein, which contains most of the residues affected in
the four available tsD5 mutants, has not been defined. Given D5’s essential role in
DNA replication, its NTPase activity, and its similarity to the superfamily III group
of helicases, it is tempting to postulate that D5 functions as a helicase in vivo. There
is no experimental data to support this hypothesis. However, the sequence of D5
also has motifs associated with DNA primases (Iyer et al., 2005). Indeed, purified
D5 has recently been shown to have primase activity in vitro, and the motifs associ-
ated with primase activity are important for the biological function of D5 in vivo (De
Silva et al., 2007). Finally, it is quite possible that D5 may also participate in homol-
ogous recombination, since marker rescue experiments using small (<2 kb) intra-
genic fragments were impaired during tsD5 infections (Evans and Traktman, 1992).

B1, Serine/Threonine Protein Kinase

The importance of dynamic protein phosphorylation in the regulation of the viral
life cycle is illustrated by the fact that vaccinia encodes two protein kinases and
one protein phosphatase. The B1R gene encodes a 34 kDa serine/threonine protein
kinase that is expressed early in infection and encapsidated at low levels in virions.
Analysis of two ts-B1 mutants revealed a temperature-dependent defect in DNA
synthesis whose severity varied with host cell (Boyle and Traktman, 2004; Rempel
et al., 1990). The proteins encoded by both mutants had greatly diminished kinase
activity and appeared to be labile in vivo at all temperatures. A defect in inter-
mediate gene expression upon impairment of B1 was also reported (Kovacs et al.,
2001). Clarification of the role of B1 in the viral life cycle proved elusive for many
years; although B1 was shown to phosphorylate the viral H5 protein and two ribo-
somal proteins, none of the components of the replication machinery appeared to be
B1 substrates. Recently, bioinformatic analysis indicated that B1 shows significant
similarity to a group of cellular kinases classified as peripheral branch of the casein
kinase family. These kinases are now known as vaccinia-related kinases (VRKs) due
to the high degree of identity within the catalytic domains of the viral and cellular
proteins (Nezu et al., 1997; Nichols and Traktman, 2004; Zelko et al., 1998). This
sequence identity implied that the proteins might have overlapping substrate speci-
ficities, and indeed, the incorporation of an hVRK1 cDNA into the genome of tsB1
fully rescued the DNA replication defect (Boyle and Traktman, 2004). Complemen-
tation was not obtained when a catalytically inert variant of hVRK1 was used. The
endogenous VRK1 is found only in the nucleus and therefore is not available for
complementation.

We now know that the cellular BAF protein is the key substrate whose phospho-
rylation by B1 regulation is imperative for viral DNA replication to ensue (Wiebe
and Traktman, 2007). BAF is an abundant protein, found in both the nucleus and
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the cytoplasm, that binds to double-stranded DNA avidly and without sequence
specificity. Binding of BAF dimers to DNA leads to cross-bridging and condensa-
tion. However, when BAF is phosphorylated on key residues within its N’ terminus,
its ability to bind DNA is abrogated (Nichols et al., 2006). Since vaccinia DNA
replication occurs in the cytoplasm, it is accessible to BAF, which can associate
with viral DNA within the factories and blocks its replication. BAF appears to be
a heretofore unknown host defense against foreign DNA; BAF’s repressive action
can be reversed by B1-mediated phosphorylation. Recruitment of BAF to the facto-
ries does not occur during wild-type infections, but is readily observed during tsB1
infections. If BAF is depleted using lentivirus-mediated RNAi, the temperature-
sensitive phenotype of the tsB1 viruses is largely reversed. Thus the primary, if
not only, role of B1 in tissue culture cells is to combat the repressive effect of BAF.

Viral Proteins Involved in Nucleotide Biosynthesis
and Precursor Metabolism

Thymidine Kinase and Thymidylate Kinase

Thymidine biosynthesis is directed by two viral enzymes, the thymidine kinase (J2)
and thymidylate kinase (A48), neither of which is essential for propagation in tissue
culture (Buller et al., 1985; Hughes et al., 1991). The 19 kDa viral thymidine kinase
(TK) is a homotetramer whose activity is subject to feedback inhibition with high
levels of TTP or TDP (Hruby, 1985; Wilson et al., 1989). This feedback inhibition
loop can be bypassed, without compromising enzymatic activity, by altering the key
glutamine residue in conserved domain IV (Black and Hruby, 1992). The ability of
the viral TK to also utilize BrdU as a substrate has been exploited in the genera-
tion of recombinant vaccinia viruses. Insertion of foreign DNA into the TK locus
inactivates TK, leading to a BrdU-resistant phenotype which can be selected for by
propagation on human 143 TK– cells. TK– viruses are attenuated in vivo (Buller
et al., 1985), underscoring the importance of the precursor biosynthetic machinery
in key cell types in vivo.

The 23 kDa viral thymidylate kinase functions as a dimer to phosphorylate
dTMP. The viral dTMP kinase shares ∼40% identity to the human enzyme, retaining
several conserved catalytic motifs and the overall conserved core structure (Topalis
et al., 2005). The high degree of homology between the viral and cellular enzymes
is well illustrated by the finding that A48 can complement the dTMP-deficient Sac-
charomyces cerevisiae cdc8 mutant (Hughes et al., 1991).

Ribonucleotide Reductase

The vaccinia ribonucleotide reductase (RNR) is composed of small (F4) and
large (I4) subunits; it catalyzes the reduction of rNDPs to the corresponding
dNDPs (Slabaugh et al., 1988; Tengelsen et al., 1988). The allosteric behavior and
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regulatory mechanism of the viral enzyme are comparable to those of mammalian
RNRs (Slabaugh and Mathews, 1984). The large subunit (I4) contains binding sites
for nucleotide substrates and allosteric effectors (Slabaugh et al., 1984; Slabaugh
and Mathews, 1984), while the small subunit (F4) carries the tyrosyl radical required
for catalysis (Howell et al., 1992). It is this tyrosyl radical that is affected by the
DNA synthesis inhibitor hydroxyurea (HU) (Ehrenberg and Reichard, 1972). While
it would be reasonable to assume that there is an equivalent depletion in the rates
of formation of all four dNDPs, experimental evidence has shown that this is not
the case. The most significant decrease is seen for dATP levels, and HU-mediated
inhibition can be largely overcome by the addition of exogenous deoxyadenosine in
the presence of an adenosine deaminase inhibitor (Slabaugh et al., 1991).

RNR-deficient vaccinia mutants replicate normally in tissue culture (Child et al.,
1990), suggesting that the host enzyme can provide sufficient precursors for viral
replication to proceed; these mutants are somewhat attenuated in vivo. In tissue
culture, HU inhibits vaccinia replication; HU-resistant mutants can be isolated, and
these display amplification (2–15 copies) of the F4L gene (Slabaugh et al., 1988).

dUTPase

As mentioned above, the D4 protein of vaccinia virus is an active uracil DNA gly-
cosylase, which removes uracil moieties in DNA that can arise either from cytosine
deamination or from the incorporation of dUTP by the viral DNA polymerase. The
importance of controlling the presence of dUMP within DNA is underscored by
the fact that vaccinia also encodes a dUTPase. The F2 protein of vaccinia acts as a
trimer to catalyze the hydrolysis of dUTP to dUMP (Broyles, 1993; Roseman et al.,
1996). In addition to minimizing the concentration of dUTP within infected cells,
dUTPase activity provides increased levels of dUMP, which serves as a precursor
in the synthesis of TTP. The F2 sequence shows a high degree of similarity to the
human enzyme, and comparisons between the cellular and viral enzymes are facil-
itated by the recent solution of the crystal structure of the viral dUTPase (Samal
et al., 2007).

DNA Replication Accessory Proteins

Topoisomerase

The vaccinia virus H6 protein is type 1B topoisomerase that is expressed late during
infection and is encapsidated into the virion core (Bauer et al., 1977; Shaffer and
Traktman, 1987; Shuman and Moss, 1987). The poxvirus topoisomerase has a num-
ber of unique properties that distinguish it from other enzymes of this class: resis-
tance to the drug camptothecin, sensitivity to the DNA gyrase inhibitors novobiocin
and coumermycin, and remarkable specificity for a pentapyrimidine target sequence
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for DNA cleavage (Hwang et al., 1998; Klemperer et al., 1995; Sekiguchi et al.,
1996; Shuman et al., 1988; Shuman and Moss, 1987; Shuman and Prescott, 1990).
An extraordinary amount of insight has been gained into the biochemical mecha-
nism used by this enzyme; in contrast, discerning the biological role of the protein
proved difficult. Roles in transcription, replication, recombination, and concatemer
resolution were posited. Initially, the inability to isolate an H6 deletion mutant led
to the conclusion that H6 was essential in tissue culture (Shuman et al., 1989); more
recently, however, such a virus has been isolated using a different selection proto-
col. The topoisomerase-null virus exhibits reduced infectivity due to a diminution
in early transcription; neither DNA replication nor genome maturation appears to be
affected (Da Fonseca and Moss, 2003). This data suggest that the primary biological
role for the vaccinia topoisomerase is to facilitate early gene transcription.

DNA Ligase

The vaccinia virus A50 protein is a 61 kDa ATP-dependent DNA ligase (Kerr and
Smith, 1989) with significant similarity to the mammalian type II and III DNA lig-
ases (Chen et al., 1995; Husain et al., 1995; Wang et al., 1994; Wei et al., 1995).
The functional redundancy between the viral and cellular ligases was confirmed by
the demonstration that the vaccinia DNA ligase can compensate for the loss of the
S. cerevisiae DNA ligase (Kerr et al., 1991). A significant amount of biochemi-
cal and structure/function analyses has been performed on the viral ligase. An A50
deletion mutant has been constructed: the enzyme is not essential for propagation
in tissue culture but the deletion mutant is attenuated in vivo (Colinas et al., 1990;
Kerr and Smith, 1991). In some contexts, however, deletion of the ligase does com-
promise viral replication (Parks et al., 1998). Deletion of A50 leads to UV- and
bleomycin sensitivity but to etoposide resistance; increasing the copy number of the
ligase gene confers etoposide sensitivity (DeLange et al., 1995; Kerr et al., 1991).
Clearly, we do not fully appreciate the role(s) that the viral DNA ligase might play
during infection.

Genome Maturation

Cis-Acting Sequences

As described above, the initial product of genomic replication is the genera-
tion of head-to-head or tail-to-tail concatemers (DeLange, 1989; DeLange and
McFadden, 1990; Merchlinsky et al., 1988; Moyer and Graves, 1981). These con-
catemers contain an imperfect palindromic junction that can be extruded into a cru-
ciform structure that mimics a DNA Holliday junction (Dickie et al., 1987, 1988;
Merchlinsky et al., 1988). Indeed, within infected cells, plasmids containing these
inverted repeats are processed into linear minichromosomes with hairpin termini
(DeLange and McFadden, 1987; DeLange et al., 1986; Merchlinsky, 1990a, b;
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Merchlinsky et al., 1988; Merchlinsky and Moss, 1986, 1989a). At the concate-
mer junction, the extended duplex version of the hairpin sequence is flanked on
each side by sequences required for resolution. Within these sequences, four cis-
acting motifs have been defined that are either essential (domains 1A and 1) or
stimulatory (domains II and III) in this resolution process. The canonical resolution
sequence within domains 1A and 1 has been identified, and site-directed mutagen-
esis has revealed that resolution is exquisitely dependent on its sequence (DeLange
and McFadden, 1987; Merchlinsky, 1990a; Merchlinsky and Moss, 1989a). The res-
olution sequences are strongly conserved among poxviruses (Merchlinsky, 1990a).
Interestingly, the resolution sequence can also function as a late promoter, suggest-
ing that transcription through the region might stimulate resolution (Parsons and
Pickup, 1990; Stuart et al., 1991).

Resolvase

The observation that concatemer resolution fails to occur when late protein synthesis
is blocked provided the initial hint that a late viral protein might mediate concatemer
resolution (DeLange, 1989; Merchlinsky and Moss, 1989b). The A22 protein was
subsequently identified as a likely candidate because of its homology to a known
Holliday-junction resolvase, the E. coli Ruv C protein (Garcia et al., 2000). A22 is
a 23 kDa protein that is expressed at late times during infection (Garcia and Moss,
2001), and purified recombinant A22 can bind to and cleave a synthetic Holliday
junction, yielding nicked duplex molecules (Garcia et al., 2000). The protein forms
a dimer, which most likely mediates the symmetrical cleavage of the concatemeric
junction (Garcia et al., 2006). In vitro, the viral enzyme exhibits only weak sequence
specificity, which does not explain the strict sequence specificity that characterizes
resolution in vivo (Culyba et al., 2006; Garcia et al., 2006). Nevertheless, repression
of A22 expression leads to a significant block to concatemer resolution: the majority
of newly synthesized viral DNA remains concatemeric and virion morphogenesis is
not completed (Garcia and Moss, 2001). Clearly, A22 is necessary for concatemer
resolution; whether other viral proteins impart specificity to the reaction remains to
be resolved.

Genome Encapsidation

To complete the infectious cycle, progeny DNA genomes must be encapsidated
into nascent virions. Genome encapsidation is associated with the appearance of
an electron-dense nucleoid within immature virions. Although much remains to be
learned about this process, we have gained some insights into some of the proteins
that participate in this process (Condit et al., 2006). Repression of the 8 kDa A13
protein, which is a component of the virion membrane, leads to a morphogene-
sis arrest characterized by the accumulation of immature virions lacking nucleoids
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and the accumulation of DNA crystalloids in the cytoplasm (Unger and Traktman,
2004). Two components of the virion core are more directly associated with genome
encapsidation. The A32L gene encodes a 34 kDa protein with some sequence sim-
ilarity to proteins involved in adenovirus and bacteriophage DNA encapsidation
(Koonin et al., 1993). Based on conserved Walker A and Walker B motifs, the
protein has been predicted to have ATPase activity; although no empirical evi-
dence of this activity has been reported. When expression of the A32 protein is
repressed, the biochemical events of the viral life cycle progress normally. The late
stages of morphogenesis are aberrant; however, resulting in the production of abnor-
mal spherical particles which are devoid of viral DNA (Cassetti et al., 1998). The
44 kDa I6 protein is also directly implicated in genome encapsidation; this protein
binds to the telomeric hairpins of the genome with great specificity and stability
(DeMasi et al., 2001). During nonpermissive infections with a temperature-sensitive
I6 mutant, the viral life cycle again progresses normally until the later stages of mor-
phogenesis. Again, aberrant spherical particles are formed which lack viral DNA,
and DNA crystalloids accumulate in the cytoplasm (Grubisha and Traktman, 2003).
The I6 protein encoded by this mutant appears to be defective in its telomere-binding
capacity (Traktman, unpublished). The A32 protein is encapsidated at wild-type lev-
els in the DNA-deficient particles that assemble during tsI6 infections, whereas I6 is
not encapsidated in the A32-deficient particles (Traktman, unpublished). It seems
plausible to propose that the binding of I6 to the telomeres of the viral genome
imparts specificity to the encapsidation process and that entry of the genome maybe
facilitated by I6-A32 interactions or by A32-mediated ATP hydrolysis.

Questions for Future Study

Poxvirus DNA replication is unique in that it occurs within the cytoplasm of infected
cells and relies almost exclusively on viral proteins. Much has been learned about
this fascinating process (Moss and De Silva, 2006; Traktman, 1996), but many
unsolved puzzles remain. The development and organization of the cytoplasmic fac-
tories in which replication occurs are poorly understood. Replication is thought to
initiate with the introduction of a nick, but neither the cis- nor trans-acting fac-
tors that contribute to this initiation process have been identified. Confirmation that
replication relies solely on leading strand synthesis is also pending, and dispari-
ties between the specificity of concatemer resolution in vivo and the lack of speci-
ficity of the resolvase in vitro need to be understood. Processivity is conferred upon
the catalytic subunit of the polymerase (E9) by a heterodimeric protein complex
(A20 + UDG), one component of which is an active repair enzyme. This is a unique
model for a processive holoenzyme, and both the mechanism by which processivity
is engendered and the possible coupling of replication and repair remain to be elu-
cidated. The D5 NTPase is likely to be the replicative helicase, and the I3 protein
is likely to be the replicative SSB, but further studies are required to support these
predictions. The viral B1 kinase plays a unique role in replication, serving to combat
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the antiviral action of the cellular BAF protein, which binds to the viral genome and
prevents replication unless it is disarmed by phosphorylation. Encapsidation appears
to rely upon some components of the virion membrane, a telomere-binding protein,
and a putative ATPase, and further study of this important process is also needed.
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Chapter 13
Herpesvirus Genome Replication

Sandra K. Weller

The Herpesviruses

The Herpesviridae are a large family of enveloped, double-stranded DNA viruses
that are responsible for many human and veterinary diseases. Herpesviruses can
infect mammals, birds, and reptiles, and so far, eight distinct family members have
been found which infect humans including herpes simplex virus type 1 (HSV-1) and
herpes simplex virus type 2 (HSV-2), Epstein–Barr virus (EBV), cytomegalovirus
(HCMV), varicella-zoster virus (VZV), human herpesvirus 6 (HHV-6), human her-
pesvirus 7 (HHV-7), and Kaposi’s sarcoma herpesvirus (KSHV). All members of
the family are capable of both lytic and latent infections although they differ greatly
in tissue tropism and in many aspects of their interactions with their hosts. These
viruses share many aspects of virion structure (they all are T = 16), genomic orga-
nization, mechanisms of DNA replication and life cycle. Herpes simplex viruses 1
and 2 (HSV-1 and HSV-2) are the most extensively studied of all the herpesviruses,
in part because they are most amenable to genetic and biochemical approaches. This
chapter will focus primarily on herpes simplex virus type 1 (HSV-1); however, other
human herpesviruses will be discussed when their replication strategy differs in sig-
nificant detail from simplex viruses.

Overall Virus Life Cycle

HSV initiates viral infection by specific binding of viral glycoproteins to cell sur-
face glycosaminoglycans and cellular receptors (Spear 2004). Following entry, cap-
sids have been shown to translocate along microtubules (Sodeik et al. 1997) to
the nuclear pores where they dock and presumably eject their genomes into the
nucleus (Ojala et al. 2000). A tightly regulated cascade of gene expression occurs
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consisting of three well-defined kinetic classes of genes: immediate early, early,
and late. Viral gene expression, DNA replication, and encapsidation occur within
globular domains in the nucleus termed replication compartments (Knipe 1989;
Lamberti and Weller 1996). Herpesvirus genomes replicate in the nucleus through
the formation of longer-than-unit length concatemers. Monomeric units are cleaved
from concatemers during a packaging reaction which occurs in conjunction with
the uptake of genomes into preassembled capsids. DNA-containing capsids exit
the nucleus by budding through the nuclear membrane, and they acquire their final
envelope and mature glycoproteins by a series of envelopment and de-envelopment
steps (reviewed in [Baines and Weller 2004]). Unlike other enveloped viruses, her-
pesviruses are known to package approximately 20–30 proteins between the capsid
and the envelope in a region termed the tegument or “skin”. Many tegument pro-
teins are known to play active roles in the earliest stages of infection as they are
brought in with infecting virions into newly infected cells and play regulatory roles
in shut off of host protein synthesis and the stimulation of immediate-early viral
gene expression.

Herpesvirus Genomic Structure

Herpesvirus genomes vary in size from 125 to almost 250 kbp and contain both
unique and repeated regions. Most herpesviruses contain direct terminal repeats and
many also contain repeated sequences in an inverse orientation internally. The HSV
genome (152 kbp) contains two unique regions (UL and US) flanked by inverted
repeat sequences (Hayward et al. 1975). The a sequence is present in three locations
in the viral genome: at both termini and an inverted copy is present at the UL–
US junction; the b sequences flank the UL segment and the c sequences flank US

(Fig. 13.1A). The HSV genome undergoes genomic inversions in which the unique
regions, UL and US, invert with respect to one another during replication. Inversion
events may be related to the propensity of HSV to undergo recombination described
below.

aa c'bb c'a'UL US

Fig. 13.1 HSV genome. The HSV-1 genome consists of two unique regions UL and US flanked by
repeated sequences. UL is flanked by ab and b’a’, and US is flanked by a’c’ and ca. During infec-
tion, the two unique regions invert relative to each other. The arrows reflect possible orientations
of the UL and US segments as a result of genomic inversion.
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Gene Expression and Regulation

HSV-1 is believed to encode over 80 open reading frames, and gene expression is
very tightly temporally controlled. Viral genes are classified as immediate early,
early, or late and are transcribed from both strands of the viral genome. Most of
the immediate-early genes encode regulatory proteins while the early gene products
are primarily involved in viral DNA replication. Many of the structural proteins
are encoded as late genes which are not expressed until viral DNA synthesis has
occurred.

Cis- and Trans-Acting DNA Replication Factors

Origins of Replication

Three origins of replication have been mapped on the HSV-1 genome: two copies
of OriS within the repeated c region and one copy of OriL within the unique long
region (reviewed in [Challberg 1996]). Both origins contain binding sites for the
origin-recognition protein, UL9. OriS consists of a 45-bp palindrome containing
an A/T-rich region flanked by two recognition sites for UL9 (box I and box II). A
third weaker binding site (box III) is located to the left of box 1 outside the palin-
dromic region (Fig. 13.2A). OriL consists of a longer perfect palindrome, 144 bp
in length, that contains four recognition sites for UL9 (two copies of box I and
two copies if box III) (Fig. 13.2B). Both oriL and oriS are located in the promoter-
regulatory regions of divergently transcribed genes: oriS is positioned between two
immediate-early genes, ICP4 and ICP22/27, while oriL is located between two early
genes, ICP8 (UL29) and the catalytic subunit of the polymerase (UL30). OriL and
one copy of oriS can be deleted without affecting the ability of the virus to mul-
tiply, suggesting that viral replication can occur in genomes containing only one
copy of the origin (Igarashi et al. 1993; Polvino-Bodnar et al. 1987). The origins of
replication of other alpha-herpesviruses are similar to those of HSV-1 and HSV-2;
however, the origins of replication of the beta- and gamma-herpesviruses are much
longer and more complex (Anders and McCue 1996; Yates 1996).

Trans-Acting HSV-1 Replication Proteins

The HSV-1 genome encodes seven essential replication proteins and several non-
essential replication proteins. The seven essential replication proteins include a
single-strand DNA-binding protein (known as ICP8 or UL29), a two subunit DNA
polymerase (UL30 and UL42), a three subunit helicase/primase complex (UL5,
UL8, and UL52), and an origin-binding protein UL9 (reviewed in [Chattopadhyay
et al. 2006; Marintcheva and Weller 2001a; Weller and Coen 2006]). Interestingly,
homologs of the first six of these are also encoded by all other human and animal
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B

A

Fig. 13.2 Origins of DNA replication. A. OriS can be depicted with three recognition sites for
UL9, the origin-binding protein (boxes I, II and III, marked in gray) and an AT-rich linker (marked
in black) positioned between boxes I and II. OriS is positioned between two immediate-early tran-
scripts. B. OriL is positioned between two divergently transcribed early mRNAs. Recognition sites
for UL9 are boxed in gray, and the AT-rich regions are boxed in black. Since OriL is a perfect
palindrome, the recognition sequences are designated I and III on each side of the palindrome.

herpesviruses and are considered to function as the “core” replication proteins with
all the necessary enzymatic activities to stimulate DNA replication on a primed in
vitro replication substrate. The conservation of functions suggests that the overall
strategy of lytic viral DNA replication is conserved within this family. The mecha-
nism and regulation of initiation of viral DNA synthesis, however, is probably shared
only by the alpha-herpesviruses. As mentioned above, the origins of replication for
beta- and gamma-herpesviruses are more complex, and in addition, no clear UL9
homologs have been identified.

In addition to the six core replication proteins and the origin-recognition protein,
HSV encodes a number of proteins which are not essential for viral DNA synthe-
sis including enzymes involved in nucleotide biosynthesis and DNA metabolism
such as thymidine kinase, ribonucleotide reductase, uracil–DNA–glycosylase,
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Table 13.1 Auxiliary HSV DNA replication genes

Gene Alternate abbreviation Major function

Essential for DNA
replication in
cultured cells?

UL23 TK Thymidine kinase No
UL39 RR1 Large subunit of

ribonucleotide reductase
No

UL40 RR2 Small subunit of
ribonucleotide reductase

No

UL2 UNG Uracil-DNA glycosylase No
UL50 dUTPase Deoxyuridine

triphosphatase
No

UL12 Alkaline exonuclease Putative viral recombinase
subunit

No

deoxyuridine triphosphatase, and the alkaline nuclease (Table 13.1) (reviewed in
[Weller and Coen 2006]). Ribonucleotide reductase consists of two subunits, RR1
and RR2, and both are needed for enzymatic activity whose function is to produce
dNTPs used in DNA synthesis. Recent reports raise the interesting possibility that
the HSV RR1 subunit may also act as a chaperone perhaps to prevent the induc-
tion of apoptosis and/or to promote the assembly of the translational machinery
(Chabaud et al. 2003; Langelier et al. 2002; Perkins et al. 2002; Walsh and Mohr
2006). The deoxyuridine triphosphatase (dUTPase) and uracil–DNA–glycosylase
may be important in preventing misincorporation of uracil residues into the viral
genome. The HSV alkaline nuclease (UL12) is a 5′ to 3′ exonuclease; in combina-
tion with ICP8, UL12 is capable of a strand exchange activity in vitro, and these two
proteins may play a role in single-strand annealing (SSA) during infection (Reuven
et al. 2004a, 2003) (see below).

HSV-1 Origin-Binding Protein, UL9 (94 kDa)

Genetic analysis indicates that the origin-binding protein UL9 is essential for viral
DNA replication (Carmichael et al. 1988). The analysis of temperature-sensitive (ts)
mutants indicates, however, that UL9 is required early in HSV-1 infection but not
late in infection, once DNA synthesis has initiated (Schildgen et al. 2005). Activities
associated with UL9 include nucleoside triphosphatase, DNA helicase on partially
double stranded substrates, ability to form dimers in solution and ability to bind
cooperatively to viral origins (reviewed in (Chattopadhyay et al. 2006; Weller &
Coen 2006)). The seven conserved helicase motif characteristic of the SF2 family
of helicases reside in the N-terminal domain (residues 1–534) while the domain
responsible for specific origin binding has been mapped to the C-terminal one-
third of UL9 (residues 564–832) (reviewed in [Chattopadhyay et al. 2006]). Genetic
analysis demonstrated that the conserved helicase motifs are essential for both the
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in vivo and the in vitro ATPase and helicase activities of UL9 (Malik and Weller
1996; Marintcheva and Weller 2003a, b, 2001b). UL9 has been reported to interact
with several other viral proteins including ICP8, UL8 (a component of the trimeric
helicase/primase), and UL42 (the DNA polymerase accessory protein) (reviewed in
[Weller and Coen 2006]).

UL30/UL42

HSV DNA polymerase comprises a catalytic subunit (UL30) and an accessory sub-
unit which stimulates processivity (UL42) (Anders and McCue 1996). The catalytic
subunit, UL30, is a member of the alpha-like DNA polymerase family and pos-
sesses a 3′–5′ exonuclease activity. Thus, UL30 contains motifs conserved in other
polymerases, and mutations in these motifs have been shown to affect binding of
dNTPs and/or their incorporation (Huang et al. 1999). The crystal structure of UL30
has been solved confirming that this protein resembles other alpha-like DNA poly-
merases (Liu et al. 2006).

The processivity subunit UL42 functions by an unusual mechanism. While other
processivity subunits such as PCNA operate as “sliding clamps”, which form mul-
timeric rings in solution and are loaded onto DNA with the aid of clamp loaders,
UL42 binds to DNA by itself as a monomer with relatively high affinity (Randell and
Coen 2004; Weisshart et al. 1999). UL42 can diffuse linearly (slide) on DNA despite
its high affinity for DNA (Randell and Coen 2001) and has recently been shown to
affect replication fidelity (Jiang et al. 2007). Interestingly, the crystal structure of
UL42 suggests that it shares a similar overall structural fold with the processivity
factors which function as sliding clamps (Zuccola et al. 2000).

UL5/UL8/UL52

The HSV-1 helicase/primase is a heterotrimer consisting of the products of the UL5,
UL8, and UL52 genes, and genetic data indicate that all three are essential for viral
DNA replication in cell culture (reviewed in [Marintcheva and Weller 2001a; Weller
and Coen 2006]). The HSV-1 UL5/8/52 complex exhibits DNA-dependent ATPase,
primase, and helicase activities (reviewed in [Chattopadhyay et al. 2006; Weller and
Coen 2006]). UL5 and UL52 together possess all known enzymatic activities while
UL8 appears to play a stimulatory role in addition to being able to interact with
other members of the replication machinery including UL9, HSV Pol, and ICP8
(reviewed in [Chattopadhyay et al. 2006; Weller and Coen 2006]). The sequence of
UL5 reveals seven motifs found in a large helicase superfamily, SF1, and genetic
analysis indicates that these motifs are essential for viral DNA replication (Zhu and
Weller 1992) and for helicase and ATPase activities in vitro (Graves-Woodward
et al. 1997; Graves-Woodward and Weller 1996). UL52 contains a DXD signa-
ture motif conserved in many primases, and this motif is essential for viral DNA
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replication and for primase activity in vitro (Dracheva et al. 1995; Klinedinst and
Challberg 1994). The C-terminus of HSV-1 UL52 contains a putative zinc-binding
motif, which is also present in prokaryotic and eukaryotic primases (Carrington-
Lawrence and Weller 2003; Chen et al. 2005, 2007). The presence of these motifs
suggests that the helicase and primase activities of the complex likely reside in the
UL5 and UL52 subunits, respectively; however, several lines of evidence suggest a
more complex interaction between these two subunits. Mutations in the putative zinc
finger at the C-terminus of UL52 have been shown to abrogate not only primase but
also ATPase, helicase, and DNA-binding activities of the UL5/UL52 subcomplex
(Biswas and Weller 1999, 2001; Chen et al. 2005). These results suggest that UL52
binding to DNA via the zinc finger may be necessary for loading UL5 onto DNA.
Alternatively, it is possible that UL5 and UL52 share a DNA-binding site created by
interaction between the two subunits.

UL29 or ICP8

ICP8, encoded by the UL29 gene, is the HSV major single-strand DNA-binding
protein and is essential for DNA replication. ICP8 (SSB) is a 130-kDa zinc
metalloprotein that preferentially binds ssDNA in a non-sequence specific and coop-
erative manner. ICP8 exhibits helix-destabilizing activities which are thought to
play a role in unwinding duplex DNA during DNA synthesis. ICP8 interacts with
many viral and cellular proteins (reviewed in [Challberg 1996]). In particular, ICP8
has been reported to enhance biochemical activities of UL9, the helicase/primase,
and polymerase ([Arana et al. 2001; Boehmer 1998; Hamatake et al. 1997] and
refs therein). ICP8 also interacts with the viral nuclease UL12 and together these
proteins exhibit a strand-annealing reaction ([Reuven and Weller 2005] and refs
therein). ICP8 has also been reported to regulate viral gene expression by repress-
ing transcription from the parental genome and stimulating late gene expression
from progeny genomes ([McNamee et al. 2000] and refs therein).

The structure of ICP8 lacking its C-terminal 60 residues was recently solved,
revealing two separate domains, the N- (aa 9–1038) and the C- (aa 1049–1129) ter-
minal domain, connected by a short linker region of loose electron density (Mapelli
et al. 2005). The N-terminal domain forms three regions: the head, neck, and shoul-
der which in turn are formed from non-contiguous secondary structural elements.

Overview of HSV DNA Replication

Although several cis- and trans-acting elements have been shown to be required
for HSV DNA replication as described above, very little is known about the actual
mechanisms of HSV DNA replication. The model presented below is for the most
part consistent with existing data; however, validation will require additional exper-
imental support.
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Fate of Incoming Viral DNA

HSV-1 DNA genomes enter the nucleus following docking of the capsid at a nuclear
pore. Once the linear viral DNA is released it is thought that these linear DNA
molecules lose their free ends by a process that does not require de novo protein syn-
thesis (Poffenberger and Roizman 1985). The simplest interpretation of these results
is that the viral genome loses its free ends through the formation of a covalently closed
circular molecule leading to the model that linear virion DNA is rapidly circularized
in infected cells. Aspects of this model have recently been challenged experimentally
(Jackson and DeLuca 2003), and considerable controversy still surrounds the fate of
the incoming viral DNA soon after infection (Strang and Stow 2005). It is possible
that the viral genome adopts an endless configuration by an intra- or intermolecu-
lar homologous recombination event; however, additional experimentation will be
needed to determine the precise fate of the incoming viral genome.

Initiation of Viral DNA Replication

Current models suggest that the origin-recognition protein, UL9, binds one or more
of the origins of replication and recruits the rest of the replication machinery to
the origin, stimulating DNA synthesis. Although DNA synthesis is probably initi-
ated by a UL9-dependent step, replication at the origins of HSV alone would not
be sufficient to generate the observed head-to-tail concatemers; therefore, we have
proposed that HSV DNA replication occurs in two stages (Fig. 13.3) (Weller and
Coen 2006; Wilkinson and Weller 2003). We have proposed that UL9 is essential
during the first stage; however, later in infection DNA replication appears to pro-
ceed in an origin-independent manner (Blumel et al. 2000; Blumel and Matz 1995),
which may proceed by rolling circle replication and/or a recombination-dependent
replication step (Wilkinson and Weller 2003). The involvement of recombination
would be analogous to the replication program of the bacteriophages T4, lambda,
and many other linear dsDNA bacteriophage.

The precise role of UL9 in the initiation of HSV DNA replication remains uncer-
tain. Although UL9 is known to possess ATPase and helicase activities in addi-
tion to its origin-binding properties, it is unable to unwind blunt-ended linear or
circular double-stranded DNA containing an origin of replication. The failure of
UL9 to unwind duplex origin DNA remains a major impediment to the estab-
lishment of an in vitro DNA replication system. Although the details are not yet
known, it is believed that UL9 acts in conjunction with ICP8 to distort or perturb
the region, followed by the recruitment of the HSV-1 helicase/primase (H/P) com-
plex (Fig. 13.4). We have demonstrated that an active primase is needed to recruit
the HSV DNA polymerase to viral foci in infected cells. Once the HSV DNA poly-
merase is recruited to the fork, it is believed to be responsible for both leading and
lagging strand DNA syntheses. The first stage of DNA synthesis may be bidirec-
tional proceeding from one or more of the three origins of replication. The end prod-
ucts of DNA replication are longer-than-unit-length head-to-tail DNA concatemers.
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Stage 1

Stage 2

Fig. 13.3 Model for UL9-dependent and UL9-independent HSV DNA replication. According
to this model the first stage of HSV DNA replication involves origin unwinding and bidirectional
DNA replication (Stage I). In this step, UL9 likely acts in conjunction with ICP8. Following the
opening, the helicase/primase can be recruited to the complex followed by either recombination-
dependent or rolling circle replication (or both) (Stage II). Light gray symbols represent UL9 and
dark gray symbols represent ICP8, the single-strand DNA-binding protein.

Fig. 13.4 HSV-1 replication fork. An HSV-1 replication fork would be expected to contain the
helicase/primase complex (UL5/UL52/UL8) at the fork: UL5 would be expected to unwind duplex
DNA ahead of the fork and UL52 would be expected to lay down RNA primers which could then
be extended by the two subunit DNA polymerase (UL30 and UL42). The HSV-1 pol would also
be expected to carry out leading strand synthesis. ICP8 (UL29, SSB) would be expected to bind to
ssDNA generated during HSV DNA synthesis.
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Replication Intermediates Are Complex and Branched

Although direct evidence is lacking, several lines of evidence suggest that
recombination-dependent replication occurs during the second stage of viral DNA
synthesis. (i) We and others have shown that replication intermediates in HSV-1-
infected cells are present in a non-linear structure which cannot enter a pulsed
field gel, even after digestion with a restriction enzyme which recognizes a
single-restriction site within the HSV genome (reviewed in [Wilkinson and Weller
2003]). This complex, perhaps branched, structure is consistent with recombination-
dependent replication. (ii) Inversion of the unique regions of the HSV genome has
occurred at the earliest times that replicated DNA can be detected (Lamberti and
Weller 1996). (iii) Severini et al. (1996) isolated DNA from the well of a pulsed
field gel, and following restriction enzyme digestion, fragments were subjected to
two-dimensional gel electrophoresis; both Y-shaped arches and X-shaped junctions
were observed (Severini et al. 1996). (iv) It has been shown that SV40 DNA repli-
cates by theta replication, resulting in interlocked circles. SV40 DNA replicated by
the HSV-1 core replication machinery in infected cells, however, adopts a complex-
branched DNA indistinguishable from that of replicating HSV DNA (Blumel et al.
2000). These results taken together suggest that replicating DNA adopts a complex,
most likely branched, structure consistent with the involvement of recombination-
dependent replication.

The demonstration that HSV encodes a two subunit complex consisting of
ICP8 and UL12 which can perform strand exchange is also consistent with a
recombination-dependent replication mechanism of DNA replication. This two sub-
unit complex may play a role analogous to that of the red recombinase system
encoded by bacteriophage lambda (Reuven et al. 2003; Reuven and Weller 2005;
Reuven et al. 2004b). Furthermore, ICP8 has been reported to interact either directly
or indirectly with over 50 cellular and viral proteins, some of which play roles, such
as repair and recombination (Taylor and Knipe 2004). In addition, we have shown
that UL12 interacts with Nbs1, a component of the MRN complex known to play an
important role in cellular homologous recombination (Balasubramanian and Weller,
manuscript in preparation). Taken together, the ability of ICP8 and UL12 to mediate
strand annealing and strand transfer and to interact with viral and cellular repair and
recombination proteins is consistent with the suggestion that DNA recombination
plays a role in HSV DNA replication (reviewed in [Wilkinson and Weller 2003]).
Further experimental evidence will be required to test this model.

HSV DNA Replication at the Cellular Level

HSV-1 DNA replication occurs in large globular replication compartments (RCs)
in the nucleus of infected cells, and viral gene expression and DNA replication
are thought to occur within these domains (Knipe 1989). ICP8 is believed to
play a major role in nuclear events leading to the formation of RCs (Taylor and
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Knipe 2003), and recent work by Everett and colleagues has led to a more refined
model of the earliest steps of infection (Everett and Murray 2005; Everett et al. 2007,
2004). HSV genomes enter the nucleus and appear to cause the recruitment of cel-
lular proteins of cellular ND10 proteins. ND10 (nuclear domains 10, also known as
promyelocytic leukemia nuclear bodies or PODs) are defined by the accumulation
of PML and many other cellular proteins involved in growth control, gene expres-
sion, and possibly DNA recombination and the DNA damage response (Dellaire and
Bazett-Jones 2007, 2004). The genomes of several DNA viruses which replicate in
the nucleus including SV40, adenoviruses, and other herpesviruses such as HCMV
also appear to recruit ND10 proteins (reviewed in [Everett 2006]). The formation
of ND10-like foci at viral genomes may reflect an antiviral cellular mechanism to
repress expression of the viral genome, consistent with reports that many ND10 pro-
teins are transcriptional repressors and are found at silenced regions of the chromatin
(regions of heterochromatin) (Fernandez-Capetillo et al. 2003; Turner 2007; Turner
et al. 2005). In support of this notion, PML was found to play a role in mediating
the antiviral effects of IFN treatment in both HSV and HCMV infections (Everett
2006; Tavalai et al. 2006). Alternatively or in addition, it is possible that ND10
components are attracted to viral genomes because the genome is seen as a dam-
aged DNA molecule in need of repair; many ND10 proteins have functions in DNA
repair and recombination (Dellaire and Bazett-Jones 2007, 2004). Thus ND10 com-
ponents may play dual roles in responding to damage and induction of silencing.

HSV Induces Disruption of ND10s

HSV is believed to counter the antiviral action of ND10 recruitment by disrupting
ND10 by the action of ICP0, an immediate-early gene product. ICP0 is an E3 ubiq-
uitin ligase (Boutell et al. 2003, 2002), and its ability to disrupt ND10 is thought
to be a result of its ability to degrade sumoylated isoforms of PML and SP100,
two components of ND10. The disruption of ND10 and the removal of at least
some ND10 proteins may relieve the repressive activities of some ND10 proteins
and thus provide an environment conducive to viral gene expression and viral DNA
replication.

Prereplicative Sites

Replication compartments (RC) form rapidly during infection, and the only way
to identify subassemblies of viral proteins important for RC formation is to freeze
the progression of infection either by infection with viruses bearing mutations in
replication proteins or in the presence of pharmacological agents which inhibit
viral DNA synthesis (Burkham et al. 1998; Carrington-Lawrence and Weller 2003;
Wilkinson and Weller 2004). We have defined five stages of infection based on the
intracellular localization of viral and cellular proteins which are believed to play a
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role in the formation of RCs. Stage I is defined by the recruitment of ND10 pro-
teins to viral genomes as described above, and during this stage, no ICP8 foci can
be detected by immunofluorescence microscopy. In cells that are in Stage II, ND10
have been disrupted and ICP8 can be detected. Although we originally reported that
ICP8 is diffusely localized in Stage II, more sensitive microscopy has now revealed
that microfoci of ICP8 are present at this stage and that these ICP8 microfoci are
positioned adjacent to ICP4 foci (Livingston et al. 2008). Cells in Stage III con-
tain a limited number of ICP8-containing foci whose formation is dependent on the
presence of UL5, UL8, UL9, and UL52 (Burkham et al. 1998). Stage III can be
divided into two: Stage IIIa foci contain the five viral proteins ICP8, UL5, UL8,
UL9, and UL52, whereas Stage IIIb foci contain these five proteins along with
HSV Pol, UL42, and PML. As mentioned above, the recruitment of the polymerase
holoenzyme to the five protein scaffold requires the presence of an active primase
subunit (Carrington-Lawrence and Weller 2003). If replication is allowed to pro-
ceed, replication compartments are observed which can be detected with both the
ICP8 and the PML antibodies (stage IV). Thus, it appears that viral and cellular
proteins assemble to prereplicative sites in an ordered manner to initiate viral DNA
replication.

Host–Cell Interactions

Although the viral cis- and trans-acting factors necessary for viral replication have
been identified, we know very little about the role of host proteins in viral DNA
replication. Several cellular proteins are rearranged following viral infection: some
are recruited into replication compartments and some are sequestered in foci adja-
cent to RCs called VICE (virus-induced chaperone-enriched) domains (Burch and
Weller 2004; Wilkinson and Weller 2006). Several questions remain, however. Do
the cellular proteins which are recruited to RCs such as RPA, Rad51, MRN proteins,
and hsp90 play a direct role in viral DNA replication (Wilkinson and Weller 2006)?
What is the function of the VICE domains, and why are some cellular proteins
sequestered there, including the phosphorylated form of RPA, the ATR interaction
protein (ATRIP), and the heat-shock protein hsc70? What are the roles of host pro-
teins which have been identified as interaction partners for viral-replication proteins,
such as the transcriptional coactivator HCF-1 (T. Kristie, personal communication),
polymerase alpha-primase (Lee et al. 1995), and a neural F-box protein NFB42
which may play a role in ubiquitin-dependent degradation (Eom et al. 2004; Eom
and Lehman 2003)? The biological significance of these interactions is not clear. It
is possible that several cellular proteins play direct roles in either the initiation or the
later stages of viral DNA replication. It is intriguing to speculate that the reason it
has not been possible to recapitulate origin-dependent HSV DNA synthesis in vitro
is that one or more host cellular proteins may be required. Cellular proteins which
interact with viral proteins may be co-opted by the virus for various purposes such
as subversion of antiviral defenses or the prevention of apoptosis. With the advent
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of siRNA technology, it should be possible to address some of these unanswered
questions about the involvement of host proteins in viral DNA replication.

Encapsidation of Viral Genomes

Viral DNA packaging into virions is a multistep process involving resolution of
replication and/or recombination intermediates, specific cleavage events, packaging
into preassembled capsids. The steps involved in this process are highly analogous
to those of the more extensively studied DNA bacteriophages including (i) the for-
mation of a procapsid intermediate consisting of a capsid shell initially supported
by an internal scaffold, (ii) replacement of the internal scaffold with viral DNA,
(iii) insertion of DNA through a unique portal vertex, and (iv) generation of unit
length molecules by endonucleolytic cleavage of complex DNA concatemers by the
activity of a two-component terminase. Several HSV gene products are involved in
these steps including a terminase composed of the UL15 and UL28 proteins and a
portal protein (UL6), which forms an oligomeric ring through which the viral DNA
is taken up during the packaging reaction (reviewed in [Baines and Weller 2004]).

Summary

Although cis- and trans-acting viral proteins have been identified and their functions
determined, many questions about the actual mechanism of HSV DNA replication
and the involvement of host proteins remain unanswered. It is important to address
these questions in part because viral proteins required for viral DNA replication
provide very attractive targets for antiviral chemotherapy, and agents such as acy-
clovir and its derivatives which target the viral thymidine kinase and the viral DNA
polymerase have been very successful. As with many other therapies, however, drug
resistance is a very real threat which limits efficacy. Because most of the replication
proteins discussed in this chapter are common to all the Herpesviridae, it is antic-
ipated that new information generated here will be applicable to all herpesviruses.
The helicase/primase has already been exploited as an antiviral target: two classes
of highly potent helicase/primase inhibitors have been reported recently (Kleymann,
2003 #1608).
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Chapter 14
Host Factors Promoting Viral RNA Replication

Peter D. Nagy and Judit Pogany

Abstract Plus-stranded RNA viruses, the largest group among eukaryotic viruses,
are capable of reprogramming host cells by subverting host proteins and mem-
branes, by co-opting and modulating protein and ribonucleoprotein complexes,
and by altering cellular pathways during infection. To achieve robust replication,
plus-stranded RNA viruses interact with numerous cellular molecules via protein–
protein, RNA–protein, and protein–lipid interactions using molecular mimicry and
other means. These interactions lead to the transformation of the host cells into
viral “factories” that can produce 10,000–1,000,000 progeny RNAs per infected
cell. This chapter presents the progress that was made largely in the last 15 years in
understanding virus–host interactions during RNA virus replication. The most com-
monly employed approaches to identify host factors that affect plus-stranded RNA
virus replication are described. In addition, we discuss many of the identified host
factors and their proposed roles in RNA virus replication. Altogether, host factors
are key determinants of the host range of a given virus and affect virus pathology,
host–virus interactions, as well as virus evolution. Studies on host factors also con-
tribute insights into their normal cellular functions, thus promoting understanding of
the basic biology of the host cell. The knowledge obtained in this fast-progressing
area will likely stimulate the development of new antiviral methods as well as
novel strategies that could make plus-stranded RNA viruses useful in bio- and
nanotechnology.

Introduction

Plus-stranded (+)RNA viruses replicate their genomes by manipulating host cells
and transforming them into viral “factories.” Unraveling the interactions between
viruses and their host cells as a function of time can contribute greatly to our
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understanding of the dynamics of viral infections. (+)RNA viruses replicate their
genomes in a two-step process: through the production of minus-strand replication
intermediates, followed by the production of (+)RNA progeny via the use of the
(–)RNA template. Interestingly, replication is an asymmetric process leading to a
20- to 100-fold excess of the new (+)RNA progeny. All known (+)RNA viruses
assemble their own replicase complexes (RCs), likely containing both viral- and
host-coded proteins (Ahlquist, 2002; Ahlquist et al., 2003; Buck, 1996; Nagy and
Pogany, 2006; Noueiry and Ahlquist, 2003; Shi and Lai, 2005; Strauss and Strauss,
1999). In addition, replication takes place in membraneous compartments derived
from intracellular organelles, such as the endoplasmatic reticulum (ER), mitochon-
drion, vacuole, Golgi, chloroplast, and peroxisome (Salonen et al., 2005). Some
viruses actively induce the formation of novel cytoplasmic vesicular compartments,
using COPII-coated or possibly autophagosomal membranes (Cherry et al., 2006;
Egger and Bienz, 2005; Kirkegaard and Jackson, 2005; Rust et al., 2001). Thus,
replication of (+)RNA viruses is a complex process that involves numerous interac-
tions among viral RNA, viral-coded, and host-coded proteins and host membranes
(lipids). Dissecting the functions of the various replication-associated or replication-
modulating molecules in (+)RNA replication is one of the major frontiers in current
virus research. The picture emerging is that the mechanism of genome replication,
and the functions of viral and host factors, might be somewhat analogous among
various (+)RNA viruses in spite of their diverse genome organizations and gene
expression strategies. Also, most of the previously identified host factors are con-
served genes, suggesting that (+)RNA viruses might selectively target conserved
host functions as opposed to species-specific factors. Such a strategy would help
viruses broaden their host range by expanding infections to new host species. Alto-
gether, host factors play crucial roles in all steps of (+)RNA replication. Host factors
are also key determinants of the host range of a given virus and affect virus pathol-
ogy, host–virus interactions, as well as the evolution of the virus. Host factors could
also be potent antiviral targets. Studies on host factors also contribute insights into
their normal cellular functions, thus promoting understanding of the basic biology
of the host cell.

The host factors characterized to date play diverse roles during (+)RNA replica-
tion, including mediating intracellular transport of viral proteins and viral RNA, as
chaperones facilitating correct folding of viral proteins, as helicases or RNA chap-
erones assisting the folding of the viral RNA, facilitating the switch from translation
to replication by promoting template recognition/selection, and as lipid metabolism
enzymes driving membrane proliferation.

This review provides an overview of our current understanding of the role of host
factors that facilitate (+)RNA virus replication. Major challenges remain to resolve
further what roles the identified host factors play during (+)RNA virus replication.
Studies aimed at identifying and dissecting all the replication-associated factors are
expected to increase the number and efficiency of our methods to interfere with
successful viral replication/infection.
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Approaches

Since (+)RNA viruses can potentially co-opt most of the ∼20,000–30,000 host pro-
teins (whether animal or plant) for their replication, it is a daunting task to identify
those proteins, which are actually subverted by a given (+)RNA virus. Numerous
approaches have been developed during recent years to identify host factors, and we
will briefly describe only a selected number of ways that yielded the most fruitful
hits.

Systems Biology

Possibly, the most powerful means to identify host factors involved in (+)RNA repli-
cation are based on genome-wide approaches. Intensive (high-throughput) screens
include systematic analysis of most genes available in the genome of a particu-
lar host. Yeast (Saccharomyces cerevisiae) is particularly useful for this approach
since it has a small genome-size (∼5,800 genes) and a reduced level of redundancy
among host genes. In addition, yeast is the best-known model for eukaryotic cell
with the highest percentage of characterized genes in the genome useful to study
the aspects of virus–cell interactions. Also, the genome-wide screens can be per-
formed with single-gene deletion (YKO) and the essential gene (yTHC) libraries of
yeast. For this strategy to succeed, it is necessary to launch (+)RNA virus replication
in yeast, usually based on plasmid-driven expression of viral RNA/proteins. Yeast
as a host for Brome mosaic virus (BMV) was pioneered by the Ahlquist laboratory,
and subsequently was adapted for studying replication of Flock house virus (FHV)
and tombusviruses of plants, such as Tomato bushy stunt virus (TBSV) (Ishikawa
et al., 1997b; Janda and Ahlquist, 1993; Panavas and Nagy, 2003; Panaviene et al.,
2004; Pantaleo et al., 2003; Price et al., 2000). The genome-wide screens of 80% of
yeast genes with BMV and 95% of yeast genes with TBSV led to the identification
of over 100 yeast genes for both viruses that affected their replication (Jiang et al.,
2006; Kushner et al., 2003; Panavas et al., 2005b). Interestingly, only a small set of
yeast genes for BMV and TBSV overlapped, suggesting that these distantly related
(+)RNA viruses use and/or are being affected by mostly different set of host genes
for their replication (Jiang et al., 2006; Panavas et al., 2005b). Genome-wide screens
with the yeast libraries have also been performed to identify host factors affecting
RNA recombination in the case of TBSV, further illustrating the usefulness of this
approach (Cheng et al., 2006; Serviene et al., 2006, 2005).

A different genome-wide approach was performed with Drosophila C virus
(DCV) based on RNA interference (RNAi) and led to down-regulation of the
expression of 21,000 (91%) of the Drosophila genes (Cherry et al., 2005). This
resulted in the identification of 112 host genes affecting DCV replication (Cherry
et al., 2005, 2006). More than half of the identified genes were ribosomal genes,
suggesting that DCV replication depends greatly on the host translation machin-
ery. Another large-scale RNAi-based approach was performed with hepatitis C
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virus (HCV) (Ng et al., 2007). Among the 4,000 human genes targeted, Ng et al.
found nine cellular genes whose depletion led to 60% or more inhibition of HCV
replication.

Genomic Random Mutagenesis

Extensive mutagenesis of the host genome via treatment with a mutagenic chemical,
fast-neutron irradiation, UV-treatment, or transposon insertions have also been used
to obtain libraries of mutated hosts. Testing for viral (+)RNA replication, followed
by positional cloning, genetic complementation, or other approaches can lead to
identification of host genes affecting virus replication. Indeed, this approach was
used to identify several yeast genes affecting BMV replication and Arabidopsis
TOM1/2/3 genes affecting Tomato mosaic virus (ToMV) accumulation (Diez et al.,
2000; Ishikawa et al., 1997a; Lee et al., 2001; Tsujimoto et al., 2003; Yamanaka
et al., 2000).

Proteomics

Recent technological advances with mass-spectrometry (MS)-based identification
of proteins present in ribonucleoprotein complexes have made it possible to dissect
the composition of purified viral replicase complexes. Two-step affinity purification
of a tombusvirus replicase complex from yeast, followed by 2D gel-electrophoresis
and MALDI-TOF analysis of proteins cut from 2D gels led to the identification of
four host proteins, namely the Ssa1/2p molecular chaperone (a yeast homologue of
Hsp70 proteins), Tdh2/3p (glyceraldehyde-3-phosphate dehydrogenase, a metabolic
protein with RNA-binding activity), Pdc1p (pyruvate decarboxylase), and Cdc34p
E2 ubiquitin-conjugating enzyme (the later is unpublished, Li and Nagy), which
were missing in the control samples (Serva and Nagy, 2006).

Similarly, a purified Tobacco mosaic virus (TMV) replicase preparation con-
tained at least four host proteins, based on silver-staining of SDS-PAGE gels
(Osman and Buck, 1997). Western blotting led to the identification of an RNA-
binding protein, GCD10, which is one of the subunits of the ten-component eIF-3
complex (Osman and Buck, 1997). Another host protein in the TMV replicase might
be translation elongation factor 1A (eEF1A), which was found to bind to the TMV
126K replication protein based on co-immunoprecipitation (Yamaji et al., 2006).

A highly purified replicase preparation for BMV contained two viral-coded and
∼10 host proteins, based on silver-stained SDS-PAGE analysis (Quadt et al., 1993).
One of the host proteins identified was the p41 subunit of the eIF-3 complex. The
function of p41 in the BMV replicase is currently unknown.

To identify host proteins interacting with the non-structural protein 3 (nsP3)
replication protein of Sindbis virus (SIN), an alphavirus, a green fluorescent protein
(GFP)-tagged nsP3 was expressed from the viral genome, followed by immunoaffin-
ity purification with anti-GFP antibody on magnetic beads and mass-spectrometry
of the isolated proteins (Cristea et al., 2006). This, and a similar approach by
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Frolova et al. (2006), led to the identification of 59 cellular proteins, of which
35 were specific to nsP3. Additional research confirmed a role for the fol-
lowing proteins in SIN replication: G3BP1 and G3BP2a (Ras-GTPase activat-
ing protein SH3-domain-binding proteins), hnRNP-1A, -A3, -A2/B1, and -G
(heteronuclear ribonucleoproteins), and the 14-3-3 family of proteins (tyrosine-
3-monooxygenase/tryptophan 5-monooxygenase activation proteins), which are
phosphoserine-binding adaptor proteins (Cristea et al., 2006). The actual functions
of the identified nsP3–host protein interactions are not yet known in SIN replication.

Yeast Two-Hybrid (YTH) Screens

Due to the large number of studies using YTH screens, we cannot cover the entire
area. Instead, we demonstrate the usefulness of this approach by discussing findings
with HCV and poliovirus (PV). For example, NS5A of HCV was screened against
an interferon-induced human hepatocyte cDNA library, leading to the discovery of
the 33kDa human vesicle-associated membrane protein-associated protein (hVAP-
A, also called hVAP-33) (Tu et al., 1999). hVAP-A also interacts with NS5B of HCV
(Tu et al., 1999). Another YTH screen with the HCV NS5A, using human brain and
liver cDNA libraries, led to the identification of the immunophilin, termed FKBP8,
which is a human FK506-binding protein (Okamoto et al., 2006). When the NS5B
RdRp protein was used as a bait, p68 helicase was identified as an interactor from
a human spleen cDNA library (Goh et al., 2004). A screen with the HCV NS5B,
using a human liver cDNA library, led to the identification of eIF4AII (a DEAD box
RNA helicase) that partially co-localized with NS5B in infected cells (Kyono et al.,
2002). Another YTH screen with the HCV NS5B protein, using a human hepato-
cyte cDNA library, led to the identification of ubiquitin-like protein hPLIC1, which
functionally connects the ubiquitination machinery to the proteosome and could be
involved in regulation of NS5B stability and HCV replication (Gao et al., 2003).
Using a human thymus cDNA library against HCV NS5B RNA-dependent RNA
polymerase (RdRp) as a bait, Kim et al. identified eukaryotic translation initiation
factor 4A (isoform 2, named eIF4AII) and septin 6, a GTP-binding protein involved
in membrane dynamics, trafficking and cytoskeletal remodeling (Kim et al., 2007).
Depletion of septin 6 by RNAi decreased HCV replication, suggesting that septin 6
is a necessary host factor for HCV (Kim et al., 2007). In the case of PV, Kirkegaard
et al. found that Sam68 (Src-associated in mitosis, 68kDa) interacted with the 3D
RdRp protein, which resulted in re-localization of Sam68 to PV-induced cytoplas-
mic vesicles/membranes, the site of PV replication (McBride et al., 1996).

Co-purification of RNA–Protein Complexes

One of the most popular approaches for identifying RNA-binding host proteins is
based on purification of the viral RNA (with or without UV-crosslinking), followed
by MS-based identification of the host proteins. Using the untranslated regions
(UTRs) of a coronavirus RNA for UV-crosslinking, Lai, Leibowitz, Hogue, and
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their colleagues identified numerous RNA-binding host proteins, including het-
erogeneous nuclear ribonucleoprotein (hnRNP) A1, polypyrimidine-tract-binding
(PTB) protein, poly(A)-binding protein (PABP), and mitochondrial aconitase
(m-aconitase) (Li et al., 1997; Nanda and Leibowitz, 2001; Shi and Lai, 2005;
Spagnolo and Hogue, 2000). Also, the hnRNP-C that interacts with the (–)RNA
of PV has been identified (Brunner et al., 2005; Roehl and Semler, 1995). Using
West Nile virus (WNV) (+) and (–)RNAs, Brinton et al. identified several host pro-
teins that were specifically UV-crosslinked to the viral RNA (Li et al., 2002). These
cellular proteins included T-cell intracellular antigen-1 (TIA-1), TIA-1-related pro-
tein (TIAR), and eEF1A. In the case of bovine viral diarrhea virus (BVDV), a pes-
tivirus related to HCV, various portions of the BVDV genomic (g)RNA were used in
UV-crosslinking experiments with bovine and human cellular extracts (Isken et al.,
2003). This work led to the identification of three RNA-binding proteins, named
NF90 (nuclear factor 90, also called NFAR-1), NF45, and RNA helicase A (RHA),
which are RNA-binding proteins containing double-stranded RNA-binding motifs.

Chemical Virology

A cell culture-based screen with a library of chemicals can lead to potent antiviral
inhibitors, which, in turn, can be used to identify the potential cellular or viral targets
of these inhibitors (Watashi and Shimotohno, 2007). For example, studies with the
immunosuppressant cyclosporin A (CsA) that suppresses HCV RNA replication,
led to the discovery of cellular peptidyl–prolyl cis–trans isomerase (PPIase), termed
CyPB, which is a cellular cofactor for HCV replication (see below) (Watashi et al.,
2005).

Additional approaches, such as MS-based profiling for up- and down-regulated
proteins in FHV-infected cells (Go et al., 2006), protoarrays with thousands of puri-
fied recombinant host proteins (Zhu et al., 2007), and the numerous DNA microar-
rays used to identify up- and down-regulated cellular genes by viral infections will
not be discussed here.

Molecular Interaction Between the Host and (+)RNA Virus
During Replication

Most of the known host factors inhibit replication when absent, or present in reduced
amount, suggesting that these genes facilitate (+)RNA virus replication by providing
useful functions, directly or indirectly (see below). Identified host factors are known
to be involved in various cellular processes, such as metabolism/modifications of
RNAs, lipids, and proteins; in protein intracellular transport/targeting; or, in general
metabolism (Kushner et al., 2003; Panavas et al., 2005b). It is intriguing to note that
a large set of host genes affecting (+)RNA virus replication is unique for any given
virus, suggesting that (+)RNA viruses have developed different ways to utilize the
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immense resources of cells. In spite of the differences in the host genes involved,
we predict that many of the different genes might provide mechanistically similar
functions during replication of various (+)RNA viruses. For example, molecular
chaperones, albeit different members of the chaperone family, have been found to
affect BMV, TBSV, FHV, HCV, and coronavirus replication (Tomita et al., 2003;
Castorena et al., 2007; Kampmueller and Miller, 2005; Nanda et al., 2004; Okamoto
et al., 2006; Serva and Nagy, 2006).

The genome-wide screens with BMV, TBSV, and DCV confirmed that (+)RNA
viruses depend greatly on the intracellular components of infected hosts for robust
viral replication. It appears that the interactions between host cells and (+)RNA
viruses are complex, likely including numerous replication-associated host factors
with direct or indirect roles. Overall, the identified host factors likely belong to one
of the following three groups. (i) Those that may directly interact with the viral
RNA(s) or replication proteins and perform essential functions for the virus. This
group of host factors also include host membranes/lipids, various components of
the intracellular transport and trafficking system, the translation apparatus, and pos-
sibly intracellular compartments, such as the ER, peroxisome, and vesicles, which
(+)RNA viruses require and/or utilize to complete their replication. For example,
the Hsp70 molecular chaperone, which is present in the tombusviral RC, might
be directly involved in replicase assembly (Serva and Nagy, 2006). (ii) Those host
factors that indirectly affect (+)RNA virus replication via influencing the amount
and/or activity of those host factors, which are directly involved [group (i) above].
These indirect host factors may affect the competition between the virus and the
host for limited cellular resources, host proteins, and intracellular compartments.
For example, transcription factors could affect the amount of host factors available
in the infected cells, thus indirectly affecting (+)RNA virus replication. (iii) The
third group of host factors includes direct inhibitory factors, such as components of
the host innate and general antiviral defense mechanisms, which affect virus repli-
cation by destroying/modifying viral RNAs or viral replication proteins in targeted
or in general manners. For example, Ngl2p endoribonuclease, the yeast Xrn1p, and
the Arabidopsis Xrn4p 5’–3’ exoribonucleases were found to affect degradation,
and thus stability, of TBSV RNA (Cheng et al., 2007, 2006; Serviene et al., 2005).
The second and third groups of host factors will not be discussed further in this
chapter.

The Replication Cycle of (+)RNA Viruses Consists of Six
Distinct Steps

The viral (+)RNA has to participate in three-to-five competing processes required
for successful infection. Activities include translation to produce viral proteins,
replication, transcription [to produce subgenomic (sg)RNA for some viruses],
encapsidation, and cell-to-cell movement (in the case of plant RNA viruses). These
processes are highly regulated and compartmentalized to avoid collision between
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Fig. 14.1 (continued)
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the ribosome and the viral RC. Recent advances in knowledge about (+)RNA virus
replication have resulted in the division of the replication cycle into six sepa-
rate steps (Fig. 14.1). These include (1) recruitment/selection of the viral (+)RNA
template for replication (the switch of viral RNA from translation to replication);
(2) targeting of viral replication proteins to the site of replication; (3) assembly of
the functional viral replicase complex on intracellular membraneous surfaces; (4)
synthesis of viral RNA progeny; (5) release of viral (+)RNA progeny from the site
of replication; and (6) disassembly of the viral RC. In the following subchapter,
we will discuss our current knowledge on the role of host factors in each of those
steps.

Roles of Host Factors in Various Steps of Viral RNA Replication

Step 1. Roles of Host Proteins in the Selection of Viral (+)RNA
Template for Replication and the Switch from Translation
to Replication

During translation, the viral (+)RNA is used as a mRNA to produce replication
proteins and other viral-coded proteins. It has been estimated that a single viral
RNA is translated 1,000–10,000 times (Quinkert et al., 2005). However, unlike host
mRNAs, the viral (+)RNA has to be recruited for replication and saved from RNA
degradation. Both host- and viral-coded proteins have been documented to partic-
ipate in the regulation of the switch from translation to replication. Translation of
the replication proteins and the selection of the viral gRNA for replication likely
takes place in the cytoplasm, whereas replication of (+)RNA viruses occurs on the
cytoplasmic faces of various organelle-derived membrane surfaces (Ahlquist et al.,
2003; Buck, 1996; Salonen et al., 2005). Therefore, the viral gRNA, together with
viral and host factors, must be transported/recruited to the site of replication. Cur-
rent models involve specific template selection (specific binding of viral and/or host
proteins to the template RNA) as a key step in regulation of (+)RNA replication.

The recently emerging picture is that viral replication proteins can bind selec-
tively to viral (+)RNA, which likely leads to selection/recruitment of the viral RNA

�
Fig. 14.1 A general model showing six separate steps during (+)RNA virus replication. The RC
is shown schematically, but the RC likely contains more protein components. The red coloring
for the RdRp suggests that the RdRp is inactive (replication incompetent) at the beginning, while
it gets activated (shown in green color) during the replicase assembly process, possibly with the
help of host factors and the viral (+)RNA. Viral-coded auxiliary replication proteins are shown as
black circles, whereas they are shown as pink circles after their putative inactivation, possibly via
phosphorylation. The entire RC may become inactivated by phosphorylation and/or ubiquitinaton
prior to disassembly. Red line indicates plus-stranded, while blue line shows the minus-stranded
viral RNAs. Small circles show the subcellular membraneous compartment used for replication.
RdRp is the viral-coded RNA-dependent RNA polymerase, whereas HF stands for a host factor.
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from translation into replication. This has been shown for the 1a protein of BMV,
the p33 replication protein in tombusviruses, the 126K protein of TMV, and the 3CD
protein of PV (Gamarnik and Andino, 2000; Osman and Buck, 2003; Pogany et al.,
2005; Wang et al., 2005b). In the case of TBSV, highly specific binding of the p33
replication protein to a conserved sequence forming a long hairpin structure with an
internal C•C mismatch in the TBSV gRNA (termed the p33 recognition element,
p33RE) is essential for TBSV RNA replication in yeast or virus replication in plants
(Monkewich et al., 2005; Pogany et al., 2005). Additional in vitro and in vivo data
firmly support the role of the p33:p33RE interaction as the major factor in selection
of TBSV RNA for replication from the diverse RNA pool present in the host cell.
Interestingly, the selection of viral RNA templates for replication is mechanistically
similar to viral RNA encapsidation, which is also based on the requirement of a spe-
cialized viral protein, the coat protein, leading to packaging of the viral RNA into
virions that are mostly inaccessible for other processes.

The involvement of the viral replication proteins in selection of the viral RNA
for replication does not exclude host proteins also from contributing to this early
step in replication. For example, recruitment of BMV RNAs for replication is
affected by Lsm1p, which belongs to the seven member Sm-like family of pro-
teins (Diez et al., 2000; Noueiry et al., 2003). Lsm1p, together with Lsm2-7p, form
the Lsm1p-7p heptameric ring, which is involved in mRNA turnover. Diez et al.
found that Lsm1p-7p, which together with Pat1p and Dhh1p, is called the decap-
ping activator complex, that moves cellular mRNAs from translation to degradation
in the cytoplasmic processing bodies (termed P-bodies), and that might function as
a key regulator to switch BMV RNAs from translation to replication (Mas et al.,
2006). According to this model, the Lsm1p–7p/Pat1p/Dhh1p complex could refold
the BMV RNAs allowing separation from ribosomes and translation factors and the
binding of the BMV 1a replication protein to viral RNA. Then, the viral (+)RNA,
likely in association with the replication proteins and host factors, ends up in the P-
body that may serve as a place to pre-assemble the BMV RC prior to transport to the
ER, where maturation likely occurs on the membranes (the site of BMV replication)
(Beckham et al., 2007).

In the case of PV, a central role for the host poly(rC)-binding protein-2 (PCBP-2)
in RNA template recruitment has been postulated. Based on this model, the full-
length PCBP-2 can bind to stem-loop 4, which is part of the internal ribosome entry
site (IRES), in PV RNA as well as to the host protein SRp20 (involved in RNA traf-
ficking) to promote the cap-independent translation of the PV RNA. Due to protease
activity of the PV-coded 3CD or 3C, PCBP-2 is cleaved proteolytically, removing
the KH3 RNA-binding site. The cleaved form of PCBP-2, however, still contains
KH1-2 RNA-binding sites and it retains its ability to bind to stem-loop 1 in the
PV RNA, which is critical for replication by bringing together the 3′ and 5′ ends
of the PV RNA via interaction with the poly(A)-binding protein (PABP) (Perera
et al., 2007; Walter et al., 2002). PCBP also binds to the spacer sequence located
between the cloverleaf and the IRES, which is required for the replication (Toyoda
et al., 2007). In addition to the cellular proteins, the PV-coded 3CD RdRp precursor
regulates RNA template selection and switching of the viral RNA from translation
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to replication by binding to the coverleaf-like structure at the 5′ UTR and affecting
genome circularization (Gamarnik and Andino, 2000; Herold and Andino, 2001).
The resulting genome circularization is predicted to be critical for PV minus-strand
synthesis (Gamarnik and Andino, 1998, 2000; Herold and Andino, 2001; Perera
et al., 2007).

Polypyrimidine-tract-binding protein (PTB) may play a central role in trans-
lation and replication of HCV. Since PTB was found to bind to the HCV RNA
and since it is re-localized to detergent-resistant membrane fractions, the sites of
HCV replication, Lai et al. suggested that PTB or its truncated (proteolytically
cleaved) versions might facilitate the switch from translation to replication (Aizaki
et al., 2006). In addition, PTB is also critical for HCV RNA synthesis, because
antibody-based depletion of PTB inhibited HCV RNA synthesis in a cell-free sys-
tem and small interfering (si)RNA-based depletion of PTB inhibited HCV accumu-
lation in infected cells (Aizaki et al., 2006; Chang and Luo, 2006).

The switch of coronavirus RNA from translation to replication may depend on
two host factors, the PTB protein and hnRNP A1, which, via their interaction with
each other, were proposed to mediate 5′–3′ crosstalk of the UTRs in the coronavirus
(+)RNA (Choi et al., 2002; Li et al., 1997; Shi and Lai, 2005). The resulting genome
circularization might facilitate RNA replication, as suggested above for PV. An addi-
tional hnRNP protein, termed synaptotagmin-binding cytoplasmic RNA-interacting
protein (SYNCRIP), may also be involved in the switch to replication, via induc-
ing conformational changes in the highly structured coronavirus RNA that could
facilitate RNA replication (Choi et al., 2004). Interestingly, PTB and hnRNP-A1
have also been found to play roles in HCV replication (Aizaki et al., 2006; Kim
et al., 2007). Thus, it is possible that these host factors could play similar roles in
gRNA circularization or the structural rearrangement of the viral RNA during HCV
replication, as proposed above for coronaviruses.

Recruitment of BVDV RNA from translation into replication was proposed to
depend on three interacting cellular factors: NF90, NF40, and RHA (Isken et al.,
2003). Based on RNA competition studies that included various regions of the
(+)RNA genome of BVDV, Behrens et al. proposed that NF90/NF40/RHA bind
to both the 3′ and the 5′ UTRs, leading to circularization of the BVDV (+)RNA
(Isken et al., 2003). This could be the signal to switch from translation to repli-
cation. Indeed, RHA has helicase activity that may facilitate the refolding of the
viral RNA to make it suitable for replication. Also, NF90/NF40/RHA proteins are
part of the antiviral response, thus their recruitment for BVDV replication in the
cytoplasm can weaken the antiviral response that takes place in the nucleus. The
NF90/NF40/RHA proteins together with NF110, might also promote the circular-
ization of HCV (+)RNA via facilitating the interaction between the 5′ UTR and the
3′ UTR. Moreover, these proteins are re-localized to the site of HCV replication,
suggesting that their roles could be similar in HCV as in BVDV RNA replication
(Isken et al., 2007).

Overall, the selection of the viral (+)RNA for replication in concert with
switching from translation to replication (i) guarantees that the viral (+)RNA avoids
degradation; (ii) prevents collision between the ribosome and the viral RC, which
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must use the same RNA, though progressing in opposite directions; and (iii) facili-
tates the specific selection of the authentic viral (+)RNA for replication.

Step 2. Targeting of Essential Viral Replication Proteins
and the Viral RNA to the Site of Replication

Translation and then selection of the viral (+)RNA for replication likely take place
in the cytoplasm, whereas replication of (+)RNA viruses occurs on the cytoplas-
mic surfaces of various intracellular membranes (Ahlquist, 2002; Ahlquist et al.,
2003; Burgyan et al., 1996; Egger and Bienz, 2005; Navarro et al., 2004; Panavas
et al., 2005a; Rubino and Russo, 1998; Salonen et al., 2005). Therefore, the viral
(+)RNA and the viral-coded replication proteins must be targeted to those subcellu-
lar compartments (Fig. 14.1, step 2). The viral gRNA is likely recruited in cis by the
newly produced replication proteins, which could bind to the gRNA present in the
same location (cis-binding) (Neeleman and Bol, 1999; Novak and Kirkegaard, 1994;
Oster et al., 1998; Panaviene et al., 2003; Vlot et al., 2003; Weiland and Dreher,
1993) during natural infections. Altogether, recruitment in cis may be a more effi-
cient process than recruitment in trans that could secure the effective transportation
of the limited amount of viral gRNA to the site of replication. The picture emerging
from recent studies with several (+)RNA viruses is that both viral- and host-coded
proteins participate in the intracellular targeting/transport step.

In the case of some plant (+)RNA viruses, existing evidence supports a mas-
ter role for the replication proteins, such as the BMV 1a protein and the TBSV
p33 replication protein, in intracellular targeting of the viral RdRp as well as the
viral (+)RNA, likely in the form of multimolecular complexes, to the site of repli-
cation (Fig. 14.1). Formation of the multimolecular complexes including the repli-
cation proteins, viral RNA, and some host factors, in the cytoplasm would likely
facilitate efficient transport and co-localization of all these essential components to
the same replication sites maximizing the assembly of fully functional RCs. Such
organization can greatly increase the probability of successful replicase assembly.
The pre-organization of replication factors into multicomponent complexes could
be especially important at the beginning of infections when limited amounts of viral
factors are available.

Recruitment of the viral replication proteins to the intracellular membranes, the
sites of (+)RNA virus replication, is likely guided by host proteins involved in intra-
cellular transport. For example, replication of ToMV depends on two Arabidopsis
proteins, termed TOM1 and TOM3, seven-pass membrane proteins, which interact
with the 130K helicase-like replication protein of TMV (Yamanaka et al., 2002,
2000). TOM1/3 are also part of the ToMV RC and they likely act as anchors of
the RC to the membrane via their transmembrane domains. Mutations or RNAi-
based depletion of TOM1/3 severely inhibited ToMV replication in Arabidopsis
plants (Yamanaka et al., 2002, 2000). Interestingly, the RNAi-driven depletion of
the homologous proteins in tobacco greatly inhibited the accumulation of several
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tobamoviruses related to ToMV, but not the more distantly related Cucumber mosaic
virus, suggesting that TOM1/3 genes have conserved functions in diverse hosts
(Asano et al., 2005).

Transport of BMV replication proteins and the (+)RNAs to the sites of replication
is affected by Lsm1p-7p together with Pat1p and Dhh1p, which might facilitate
localization of protein and the viral RNAs to the P-bodies, where pre-assembly of
the BMV RC could take place prior to final transport to the ER, which is the site of
BMV replication (Beckham et al., 2007).

hVAP-A, a SNARE-like protein, was shown to interact with the HCV NS5A and
NS5B replication proteins (Tu et al., 1999). The interactions may be important for
the association of these viral replication proteins with intracellular membranes, the
site of HCV replication, due to hVAP-A serving as a membrane receptor. Also, a
geranylgeranylated cellular protein, named FBL2, might be involved in the recruit-
ment of the HCV NS5A replication protein to the intracellular membranes. The
interaction between the geranylgeranylated FBL2 and the HCV NS5A is essential
for HCV replication, based on depletion of FBL2 by RNAi and the expression of the
dominant negative mutant of FBL2 that both led to inhibition of HCV accumulation
(Wang et al., 2005a).

Recruitment of coronavirus RNA might be affected by interaction with molecular
chaperones. Leibowitz et al. have shown that mitochondrial aconitase (m-aconitase),
mitochondrial HSP70 (mtHSP70), HSP60, and HSP40 form a complex, probably in
the cytosol, which may be involved in stabilizing the viral RNA and/or its recruit-
ment to replication via binding to the coronavirus 3′ UTR (Nanda et al., 2004; Nanda
and Leibowitz, 2001). Though m-aconitase and mtHSP70 are mostly localized to
the mitochondria, these proteins are translated in the cytoplasm and they could be
hijacked by coronavirus RNA prior to their translocation to mitochondria.

At this time, our knowledge on the transport/trafficking of the viral (+)RNA and
viral replication proteins is incomplete. Future works employing cellular and bio-
chemical approaches are expected to advance this area of research for many (+)RNA
viruses.

Step 3. Role of Host Factors in the Assembly of the Viral
Replication Complex

(+)RNA virus replication takes place on intracellular membraneous compartments
(Salonen et al., 2005) or via the active induction of the formation of novel cyto-
plasmic vesicular compartments (Cherry et al., 2006; Egger and Bienz, 2005;
Kirkegaard and Jackson, 2005). These compartments (virosomes) contain the
membrane-bound viral RC, which is the key enzyme in (+)RNA replication. The RC
has to perform many functions during replication, including recognition of minus-
and plus-strand initiation promoters located at the 3’ terminus of (+) or (–)RNA,
de novo (primer-independent) or primer-dependent initiation, as well as the syn-
thesis of complementary RNA strands, strand separation, and the repair of viral



280 P.D. Nagy and J. Pogany

RNAs with damaged termini (Dreher, 1999; Kao et al., 2001; Nagy et al., 1997;
Rao et al., 1989). In addition, the viral RC has to recognize additional regulatory
RNA elements, such as any replication silencer or replication enhancer, which either
down- or up-regulate RNA synthesis (Nagy and Pogany, 2006). Also, the viral RC
is involved in the production of sgRNAs in some viruses (Buck, 1996, 1999; White,
2002). Moreover, the activity of the RC leads to genetic mutations and RNA recom-
bination via template-switching during RNA synthesis, which affects RNA virus
evolution (Cheng and Nagy, 2003; Kim and Kao, 2001; Nagy et al., 1995; Nagy and
Simon, 1997; Nagyet al., 1998; Roossinck, 2003; Wierzchoslawski and Bujarski,
2006). Although it is currently unknown how the viral RC can perform so many
activities, it is possible that the multi-functionality is due to the elaborate composi-
tion of the viral RC.

Molecular Composition of the Viral Replicase Complex

The viral RC shows surprising complexity as it contains both viral- and host-
derived components (Serva and Nagy, 2006). Quantitative analysis of the HCV RC
revealed that hundreds/thousands of viral nonstructural (NS) proteins are present
in a protease/nuclease-resistant spherule containing ∼1 minus-strand and ∼5 plus-
stranded RNAs (Quinkert et al., 2005). Electron microscopy (EM) and immuno-EM
images of the sites of BMV replication, containing the active viral RC, revealed that
the sites of BMV replication consist of 50–60nm spherule-like structures with cel-
lular membranes surrounding the replication proteins and the viral RNA (Schwartz
et al., 2002). Interestingly, individual spherules contain small openings (membra-
neous necks), which likely serve as gates for transportation of molecules between
the spherules and the cytoplasm (Schwartz et al., 2002). In a broad sense, we can
regard one separate spherule as one active/matured RC. Studies on the molecular
composition of a single spherule based on immuno-labeled images revealed that
one spherule could contain 25-fold more 1a replication protein than 2apol, whereas
the actual number and nature of host molecules within single spherules are cur-
rently unknown. Current models predict that highly organized protein:protein and
protein:RNA complexes, with the help of cellular membranes, facilitate the forma-
tion of an active (+)RNA virus RC.

Regulation of the Activities of the Viral Replicase Complex

Some RdRp proteins, such as the tombusvirus p92pol, the BMV 2apol, Alfalfa mosaic
virus (AlMV) P2, and the HCV NS5B, are nonfunctional before the assembly of the
RC (Panaviene et al., 2005; Panaviene et al., 2004; Quadt et al., 1995; Vlot et al.,
2001), suggesting that these RdRps have to become “activated” in cells, likely dur-
ing the assembly process (Fig. 14.1, step 3). Therefore, assembly of the viral repli-
case could be an important regulatory step in (+)RNA virus replication. Moreover,
co-expression of (+)RNA has been shown to enhance replicase assembly/activity
by ∼40- to 100-fold for TBSV and was required for the BMV replicase in yeast
(Panaviene et al., 2005, 2004; Quadt et al., 1995) and the AlMV replicase in plants
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(Vlot et al., 2001). Thus, the viral (+)RNA may serve as a platform to facilitate
replicase assembly. It is also possible that initiation of minus-strand synthesis might
lead to the stabilization of the viral RC.

Roles of Host Factors Within the Viral Replicase Complex

In addition to the cis-acting RNA factors, trans-acting factors are needed for the
assembly of the functional viral RC. These include both viral and host factors that
likely contribute to replicase assembly. For example, cellular chaperones may play
essential roles in the assembly of viral replicases. The documented cases include
Ydj1p, J-domain protein of the Hsp40 chaperone family that was found to affect
minus-strand synthesis of BMV in yeast, but not the 1a-mediated recruitment of
viral RNA or 2apol to the site of replication (Tomita et al., 2003). Also, Ydj1p
affected the amount of 2apol present as a soluble protein and a reduced amount of
Ydj1p in yeast led to aggregation of a fraction of 2apol. Based on these data and the
known property of Ydj1p, Ahlquist and co-authors proposed that Ydj1p is involved
in the assembly and/or activation of the BMV RC prior to minus-strand synthesis
(Tomita et al., 2003). Serva and Nagy proposed a similar function for the Hsp70
proteins (termed Ssa1p and Ssa2p in yeast) in folding/activation of tombusvirus
RC (Serva and Nagy, 2006). Indeed, deletion of SSA1/2 led to fourfold decrease
in TBSV replication in yeast and reduced the amount of the replication proteins,
suggesting that Hsp70 might stabilize the replication proteins. Also, Ssa1/2p were
found to bind to the p33 replication protein and be present within the highly purified
tombusvirus RC (Serva and Nagy, 2006).

Another example for the role of a cellular chaperone has been found with FHV,
which requires Hsp90 for production of protein A RdRp (Castorena et al., 2007;
Kampmueller and Miller, 2005). When Hsp90 was inhibited with geldanamycin,
protein A was present at ∼20% of its normal level, leading to inefficient assem-
bly of the FHV RC and a reduced rate of RNA synthesis (Castorena et al., 2007).
The actual mechanism of Hsp90-assisted translation/stabilization of protein A is
currently unknown.

Moreover, the human FKBP8 immunophilin has been shown to interact with
the HCV NS5A, which is a multifunctional phosphoprotein, and with the Hsp90
chaperone (Okamoto et al., 2006). These interactions were postulated to play a role
in stabilization of the HCV RC. RNAi-based knock-down experiments with FKBP8
and the use of an inhibitor of Hsp90 demonstrated significant reduction in HCV
replication in human hepatoma cell lines (Okamoto et al., 2006).

Picornaviruses, such as PV or DCV, induce a cytoplasmic vesicular compartment
where RNA replication takes place (Cherry et al., 2006; Egger and Bienz, 2005).
The formation of the vesicular compartment by DCV depends on the COPI host pro-
tein (Cherry et al., 2006). Depletion of COPI via RNAi reduced cytoplasmic vesicles
by 2.5-fold, suggesting that the COPI coatomer is critical for the formation of the
DCV-induced vesicular compartment. The induction of COPI-based vesicle forma-
tion could be regulated by small GTPase ADP-ribosylation factor 1 (Arf1). Indeed,
the PV RC recruits Arfs, which, in GTP-bound form (the membrane-associated
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active form), could recruit other cellular proteins to change membrane curvature,
induce transport vesicles from intracellular membrane organelles, and stimulate
phospholipase D activity that modifies the lipid composition of membranes (Belov
and Ehrenfeld, 2007; Belov et al., 2007). PV 3A has been shown to recruit GBF1, a
GEF (guanine exchange factor) to facilitate Arf1-activation/localization to the mem-
brane, whereas the PV-coded 3CD protein binds to BIG1/2 GEFs (Belov et al.,
2007). Thus, it is likely that PV 3A and 3CD proteins act synergistically to mod-
ify the cellular membrane traffic pathway to facilitate the formation of the PV RC
(Belov and Ehrenfeld, 2007). Additional data from Wessels et al. revealed that mod-
ulation of the Arf-activating pathway by PV might also lead to inhibition of cellular
secretion to ensure survival in the infected animal (Wessels et al., 2006a,b). More-
over, reticulon 3 cellular protein, which interacts with the 2A protein of several
picornaviruses, might also be involved in modulating the assembly of the viral RC
(Tang et al., 2007).

The assembly of the functional tobamovirus RC likely depends on several
Arabidopsis proteins, including the membrane proteins TOM1 and TOM3, the
four-pass membrane protein TOM2A, and the basic protein TOM2B (Tsujimoto
et al., 2003; Yamanaka et al., 2002, 2000). Whereas TOM1/3 have been proposed
to participate in the recruitment of the TMV 130K replication protein via direct
interaction; TOM2A/2B do not interact with 130K, but they interact with TOM1/3.
All these host proteins are likely part of the TMV RC on the vacuolar membrane
(i.e., tonoplast in plants) based on co-localization studies (Hagiwara et al., 2003).
While TOM1/3 might act as anchors for the 130K and 180K RdRp to the membrane
via their transmembrane domains, the roles of TOM2A/2B remain uncharacterized
(Yamanaka et al., 2002, 2000). TOM2A might be involved in organization of the
TMV RC via its interaction with TOM1/3 and the membrane or, alternatively, it
could facilitate recruitment of additional, as yet unknown, host factors (Hagiwara
et al., 2003; Tsujimoto et al., 2003).

Assembly of the HCV RC might take place on the surfaces of detergent-insoluble
lipid rafts, consisting of cholesterol- and sphingolipid-rich microdomains within
the subcellular membranes. The cellular hVAP-A, a vesicle membrane transport
protein associated with HCV NS4B, NS5A, and NS5B replication proteins, was
shown to play a critical role in the assembly of the HCV RC on lipid rafts
(Gao et al., 2004). hVAP-A is partially associated with lipid rafts and dominant
negative versions of hVAP-A or RNAi-driven depletion of hVAP-A resulted in
relocation of NS5B from detergent-resistant to detergent-sensitive membranes. In
addition, the NS5A and hVAP-A interaction is also critical for HCV RC assem-
bly, based on the observation that hypophosphorylated NS5A can interact with
hVAP-A, leading to efficient replication, whereas the hyperphosphorylated NS5A
cannot interact with hVAP-A resulting in reduced replication (Evans et al., 2004).
More recently, hVAP-B, a ubiquitous VAP-A-like protein, has also been implicated
in HCV replication (Hamamoto et al., 2005). hVAP-B interacts with both NS5A
and NS5B of HCV and it is likely part of the HCV RC because specific anti-
body against VAP-B inhibited HCV replication in vitro. Furthermore, depletion of
hVAP-B by RNAi inhibited HCV replication. Unlike overexpression of hVAP-A,
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the overexpression of hVAP-B enhanced HCV replication, suggesting that hVAP-
B is the limiting factor in the formation of the heterodimer between hVAP-A and
hVAP-B, which could be the most effective form in facilitating HCV replication
(Hamamoto et al., 2005). Overall, hVAP-A and likely hVAP-B play roles in target-
ing NS5B to the membrane and the assembly of the RC on lipid rafts (Gao et al.,
2004).

The assembly of the HCV RC on membranes might also be affected by Rab5,
an early endosome protein, which was found to associate with an “ER-derived
membraneous web” (re-arranged membrane structure), the site of HCV replication.
Rab5, which is a Ras-type small GTPase involved in membrane fusion, was found to
associate with the HCV NS4B, the web-inducing protein. Reduction of Rab5 protein
expression reduced HCV replication and web formation (Stone et al., 2007).

Another major group of host factors that affect the assembly of the viral RC is
those proteins that affect the lipid composition of intracellular membranes used by
particular (+)RNA viruses. For example, Ole1p of yeast, a Δ9 fatty acid desaturase,
is known to affect the amount of unsaturated fatty acids, which are important for
membrane flexibility/fluidity (Lee and Ahlquist, 2003; Lee et al., 2001). Consis-
tent with this observation, in the ole1-mutant yeast, the membranes surrounding the
BMV 1a-induced spherules, the site of BMV replication, were stained poorly by
osmium tetroxide, which specifically binds to unsaturated fatty acids. Additional
work defined that the BMV 1a was still able to induce membrane proliferation by
25% in the ole1-mutant yeast, but the activity of the assembled RC was reduced,
likely due to the altered binding of the BMV 1a replication protein to the membrane
with reduced ratio of unsaturated fatty acids (Lee and Ahlquist, 2003).

The generation of new membrane surfaces via the fatty acid biosynthesis path-
way also has a major effect on DCV replication (Cherry et al., 2006). For example,
depletion of the regulator of fatty acid metabolism, HLH106, and the fatty acid syn-
thase CG3523 (performing a rate limiting step in fatty acid biosynthesis) blocked the
formation of the DCV-induced vesicular compartment and altered Golgi structure.
Also, carulenin, a fatty acid synthase inhibitor, blocked DCV and PV replication in
tissue culture (Cherry et al., 2006). The cellular Arfs proteins also regulate the enzy-
matic activities of proteins involved in lipid metabolism and cytoskeleton function.
Down-regulation of COPI and several genes involved in fatty acid metabolism also
affected TBSV replication in yeast (Jiang et al., 2006; Panavas et al., 2005b). Alto-
gether, these observations support the role of de novo fatty acid/membrane synthesis
in picornavirus replication, where a twofold increase in total membrane surface area
within infected cells has been noted.

Role of Viral Replicase Complex Assembly in Template Specificity

The elaborate assembly of the viral replicase could be an important specificity fac-
tor (a secondary, safe-guarding step behind the template selection step, see above) to
prevent efficient replication of some defective viral RNAs, cellular, and/or heterolo-
gous viral RNAs. Regulation of RC assembly might ensure that efficient replication
could occur only for those RNAs that contain all the required cis-acting elements
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for the assembly of the viral replicase. Thus, RC assembly might be a “safeguard”
mechanism against wasting limited viral/host components on amplification of defec-
tive viral RNA templates, which, when present in large amounts, could also trigger
antiviral responses (Szittya et al., 2002).

Altogether, the assembly of functional replicase seems to be a highly regulated
event during (+)RNA virus infections (Fig. 14.1, step 3). Both cis-acting RNA
elements and trans-acting viral and host factors contribute to the fidelity of the
assembly process, which is highly controlled in order to guarantee the presence of
appropriate factors and that the assembly takes place only at the correct intracellular
space and at the right time.

Step 4. The Synthesis of Viral RNA Progeny

After the assembly of the viral RC, the replicase must efficiently recognize cis-
acting elements in the viral RNA to be able to synthesize the progeny RNA in a
regulated fashion. First, the full-length minus-stranded complementary RNA is pro-
duced, then, the plus-stranded RNA progeny are synthesized in a 20- to 100-fold
excess amount. Production of both (–) and (+)RNAs requires initiation of RNA syn-
thesis at specific sites, called promoter (initiation) elements, by the viral RC either
de novo (i.e., independent of primers) or via using protein primers (Dreher, 1999;
Kao et al., 2001; Nagy and Pogany, 2000; Paul et al., 2000, 1998; White and Nagy,
2004). Although all (+)RNA viruses code for their own RdRp and usually one-to-
six auxiliary proteins, such as helicase and methyltransferase, host-coded factors
are predicted to participate in each step of RNA synthesis as described for selected
(+)RNA viruses below.

Host Factors Affecting RNA Binding by the Viral RdRp

Host factors may potentially affect the conformation of the viral RdRp, which in
turn could alter the template activity of the RdRp. Indeed, cyclophilin B (CyPB),
a cellular peptidyl–prolyl cis–trans isomerase (PPIase), was found to regulate the
RNA-binding ability of the HCV NS5B RdRp protein (Watashi et al., 2005). RNAi-
based knock-down of the CyPB level inhibited HCV RNA accumulation by fivefold.
Moreover, both a cyclosporin A and a point mutation in NS5B inhibited the interac-
tion of NS5B with CyPB, causing a significant decrease in HCV replication. These
findings argue that CyPB interaction with NS5B is critical during HCV replication.

Host Factors Affecting Minus-Strand RNA Synthesis

eEF1A, a eukaryotic translation elongation factor, was found to bind to the 3′ UTR
of (+)RNA of WNV, a flavivirus, based on RNase footprinting and nitrocellulose
filter-binding assays (Blackwell and Brinton, 1997; Brinton, 2001). Deleterious
RNA mutations introduced at the eEF1A binding sites decreased minus-strand syn-
thesis, strongly suggesting that eEF1A plays a critical role in WNV replication.
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Moreover, eEF1A is co-localized with the WNV RC in the infected cells, indicating
that eEF1A facilitates the interaction between the viral replicase and the 3′ UTR of
the viral gRNA (Davis et al., 2007). Similarly, eEF1A binds to the 3′ end of Turnip
yellow mosaic virus (+)RNA, which enhances translation, but represses minus-
strand synthesis (Matsuda et al., 2004). The role of eEF1A in virus replication might
be rather broad since eEF1A was reported to bind to TMV (+)RNA, the TMV repli-
case (Yamaji et al., 2006), to the NS5A replication protein of BVDV (Johnson et al.,
2001), NS4A of HCV (Kou et al., 2006), Gag polyprotein of HIV-1 (Cimarelli and
Luban, 1999), the TBSV RNA, and p33 replication protein (Li and Nagy, unpub-
lished). It is also part of the RC for vesicular stomatitis virus, a negative-stranded
RNA virus (Qanungo et al., 2004). Therefore, the highly conserved eEF1A could
play a major role in the replication of several RNA viruses via its interactions with
viral RNAs and viral replication proteins. The high abundance of eEF1A in cells
might facilitate its recruitment into virus replication.

A human RNA helicase, p68, is redistributed from the nucleus to the cytosol
during HCV infections due to its interaction with NS5B RdRp of HCV (Goh et al.,
2004). RNAi-based depletion of p68 was found to lead to a reduction in minus-
strand HCV RNA accumulation, suggesting that p68 might act as a transcription
factor for HCV replication (Goh et al., 2004).

Host Factors Regulating Plus-Strand RNA Synthesis

hnRNP-C binds specifically to the 3′ end of the PV (–)RNA and to poly(U) and
oligo(U) stretches in the PV RNA, via its RRM domain, and it also interacts with the
replication protein 3CD (Brunner et al., 2005). Immunoprecipitation of hnRNP-C
led to co-purification of both (+) and (–) PV RNAs. Although hnRNP-C is a nuclear
protein, it is redistributed to the cytoplasm, probably due to PV-infection driven
alterations in nucleocytoplasmic trafficking (Gustin and Sarnow, 2001). Semler et al.
suggested that hnRNP-C and PV protein 2C NTPase/helicase and/or 2BC precursor
bind to the PV stem-loop structure at the 3′ terminus of (–)RNA. They also proposed
that hnRNP-C might recruit the 3CD to the (–)RNA template. The RNA chaperone
activity of hnRNP-C could facilitate the folding of (–)RNA or the replicative dsRNA
intermediate into a replication-compatible conformation that leaves the two terminal
adenines exposed via binding to a 3′ proximal uridine stretch (Brunner et al., 2005).

The stress granule proteins named T-cell intracellular antigen-1 (TIA-1) as well
as the TIA-1-related protein (TIAR), containing three RRM RNA-binding motifs,
have been found to bind specifically to the 3′ terminal stem-loop in WNV and to
the NS3 replication protein (Emara and Brinton, 2007; Li et al., 2002). Brinton
et al. proposed that specific binding of TIAR and, to lesser extent, TIA-1 could
promote the binding of the WNV to the minus-strand template, which could lead
to efficient plus-strand synthesis. In addition to the proposed transcription factor
roles of TIAR and TIA-1, the recruitment/sequestration of these proteins for WNV
replication might also inhibit the formation of stress granules and P-bodies, thus
potentially inhibiting the shut-off of host protein translation and mRNA degradation
(Emara and Brinton, 2007).



286 P.D. Nagy and J. Pogany

Regulation of Asymmetrical RNA Synthesis by Host Factors

One of the hallmark features of (+)RNA viruses is the asymmetric nature of
viral RNA synthesis, which leads to 10- to 100-fold more (+)RNA progeny than
the (–)RNA replication intermediate (Buck, 1996). Wang and Nagy (unpublished)
found that the key co-opted host protein for TBSV replication that regulates asym-
metrical RNA synthesis is glyceraldehyde-3-phosphate dehydrogenase (GAPDH,
or Tdh2/3p in yeast). GAPDH, which is present in the tombusvirus RC (Serva
and Nagy, 2006), is a highly conserved, very abundant protein that is ubiquitous
in nature (Sirover, 1999). GAPDH is a key component of cytosolic energy pro-
duction, but it also displays many additional cellular activities, including roles
in apoptosis, endocytosis, nuclear tRNA transport, vesicular secretory transport,
nuclear membrane fusion, modulation of the cytoskeleton, DNA replication and
repair, maintenance of telomere structure, and transcriptional control of histone
gene expression (Sirover, 1999, 2005). GAPDH also binds to various RNAs, such as
AU-rich sequences at the 3′ terminus of mRNAs, which can lead to stabilization of
the RNA in the cell (Bonafe et al., 2005). Interestingly, down-regulation of GAPDH
inhibited TBSV replication in yeast and in plants and resulted in the production of
(+) and (–)RNAs in a 1:1 ratio, instead of the hallmark asymmetric RNA synthesis.
Thus, the replication of TBSV became double-stranded RNA virus like when only a
limiting amount of GAPDH was present in the viral RC. Moreover, GAPDH was re-
localized from the cytosol to the peroxisomal membrane surface, the site of TBSV
RNA synthesis. Based on in vitro and in vivo data, it has been proposed that GAPDH
promotes asymmetric RNA synthesis by selectively retaining the (–)RNA template
in the viral RC, thus allowing efficient access of the (–)RNA replication interme-
diate to the viral RC. On the contrary, (+)RNA progeny, which are not bound by
GAPDH, get released from the RC into the cytosol (Wang and Nagy, unpublished).
Thus, a cellular metabolic enzyme can regulate asymmetric viral RNA synthesis,
explaining this hallmark feature of (+)RNA viruses.

Regulation of Subgenomic RNA Synthesis by Host Factors

A number of (+)RNA viruses express a set of their genes via producing sgRNAs
from the gRNA (via a minus-stranded intermediate) (Lin and White, 2004;
Pasternak et al., 2006, 2001; Sawicki et al., 2007; Snijder, 2001; White, 2002). In
addition to the viral replication proteins, host proteins are also predicted to par-
ticipate in regulation of sgRNA synthesis. Accordingly, Hardy and his colleagues
found that hnRNP-K, a predominantly nuclear poly(C)-binding protein with 3 KH
RNA-binding domains, co-precipitated with the SIN sgRNA, but not with the gRNA
(Burnham et al., 2007). hnRNP-K also interacted with SIN nonstructural proteins
and it was redistributed to the membrane fraction and co-localized with the SIN
RC in infected cells. Interestingly, the amount of mitogen-activated protein kinase
(MAPK) is up-regulated in SIN-infected cells and MAPK-based phosphorylation
of hnRNP-K can lead to cytosolic accumulation of hnRNP-K, suggesting that the
MAPK pathway could be involved in the re-localization of hnRNP-K for SIN
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replication. Overall, the interaction of hnRNP-K with the sgRNA and the SIN non-
structural proteins might lead to up-regulation of the sgRNA synthesis that produces
∼fourfold more sgRNA than gRNA (Burnham et al., 2007).

Step 5. Release of Viral RNA from Replication

After completion of the new (+)RNAs, they must be released from replication
in order to participate in additional functions, such as new rounds of translation,
replication, or packaging (Fig. 14.1, step 5). Time point studies with TBSV RNA
revealed that a significant portion of the (+)RNA was associated with the sites of
replication at an early time point (12 hours), while most (+)RNA was cytosolic,
thus released from replication, at a later time (48 hours) (Panavas et al., 2005a). On
the other hand, the (–)RNA was associated with the p33 replication protein on the
peroxisomal membrane surface at both early and late time points (Panavas et al.,
2005a). These observations suggest that the release of RNA progeny from replica-
tion is a highly regulated event.

Unfortunately, the escape mechanism of viral (+)RNA from replication is cur-
rently not known. It has been proposed that post-translational modification, such
as phosphorylation, of host or viral proteins within the RC might play a role. For
example, phosphorylation of serine/threonine residues in the vicinity of the RNA-
binding domain of the TBSV p33 replication protein was shown to reduce RNA-
binding capacity of p33 (Shapka et al., 2005; Stork et al., 2005). If phosphorylation
takes place reversibly, then the same RC could release the viral (+)RNA progeny
(Fig. 14.1, step 5), followed by new rounds of RNA synthesis and release. The cel-
lular kinase involved in phosphorylation of TBSV p33 might be protein kinase-C
(PKC) like, based on in vitro experiments. Overall, the above model does not
exclude that other processes, such as replicase disassembly might also play a role in
viral (+)RNA release.

Step 6. Disassembly of the Viral Replicase

The viral RC likely becomes inactivated and goes through disassembly at the end
of replication (Fig. 14.1, step 6). Also, disassembly of the RC might promote
the release of the (+)RNA progeny from replication. Phosphorylation and/or addi-
tional post-translational modifications might be involved in RC disassembly. A
genome-wide screen in yeast identified host genes that could affect the ubiquitina-
tion pathway, such as BRE1 and RAD6 (Panavas et al., 2005b). Thus, ubiquitination
of replication proteins may alter the stability of the virus RC. Also, it has been postu-
lated that an unidentified cellular kinase that phosphorylates the HCV NS5A protein
could inhibit its interaction with hVAP-33, thus leading to disassembly of the HCV
RC (Evans et al., 2004). Subsequent work identified the human p70S6K and related
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kinases as the likely candidates for hyperphosphorylation of NS5A (Coito et al.,
2004). Overall, our current knowledge is poor about RC disassembly.

Future Directions

In spite of recent major efforts in studies of host–virus interactions and viral repli-
cation, our knowledge in many areas is still incomplete. However, the application
of systems biology approaches and the availability of complete sequences for many
host genomes, in combination with development of in vitro approaches and yeast as
a model host, will likely lead to rapid advances in identification and characterization
of host factors involved in (+)RNA virus replication. The combined use of genetics,
biochemistry, and cell biology will help dissect the detailed functions of subverted
host proteins. Also, proteomics-based analysis of the viral RC is expected to lead
to identification of host proteins recruited into (+)RNA virus replication. Determi-
nation of 3D structures of viral RdRp and the auxiliary replication proteins with
bound RNAs, as well as high resolution imaging of viral RCs, will likely unravel the
mechanism and regulation of (+)RNA replication. Proteomics approaches should
also accelerate identification of various post-translational modifications of viral and
host proteins that could affect and/or regulate their functions during the replication
process. These advances will lead to a better understanding of virus replication and
host:(+)RNA virus interactions, which are key aspects of viral pathogenesis.
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Abstract/Primer Over the past several decades, it has become clear that a variety
of cellular proteins actively restrict retrovirus replication. Two families of proteins
in particular, the TRIMs and the APOBEC3s, coordinate a robust innate defense to
retrovirus infection. The TRIM proteins, led by TRIM5alpha, impose a replication
block after entry, such that the invading retrovirus is degraded prior to integration.
The APOBEC3 proteins, notably APOBEC3G, inhibit the replication of retroviruses
by a mutagenic mechanism that is associated with degradation of viral DNA. Retro-
viruses have evolved means of avoiding their host’s TRIM and APOBEC3 defenses.
Often, however, this leaves the virus susceptible to TRIMs and APOBECs from
other species. Thus, these restriction systems limit the cross-species mobility of
retroviruses. The prospects of developing new antiviral therapies that exploit these
innate host defenses are promising.
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Introduction

Overview

Most (if not all) organisms are vulnerable to viral infections and, consequently,
many systems have been developed for protection. Many bacteria, for instance,
utilize site-specific restriction endonucleases to cleave foreign DNA that is not
marked as ‘self’ (reviewed by Tock and Dryden, 2005). The B and T lymphocytes
of vertebrates are capable of specialized adaptive immune responses, recognizing
foreign invaders (antigens), and neutralizing them through specific antibody- and
cell-mediated responses. In addition to adaptive immunity, vertebrates have innate
defense systems that recognize and eliminate invading pathogens. Key molecules
include Toll-like receptors, antimicrobial peptides, interferons, and many others,
which are beyond the scope of this chapter (reviewed in Chapter 9 of Fields et al.,
2007). Here we focus on mammalian proteins, termed retrovirus restriction factors,
which limit the infectivity of a broad and growing number of viruses (reviewed by
Bieniasz, 2004; Goff, 2004; Mangeat and Trono, 2005; Chiu and Greene, 2006;
Haché et al., 2006; Holmes et al., 2007b; Towers, 2007).

Brief History

A longstanding rule is that any given retrovirus can infect only certain cell types (e.g.,
Friend, 1957; Lilly, 1967). Cells in which the virus can replicate are termed ‘permis-
sive’ and other cells are termed ‘non-permissive’. One obvious reason for this is that
many non-permissive cells lack machinery that the virus requires for replication. For
instance, viruses often employ receptors located on the cell surface to facilitate their
entry into the cell. An example of this is the CD4 and the CXCR4 or CXCR5 polypep-
tides that the human immunodeficiency virus-1 (HIV-1) envelope protein (gp120)
recognizes and uses for particle entry. This in part explains why CD4+ T cells are a
favored HIV-1 reservoir, and why HIV-1 cannot efficiently infect CD4–. Many other
cellular factors have integral roles in nearly every stage of the retrovirus life cycle [see
Chapter 6 in this text and an excellent review by Goff (2007)].

Another decades-old observation is that some cell types that seem to contain
the necessary complement of positively acting factors are nevertheless resistant to
retroviral infection. One example of such a scenario is the ‘resting’ CD4+ T cell,
which is resistant to HIV-1 infection (Stevenson et al., 1990; Zack et al., 1990). A
second type of resistance can be observed when cross-species viral infections are
attempted, even between similar species. For instance, although HIV-1 efficiently
infects most humans, it is unable to infect several closely related primate species,
for example, the rhesus macaque (Shibata et al., 1995; Himathongkham and Luciw,
1996; Hofmann et al., 1999). These observations can be explained by hypothesiz-
ing that certain cells express dominant factors that interfere with retroviral replica-
tion. Several such proteins have now been described and they are called restriction
factors.
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To date, the discovery and characterization of all retroviral restriction factors has
followed a similar general storyline. First, an investigator notices that a particular
virus is able to infect some type of cell or organism but is unable to infect a closely
related organism or cell type (in the best-case scenario these cell lines are clonally
related). Second, the nature of this difference in infectivity is determined. Is the lack
of infection due to the lack of a necessary co-factor or the presence of an inhibitor?
At what stage of the viral life cycle does replication halt? Is the block to infection
genetically dominant? Finally, cloning of the gene in question precipitates a major
advance in the understanding of the molecular mechanism of the restriction and
elucidation of additional steps of the viral life cycle.

The First Described Restriction Factors: Fv1 and Fv4

The origin of the hunt for retroviral restriction factors can be traced back to 1956,
when Charlotte Friend isolated a virus (now called the Friend murine leukemia virus
or Friend MLV) that was able to infect and cause leukemia in some mouse strains
but not others (Friend, 1957). Over the next several decades, many scientists investi-
gated the basis of this difference (for additional reviews on this topic, see Jolicoeur,
1979; Goff, 1996; Bieniasz, 2003, 2004; Goff, 2004). These investigations have
focused most extensively on two genes, Fv1 and Fv4 (Lilly, 1967; Suzuki, 1975).

The Fv4 gene is found in a Japanese mouse strain and genetic crosses using this
strain demonstrated that Fv4 confers dominant resistance to Friend MLV infection
(Suzuki, 1975). Cells isolated from Fv4+ mice and cultured in vitro are also resistant
to infection, suggesting that resistance due to Fv4 does not depend on a complex
immune response (Kai et al., 1976). Ikeda and coworkers discovered the molecular
identity of Fv4, which is an envelope gene of a truncated, integrated, MLV-like
provirus (Ikeda et al., 1985). When expressed on the cell surface, this envelope-
like protein competes with the envelope proteins of incoming virus particles for
binding with their cognate receptor (Kai et al., 1986; Ikeda and Sugimura, 1989).
This prevents the retrovirus from entering the cell, and therefore from replicating.

Fv1 is another locus that dominantly confers resistance to MLV infection (Lilly,
1967). Like Fv4, Fv1 confers resistance in cells grown in tissue culture (Hartley
et al., 1970). Fv1 and Fv4 segregate independently in genetic crosses, and thus are
not identical (Suzuki, 1975). Crossing experiments revealed that there are two major
Fv1 alleles: Fv1N and Fv1B (Hartley et al., 1970). NIH Swiss mice are homozygous
for the Fv1N allele, and Balb/c mice are homozygous carriers of the Fv1B allele.
A mouse’s Fv1 genotype controls its susceptibility to infection by different strains
of MLV. So, N-tropic virus is able to replicate in mice carrying the Fv1N allele
(NIH mice), but not on mice with a B allele (Balb/c). Conversely, B-tropic virus can
replicate on mice with the Fv1B allele. The N and B alleles confer resistance dom-
inantly; a heterozygous mouse, with genotype Fv1B/N is resistant to both N-tropic
and B-tropic virus (Pincus et al., 1971). This dominance suggests that the Fv1 gene
product is not a necessary co-factor for viral replication but rather an inhibitory
factor.
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Another informative characteristic of Fv1-mediated resistance is that it is sat-
urable (Decleve et al., 1975; Pincus et al., 1975). This means that the resistance can
be overcome by increasing the titer of virus used for inoculation. This is true even
if the inoculum consists of replication-defective viral particles (Bassin et al., 1978;
Boone et al., 1990). Models to explain this phenomenon propose that saturating viral
particles titrate out the machinery on which Fv1-mediated restriction relies.

Fv-1 blocks infection relatively early after a virus enters a cell and appears to
involve an interaction with the viral capsid. In cells exhibiting Fv1 restriction, nor-
mal levels of reverse transcription products are detectable but nuclear forms of viral
DNA, including circular viral DNA and integrated proviruses, are not (Jolicoeur
and Baltimore, 1976; Jolicoeur and Rassart, 1980) (Fig. 15.1). This suggests that
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Fig. 15.1 The retroviral life cycle and the stages at which restriction factors act. This cartoon
depicts key steps in the retroviral life cycle, and the stages at which restriction factors are thought
to act. These are transcription and nuclear export; translation and particle assembly (APOBEC3G
incorporation and Vif-mediated APOBEC3G degradation); budding; binding and fusion with the
target cell (Fv4 block); uncoating (TRIM5alpha block?); reverse transcription (APOBEC3G deam-
ination, TRIM5alpha block?); trafficking and nuclear import (Fv1 and TRIM5alpha block?); and
integration. Note that the processes following entry of the virus particle into the target cell are
thought to occur within a protected environment bounded by the viral capsid. TRIM5α designates
TRIM5alpha.
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Fv1-restricted viruses enter the cell and reverse transcribe their genome, but fail to
transit to the nucleus and integrate their genome. A single amino acid (110) in the
viral capsid protein (CA) defines the difference in Fv1 susceptibility between N- and
B-tropic MLV strains, implying that Fv1 targets the viral capsid (DesGroseillers and
Jolicoeur, 1983; Kozak and Chakraborti, 1996).

The molecular identity of Fv1 was determined in 1996 by the Stoye lab, who
showed that Fv1 was a gene with sequence similarity to the gag gene of endogenous
retroviruses of the HERV-L/MERV-L family (Best et al., 1996). This suggests that
the Fv1 protein may be directly engaging the retroviral particle, but the details of
this restriction remain to be determined.

TRIM5alpha and Related Proteins

Retroviral Restriction Factors in Mammalian Cells: Ref1, Lv1,
and TRIM5alpha

The first of the two major families of mammalian restriction factors that this chap-
ter will focus on is the TRIM5s. As was the case with Fv1 and Fv4, many of the
characteristics of TRIM5-mediated restriction were described several years before
its molecular identity was discovered.

As discussed above, the mouse Fv1 and Fv4 genes confer resistance to infection
by certain MLV strains. In 2000, Towers et al. reasoned that other mammalian cells
might express similar factors that confer resistance to MLV infection (Towers et al.,
2000). Indeed, many mammalian cell lines proved resistant to infection by N-tropic
MLV (although most remained relatively susceptible to infection by B-MLV). The
authors attributed this resistance to cellular inhibitors of viral replication similar to
Fv1, and named the putative factor Ref1 (restriction factor 1).

Around the same time, evidence was mounting that retroviruses other than MLV,
including primate lentiviruses were limited in their host range (Shibata et al., 1995;
Himathongkham and Luciw, 1996; Hofmann et al., 1999). For example, many
non-human primates could not be productively infected with HIV-1. It was uncer-
tain whether this limitation was due to the absence of factors in these cells that
the viruses required to replicate or to dominant antiviral factors such as Fv1 and
Ref1. This question was resolved by several key studies in 2002, which showed that
many primate cells express a dominant factor that, like Ref1, blocks lentiviral infec-
tion (Besnier et al., 2002; Cowan et al., 2002; Munk et al., 2002). This factor was
dubbed Lv1 (lentivirus susceptibility factor 1) (Cowan et al., 2002).

The original studies describing Ref1 and Lv1 and those that followed closely on
their heels began to paint a clearer picture of these restriction factors and their mech-
anism of inhibition (Towers et al., 2000; Besnier et al., 2002; Cowan et al., 2002;
Munk et al., 2002; Towers et al., 2002; Besnier et al., 2003; Hatziioannou et al.,
2003; Kootstra et al., 2003; Berthoux et al., 2004; Hatziioannou et al., 2004b). Most
tested cell lines restricted infection of some retroviruses, especially retroviruses
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from other species. For example, human cells restricted infection by N-MLV and
equine infectious anemia virus (EIAV) but did not restrict HIV-1, HIV-2, or the rhe-
sus macaque simian immunodeficiency virus (SIVmac) (Hatziioannou et al., 2003).

These studies also showed that Ref1 and Lv1 blocked viral infection in a way
that was reminiscent of the Fv1 block in murine cells. Furthermore, several key
characteristics of Fv1-mediated and Ref1-mediated restriction were identical. First,
restriction by Ref1 and Lv1 was dominant in heterokaryon assays, in which per-
missive and non-permissive cells are fused (Cowan et al., 2002; Munk et al., 2002).
Secondly, for Lv1 and Ref1, as was for Fv1, the viral capsid protein determines
whether a virus is sensitive to restriction (Kozak and Chakraborti, 1996; Towers
et al., 2000; Cowan et al., 2002; Hatziioannou et al., 2004b; Ikeda et al., 2004;
Dodding et al., 2005; Lassaux et al., 2005). Typically, the capsid of a particular
retrovirus confers resistance to restriction by the Ref1 or Lv1 of the virus’s host
species. For example, replacing the CA and adjoining P2 region of the SIVmac gag
gene with the corresponding HIV-1 sequence results in a virus that is restricted like
HIV-1 (Cowan et al., 2002). Thirdly, Ref1 and Lv1 block replication at a similar
stage of the viral life cycle. Judging by the failure to detect reverse-transcribed lin-
ear viral DNA, this block occurs after the virus has entered the target cell but before
it has reverse transcribed its genome (Fig. 15.1) (Towers et al., 2000; Besnier et al.,
2002; Cowan et al., 2002; Munk et al., 2002). An important distinction is that this
is slightly earlier than the Fv1-mediated block in mouse cells, which occurs after
reverse transcription but before nuclear import of the viral pre-integration complex
(Jolicoeur and Rassart, 1980; Yang et al., 1980; Towers et al., 2000). A final simi-
larity between Ref1 and Lv1 was that, as was the case with Fv1, restriction could be
saturated, i.e., overwhelmed by increasing the viral titer or by pre-treating the cells
with virus particles (Hartley et al., 1970; Boone et al., 1990; Besnier et al., 2002;
Cowan et al., 2002; Munk et al., 2002; Towers et al., 2002; Kootstra et al., 2003;
Dodding et al., 2005). Some viruses were even found capable of cross-saturation.
For example, African green monkey cells normally restrict HIV-1 and SIVmac, but
pretreatment of these cells with HIV-1 particles increases the efficiency of a subse-
quent SIVmac infection and vice versa (Cowan et al., 2002). These data suggested
that a single mechanism inhibits both HIV-1 and SIVmac in these cells.

Because of the striking similarities between Lv1 and Ref1, it was speculated that
they were species-specific alleles of the same gene (Cowan et al., 2002; Serhan
et al., 2002). The cloning of the gene responsible for both activities validated this
prediction.

The Cloning of TRIM5alpha/Ref1/Lv1

As explained above, HIV-1 is capable of infecting human cells but unable to infect
many other primate cells. This inability was attributed to a restriction activity named
Lv1, but the molecular identity of Lv1 was unknown. In a breakthrough study in
2004, Stremlau and colleagues identified a cDNA from a rhesus macaque library
that conferred to human cells resistance to HIV-1 infection (Stremlau et al., 2004).
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The cDNA contained a rhesus gene named TRIM5alpha. Several characteristics of
TRIM5alpha-mediated restriction indicated that it might be the Lv1/Ref1 gene. The
block occurred prior to reverse transcription, as evidenced by a severe decrease in
the accumulation of reverse transcription products (Fig. 15.1). Chimeric SIV/HIV
viruses showed that the viral determinants of the block mapped to the capsid (CA)
gene. Knockdown of endogenous TRIM5alpha in primary rhesus monkey lung
fibroblasts resulted in an increase in the efficiency of HIV-1 infection.

It was not long before it was confirmed that species-specific alleles of
TRIM5alpha were identical to (or at least essential for) Lv1 in monkey cells and
Ref1 in human cells (Hatziioannou et al., 2004a; Keckesova et al., 2004; Perron
et al., 2004; Yap et al., 2004). In accordance with this idea, human TRIM5alpha
expression limited infection by N-MLV but not B-MLV. Similarly, expression of
non-human primate TRIM5alpha variants limited infectivity by a variety of retro-
viruses. In all cases, heterologous expression of a TRIM5alpha allele conferred a
restriction activity normally associated with cells of the species from which the
allele had been derived (Hatziioannou et al., 2004a; Keckesova et al., 2004; Perron
et al., 2004; Yap et al., 2004; Nakayama et al., 2005; Saenz et al., 2005; Song
et al., 2005a; Ylinen et al., 2005; Kaumanns et al., 2006). Conversely, knockdown
of endogenous TRIM5alpha increased cells’ susceptibility to infection by normally
restricted viruses.

The overarching conclusion from these studies was that many primate cells
express TRIM5alpha proteins that block infection by a variety of retroviruses. Typ-
ically, however, TRIM5alpha of a given species is ineffective against that species’
retroviruses. For instance human TRIM5alpha exhibits only a modest inhibitory
effect against HIV-1 (Stremlau et al., 2004). This suggests that retroviruses have
evolved ways around the TRIM5alpha-imposed restriction in their host’s cells.

The Mechanism of TRIM5alpha-Mediated Retroviral Restriction

In humans, TRIM5alpha is just one of a large family of TRIM genes (there are
nearly 70 in humans) (Reymond et al., 2001; Nisole et al., 2005). The TRIM proteins
are named after their characteristic tripartite motif (Fig. 15.2) (Reddy et al., 1992;
Borden, 1998; Reymond et al., 2001). This motif, also known as the RBCC motif,
consists of a RING domain, one or two B boxes, and a coiled-coil domain.

The RING domain (really interesting new gene) contains a number of conserved
cysteines and histidines that coordinate two zinc atoms (Saurin et al., 1996). Some
RING domains have been reported to have E3 ubiquitin ligase activity, and some
TRIM proteins (including TRIM5alpha) have been shown to ubiquitinate them-
selves in a RING domain-dependent manner (Xu et al., 2003; Diaz-Griffero et al.,
2006a).

The B box is another zinc-binding domain with a three-dimensional structure
similar to a RING domain, but with a poorly characterized function (Reddy and
Etkin, 1991; Reddy et al., 1992; Massiah et al., 2007). TRIM5alpha has a single B
box, but other TRIMs have one or two of these domains.
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Fig. 15.2 A cartoon depicting the domain organization of rhesus macaque TRIM5alpha.

The coiled-coil domain has been implicated in multimerization of the TRIM pro-
teins, and TRIM5alpha forms a trimer (Reymond et al., 2001; Mische et al., 2005;
Perez-Caballero et al., 2005; Javanbakht et al., 2006a). Truncated TRIM5alpha
proteins lacking the coiled-coil domain fail to multimerize, demonstrating that
this domain is required for multimerization (Mische et al., 2005). However, the
TRIM5gamma isoform, which lacks the carboxy-terminal B30.2(SPRY) domain,
forms dimers, not trimers, suggesting that multiple domains influence the oligomeric
state of the protein.

In TRIM5alpha, the tripartite (RBCC) motif is followed by a B30.2(SPRY)
domain (Fig. 15.2) (Henry et al., 1997; Rhodes et al., 2005; Woo et al., 2006; James
et al., 2007). SPRY domains have been implicated in protein–protein interactions.

All of the domains of TRIM5alpha are necessary to block retroviral infection.
Truncated proteins lacking the amino-terminal RING, B box, or coiled-coil domains
have severely attenuated antiviral activity (Javanbakht et al., 2005; Perez-Caballero
et al., 2005). Mutant proteins with a disrupted coiled-coil domain fail to trimerize
and also fail to block infection (Javanbakht et al., 2006a). A similar inability to
block infection is observed with some point mutants in these domains (Stremlau
et al., 2004; Javanbakht et al., 2005, 2006a). Similarly, truncated proteins lacking
the SPRY domain show that the tripartite motif (RBCC domains) by itself is inactive
against retroviruses (Stremlau et al., 2004; Perez-Caballero et al., 2005). A model to
explain the contribution of TRIM5alpha’s domains proposes that the B30.2(SPRY)
domain provides the capsid interaction surface, the coiled-coil domain promotes
trimerization, and the RING and B box domains provide some unknown effector
function, perhaps involving the RING domain-associated ubiquitin ligase activity
(Fig. 15.2).

Different species’ TRIM5alphas restrict different retroviruses. Four variable
loops in the B30.2(SPRY) domain determine this difference in efficacy (Nakayama
et al., 2005; Stremlau et al., 2005; Yap et al., 2005; Ohkura et al., 2006; Perron et al.,
2006). Primate species’ TRIM5alpha alleles differ most in these variable regions
(Song et al., 2005b). These regions, called V1–V4, are predicted to be surface-
exposed loops (Ohkura et al., 2006; Perron et al., 2006; Woo et al., 2006; James
et al., 2007). It has been proposed that these loops form the capsid interaction
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surface, and that different loop configurations enable interactions with different
viral capsids. A striking finding is that the specificity can be determined by as
little as a single amino acid (Stremlau et al., 2005; Yap et al., 2005; Li et al.,
2006b). Amino acid 332 of TRIM5alpha is arginine in humans and proline in rhesus
macaques. Mutating the arginine to proline in human TRIM5alpha confers strong
anti-HIV-1 activity to the human protein (Stremlau et al., 2005; Yap et al., 2005;
Li et al., 2006b). An intriguing hypothesis is that TRIM5alpha alleles, differing in
their B30.2(SPRY) variable loops, become fixed in populations in response to pan-
demic retroviral infections (Kaiser et al., 2007). In this case, the ability of the fixed
allele to ward off the exigent pathogen is counterbalanced by its inactivity against
other retroviruses. Such a scenario has been proposed to explain why the human
TRIM5alpha allele is inactive against HIV-1 (Kaiser et al., 2007).

The TRIM5alpha gene is found in a cluster of TRIM genes on chromosome
11p15 (Reymond et al., 2001). From this locus six alternatively spliced TRIM5
isoforms are expressed (Reymond et al., 2001). TRIM5alpha is the longest of these,
and it encodes a protein of 497 amino acids (rhesus macaque TRIM5alpha). Other
TRIM5 isoforms lack at least one of the above-mentioned domains and those tested
lack antiviral activity (Stremlau et al., 2004; Perez-Caballero et al., 2005).

TRIM5s are expressed ubiquitously in adult tissues (Reymond et al., 2001).
TRIM5alpha localizes to the cytoplasm of cells, in a diffuse cytosolic manner and in
bodies that appear as bright dots in fluorescent microscopy (Reymond et al., 2001;
Xu et al., 2003; Campbell et al., 2007). This localization pattern does not appear to
be functionally required for blocking retroviral infection, although it is consistent
with the requirement that the protein be able to engage incoming viral particles in
the cytoplasm (Perez-Caballero et al., 2005;, Song et al., 2005c).

The precise mechanism by which TRIM5alpha acts remains unclear. Several
candidate mechanisms have been put forward, the general theme of which is that
TRIM5alpha acts by modulating the stability or activity of the viral core (Fig. 15.3).
All of the mechanisms involve a TRIM5alpha trimer binding the hexameric lat-
tice of the capsid of an incoming virus. Indeed, TRIM5alpha–capsid binding has
been demonstrated in vitro, and mutations to either protein that disrupt this interac-
tion correlate with a loss of restriction (Sebastian and Luban, 2005; Chatterji et al.,
2006; Li et al., 2006b; Stremlau et al., 2006b). The difference between the proposed
mechanisms is the fate of the TRIM5-bound viral capsid (Fig. 15.3). In the simplest
case, TRIM5alpha binds to the capsid and renders it incompetent to perform reverse
transcription. This could be because TRIM5alpha blocks necessary cellular factors
from accessing the viral core. A corollary of this model is that TRIM5alpha cova-
lently modifies the capsid, perhaps by ubiquitinating or sumoylating it (Stremlau
et al., 2004). In another proposed model, TRIM5alpha binding triggers the degra-
dation of the capsid (Chatterji et al., 2006). This destruction of the capsid would
preclude the completion of the virus replication cycle. A final model proposes that
TRIM5alpha mediates the faster than normal uncoating of the capsid from the viral
core (Stremlau et al., 2006b; Perron et al., 2007). In this scenario, the accelerated
uncoating disrupts the normal progression of events required for a successful infec-
tion (Forshey et al., 2002).
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Fig. 15.3 Proposed mechanisms of TRIM5alpha-mediated retroviral restriction. All of the pro-
posed mechanisms involve a TRIM5alpha trimer binding to the viral capsid. This binding causes
either the degradation of the viral capsid or disrupts the normal uncoating process in such a way
that the virus core particle is incompetent for subsequent steps of replication.

Several papers have argued that TRIM5alpha blocks infection at two distinct
stages (Berthoux et al., 2004; Anderson et al., 2006; Wu et al., 2006). These argu-
ments are based on the observation that when cells are treated with proteasome
inhibitors, TRIM5alpha still restricts infection, but it no longer blocks reverse tran-
scription. In these cells, reverse transcription products are detectable, but nuclear
forms of viral DNA are not. This suggests that TRIM5alpha may have a dual effect
in cells (Fig. 15.3). First, in a manner that is proteasome-dependent, TRIM5alpha
blocks reverse transcription. Second it prevents the nuclear import of viral pre-
integration complexes.

In all of the models discussed above, target cell TRIM5alpha engages the cap-
sid of an incoming virus. However, a recent intriguing paper from the Ikeda lab
offered evidence that TRIM5alpha may also target outgoing virus in producer
cells (Sakuma et al., 2007b). Expression of rhesus TRIM5alpha in cells produc-
ing virus was found to reduce the viral titer. TRIM5alpha expression correlated
with a reduction in the half-life of viral Gag protein in the producer cells, sug-
gesting that the mechanism by which TRIM5alpha reduces the viral titer is by
destabilizing Gag.
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In summary, several mechanisms have been put forth to model TRIM5alpha-
mediated retrovirus restriction. Each model has supporting evidence. Moreover, it
is important to note that these mechanisms are not necessarily mutually exclusive.
Indeed, it would behoove the cell to target the virus at as many points as possi-
ble. As data continue to accumulate, the mechanism or mechanisms of TRIMalpha-
mediated restriction will become apparent.

Cylclophilin A and TRIM

It is impossible to discuss TRIM5alpha-mediated retroviral restriction without dis-
cussing its intimate relationship with cyclophilin A (reviewed by Nisole et al., 2005;
Luban, 2007; Towers, 2007). Cyclophilin A (CypA) is a peptidyl–prolyl isomerase
encoded by the PPIA gene (Fischer et al., 1998). It was identified as a HIV-1 capsid-
binding protein in a yeast two-hybrid screen (Luban et al., 1993). CypA interacts
with a proline-rich surface of the HIV-1 capsid protein, and it catalyzes the iso-
merization of the peptidyl–prolyl bond between residues glycine 89 and proline
90 (Gamble et al., 1996; Bosco et al., 2002). The CypA–CA interaction has been
shown to be important for HIV-1 infectivity, as disruption of this interaction results
in a substantial decrease in infectivity (Thali et al., 1994; Braaten et al., 1996c;
Braaten et al., 1996a,b; Braaten and Luban, 2001). The target cell (i.e., the cell that
is being newly infected) provides the functionally important CypA (Franke et al.,
1994; Sokolskaja et al., 2004; Hatziioannou et al., 2005).

CypA modulates TRIM5alpha’s antiviral activity in certain cell types. In rhesus
macaques and African green monkey cells, TRIM5alpha restriction requires CypA
(Berthoux et al., 2005a; Chatterji et al., 2005; Keckesova et al., 2006; Sokolskaja
et al., 2006). It has been proposed that in these simian cells, CypA isomerization
of the capsid renders it sensitive to TRIM5alpha. In contrast to this, in human cells
CypA is required for HIV-1 infection. There, CypA binds to the HIV-1 capsid and
this binding is thought to protect the virus from the activity of a restriction factor.
This restriction factor was originally thought to be human TRIM5alpha, but now
it is believed that CypA shields the capsid from an as yet to be discovered factor
(Sayah and Luban, 2004; Keckesova et al., 2006; Sokolskaja et al., 2006; Stremlau
et al., 2006a).

The relevance of CypA to TRIM5-mediated restriction is further highlighted (in
astounding fashion) by the existence of a TRIMCyp fusion gene in several pri-
mate species. The TRIMCyp gene appears to have arisen when a CypA mRNA
was transposed into the TRIM5 locus by LINE-1 retrotransposon machinery. The
Luban lab originally identified TRIMCyp while investigating an apparent CypA-
mediated antiviral activity in owl monkey cells (Sayah et al., 2004). The TRIM-
Cyp gene encodes a protein similar to TRIM5alpha but with CypA replacing the
B30.2(SPRY) domain (Fig. 15.2). In this fusion protein, CypA supplies the capsid-
binding activity previously provided by the B30.2(SPRY) domain (Nisole et al.,
2004; Diaz-Griffero et al., 2006b). This allele is obviously an effective functional
replacement for TRIM5alpha, as it has become fixed in all owl monkey species
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(Ribeiro et al., 2005). Since the original discovery of the (new world) owl monkey
TRIMCyp, a nearly equivalent TRIMCyp gene has been described in (old world)
macaques (Liao et al., 2007; Brennan et al., 2008; Newman et al., 2008; Virgen
et al., 2008; Wilson et al., 2008). These TRIMCyp genes appear to have evolved
independently in the two primate lineages. This unlikely occurrence represents a
beautiful example of convergent evolution and suggests that the TRIMCyp fusion
protein may provide a strong selective advantage.

The Evolution of TRIMs as Antiviral Defenses

In primates, TRIM5alpha is just one member of a large protein family, and several
studies have assessed the antiviral activity of some of the other primate TRIMs,
namely TRIMs 1, 4, 6, 18, 19, 21, 22, 27, and 34 (Yap et al., 2004, 2005; Li et al.,
2006a; Zhang et al., 2006; Li et al., 2007). These TRIMs were chosen for study
because they have exhibited activity against other viruses, because they have the
most similar sequence or overall domain structure to TRIM5alpha, or because their
genes are at the same locus on chromosome 11 as TRIM5alpha. Apart from two
monkey species’ TRIM1s, which restricts N-MLV (Yap et al., 2004, 2005), these
other TRIMs failed to exhibit significant activity against a variety of retroviruses.
However, using chimeric proteins, two studies demonstrated that it is possible to
functionally replace the RBCC domain of TRIM5alpha (or TRIMCyp) with those of
several other TRIMs (Li et al., 2006a; Yap et al., 2006). This suggests that the amino-
terminal RBCC domains of these TRIMs are competent for restriction but they are
not effectively targeted to the viral capsid by their carboxy-terminal domains.

Truncated TRIM6 and TRIM34 proteins lacking their carboxy-terminal
B30.2(SPRY) domain have a dominant negative effect on human TRIM5alpha’s
ability to restrict N-MLV infection (Zhang et al., 2006). These proteins may hetero-
multimerize with TRIM5alpha, thereby preventing it from functioning normally.
Various TRIM5 proteins exhibit a similar dominant negative effect on each other,
especially in cross-species contexts or when truncated proteins are used (Stremlau
et al., 2004; Berthoux et al., 2005b; Perez-Caballero et al., 2005).

It has been proposed that other TRIM proteins play roles in the defense against
viral infection. The promyelocytic leukemia protein, PML, also known as TRIM19,
and TRIM22 are such family members (for further discussion, please see Nisole
et al., 2005; Everett and Chelbi-Alix, 2007; Towers, 2007).

In addition to the primate TRIM5alphas, there are orthologs in other mammalian
species. So far, TRIM5alpha or TRIM5alpha-like TRIM proteins with antiretrovi-
ral activity have been described in cows and rabbits (Si et al., 2006; Ylinen et al.,
2006; Schaller et al., 2007). There is also a murine TRIM5 ortholog, but its antiviral
activity remains to be confirmed (Hoffman et al., 2006; Noser et al., 2006). It is
likely that primate TRIM5s and these other mammalian homologs are derived from
an ancestral TRIM with antiretroviral activity.

There is convincing evidence that selective pressures due to pathogenic retro-
viruses have driven the evolution of the TRIM5s. As described above, several
variable capsid-interacting loops in the B30.2(SPRY) domain determine the antiviral
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specificity of different species’ TRIM5alpha proteins. Evolutionary analyses have
shown that the regions of the TRIM5 genes encoding these loops bear strong sig-
natures of episodic positive selection (Liu et al., 2005; Sawyer et al., 2005; Ortiz
et al., 2006). Such signatures are attributable to pathogen-induced selection. A com-
pelling study showed that two Old World Monkey species (sooty mangabeys and
rhesus macaques) are maintaining multiple TRIM5alpha alleles (Newman et al.,
2006). Phylogenetic analysis argues that these alleles were present in the common
ancestor of these species and that therefore balancing selection has maintained these
alleles for millions of years. The complex evolutionary history of TRIM5s suggests
that these proteins have been entangled in long-term struggles against pathogens
including retroviruses.

TRIM Frontiers

Although significant progress has been made toward understanding TRIM5alpha-
mediated retroviral restriction, many key questions remain unanswered. One signifi-
cant point is that there has been no demonstration yet of TRIM5alpha’s effectiveness
in vivo. All of the studies to date have used tissue culture systems (although it should
be mentioned that the in vitro results mirror the reality of many viruses’ limited host
ranges). Several studies have examined the relationship between naturally occur-
ring TRIM5 polymorphisms, the protein’s antiviral activity, and clinical measures of
HIV disease and epidemiology (Goldschmidt et al., 2006; Javanbakht et al., 2006b;
Sawyer et al., 2006; Speelmon et al., 2006; Nakayama et al., 2007; Vigano et al.,
2007). These studies have not produced convincing associations. Another impor-
tant question is whether TRIM5alpha-related antiviral therapies can be developed.
Two pilot studies have explored the possible use of TRIM5alpha in gene therapy
(Anderson and Akkina, 2005; Sakuma et al., 2007a). The therapeutic expression of
rhesus TRIM5alpha in human cells would be predicted to make them resistant to
HIV-1 infection. Drugs that modulate the TRIM5alpha–capsid interaction represent
another therapeutic possibility. For example, small molecules that increased human
TRIM5alpha’s affinity for the HIV-1 capsid might empower the protein to better
restrict the virus. All in all, our understanding of this important antiviral defense
system has rocketed forward in recent years, but many important questions still
await an answer.

The APOBEC3 Proteins of Mammals

Discovery

The second of the two major families of mammalian restriction factors that
this chapter will focus on is the APOBEC3s. In particular, the focus will be
on the antiretroviral activity of family member APOBEC3G (apolipoprotein B
mRNA editing enzyme, catalytic polypeptide-like 3G, A3G). As was the case with
TRIM5alpha, the existence of APOBEC3G was inferred before its identity was
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unveiled. In this case, APOBEC3G’s discovery was rooted in the observation that
HIV-1 molecular clones that lacked the virion infectivity factor (Vif) accessory gene
were able to replicate only in a subset of human T-cell lines. The Vif-proficient
parental virus replicated normally in these cells (e.g., Fisher et al., 1987; Strebel
et al., 1987; Nara and Fischinger, 1988; Gabuzda et al., 1992; von Schwedler et al.,
1993; Simon and Malim, 1996). Hybrid T-cell lines, derived from fusing permis-
sive and non-permissive lines, also failed to replicate Vif-defective viruses (Madani
and Kabat, 1998; Simon et al., 1998). These experiments argued against models
that suggested that Vif was required to compensate for a cellular factor lacking in
non-permissive cells. Instead, the results were consistent with the existence of a
dominant cellular factor in the non-permissive cells that prevented replication of
Vif-defective HIV-1. The fact that Vif is required for HIV-1 replication on primary
human cells and the fact that Vif-deficient SIV fails to replicate or cause disease in
rhesus macaques highlight the importance of the non-permissive condition and the
likelihood that it approximates the cellular environment in vivo (Fisher et al., 1987;
Strebel et al., 1987; Gabuzda et al., 1992; von Schwedler et al., 1993; Gabuzda et al.,
1994; Desrosiers et al., 1998; Victoria and Robinson, 2005).

This non-permissive versus permissive dichotomy was particularly striking for
the permissive CEM T-cell line and its non-permissive derivative, CEM-SS (Simon
and Malim, 1996). Malim and coworkers reasoned that the dominant cellular factor
would be more highly expressed in non-permissive cells, and performed subtractive
hybridization experiments to isolate messages present in CEM but absent in CEM-SS
(Sheehy et al., 2002). Among the many differentially expressed mRNAs so identi-
fied, one termed APOBEC3G (initially called CEM15) was expressed in CEM but
not in CEM-SS. Expression of the APOBEC3G gene alone rendered CEM-SS cells
non-permissive for Vif-defective virus replication (Sheehy et al., 2002). APOBEC3G
showed sequence similarity to the mRNA cytosine-to-uracil (C-to-U) editing protein
APOBEC1, which leads to suggestions that APOBEC3G functioned by editing the
message of a cellular protein and thereby endowing it with anti-HIV activity. This was
just one hypothesis, however, and the discovery by Malim and coworkers inspired a
number of investigations that answered two key questions: (1) what is the molecular
mechanism underlying the antiviral effect of APOBEC3G and (2) how does Vif permit
HIV-1 to replicate in the presence of this potent antiviral protein?

A Deamination-Dependent Mechanism

As described above, initial speculation on APOBEC3G’s antiviral mechanism
focused on the protein’s potential as an mRNA editor. This speculation was
soon discarded in favor of a model wherein APOBEC3G acts as a DNA muta-
tor. Neuberger and colleagues provided evidence in favor of this by demonstrat-
ing that APOBEC3G possesses a DNA (rather than an RNA) cytosine deaminase
enzymatic activity (Harris et al., 2002). Prior work from the Neuberger labora-
tory had shown that a related protein, activation-induced deaminase (AID), was a
DNA cytosine-to-uracil (C-to-U) deaminase. The evidence for this was that AID
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expression in E. coli caused an increase in mutation frequencies and a correspond-
ing C/G-to-T/A transition mutation bias (Petersen-Mahrt et al., 2002). Moreover,
these effects were more pronounced in cells lacking uracil excision repair, strength-
ening the conclusion that DNA cytosines were being deaminated (Petersen-Mahrt
et al., 2002). The AID-catalyzed uracils would become fixed as C/G-to-T/A muta-
tions when they templated the incorporation of adenines during replication. Simi-
lar experiments showed that APOBEC3G triggered a mutator phenotype in E. coli,
indicating that it is a DNA cytosine deaminase (Harris et al., 2002).

Several facts combined to suggest a model in which APOBEC3G blocked HIV
replication by deaminating (mutating) viral cDNA during reverse transcription:
the anti-HIV-1 activity of APOBEC3G, the demonstration that APOBEC3G could
mutate DNA cytosines, and numerous reports of hypermutated viral sequences
from patients (i.e., high levels of (minus strand) C-to-T transition mutations). This
spurred several groups to test this model (Fig. 15.4) (Harris et al., 2003a; Lecossier
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Fig. 15.4 The mechanism of APOBEC3G-mediated retroviral restriction. In the producer cell (not
shown), APOBEC3G is incorporated into budding virus particles. During reverse transcription in the
target cell (shown), APOBEC3G deaminates the viral cDNA while it is transiently single stranded,
converting cytosines to uracils. This results in either degradation of the viral DNA or integration of
a hypermutated provirus. Possible modes of deamination-independent restriction are depicted. RT,
viral reverse transcriptase; IN, viral integrase; vRNA, viral RNA; vDNA, viral DNA.
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et al., 2003; Mangeat et al., 2003; Zhang et al., 2003). When APOBEC3G was
expressed in cells producing virus, the viral titer was not reduced, but the infectiv-
ity of the resulting particles was severely attenuated. Also, in strong support of the
model, proviral DNA that accumulated in the presence of APOBEC3G exhibited
massive increases in plus-strand G-to-A hypermutation. This hypermutation could
be attributed to the deamination of minus-strand (cDNA) cytosines during reverse
transcription (Fig. 15.4) (Harris et al., 2003a; Mangeat et al., 2003; Zhang et al.,
2003). Thus, it seemed that a major part of the mechanism of APOBEC3G-mediated
restriction of Vif-deficient HIV-1 was due to DNA cytosine deamination. This
was further supported by experiments indicating that the putative zinc-coordinating
residues of the active site were required for antiviral activity (Mangeat et al., 2003).

In addition to triggering hypermutation of the viral genome, APOBEC3G also
causes degradation of viral cDNA (Fig. 15.4) (Goncalves et al., 1996; Simon
and Malim, 1996; Bishop et al., 2006; Holmes et al., 2007a; Mbisa et al., 2007).
APOBEC3G’s enzymatic activity is required for this (Mbisa et al., 2007). The mech-
anism of degradation has not been explained because, despite initial predictions,
the most obvious cellular DNA repair pathway – UNG2-dependent base excision
repair – does not appear to be involved (Harris et al., 2003a,b; Kaiser and Emerman,
2006; Mbisa et al., 2007; Schumacher et al., 2008). However, a potentially important
clue was published independently by the Pathak and Yu groups, who showed that
APOBEC3G interferes with integration by inhibiting integrase and/or by creating
aberrant cDNA ends that cannot be properly engaged by integrase (Luo et al., 2007;
Mbisa et al., 2007). Future studies may clarify whether the degradation is an active
reaction or simply the result of a failure to produce integration-competent viral
DNA structures (which would eventually be degraded by cellular nucleases).

The human APOBEC3G protein is 384 amino acids long. It is composed of two
similar domains arranged in tandem, each of which contains a characteristic zinc-
binding motif (Fig. 15.5). It is impossible to discern by simply examining the amino
acid sequences of these motifs whether one or both harbor the protein’s enzymatic
activity. A number of studies have shown that the two domains provide complemen-
tary activities. Studies with chimeric and mutant proteins showed that the carboxy-
terminal zinc-binding domain harbors the protein’s enzymatic activity (Haché et al.,
2005; Navarro et al., 2005; Newman et al., 2005; Iwatani et al., 2006; Chen et al.,
2007, 2008). In contrast, mutations to the conserved residues in the amino-terminal
‘pseudo-active’ site demonstrated that it is essential for nucleic acid binding and
efficient incorporation into the viral particle (Fig. 15.5). It is thought that this amino-
terminal domain allows APOBEC3G to gain access to the viral particle by binding a
viral ribonucleoprotein complex that includes the viral genome and the viral nucle-
ocapsid protein (e.g., Alce and Popik, 2004; Cen et al., 2004; Luo et al., 2004;
Schafer et al., 2004; Svarovskaia et al., 2004; Zennou et al., 2004; Khan et al.,
2005; Iwatani et al., 2006; Burnett and Spearman, 2007). Once so incorporated,
APOBEC3G travels along in the virus particle to another cell that will be infected.
There, APOBEC3G’s carboxy-terminal-mediated enzymatic activity is brought
to bear during reverse transcription. In this manner, both domains contribute to
antiviral activity.
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Fig. 15.5 Domain organization of the APOBEC3 proteins. (a) A schematic of the carboxy-
terminal half of APOBEC3G, representing a typical APOBEC3 domain. Dashed lines delineate
the exon/exon boundaries. The NMR structure-based secondary structure elements are depicted
as black (alpha helix) and gray (beta sheet) boxes (Chen et al., 2008). The characteristic zinc-
binding motif is shown. (b) The ‘double-domain’ structure of human APOBEC3G, consisting of
two APOBEC3 domains as depicted in (a).

A Deamination-Independent Mechanism?

A number of reports have suggested that APOBEC3G may also harbor an antivi-
ral activity that does not depend on the protein’s enzymatic activity (Shindo et al.,
2003; Dutko et al., 2005; Navarro et al., 2005; Newman et al., 2005; Iwatani et al.,
2006). One series of studies tested the HIV-1 restriction activity of deaminase-
defective APOBEC3G mutants. These mutants exhibited nearly wild-type antiviral
activity in single-cycle infectivity assays (Shindo et al., 2003; Navarro et al., 2005;
Newman et al., 2005; Iwatani et al., 2006). APOBEC3G derivatives with analo-
gous substitutions in the amino-terminal, pseudo-catalytic zinc-coordinating motif
also appeared capable of HIV-1 restriction. In contrast, the restriction activity of
APOBEC3G was fully compromised when both the amino- and carboxy-terminal
domains were mutated (Shindo et al., 2003; Newman et al., 2005; Iwatani et al.,
2006). These studies concluded therefore that APOBE3G could exert an antiviral
effect via carboxy-terminal-mediated deamination or by an unspecified activity pro-
vided by the amino-terminal zinc-binding motif.

These studies have spawned a debate about whether APOBEC3G’s cytosine
deaminase activity is strictly required for HIV restriction. Several lines of evidence
suggest that it is indeed required. One line is based on the fact that many of the
studies purporting to show that APOBEC3G’s enzymatic activity is dispensable
for restriction were carried out under high expression conditions. In contrast to
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these, several recent studies have included careful titrations of protein expression
levels (Holmes et al., 2007a; Mbisa et al., 2007; Miyagi et al., 2007; Schumacher
et al., 2008). Under high expression conditions, wild-type and mutant constructs
exhibited similar anti-HIV-1 activity. In contrast, under low expression conditions,
only wild-type APOBEC3G exerted significant antiviral activity. A high expres-
sion level is potentially non-physiological, and under such conditions a nucleic
acid-binding protein like APOBEC3G could derail HIV-1 infectivity even when cat-
alytically inert. Corroborating the results of these titration experiments is an exper-
iment involving the stable expression of near-physiological levels of wild-type and
mutant APOBEC3G in CEM-SS T-cell clones (Miyagi et al., 2007; Haché et al.,
2008; Schumacher et al., 2008). In this experiment, growth of a Vif-defective virus
was inhibited completely by APOBEC3G (as observed originally by Malim and co-
workers; Sheehy et al., 2002), but the same virus preparation replicated normally in
cells expressing the deaminase-deficient protein (Miyagi et al., 2007; Schumacher
et al., 2008). Together, these series of experiments bolster the argument that the
catalytic activity of APOBEC3G is indeed required for HIV-1 restriction.

It should be noted that it is not necessarily possible to generalize data related
to APOBEC3G’s ability to restrict HIV-1 to other viruses (and vice versa).
APOBEC3G has shown clear deaminase-independent activity against hepatitis B
virus (HBV), against porcine endogenous retrovirus (PERV), and against the retro-
transposon Alu (Seppen, 2004; Turelli et al., 2004; Rosler et al., 2005; Suspene
et al., 2005; Hulme et al., 2007; Jonsson et al., 2007; Nguyen et al., 2007). Sim-
ilarly, data from other APOBEC3 proteins cannot be generalized to APOBEC3G
(and vice versa); other human APOBEC3 proteins have exhibited DNA deaminase-
independent activity. The next decade of research will undoubtedly demonstrate
which APOBEC3 proteins target which retroelements (exogenous viruses and/or
endogenous retrotransposons) physiologically. Furthermore, it may be revealed that
different APOBEC3 proteins employ different mechanisms to inhibit these vari-
ous retroelements. All mechanisms, however, must account for the fact that the
zinc-coordinating DNA cytosine deaminase domain is the major defining and evolu-
tionarily conserved activity of this protein family (a point highlighted by structural
comparisons; e.g., Chen et al., 2008).

How Vif Counteracts APOBEC3G

Before APOBEC3G was identified, several groups had demonstrated the necessity
of Vif for growth in non-permissive cell lines including primary human T cells
and macrophages (e.g., Fisher et al., 1987; Strebel et al., 1987; Gabuzda et al.,
1992; von Schwedler et al., 1993; Simon and Malim, 1996). It was also clear from
trans-expression experiments that Vif was required in virus-producing cells and
not in target cells. Additional advances were hampered by the fact that Vif is a
highly basic, 23 kDa protein that has repeatedly resisted biochemical and structural
studies. Despite these technical hurdles, several groups were able to use genetic
approaches to independently converge on a common explanation: that Vif functions
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by triggering the proteasome-dependent destruction of human APOBEC3G (Fig.
15.1) (Conticello et al., 2003; Marin et al., 2003; Sheehy et al., 2003; Yu et al., 2003;
Liu et al., 2004; Mehle et al., 2004). Moreover, the responsible molecules were
quickly identified by the Yu group, who used an epitope-tagged HIV-1 Vif protein
to affinity purify an E3 ubiquitin ligase complex consisting of CUL5, ELONGIN
B, ELONGINC and RBX1 (Yu et al., 2003). Cells depleted for these proteins or
expressing dominant-negative variants preserved APOBEC3G and resisted HIV-1
(Vif+) infection (Yu et al., 2003; Mehle et al., 2004).

The importance of the Vif-mediated APOBEC3G degradation is highlighted
by the fact that it is conserved. For instance, the Vif from a virus that infects
African green monkeys (SIVagm) degrades that species’ APOBEC3G (Bogerd
et al., 2004). Although this mechanism of APOBEC3G neutralization is conserved,
the APOBEC3G–Vif interaction is remarkably species specific (Mariani et al.,
2003). For instance, Vif derived from viruses that infect monkeys (SIV infecting rhe-
sus macaques or African green monkeys) is unable to degrade human APOBEC3G,
which is therefore able to inhibit the growth of these viruses (Bogerd et al., 2004;
Mangeat et al., 2004; Schrofelbauer et al., 2004). Correspondingly, Vif from HIV-
1 does not degrade rhesus macaque or African green monkey APOBEC3G, which
inhibit the human virus. This species specificity can be mapped to a single amino
acid. Mutating residue 128 from aspartic acid to lysine (D128K) enables human
APOBEC3G to resist degradation by HIV-1 Vif, and sensitizes it to degradation by
SIVmac or SIVagm Vif (Bogerd et al., 2004; Mangeat et al., 2004; Schrofelbauer
et al., 2004; Xu et al., 2004). This specificity suggests that each retroviral vif gene
has evolved to optimally counteract its host species’ APOBEC3 proteins.

It should be noted that Vif might employ more than one mechanism to neutral-
ize APOBEC3G (Stopak et al., 2003; Kao et al., 2004; Santa-Marta et al., 2005).
One study indicated that Vif could directly inhibit the DNA deaminase activity of
APOBEC3G (Santa-Marta et al., 2005). A second study suggested that Vif could
impair APOBEC3G translation (Stopak et al., 2003). A third identified a Vif variant
that restored infectivity of HIV-1 but did not cause obvious APOBEC3G degrada-
tion (Kao et al., 2007). In any event, despite the obvious appeal of a direct inhibition
mechanism (in addition to proteosome-dependent degradation), a consensus opinion
has yet to emerge and more research is clearly needed in this area.

Broad Functionality of the Mammalian APOBEC3 Protein Family

As alluded to above, APOBEC3G is one member of a larger family of related pro-
teins, a fact that can be appreciated through a phylogenetic overview (Fig. 15.6).
Humans encode a total of 11 family members: seven APOBEC3 proteins,
APOBEC3A, -3B, -3C, -3DE, -3F, -3G, and -3H, from a single locus on chro-
mosome 22p13, APOBEC4 from 1q25.3, APOBEC2 from 6p21, APOBEC1 from
12p13.1, and AID from 12p13. APOBEC2 and AID are evolutionarily the oldest,
as they are the only ones found in all vertebrates. The physiological function of
APOBEC2 remains a mystery, but AID has a pivotal role in B lymphocytes as the
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Fig. 15.6 Phylogeny and localization of the APOBEC3s. (a) A phylogenetic tree showing the
APOBEC3 repertoire of several mammalian species. Z1a, Z1b, and Z2 designate three classes of
evolutionarily related zinc-binding APOBEC3 domains, as described in Conticello et al. (2005).
The cat APOBEC3 locus is described in Munk et al. (2008); the artiodactyl locus in LaRue and
Harris (2008). Note that the lineage leading to primates has undergone a dramatic expansion in
the number of APOBEC3 genes. Note also that some APOBEC3s, such as APOBEC3G, are
double-domain proteins, whereas others consist of a single domain (e.g., APOBEC3A). (b) The
sub-cellular localization of the human APOBEC3 proteins. These images are of live HeLa cells
expressing GFP-tagged proteins. The scale bar indicates 10 μm.

DNA cytosine deaminase that triggers several distinct antibody gene diversifica-
tion reactions (Mikl et al., 2005; Longerich et al., 2006; Di Noia and Neuberger,
2007). APOBEC4 is specific to higher vertebrates and its function is also unknown
(Rogozin et al., 2005). In contrast, APOBEC1 and the APOBEC3 proteins are found
only in mammals (Fujino et al., 1998; Jarmuz et al., 2002; Wedekind et al., 2003;
Harris and Liddament, 2004; Conticello et al., 2005, 2007).

The similarity of APOBEC1 and APOBEC3 proteins to AID (in both sequence
and enzymatic activity) has led to models in which duplications of an ancestral
AID gene gave rise to the precursors of the present day APOBEC1 and APOBEC3
genes. Several subsequent duplication events must have occurred to generate the
present day primate APOBEC3 locus (Fig. 15.6). Although the broader family
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of polynucleotide cytosine deaminases appears to have expanded gradually dur-
ing vertebrate evolution, the APOBEC3s have experienced a much more dramatic
and recent expansion in mammals. At the heart of this expansion is the conserved,
zinc-coordinating motif (Fig. 15.5). This motif is encoded by a single exon and it
consists of at least four key residues, one histidine, one glutamate, and two cys-
teines, H–X1–E–X23–28–C–X2–4–C (X indicates a non-conserved residue) (Jarmuz
et al., 2002; Wedekind et al., 2003; Harris and Liddament, 2004; Conticello et al.,
2005, 2007). The histidine and the cysteines directly coordinate zinc. The glutamate
participates indirectly by binding a water molecule, which in turn binds zinc and
serves as the nucleophile for cytosine deamination. Some APOBEC3 proteins have
two conserved zinc-coordinating (Z) motifs, whereas other family members have
only one.

A recent burst of near-complete mammalian genome sequences has revealed that
primates encode the greatest number of APOBEC3 zinc-coordinating motifs (11 of
these so-called Z-motifs encoded by seven genes) and the rodents have the small-
est (two Z-motifs encoded by one gene) (Fig. 15.6). These zinc(Z)-coordinating
motifs segregate phylogenetically into three sub-groups, Z1a, Z1b, and Z2 (Conti-
cello et al., 2005). The Z1s and the Z2 differ at many positions, including an obvious
serine or threonine that precedes the conserved cysteines, SWSPCX2–4C (Z1s) or
TWSPCX2–4C (Z2). The Z1a and Z1b motifs also differ at more than 20 positions,
but a key identifier (WF in Z1a domains and X(V/I) in Z1b proteins) can be found
in six residues carboxy-terminal to the conserved HXE motif. Interestingly, mam-
mals that branch phylogenetically between rodents and humans have intermediate
APOBEC3 gene numbers (Jonsson et al., 2006; Munk et al., 2008 and Fig. 15.6).
For instance, artiodactyls such as sheep and cattle have one A3A-like gene and one
A3F-like gene (three Z-motifs in two genes) (Jonsson et al., 2006; LaRue and Harris,
2008). And felines have three A3C-like genes and one A3H-like gene (Munk et al.,
2008). These expansions are entirely attributable to the Z1-motif, as the Z2-motif is
single-copy in all mammals. Species within a larger order/family or members of a
particular species may have fewer Z-motifs. For instance, at least one deletion must
have occurred to cause domesticated pigs (another artiodactyl) to have only two Z-
motifs (one APOBEC3 gene due to an APOBEC3A-3F deletion) and some humans
to have nine Z-motifs (six APOBEC3 genes due to an APOBEC3A-3B deletion)
(Kidd et al., 2007). The functional significance of these deletions is not yet clear,
but it is certainly worth investigating.

In addition to the dramatic Z-motif expansions, the primate APOBEC3 genes
contain signatures of strong positive selection (Sawyer et al., 2004; Zhang and
Webb, 2004). These two features combine to indicate that this locus is under a pow-
erful and ongoing selective pressure, which appears to intensify in specific mam-
malian lineages (e.g., primates). Although the precise selective pressures have not
been (and may never be) identified, accumulating evidence suggests that retroviruses
and endogenous retrotransposons may provide the major driving forces. This is sup-
ported by many reports of APOBEC3 proteins inhibiting endogenous retroelements,
observations that endogenized mice retroelements bear scars of APOBEC3-like
deamination events, and the fact that the overall number of active retroelements
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appears to be considerably less in humans than mice (Lander et al., 2001; Esnault
et al., 2005; Schumacher et al., 2005; Bogerd et al., 2006a, b; Chiu et al., 2006;
Esnault et al., 2006; Stenglein and Harris, 2006; Hulme et al., 2007; Jern et al.,
2007; Jonsson et al., 2007; Kinomoto et al., 2007; Schumacher et al., 2008). In other
words, there is a compelling inverse correlation between the number of APOBEC3
genes and retroelement mobility.

APOBEC3 Frontiers

The number of APOBEC3G PubMed occurrences has risen from 4 in 2002 to
327 currently, and this rate shows no signs of diminishing. Several frontiers are
wide open. First, which APOBEC3 proteins are physiologically relevant to the
restriction of HIV-1 and other medically relevant viruses? The answer to this
important question could come from a variety of sources, including analyses of
variations in human APOBEC3 genes, simian experiments, and cell-based experi-
ments. Currently, APOBEC3G and APOBEC3F are the leading candidates because
their mutational signatures (determined by the nucleotide preceding the deaminated
cytosine) are observed in patient-derived HIV-1 sequences (e.g., Liddament et al.,
2004). Moreover, these proteins appear co-expressed and are the only two human
APOBEC3 proteins that HIV-1 Vif can inhibit significantly (aforementioned refer-
ences for APOBEC3G and Bishop et al., 2004; Liddament et al., 2004; Wiegand
et al., 2004; Zheng et al., 2004; Simon et al., 2005; Holmes et al., 2007a).

Second, a structural understanding of the APOBEC3G–Vif interaction would be
of great benefit. Advances in this area have been hindered by the fact that both
APOBEC3G and Vif are poorly soluble. Indeed, Vif is the only HIV-1 protein for
which there is no high-resolution structural information. However, a recent solution
structure of the APOBEC3G catalytic domain has indicated that single-strand DNA
is recognized by a positively charged, arginine-rich brim, which facilitates deami-
nation by flipping out the target cytosine base such that it can be accommodated by
an active site pocket (Chen et al., 2008). Moreover, this structure has facilitated a
model of the full-length APOBEC3G protein, which offers several testable predic-
tions that relate to the Vif-interacting region (defined by D128, Fig. 15.5). Overall,
this first structure will provide the foundation for many experiments and will help
answer important questions, for example, what is the mechanism of Vif binding?
What determines nucleic acid substrate specificity? And, what is the stoichiometry
of the APOBEC3G–Vif interaction?

Third, not much is known about APOBEC3 gene regulation. APOBEC3G and
-3F appear broadly and constitutively expressed, but other APOBEC3 genes like
APOBEC3B and -3DE appear to be less abundant and tissue restricted (Harris
and Liddament, 2004, Liddament et al., 2004; Wiegand et al., 2004). Moreover,
several of the APOBEC3 genes appear to be interferon inducible, suggesting that
APOBEC3 proteins may play a role in the innate immune response (Rose et al.,
2004b; Taylor et al., 2004; Bonvin et al., 2006; Chen et al., 2006; Peng et al., 2006;
Sarkis et al., 2006; Tanaka et al., 2006; Komohara et al., 2007; Stopak et al., 2007;
Ying et al., 2007). It is therefore highly likely that several of these genes will be
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induced by virus infection, which can be a very potent inducer of the interferon
response.

Finally, moving back to the APOBEC3 proteins themselves. Common sense
alone would dictate that such potent DNA mutating enzymes would be subject
to tight post-translational control within the cell. Failure to do so could be catas-
trophic and/or contribute to carcinogenesis. APOBEC3G, for instance, appears pre-
dominantly cytoplasmic, safely away from the genomic DNA (Fig. 15.6) (Mangeat
et al., 2003; Rose et al., 2004a; Wichroski et al., 2005; Jonsson et al., 2006; Kozak
et al., 2006; Stenglein and Harris, 2006; Wichroski et al., 2006). Although sev-
eral groups have identified a plethora of candidate APOBEC3G-interacting proteins
(and RNAs) that may be important for post-translational regulation and retroelement
restriction, the best evidence to date was provided by Greene’s laboratory. Chiu
et al. reported that APOBEC3G resides in enzymatically inactive, high-molecular-
mass (HMM) ribonucleoprotein complexes in activated CD4+ T cells and in enzy-
matically active, low-molecular-mass (LMM) ribonucleoprotein complex in resting
CD4+ T cells (Chiu et al., 2005, 2006; Kozak et al., 2006; Gallois-Montbrun et al.,
2007). This finding demonstrates that the state of the cell can directly impact the
nature of the APOBEC3G-associated factors, and that this in turn can determine
the permissiveness of the cell for virus infection. Moreover, taken together with
the fact that human APOBEC3 proteins can occupy nearly every sub-cellular com-
partment, it is likely that these proteins are subject to multiple layers of regulation
(Fig. 15.6).

Other Retrovirus Restriction Factors

Although APOBEC3G and TRIM5alpha are the most studied and best understood
restriction systems, several others have been described, and the existence of undis-
covered factors has been inferred. The Goff lab described the zinc finger antiviral
protein (ZAP) (Gao et al., 2002). ZAP is a rat protein that limits retroviral replica-
tion by targeting cytoplasmic viral RNA for degradation (Guo et al., 2004, 2007).
Another restriction factor that blocks infection by HIV-2, termed Lv2, has been
described (Schmitz et al., 2004). Lv2 remains an inferred activity and an Lv2 gene
has yet to be cloned. Additionally, as described above, CypA seems to protect the
HIV-1 capsid from a restriction factor whose molecular identity remains undeter-
mined. Thus, the mammalian repertoire of restriction factors continues to expand.

Despite the increasing number of cellular restriction factors, the central impor-
tance of TRIM5alpha and APOBEC3G is highlighted by two recent reports. These
demonstrated that simian barriers to HIV-1 infection could be overcome by replac-
ing the capsid and vif-coding regions of HIV-1 with the corresponding SIV genes
(Hatziioannou et al., 2006; Kamada et al., 2006). Recall that Vif and Capsid are
the primary viral determinants of susceptibility to APOBEC3G and TRIM5alpha
restriction, respectively. The resulting chimeric virus (over 90% HIV-1) was able
to replicate in normally non-permissive monkey cells. The prospect of using such
viruses as HIV-1/AIDS disease models is very good. Moreover, these studies
imply that the TRIM- and APOBEC3-mediated barriers are critical cellular barriers
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that function to limit the zoonotic transmission of lentiviruses and, perhaps, of
retroviruses in general. Such barriers must be overcome before a TRIM and/or
APOBEC3 susceptible virus can colonize a host and potentially cause disease.

Conclusions and Future Directions

In the past several decades it has become increasingly clear that the natural host
range of many retroviruses is extremely limited, and that this is due in large part to
retrovirus restriction factors. For a retrovirus to be able to infect a particular host, it
must circumvent that host’s restriction factors. Usually, this ability comes at a cost,
as it typically means that the virus will be susceptible to restriction by other species’
restriction factors. This conflict between virus and host defenses has left traces of
positive selection on the genes involved. In terms of human health, the ultimate goal
of studying restriction factors is to enable the development of novel antiviral thera-
pies. These therapies could take several forms, for instance, restriction factors could
be used in gene therapy. Alternatively, small molecule drugs could tip the balance
in favor of the restriction factor, for example, by inhibiting the APOBEC3G–Vif
interaction. As our understanding of restriction factors continues to increase, the
prospects of developing such therapies will improve proportionately.
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Haché, G., Liddament, M. T. and Harris, R. S. 2005. The retroviral hypermutation specificity of
APOBEC3F and APOBEC3G is governed by the C-terminal DNA cytosine deaminase domain.
J Biol Chem. 280(12): 10920–4.
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Chapter 16
T4 Phage Replisome

Scott W. Nelson, Zhihao Zhuang, Michelle M. Spiering,
and Stephen J. Benkovic

The bacteriophage T4 DNA replisome has been a useful model system for studying
cellular DNA replication. Several decades of studies revealed that despite the vari-
ation in number and nature of individual proteins in the T4 replisome as compared
to other model systems (Escherichia coli and yeast Saccharomyces cerevisiae), the
fundamental components that constitute a functional replication fork in bacterio-
phage T4 faithfully represent other more complex replication systems (Fig. 16.1;
Table 16.1). Therefore what has been learned from the T4 replisome can be extended
to the replisomes of other organisms, including higher eukaryotes. One advantage
of the T4 replisome as a model system is its manipulable complexity. The eight pro-
teins that constitute the T4 replisome are the DNA polymerase (gp43), the clamp
loader and clamp proteins (gp44/62 and gp45), the single-stranded DNA-binding
protein (gp32), the primase and the helicase (gp61 and gp41), and the helicase-
loading protein (gp59). These proteins form sub-complexes including DNA poly-
merase holoenzyme (gp43, gp45, and gp44/62), primosome (gp61, gp41, and gp59),
and single-stranded DNA-binding protein (gp32). In this chapter we will discuss
the properties of individual sub-complexes as well as the structural and functional
aspects of their components. We will address how these complexes are assem-
bled from individual proteins and how their functions are coordinated to ensure
the efficient duplication of the T4 phage genome.

DNA Polymerase Holoenzyme

In bacteriophage T4 the DNA replisome is responsible for the rapid and accu-
rate synthesis of genomic DNA. The core of the T4 replisome is the DNA poly-
merase (gp43, 898 a.a.), which catalyzes the incorporation of deoxynucleotides in
the 5′ to 3′ direction. Like many other replicative DNA polymerases T4 gp43 also
possesses a 3′ to 5′ exonuclease activity. The polymerase alone is not processive, i.e.,
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Fig. 16.1 Architecture of the bacteriophage T4 DNA replication complex. The T4 replication
complex is composed of eight proteins that interact to synthesize DNA. In the current model, a
helicase (gp41) and primase (gp61) form stacked hexameric rings that encircle the lagging DNA
strand. This primosome complex is assembled with the aid of a helicase assembly protein, gp59.
The helicase unwinds duplex DNA ahead of the polymerase while the primase synthesizes pen-
taribonucleotide primers for use by the lagging strand polymerase (gp43). Single-strand regions of
DNA created from helicase activity are bound by gp32, a single-stranded DNA binding protein.
Two trimeric gp45 proteins (which are loaded by the gp44/62 clamp loader complex) bind to the
leading and lagging strand polymerases and increase their processivity.

Table 16.1 Replication and recombination proteins from T4 phage, E. coli, and S. cerevisiae

T4 phage E. coli S. cerevisiae

Polymerase gp43 α, ε, θ Pol3, 31, 32, Pol2, Dpb(2–4)
Clamp gp45 β PCNA
Clamp loader gp44, 62 γ, τ, δ, δ′, χ, Ψ RFC(1–5)
Helicase gp41 DnaB Possibly Mcm(2–7)
Helicase loader gp59 DnaC Unknown
Primase gp61 DnaG pol1, 12, and Pri2, 1
ssDNA-binding protein gp32 SSB RPA, RPA70, 30, 14

it produces short DNA product strands during a single DNA-binding event (Mace
and Alberts 1984). Efficient replication of the 168 kb T4 genome necessitates the
formation of the DNA holoenzyme complex that has greatly increased stability on
DNA. The formation of polymerase holoenzyme requires accessory proteins gp45
(228 a.a.) and gp44/62 (319/187 a.a.). gp45 is a toroid-shaped processivity factor
with an inner diameter large enough to encircle duplex DNA. Once loaded onto
duplex DNA the clamp acts as a platform that tethers gp43 to DNA through a
topological linkage between the C-terminus of gp43 and one specific face of the
gp45 toroid (Latham et al. 1997a,b; Goodrich et al. 1997). The loading of gp45
onto duplex DNA requires the clamp loader gp44/62. In T4 the clamp loader is a
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complex of four gp44 and one gp62 subunits (Janzen et al. 1999). Besides the role of
clamp loading gp44/62 also functions as a molecular chaperon for recruiting gp43
to assemble the functional holoenzyme (Trakselis et al. 2003a).

gp43 DNA Polymerase

To date the high-resolution structure of the T4 gp43 has not been reported. Nonethe-
less the X-ray crystal structure of the RB69 polymerase gp43 that shares 61%
sequence identity to the T4 gp43 was solved by Steitz and coworkers. Such a high
degree of amino acid sequence identity strongly argues for the conservation of three-
dimensional structures between the two polymerases. Indeed a T4 gp43 structural
model was generated with high confidence through a threading program (Xi et al.
2005a) and we will use the RB69 gp43 structure for an account of the structure and
function of the T4 gp43.

Three RB69 gp43 structures were reported, including an apo form (Wang et al.
1997), a binary complex of gp43 and a primer–template DNA (Shamoo and Steitz
1999), and a ternary complex of gp43 with primer–template DNA and dTTP bound
(Franklin et al. 2001). The gp43 polymerase belongs to the Pol α family. The struc-
ture of gp43 can be divided into five domains within a polypeptide chain of 903
residues. The N-terminal half of gp43 (residues 1–380) can be separated from the
C-terminal half (residues 381–903) by truncation of the full-length protein (Lin et al.
1994). The N-terminal half of gp43 consists of an N-terminal domain and an exonu-
clease domain. The C-terminal half of gp43 adopts the common right-handed shape
observed for DNA polymerases with three domains named finger, palm, and thumb.
Overall the five domains form a disk with a noticeable hole in the center. The palm
domain is the most conserved domain compared to other polymerases from the Pol
I, Pol α, and reverse transcriptase families. The palm domain of gp43 is formed by
a β-sheet that is flanked by two α-helices on one side. The three conserved aspar-
tate residues (D411, D621, and D623) that are important for polymerase activity
are located on three β-strands of the palm domain. Two of the conserved residues
(D411 and D623) contribute to the binding of two metal ions. The phosphoryl trans-
fer reaction catalyzed by gp43 is most likely through an associative transition state
following the formation of a closed ternary complex of polymerase, DNA, and
incoming dNTP. The ternary X-ray structure suggests that residue K560 in the fin-
ger domain together with the two metal ions bound by the conserved acidic residues
in the palm domain help to stabilize the pentacovalent geometry and neutralize the
additional negative charge on the equatorial oxygens developing in the transition
state.

The finger domain of gp43 is formed by two long antiparallel helices (residues
471–572). In the apo-gp43 structure the finger domain adopts an open conforma-
tion protruding away from the backside of the disk formed by palm, thumb, and
exonuclease domains. In the ternary complex of gp43 bound with primer–template
DNA and dTTP, a drastic conformational change of the finger domain is evident
where the finger domain rotates toward the palm domain by 60◦. As a result the
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conserved basic residues in the finger domain move closer to the active site and inter-
act with the incoming dNTP. The conformation of the thumb domain also changes
upon the binding of primer–template by rotating closer to the palm domain. The
thumb domain thus wraps around the primer–template DNA and makes close con-
tact with the DNA minor groove.

A comparison of gp43 in the polymerizing mode (in the gp43–DNA–dTTP
ternary structure) to the editing mode (in the gp43–DNA binary structure) pro-
vides us with a view of polymerase structural changes accompanying the switching
between the two modes. The thumb domain plays an important role in the tran-
sition by holding DNA firmly with its tip. A rotation within the thumb domain
between the tip and the base is thought to guide the DNA transition on a confined
path between the polymerase active site and the exonuclease active site. With a
40◦ rotation of the double-stranded DNA, the primer terminus of the DNA travels
40 Å from the polymerase to the exonuclease active site. The structures reveal a
cleft between the thumb domain and the exonuclease domain. Upon switching to
the polymerizing mode, the two domains move toward each other and close the
cleft.

gp45 Clamp Protein

The important function of the clamp protein in DNA replication is evident by its
widespread presence in prokaryote (T4 phage and E. coli), eukaryote (human and
yeast), and archaeon as well. The T4 gp45 crystal structure reveals a homotrimer
with an inner diameter of ca. 35 Å and a thickness of ca. 25 Å (Moarefi et al. 2000).
Each monomer comprises two domains that adopt a similar fold. The neighboring
subunits are held together by four pairs of hydrogen bonds formed between two
β-strands donated by each subunit. Although the T4 clamp has an overall negative
charge, its inner surface shows positive electrostatic potentials. This unusual charge
distribution favors a mechanism in which duplex DNA threads through the ring and
interacts with the interior of the ring through electrostatic forces.

The high-resolution X-ray crystal structure of gp45 provided the initial view
of the bacteriophage sliding clamp. To probe the clamp structure in solution, both
chemical cross-linking and FRET approaches were utilized. Based on the T4 gp45
crystal structure, two unique cysteines (R86C and T167C) were introduced across
the subunit interfaces by site-directed mutagenesis allowing efficient cross-linking
of the neighboring subunits through disulfide bond formation. It was found that
only two of the three possible disulfide bonds were formed per gp45 trimer, sug-
gesting that one subunit interface remained open (Alley et al. 1999b). This notion
was further tested by introducing two unique cysteines in the interdomain loop to
form an intrasubunit cross-link. The flexibility of the interdomain loop is thought
to be required for clamp opening. The separation distance across the subunit inter-
face can be measured by introducing a FRET pair comprised of W91 and V162C-
CPM (7-diethylamino-3-(4′-maleimidyl phenyl)-4-methylcoumarin). The subunit
interface distance of 19 Å measured in the intrasubunit cross-linked clamp was



16 T4 Phage Replisome 341

close to 14 Å derived from the X-ray structure of gp45, suggesting that the cross-
linking of the intradomain loop facilitates the closing of the clamp. However in
the absence of cross-linking the same clamp mutant demonstrated a reduced energy
transfer efficiency between the FRET pair with a calculated donor–acceptor distance
of ca. 38 Å. Therefore in solution the T4 clamp exists in an open conformation. Fur-
ther hydrodynamic analyses of T4 gp45 corroborated this conclusion (Alley et al.
1996).

The steady-state FRET experiment may represent an average of two equilibrat-
ing states of gp45, i.e., a closed clamp and a clamp with one open interface, or
alternatively a single open state. To distinguish between these two possibilities the
time-resolved FRET was measured between W92 and V163C-CPM. The results
indicated that gp45 exists in only one state with one open and two closed subunit
interfaces (Millar et al. 2004).

Despite the low sequence identities the crystal structures of the three clamps from
bacteriophage T4 (gp45), E. coli (β-subunit), and S. cerevisiae (PCNA) all form
closed rings in X-ray crystal structures. However the solution structure of gp45 is
unique in that it exists as an opened ring. In comparison PCNA exists as a closed
ring in solution (Zhuang et al. 2006b), which is likely to be the case for the β-subunit
as well. These observations agree with the differences in the oligomer stability of the
three clamps with the T4 gp45 being the least stable dissociating into subunits with a
Kd of 250 nM compared to the dissociation of PCNA and β-subunit (Kd ∼21 nM and
<60 pM, respectively) (Yao et al. 1996). An X-ray crystal structure determination
of the β-subunit suggests the existence of a so-called “spring tension” in the closed
ring (Jeruzalmi et al. 2001). Thus an open T4 clamp in solution is attributed to looser
interactions between the trimer subunit interfaces that cannot maintain an intact ring
under “tension”.

An earlier study showed that a deletion of the C-terminal six amino acids of
gp43 abolished the interaction between gp43 and its cognate clamp gp45 (Berdis
et al. 1996). This observation suggests that gp43 interacts with gp45 through the
polymerase C-terminal tail. A structural view of this notion is provided by the
cocrystal structure of the RB69 gp45, which shares 78% sequence identity to the
T4 gp45, bound with a gp43 C-terminal peptide (Shamoo and Steitz 1999). The
binding site on gp45 is located midway between the two homologous sub-domains
of the individual clamp monomer. The binding interactions are mostly hydropho-
bic with residues L897, M900, and F901 in the peptide bound to a hydropho-
bic pocket on gp45. A holoenzyme model (Fig. 16.2) that contains polymerase
and clamp was built by docking the C-terminal tail of the RB69 gp43 into the
known binding pocket on clamp with the guidance of a duplex DNA, which binds
to the polymerase active site and at the same time threads through the interior
ring of gp45. The gp43 C-terminal peptide was found to adopt different confor-
mations in different crystals. Such flexibility in the link between gp43 and gp45
may be beneficial for processive DNA synthesis by the polymerase holoenzyme
since the movement of the bound DNA between the polymerase and exonuclease
sites would be well tolerated (comparing the polymerizing to the editing modes
in Fig. 16.2).
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Fig. 16.2 gp43 holoenzyme model depicting the switching between polymerizing (A) and edit-
ing (B) modes. The polymerase is shown as a molecular surface model. The individual domains
are labeled. The primer–template DNA in the crystal structure is shown in stick form. The mod-
eled B-form extension of this DNA is shown as a backbone worm. The docked clamp is shown as
a black outline to compare its position in polymerizing and editing modes. Figure adapted from
(Franklin et al. 2001).

gp44/62 Clamp Loader

Loading of the clamp requires its cognate clamp loader. The T4 clamp loader is
a binary complex of four gp44 subunits and one gp62 subunit. The 36 kDa gp44
subunit contains the Walker A motif and the SRC motif that are responsible for ATP
binding and hydrolysis. In contrast the 21 kDa gp62 subunit contains neither motif.
At present the subunit arrangement of gp44/62 complex is not clear. Nonetheless
a circular structure was proposed based on analogy drawn between gp44/62 and
the E. coli γ complex. The four gp44 subunits are thought to be equivalent to γ
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and δ′ subunits in the γ complex, with the gp62 subunit equivalent to the δ subunit.
Mutagenesis analysis of the E. coli γ complex showed that ATP hydrolysis by the
clamp loader involves the SRC motif of the neighboring subunit. Since the SRC
motif is absent in the gp62 subunit, one can infer that only three of the four ATP
sites of gp44/62 are competent in catalyzing ATP hydrolysis if gp44/62 adopts a
similar ring structure as the γ complex. Alternatively the four gp44 subunits could
form a symmetric tetramer with gp62 subunit attached at an unknown site in the
complex. This molecular architecture, albeit different from what is observed in the
γ complex, would allow four competent ATPase sites.

The Holoenzyme Assembly Pathways

The assembly of the T4 polymerase holoenzyme requires the coordinated actions of
all three holoenzyme components (gp43, gp44/62, and gp45). The order of events
leading to holoenzyme formation has been investigated extensively using a combi-
nation of rapid chemical quench and stopped-flow fluorescence approaches (Alley
et al. 2000; Trakselis et al. 2003a, 2001). Early efforts have focused on an assem-
bly pathway starting with the formation of a gp44/62–gp45 binary complex in the
presence of ATP. Subsequent binding of this complex to the primer–template DNA
triggers the loading of gp45 onto DNA. In the last step of holoenzyme formation
a physical linkage between gp43 and gp45 is established with the departure of
gp44/62 from the assembled complex. Therefore gp44/62 acts as a molecular chap-
eron in this assembly process.

To relate ATP hydrolysis to various steps in clamp loading and subsequent
holoenzyme formation, a rapid-quench technique was used to probe the fast ATP
hydrolysis and to determine the stoichiometry of ATP consumption at various steps.
It was found that two equivalents of ATP are hydrolyzed upon interaction with
gp45 to form the gp44/62–gp45 complex. In the next step of clamp loading two
more equivalents of ATP are hydrolyzed once the gp44/62–gp45 complex inter-
acts with primer–template DNA. It should be noted that another rapid-quench
experiment found one equivalent of ATP was hydrolyzed upon mixing DNA with
gp44/62 and gp45 (Pietroni et al. 2001), although it was later found that the
reduced ATP equivalents arise from a defect in the quenching protocol (Trakselis
et al. 2003a).

Another important feature of the clamp-loading pathway is the conformational
changes of gp45 catalyzed by gp44/62. To directly probe the dynamic opening and
closing of gp45, the FRET signal derived from a pair of fluorophores (W92 as the
donor and CPM attached to V163C as the acceptor) introduced across the clamp
interface was followed using stopped-flow fluorescence (Alley et al. 2000). Upon
binding to gp44/62 one gp45 subunit interface is opened further from 40 Å to greater
than 45 Å as measured between W92 and V163C-CPM (note that the distance mea-
sured for W92–V163C-CPM FRET pair is larger than the distance between the
closest amino acids across the open subunit) with accompanying ATP hydrolysis.
Substituting ATP with ATPγS resulted in no further increase in the gp45 subunit
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interface distance indicating ATP hydrolysis is required. Following the introduction
of DNA to the gp44/62–gp45 binary complex, the clamp subunit interface is closed
around DNA to a W92 to V163C-CPM distance of 35 Å. The DNA polymerase
holoenzyme can then be formed after the addition of gp43. It has been shown that
both gp44/62 and gp43 interact with the same face of the gp45 toroid (Latham et al.
1997b) and that gp44/62 departs from a gp44/62·gp43·gp45·DNA complex to form
the holoenzyme (Trakselis et al. 2003a).

The opening of gp45 could be either in-plane or out-of-plane. To obtain precise
information on clamp conformational changes in the various steps of clamp load-
ing and holoenzyme formation, a total of three FRET pairs were introduced across
the clamp interface to triangulate the distance changes across the subunit interfaces
(Trakselis et al. 2001). Residue W92 was chosen as the fixed FRET donor, while
site-specific mutations were introduced at V163C, S158C, and T168C individually
to conjugate CPM as the acceptor. The stopped-flow FRET measurements revealed
10 steps in the clamp-loading process (Fig. 16.3). The distance information obtained
for the individual steps was then used to derive the directionality of the gp45 open-
ing and closing. Combined with computer modeling, the open gp45 trimer structure
was constructed by adjusting the torsion angles within the interdomain loop. In state
gp45D, the clamp exists in an in-plane open conformation. Binding of DNA to the
gp45D–gp44/62 complex resulted in an initial in-plane closing of gp45 through step
G followed by an out-of-plane reorientation to a spiral configuration (gp45H). Intro-
duction of gp43 resulted in a final in-plane closing of gp45 to an interface distance
smaller than the initial distance observed for gp45 alone in solution. At this final
state the interface distance remains 11 Å, consistent with accommodation of the C-
terminus of gp43 within the gp45 subunit interface (Alley et al. 1999a). One can
speculate that the insertion of the C-terminal peptide of gp43 to the gp45 interface
can effectively relieve the “tension” incurred with a fully closed gp45 clamp.

The observation of an opened gp45 clamp in solution raised an interesting ques-
tion regarding the role of gp44/62 in clamp loading and the need for ATP hydrolysis.
Since gp45 is open with an interface separation large enough to allow the passage
of double-strand DNA (B-form DNA has a diameter of ca. 20 Å), a question exists
as to why gp44/62 is needed to further open the clamp with the consumption of two
ATPs in the rapid initial steps of clamp loading. Inquiry into this question led to the
discovery of an alternative pathway of gp45 loading catalyzed by gp44/62, where
the clamp loader was found to bind specifically to the primer–template DNA and
mark the locus of clamp loading (Zhuang et al. 2006a). This gp44/62–DNA inter-
action requires the hydrolysis of one equivalent of ATP to form the binary com-
plex. Following the formation of the gp44/62–DNA complex, an open gp45 clamp
is recruited to the 3′ end of the DNA primer for loading. However closing of gp45
onto DNA does not require rapid ATP hydrolysis suggesting that the electrostatic
interactions between the positively charged inner rim of gp45 and the negatively
charged DNA backbone likely drives the closing of gp45.

It is unique that the T4 clamp loading may occur through more than one path-
way. Previous studies demonstrated that in E. coli and yeast the clamp could only
be loaded following one pathway, i.e., the clamp loader interacts with clamp to
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Fig. 16.3 A 10-step model depicting the holoenzyme assembly process. The different states of
gp45 are designated by the superscript A through K. The equivalents of ATP bound to gp44/62 are
indicated in parenthesis. See text for details.

form a binary complex, which interacts with DNA to effect the clamp loading.
The difference can be understood in light of the unique solution structure of the
T4 clamp and inferred from the structure of the clamp loader–clamp complex as
represented by the yeast RFC–PCNA complex (Bowman et al. 2004). Five ATPase
subunits of the RFC complex adopt a spiral configuration and form an inner chamber
that presumably accommodates the duplex DNA. Three of the five ATPase subunits
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make contact with the PCNA ring. It is evident from this structure that the initial
formation of the RFC–DNA binary complex will make it topologically impossible
to establish a productive interaction with PCNA, thus hindering the clamp opening.
However, this may not present a problem for T4 since an opened gp45 in solution
can readily encircle duplex DNA and establish interactions with the gp44/62 ATPase
domains simultaneously. Therefore the open clamp conformation of T4 lends flexi-
bility to the order of clamp loading and holoenzyme formation.

A single-molecule approach was applied to investigate in greater detail the T4
holoenzyme assembly process (Smiley et al. 2006). Individual holoenzyme compo-
nents, gp43 and gp45, were labeled with fluorescent dyes Alexa Fluor 488 and 555,
which are amenable for single-molecule fluorescence detection because of their high
fluorescent intensity and photochemical stability. A forked DNA substrate for clamp
loading was immobilized on a glass slide surface through a biotin–streptavidin
interaction. The fluorescence signal from single molecules was detected with total
internal reflection optics and three microscope filter sets were selected for the
observation of emission from donor Alexa Fluor 488, acceptor Alexa Fluor 555
(excited at 488 and 514 nm, respectively) and emission due to FRET between the
two fluorophores (excited at 488 nm). The observation of a FRET signal between
labeled gp43 and gp45 suggested the close juxtaposition of holoenzyme compo-
nents, accompanying the formation of the polymerase holoenzyme. The activity of
the assembled holoenzyme was ensured by demonstrating strand displacement syn-
thesis by the complex upon the addition of required deoxynucleotides. The results
from these single-molecule experiments provided further support for the previously
demonstrated assembly pathways and led to the discovery of additional assem-
bly pathways including (1) gp45 binding to DNA followed by gp44/62 and then
gp43 and (2) gp43 binding to DNA followed by gp44/62–gp45 complex. In all
cases MgATP was required for holoenzyme assembly. The existence of the mul-
tiple holoenzyme assembly pathways revealed by in vitro experiments underscores
the remarkable flexibility of the T4 holoenzyme complex, which is likely required
to cope with the diverse DNA structures (D-loop, R-loop, and lagging strand DNA
primed with short RNA pentamer) encountered in T4 DNA replication.

Polymerase Exchange

One salient property of the T4 DNA polymerase holoenzyme is its high processiv-
ity during DNA replication with a dissociation half-life of ca. 9 min (Yang et al.
2004). However, counterintuitively, it was demonstrated that during normal DNA
replication an active exchange process takes place frequently between the gp43 in
solution and the gp43 within the polymerase holoenzyme (Yang et al. 2004). Given
an estimated in vivo gp43 concentration of ca. 600 nM the polymerase exchange on
any given replisome would occur on average once every 10 s, or approximately 90
events per replication fork during the 15 min time span for copying the T4 genome.

A model for the T4 polymerase exchange process was proposed based on molec-
ular modeling using the available X-ray crystal structures of gp45 and RB69 gp43
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Fig. 16.4 Solution structure models of polymerase exchange. The clamp protein gp45 is shown
as a toroid encircling DNA. The initial and incoming polymerases gp43 are both depicted as molec-
ular surface models.

(Fig. 16.4). In this model, gp45 acts as a platform for the exchange process. The
incoming polymerase likely binds to a second polymerase-binding site on gp45
to avoid a steric clash with the resident gp43. Given the frequency of stalling of
the DNA replisome, the polymerase exchange process uncovered for the T4 poly-
merase holoenzyme may serve to overcome the replication barriers. Given that the
clamp-polymerase structure and interaction appears to be widely conserved across
all three branches of life, the polymerase exchange property observed for T4 may
be applicable to other replication systems.

gp32 ssDNA-Binding Protein

The T4 phage ssDNA-binding protein (gp32, 301 a.a.) is considered to be a proto-
type for ssDNA-binding proteins. gp32 is absolutely required for DNA replication
in vivo (Curtis and Alberts 1976) and reconstitution of coupled leading and lagging
strand DNA synthesis in vitro (Huberman et al. 1971; Yang et al. 2003). Addi-
tionally, gp32 is required for homologous recombination, DNA repair, transcrip-
tion, and DNA packaging (Miller et al. 2003). The binding of gp32 to ssDNA is
very tight (Kd = 0.1 μM on long ssDNA strands), highly cooperative, and sequence
non-specific (Kelly et al. 1976). The binding site size has been determined to be
7–9 bases of ssDNA and the cooperativity parameter (ω) is greater than 1000
(Kowalczykowski et al. 1980). gp32 contains three distinct domains, which were ini-
tially isolated and characterized using limited proteolysis. The N-terminal domain
(referred to as domain B for “basic”) is involved in cooperative ssDNA binding,
such that removal of residues 1–21 completely eliminates binding cooperativity
(Giedroc et al. 1990). The major function of the highly acidic C-terminal domain
(residues 254–301, referred to as domain A for “acidic”) is to interact with other
T4 proteins. Affinity chromatography using gp32-agarose has detected interactions
between gp32 and itself, gp43, gp45, and gp59 (Formosa et al. 1983; Morrical et al.
1996). gp32 also has been shown to co-purify with gp61 (Burke et al. 1985). The
structure of the gp32 core domain (residues 22–253) in complex with a six-base
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ssDNA oligonucleotide has been solved using X-ray crystallography (Shamoo et al.
1995). The core domain contains the ssDNA-binding site and is made up of three
smaller sub-domains. The sub-domains are (1) a zinc-finger motif that is thought
to be important for protein stability; (2) a five-stranded β-sheet containing several
aromatic side chains involved in DNA base recognition; and (3) a connecting region
bridging sub-domains 1 and 2. The affinity of the core domain for short ssDNA
oligos (which can only accommodate a single gp32 monomer) is essentially identi-
cal to that of the full-length protein. However, due to the loss of cooperative inter-
actions, the affinity of the core domain for long ssDNA strands is greatly reduced
compared to the full-length protein (Giedroc et al. 1990).

gp59 Helicase-Loading Protein

gp59 helicase-loading protein (gp59, 217 a.a) is a basic protein that plays a central
role in the assembly and possibly the function of the T4 phage replisome. In vivo,
gp59 is necessary for recombination-dependent initiation of replication and gp59
mutants display the classic DNA arrest phenotype that is indicative of that defect
(Wu and Yeh 1975; Dudas and Kreuzer 2005). gp59 was first isolated and described
as a helicase assembly protein by the Alberts laboratory (Barry and Alberts 1994),
making it the final member to the eight protein set that makes up the T4 replisome
(Barry and Alberts 1994).

Equilibrium fluorescence and gel mobility shift experiments have demonstrated
that gp59 binds to a variety of ss and dsDNA substrates in a sequence-independent
fashion (Lefebvre and Morrical 1997; Mueser et al. 2000; Jones et al. 2000).
However, gp59 shows a distinct preference for forked DNA structures over sub-
strates that contain only ssDNA or dsDNA (Jones et al. 2000). These preferred
structures are D-loops, R-loops, three- and four-stranded Holliday junctions, and
model replication forks (Nelson et al. 2006; Nossal et al. 2001). When binding to
a model replication fork, gp59 requires at least six bases of ssDNA before the ss/ds
junction (Jones et al. 2000). This is consistent with the number of single-strand DNA
bases bound by the gp59 monomer as determined by fluorescence enhancement of
etheno-modified ssDNA (Lefebvre and Morrical 1997).

The oligomeric state of the functional form of gp59 is unclear. Kinetic evidence
indicates that a 1:1 ratio of gp59 to gp41 subunits (which is hexameric) provides
the maximal enhancement of gp41 loading (Raney et al. 1996). Additionally, cross-
linking studies have shown that gp59 can induce the oligomerization of gp41 and
that gp59 forms up to pentamers in the presence of DNA or gp32 (Ishmael et al.
2002, 2001). Together, these data suggest that gp59 may be hexameric at the replica-
tion fork. On the other hand, sedimentation velocity and glycerol gradient centrifu-
gation experiments have shown that gp59 in solution is monomeric in the absence
of DNA substrate (Yonesaki 1994; Xu et al. 2001).

The structure of gp59 was determined in the Nossal and Mueser laboratories
(gp59 subunit of Figs. 16.5 and 16.6; Mueser et al. 2000). gp59 is essentially an
alpha-helical protein with two domains, the N-domain (residues 1–109) and the
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Fig. 16.5 Model of the gp32–gp59 complex. gp59 is predicted to associate with the replication
fork such that the N-terminal domain binds to the duplex and the lagging strand traverses a groove
between the N- and C-terminal domains (Mueser et al. 2000). This orientation of gp59 on DNA
places Cys-42 in close contact with Cys-166 of gp32, which is bound to ssDNA. The A-domain
of gp32 most likely interacts with the C-terminal domain of gp59. Figure adapted from (Ishmael
et al. 2001).

Fig. 16.6 Interaction model of the gp43–gp59 complex. The proposed interaction model (Xi
et al. 2005a) showing the location of Y122A near the interface between gp43 and gp59. The
N-terminal, exonuclease, palm, fingers, and thumb domains of gp43 are colored as yellow, red,
magenta, blue, and green, respectively. gp59 is colored gray except for residue Y122 (maroon),
N202-K217 (cyan), and K126 to E134 (gold).
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C-domain (residues 110–217). A portion (residues 9–65) of the N-domain shows
structural similarity to members of the high-mobility-group (HMG) family of DNA
minor groove-binding proteins. Based on this structural similarity a speculative
model for the interaction of monomeric gp59 with the ss/ds junction of a replication
fork has been proposed (Mueser et al. 2000). The HMG region of gp59 is postu-
lated to bind at the duplex region ahead of the fork in much the same manner as
HMG1 binds to the fork region of a four-stranded Holliday junction (Hardman et al.
1995). The ssDNA that would make up the lagging strand arm behind the fork binds
in a shallow groove located in the junction between the N- and C-domains of the
protein and a hydrophobic region on the surface of the C-domain interacts with the
other ssDNA arm (leading strand) behind the replication fork. Site-specific mutants
designed to test this model have revealed a single residue, I87, that when mutated
reduces the affinity of gp59 for both forked and single-stranded DNA (Jones et al.
2004a). In the proposed model for the interaction of gp59 with fDNA, I87 is posi-
tioned at the site where the ssDNA arms begin to separate from the duplex (fork
region). The other mutations that were located in the duplex region, leading strand
arm, and lagging strand arm had little effect on the affinity for forked DNA struc-
tures. It is possible that the loss of a single interaction point, except for those located
precisely in the fork region, does not cause a loss of binding affinity great enough
to be detected in gel mobility shift experiments or alternatively, the proposed model
does not accurately reflect the gp59–fDNA structure given the possibility that gp59
is in a higher order oligomeric state when bound to fDNA.

gp41 Helicase

Helicases, like the T4 phage helicase (gp41, 475 a.a.), are enzymes that play an
essential role in nearly all DNA metabolic processes, catalyzing the transient open-
ing of DNA duplexes. Mutations in gene 41 strongly reduce the amount of DNA
replication in phage-infected cells (Epstein et al. 1963) and eliminate synthesis on
the lagging strand (Kreuzer and Morrical 1994). The purified gp41 exhibits a DNA-
dependent ATPase or GTPase activity, which is strongly stimulated by long pieces
of ssDNA rather than short pieces of ssDNA or dsDNA (Liu and Alberts 1981a).
Nucleotide hydrolysis powers DNA unwinding by gp41 (Venkatesan et al. 1982)
or translocation of gp41 on ssDNA (Young et al. 1994) in a unidirectional 5′-to-3′

manner. The preferred DNA substrates of gp41 are preformed forked DNA hybrids
with an absolute requirement for a 5′-ssDNA tail of 32 nt or more (Venkatesan
et al. 1982). Optimal DNA unwinding also requires a 3′-ssDNA extension longer
than 29 nt suggesting that the gp41 protein interacts with both the leading strand
and lagging strand templates at the replication fork as it unwinds the duplex region
(Richardson and Nossal 1989). The length of the 5′-ssDNA tail and the necessity for
the 3′-ssDNA tail are reduced in the presence of gp59 (Jones et al. 2000; Yonesaki
1994). Nucleotide triphosphate binding, but not hydrolysis, is necessary for stable
gp41–ssDNA complex formation (Liu and Alberts 1981a; Richardson and Nossal
1989). A binding site size of 12–20 nt per gp41 monomer has been determined
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by electrophoretic mobility shift assays with gp41 and dT12–20 in the presence of
nucleotide (Young et al. 1994).

The gp41 protein alone will translocate on ssDNA at a rate of 400 nt/s with an
association half-life of 1 min (Liu and Alberts 1981a). The DNA unwinding rate
of gp41, measured at 30 bp/s in the presence of gp59 (Raney et al. 1996), and the
processivity of unwinding (ca. 650 nt) in the presence of gp61 on long duplexes
(Richardson and Nossal 1989) are much lower. However, the gp41 protein alone is
necessary and sufficient to establish a high processive rate (∼250 bp/s) of unwinding
during DNA synthesis on the leading strand by the polymerase holoenzyme (Alberts
et al. 1980; Cha and Alberts 1989). In a complete replisome, a dissociation half-life
for gp41 of 11 min was measured by dilution experiments, revealing that the 41
protein is sufficiently processive to finish replicating the entire T4 genome (168 kb)
at the observed replication rate of ∼400 nt/s (Schrock and Alberts 1996).

The oligomerization of gp41 has been observed by numerous groups using a vari-
ety of techniques. Oligomerization of gp41 was first reported by Liu and Alberts
(1981a) who detected a sigmoidal dependence of nucleotide hydrolysis on gp41
concentration and an increased sedimentation rate with GTPγS in sucrose gradients.
Further studies have shown that gp41 exists as a monomer/dimer equilibrium when
free in solution (primarily as a dimer at physiological protein concentrations) and
forms a hexamer upon activation by ATP or ATPγS binding with the assembly of
dimers to tetramers to hexamers (Dong et al. 1995). Cryoelectron microscopy (Dong
et al. 1995) and protein cross-linking (Morris and Raney 1999) suggest these hex-
amers are toroidal rings with ssDNA probably passing through the center like other
hexameric helicases (Stasiak et al. 1994; Egelman et al. 1995). The most recent
electron microscopy of gp41 reveals two distinct forms of gp41 hexamers, termed
“open” and “closed”, which may be important for the assembly of gp41 onto ssDNA
(Norcum et al. 2005).

gp61 Primase

The T4 phage primase protein (gp61, 342 a.a.) is essential for normal DNA syn-
thesis in vivo. T4 phage defective in gene 61 has a reduced rate of DNA synthe-
sis (Yegian et al. 1971) and accumulates abnormal amounts of ssDNA (Gold et al.
1976). gp61 catalyzes the synthesis of short RNA molecules used as primers for
DNA polymerase on the lagging strand of a replication fork. The in vivo recognition
site for priming is 5′-GTT-3′, additionally 5′-GCT-3′ can be used in vitro. Although
the 3′-T is required for recognition, it is not copied into the resulting primer;
the primers therefore have the sequence 5′-pppACNNN-3′ and 5′-pppGCNNN-3′,
respectively (Cha and Alberts 1986). High concentrations of gp61 alone synthesize
primers, mostly dimers and a small number of primers 5–45 nt long, mainly from
the 5′-GCT-3′ priming site (Cha and Alberts 1986; Hinton and Nossal 1987). The
combination of gp41 and gp61 greatly increases the overall primer synthesis rate
favoring a pentaribonucleotide product over the dimer and the use of the 5′-GTT-3′

rather than the 5′-GCT-3′ recognition site (Hinton and Nossal 1987; Cha and Alberts
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1990). Including optimal levels of gp32, gp59, and gp41 have produced a priming
rate of almost one primer per second per primosome, a rate sufficient for the in vivo
operation of the replisome (Valentine et al. 2001).

Similar to other prokaryotic primase proteins, gp61 is made up of three domains.
The N-terminal domain contains a zinc-binding domain known as a zinc ribbon.
The single zinc ion is bound by residues C37, C40, C65, and C68 (Valentine et al.
2001). When the zinc ribbon sequence in the T7 primase was replaced with those
from E. coli and T4, the resulting chimeric proteins were active but primed at
sequences different than either of the parent proteins (Kusakabe and Richardson
1996), strongly suggesting that some, but not all, of the priming site recognition is
afforded by the zinc ribbon motif. The middle domain of the primase is the catalytic
domain, responsible for ribonucleotide polymerization and the C-terminal domain
is involved in protein–protein interactions with the helicase (Jing et al. 1999).

Analytical ultracentrifugation or isothermal titration calorimetry (ITC) displayed
no evidence for primase self-association suggesting that gp61 alone in solution is
monomeric (Valentine et al. 2001). In the presence of DNA and/or gp41, a study
using gel mobility shift analysis suggested a monomeric primase as the active com-
ponent of the primosome (Dong and von Hippel 1996). However, in more recent
investigations, gp61 has been observed to bind to short ssDNA oligos primarily as a
trimer by ITC and chemical cross-linking techniques (Valentine et al. 2001) and
as a hexamer by fluorescence anisotropy with dye-labeled ssDNA with a Kd of
50–100 nM (Yang et al. 2005). Furthermore, a three-dimensional reconstruction
from electron microscopic images indicates a ring-like structure and a hexameric
stoichiometry for gp61 when complexed with ssDNA (Norcum et al. 2005). Defec-
tive primases either missing the N-terminal zinc-binding domain (deletion mutant)
or full-length catalytically inactive (active site mutant) proteins without priming
activity could be mixed to create oligomeric primases with restored catalytic activ-
ity suggesting that oligomers of gp61 may also be functional.

Interaction Between gp32 and gp59

The initial characterization of gp59 established its role as an accessory protein
required for the loading of the gp41 helicase onto gp32-coated ssDNA (Barry and
Alberts 1994; Morrical et al. 1994). gp59-agarose affinity chromatography also
indicated that gp32 and gp59 interact with each other (Yonesaki 1994). Based on
these and other data it was proposed that a direct interaction between gp59 and
gp32 facilitated the loading of gp41 helicase onto DNA (Barry and Alberts 1994).
Since those initial observations, the interaction between gp32 and gp59 has been
extensively characterized using a wide variety of techniques such as protein cross-
linking, ensemble and single-molecule FRET, analytical ultracentrifugation, and in
vitro replication kinetic assays.

Thiol–thiol cross-linking has been used to identify the specific points of interac-
tion between gp32 and gp59 (Ishmael et al. 2001). It was found that C166 on gp32
and C42 on gp59 must be within 6 Å of each other. These experiments also revealed
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higher order oligomeric states of gp59. In the presence of either ssDNA or gp32,
species of gp59 that ranged up to a pentameric subunit composition were observed.
Further experiments showed that the A-domain of gp32 is required for this gp32-
induced gp59 oligomerization. However, while the A-domain greatly increases the
interaction between gp32 and gp59, it is not absolutely required. Based on these
cross-linking results, the model of the gp59–fDNA complex (Mueser et al. 2000)
was expanded to include gp32 (Fig. 16.5). Here, gp32 is bound to the lagging strand
ssDNA and interacts with gp59 at both its N- and C-domains. The gp32 core domain,
which contains C166, makes contact with the N-domain of gp59, whereas the gp32
A-domain interacts with the C-domain.

While protein cross-linking experiments are highly informative with regard to
the specific sites of interactions between two proteins, fluorescent experiments are
better suited for the determination of stoichiometry and binding affinities. Label-
ing of gp59 at C42 with the fluorescent dye rhodamine has allowed the anisotropy
of gp59 and gp59 in complex with gp32 truncation mutants to be monitored (full-
length gp32 was not tested due to insolubility problems) (Xu et al. 2001). Both
gp32-B (gp32 missing the N-terminal B domain) and gp32A (only the A-domain)
bind gp59 with a 1:1 stoichiometry (Xu et al. 2001). The Kd for the interaction of
gp59-rhodamine with gp32-B and gp32A are 10 and 3 nM, respectively. In addi-
tion to fluorescent anisotropy, ensemble FRET experiments have found a 1:1 sto-
ichiometry between gp59 and gp32 on both single-stranded and forked DNA sub-
strates (Zhang et al. 2005) and the Morrical lab has used etheno-modified ssDNA to
demonstrate that gp59 and gp32 simultaneously co-occupy ssDNA (Lefebvre et al.
1999).

Reconstitution of replisome-mediated DNA synthesis has revealed the necessity
of the gp32–gp59 complex for productive loading of gp41 helicase (Jones et al.
2004b; Ma et al. 2004). Consequently, when gp59 loads gp41 onto a replication
fork, an interaction between gp32 and gp59 must occur. If gp41 loads without the
aid of gp59, the presence of gp32 is not required (Jones et al. 2004b). Mutational
analysis of gp32 indicates that the ability of gp32 to bind both gp59 and ssDNA
is necessary for this effect (Ma et al. 2004). Based on these results and others, the
Morrical lab has proposed that a gp59–gp32 cluster (presumably in a 6:6 ratio)
forms a condensed-coil structure termed the helicase-loading complex (HLC). The
HLC recruits gp41 dimers that form hexamers at the fork and is proposed to slide
along ssDNA, thus allowing it to remain with a moving replication fork (Ma et al.
2004).

Interaction Between gp43 and gp59

Almost immediately after gp59 was discovered, it was found that high concentra-
tions of gp59 inhibited both helicase-dependent and helicase-independent DNA syn-
thesis in vitro (Barry and Alberts 1994). Strong inhibition of replication was also
observed in vivo when gp59 was over-expressed from an IPTG-inducible plasmid
(Spacciapoli and Nossal 1994). More recently, gp59 was shown to inhibit in vitro
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replication when initiating from an R-loop in the absence of gp41 helicase (Nossal
et al. 2001). Several possible explanations for the inhibition of DNA synthesis by
gp59 have been proposed, such as acting as a steric block, sequestering protein off
DNA, and interacting directly with a component of the replisome. The latter has
been proven to be correct.

A site-specific cross-link has been observed between gp59 and gp43 polymerase
in the presence of a forked DNA substrate and was confirmed using FRET exper-
iments (Ishmael et al. 2003). gp43 polymerase was labeled N-terminally with
Oregon Green dye and gp59 was labeled at C42 with CPM dye. When the two
labeled proteins were mixed in the presence of forked DNA, a small but sig-
nificant amount of energy transfer was observed (Ishmael et al. 2003; Xi et al.
2005a). The data from these two complementary experiments clearly demonstrate
an interaction between gp43 and gp59. Further experiments were done to map
the site of interaction between gp43 and gp59 (Xi et al. 2005a). The cross-linked
protein was subjected to in-gel digestion followed by MALDI-TOF mass spec-
trometry. A unique fragment was identified and the site of interaction was deter-
mined to be C215 of gp59 and C169 of gp43. This information, coupled with
FRET distance measurements, was used to evaluate the top 30 models from a
series of computer-generated (ClusPro) interaction models for the gp43–gp59 com-
plex (Xi et al. 2005a). The first constraint applied was that gp59-C215 and gp43-
C169 must be within 10.2 Å of each other (the length of the cross-linker). The
second constraint was that gp59-C42 and the N-terminus of gp43 must be about
50 Å apart (based on FRET efficiency). These two constraints reduced the num-
ber of possible models from 30 to 1 (Fig. 16.6). In this model gp59-C215 and
gp43-C169 are 8 Å apart and gp59-C42 and the N-terminus of gp43 are located
55 Å apart. The interaction model rationalizes the inhibition of gp43 by gp59. The
C-terminal helix of gp59 is inserted into a cleft between the thumb and exonucle-
ase domains of gp43. Presumably, this insertion prevents the closing of the cleft
and therefore interferes with the switching of the polymerase from its exonucle-
ase to polymerase modes. As predicted from this model, gp59 inhibits both the
polymerase activity and the exonuclease activity of gp43 (Xi et al. 2005a; Nelson
et al. 2006). This result also demonstrates that gp59 is not merely acting as a block
impeding the forward movement of the polymerase, but it forms a discrete com-
plex with gp43 and inhibits both forward and backward movements by a direct
interaction.

In a mutational screen for putative protein–protein interaction hotspots located on
the surface of gp59, a single mutation Y122A was found to have drastically altered
properties compared to the wild-type enzyme (Nelson et al. 2006). The defect most
relevant to the interaction model is that Y122A is unable to inhibit the exonuclease
activity of gp43. Additional FRET experiments similar to those described above
indicated that the interaction between gp59 and gp43 was disrupted by the mutation.
The interaction model of the gp59–gp43 complex places Y122 directly between two
regions (helix H7 and loop H6–H7) of gp59 that are predicted to interact with gp43
(Fig. 16.6). Based on this central location, the role of Y122 may be to stabilize
helix H13 of gp43 and the loop H6–H7 of gp59 in their interactions with gp43. This
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explanation is strengthened by the fact that helix H7 of gp59, which contains Y122,
makes extensive contacts with both helix H6 and H13 of gp43.

A thorough study of the in vivo effects of gp59 deficiency has revealed a
physiological function of gp43 inhibition by gp59 (Dudas and Kreuzer 2005).
In both the presence and absence of gp59, DNA replication that initiates from
R-loop-containing origins occurs with coupled leading and lagging strand DNA
synthesis. After a short delay, a second replication fork with opposite directionality
to the first (retrograde synthesis) is initiated. In wild-type cells, retrograde replica-
tion occurs in a similar fashion as the first replication fork with coupled leading
and lagging strand DNA synthesis. However, in the absence of gp59, lagging strand
synthesis does not occur in the retrograde replication fork. Based on these results,
a model in which gp59 inhibits the leading strand polymerase until the helicase
and primase are loaded onto the leading strand template was proposed (Dudas and
Kreuzer 2005). This is in complete agreement with the model based on in vitro data
(Xi et al. 2005a).

Interaction Between gp59 and gp41

The primary function of gp59 is to load gp41 helicase onto the lagging strand
DNA template, therefore a large number of studies have documented the functional
interaction between gp41 and gp59. This section will focus on the direct physi-
cal interaction between the two proteins.

The architecture of the gp41–gp59 complex both on and off DNA has been stud-
ied using protein cross-linking (Ishmael et al. 2002). A cysteine residue was added
to the C-terminus of gp41 by cleavage of a gp41–intein fusion with cysteine. This
cysteine residue was then modified with a photoactivable cross-linker and incubated
with gp59 under UV light. It was found that the C-terminus of gp41 and gp59 is in
close proximity in the presence and absence of ATP and with or without DNA sub-
strate. A similar experiment was performed with gp41 labeled at its N-terminus with
a photoactivable cross-linker. With the cross-linker in this position, the N-terminus
of gp41 cross-linked to gp59 both on and off DNA in the presence and absence of
ATP. Next, thiol–thiol cross-linking revealed that the C-terminus of gp41 is in close
proximity to C215 of gp59 in the presence or absence of ATP. However, when DNA
was included in the cross-linking reaction, no cross-link between gp41 and gp59
was observed. When coupled with the previous result demonstrating that gp41 and
gp59 do indeed interact on DNA, this result indicates that a conformational change
occurs when the gp41–gp59 complex binds to the replication fork. Defining the
exact nature of this conformational change will require a high-resolution structure
of the gp59–gp41 complex.

As discussed above, gp59 inhibits the polymerase and exonuclease activities of
gp43 through a direct protein–protein interaction (Xi et al. 2005a). This specific
interaction has been observed using single-molecule FRET (Xi et al. 2005a,b). It
was found that addition of gp41 and ATP to the gp43–gp59–fDNA complex results
in the release of gp59 from the replication fork. Ensemble studies indicate that the
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polymerase is “unlocked” from its gp43–gp59 interaction and is capable of DNA
synthesis following the displacement of gp59 by gp41. The gp43–gp59 complex was
not disrupted when gp41 was loaded in the presence of the non-hydrolyzable analog
ATPγS, suggesting that translocation by gp41 is necessary for the effect. The fate
of gp59 following displacement by gp41 is still unclear. Several studies using small
model substrates indicate that gp59 is released into solution following displacement
by gp41; however, electron microscopy studies using larger DNA substrates indicate
that gp59 remains behind the replication fork in complex with gp32 on the ssDNA
of the lagging strand template (Chastain et al. 2003). The effect of this complex
on the replication fork appears to be minimal (if any) since once the replisome is
assembled, leading and lagging strand synthesis is unaffected by the absence of
gp59 (Xi et al. 2005b).

Interaction Between gp41 and gp61

When first identified and isolated, it was unclear which protein, gp41 or gp61, was
the T4 helicase or primase and whether they only had activity as a complex (Nossal
1980; Liu and Alberts 1980, 1981b). It was not until higher protein amounts were
obtained that we learned each protein had a different activity and that they could
function independent of one another. However, their activities remain closely asso-
ciated since the unwinding rate and processivity of gp41 are increased in the pres-
ence of gp61. Also, gp41 greatly increases the overall priming rate and influences
the sequence of primers made by gp61. A gp41–gp61 complex on ssDNA, which
requires nucleotide binding to form, has been detected by electrophoretic mobility
shift assays (Richardson and Nossal 1989; Jing, Beechem and Patton 2004) and by
single-molecule FRET studies (Zhang et al. 2005). The interaction between gp41
and gp61 as measured by isothermal titration calorimetry is 10-fold stronger on
ssDNA than in solution (Valentine et al. 2001). Protein kinase protection experi-
ments with gp61 tagged with a phosphorylation sequence at either the N- or C-
terminus have demonstrated that the N-terminal domain of primase is protected
from phosphorylation by binding ssDNA, both the N- and C-terminus are equally
protected when complexed with gp41, and almost no phosphorylation occurs in the
ternary complex of gp61, gp41, and ssDNA (Jing et al. 1999). Despite all this evi-
dence, a gp41–gp61 complex has not been isolated to date.

Summary of Replisome Assembly

Based on all the available evidence, a likely (although speculative) pathway for
T4 phage replisome assembly is described. We have chosen to describe assembly
at a D-loop since the majority of T4 DNA replication originates from this type
of structure (Kreuzer 2000). Immediately after D-loop formation, gp32 coats the
displaced ssDNA and recruits gp59 monomers to the fork region of the D-loop.
The exact number of gp59 monomers is dependent on the length of the displaced



16 T4 Phage Replisome 357

strand and the number of bound gp32 monomers. Several (presumably six) of the
gp32–gp59 complexes nearest the fork condense to form the coiled helicase-loading
complex (HLC). Next, the clamp loader in complex with a clamp protein binds to the
ss/dsDNA junction and the clamp loader chaperones the loading of the clamp onto
the dsDNA. The holoenzyme is formed when the polymerase binds to the clamp
protein and displaces the clamp loader from the complex. As noted above, there
are several possible pathways for holoenzyme assembly and the one given here is
not necessarily dominant. At this stage, the progression of the holoenzyme is pre-
vented through a direct interaction between a gp59 monomer and the polymerase.
Following holoenzyme formation, gp41 dimers are recruited to the replication fork
by the HLC and each dimer forms an interaction with two gp59 monomers. Before
hexameric helicase can form, the single gp59 monomer that is in complex with the
polymerase must break its interaction with the polymerase and form a new interac-
tion with gp41. Once all gp59 monomers are in complex with gp41, gp41 is fully
loaded and translocation begins with ATP hydrolysis. ATP hydrolysis by gp41 either
displaces gp59 from the replication fork or gp59 slides behind the fork onto the
ssDNA. Leading strand replication begins immediately after the gp59–gp43 inter-
action is broken and gp41 begins to unwind the DNA duplex. Lagging strand repli-
cation is initiated when gp61 binds to gp41 helicase and begins to synthesize RNA
pentamers on the lagging strand template. Finally, the lagging strand holoenzyme
is formed at the RNA primer and lagging strand DNA synthesis proceeds. At this
point, replisome assembly is complete and coordinated leading and lagging strand
replication begins.

Coordination of Leading and Lagging Strand Synthesis

Once the replisome is assembled, the individual proteins act in concert to simulta-
neously replicate both strands of the DNA duplex. During replication the replisome
undergoes a repeated remodeling process where specific proteins enter and exit the
replisome as the replication fork travels down the DNA duplex. Dilution and pro-
tein trapping experiments indicate that the clamp, clamp loader, primase, and gp32
proteins dissociate from the actively replicating replisome and exchange with pro-
teins in solution before returning to the replication fork (Kadyrov and Drake 2001;
Trakselis et al. 2003b). Similar experiments have demonstrated the processivity of
the helicase and both of the leading and lagging strand polymerases (Alberts et al.
1983; Yang et al. 2004). The half-life of the helicase and polymerases are on the
order of several minutes, which enables complete replication of the 168 kb phage
genome (Kaboord and Benkovic 1993; Yang et al. 2004).

Because of the high processivity of the lagging strand polymerase, coupled with
its 5′ to 3′ direction of DNA synthesis, one problem faced by all DNA replication
machineries is how to simultaneously and coordinately replicate two antiparallel DNA
strands. The major hypothesis put forth to reconcile this problem is that the replisome
and replication fork form a specific structure so that the two holoenzyme complexes
are in close proximity to each other and the lagging strand DNA template is folded
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back to form a loop (see Fig. 16.1). This enables both polymerases to synthesize DNA
in the 5′ to 3′ direction while allowing the replication fork to move in the same direc-
tion (Alberts et al. 1983). The lagging strand loop that is predicted by the trombone
model has been directly visualized using electron microscopy (Chastain et al. 2000).
Although the lagging strand polymerase is processive, lagging strand DNA synthe-
sis is discontinuous and results in short Okazaki fragments with an average length of
1–2 kb (Chastain et al. 2000). This discontinuous yet processive synthesis requires a
specific mechanism for the release of the lagging strand polymerase from its template
and its recycling to the newly synthesized pentameric RNA primer. Several mech-
anisms have been proposed to serve as the trigger for the release and recycling of
the lagging strand polymerase. Among them, two mechanisms have gained the most
experimental support. In the first model (the collision model), RNA primer synthesis
and laggingstrandholoenzymereleaseandrecycling is triggeredby thecollisionof the
lagging strand polymerase into the end of the previous Okazaki fragment (Alberts et al.
1983). In support of this model, the off rate of the holoenzyme is greatly increased by
a hairpin structure (Hacker and Alberts 1994) or an annealed DNA or RNA designed
to mimic the 5′-end of the previous Okazaki fragment (Carver et al. 1997). In the
second model (signaling model), lagging strand polymerase releases and recycles as
the result of distinct macromolecular interaction events involved in repetitive lagging
strand cycles, such as the association of the primase with the replisome, the RNA
primer synthesis, or the loading of the clamp onto the newly synthesized primer (Wu
et al. 1992). Recently, evidence for this model has come from a study demonstrating
that under conditions that slow the lagging strand polymerase relative to the leading
strand polymerase ssDNA gaps form between Okazaki fragments (Yang et al. 2006).
The existence of gaps between successive Okazaki fragments cannot be accommo-
dated within the confines of the collision model. In order for ssDNA gaps to form, the
lagging strand polymerase must release and recycle prior to reaching the 5′-end of the
previous Okazaki fragment. The nature of the signal for this release is still unclear.
However, the modulation of RNA primer utilization and Okazaki fragment size by
clamp and clamp loader concentrations may indicate that the loading of the clamp
onto the newly synthesized RNA primer signals lagging strand polymerase recycling
(Yang et al. 2006). Due to the stochastic nature of the recycling signal, in some cases
the polymerase will reach the end of the lagging strand template before the signal
is sent. In these situations, the polymerase may release and recycle via the collision
mechanism.

The signaling model as presented above requires that the transfer of the RNA
primer to the lagging strand polymerase from the primase occurs via the clamp
and clamp loader. This is reminiscent of the indirect primer transfer mechanism
that is well documented in the E. coli replication system (Yuzhakov et al. 1999).
However, in the T4 phage system, solid evidence supporting the indirect transfer of
the RNA primer to the lagging strand polymerase is lacking, as it is only inferred
from the signaling model. Additionally, since the collision mechanism of lagging
strand polymerase release and recycling may also occur, a direct transfer of the
primer to the polymerase (before clamp loading) may be possible in these situations
(Kato et al. 2001).
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Future Directions

The T4 replisome has been proven to be an invaluable system for studying the
molecular mechanism of DNA replication. We expect it will continue to provide
useful new information. Several prominent questions regarding DNA replication
in general can be addressed using the reconstituted T4 replisome as a model sys-
tem. Central to efficient DNA replication is the coordinated DNA synthesis in both
leading and lagging strands. More challenges lie in the understanding of the dis-
continuous lagging strand DNA synthesis. One prominent question is how lagging
strand DNA polymerase is disengaged from the ongoing Okazaki fragment synthe-
sis and initiates the next round of lagging strand synthesis. Future studies should
shed light on what drives the gymnastic movement of the DNA polymerase in the
lagging strand milieu. At present, most attention has been focused on the protein
portion of the T4 replisome. It will be equally important to obtain a more pre-
cise picture of the DNA configuration at the replication fork, for example, how
DNA threads through the protein complexes, especially the primosome. The DNA
within the replisome is likely to be highly dynamic and the understanding of its
movement in a confined space is crucial to our understanding of the lagging strand
recycling process. Another challenge is to study the replication process in vivo
with the recent advance of fluorescent approaches that make it possible to image
single proteins or single complexes with high temporal and spatial resolution in
live cells.
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Chapter 17
Atomic Structure of the Herpes Simplex Virus 1
DNA Polymerase

Shenping Liu and Fred L. Homa

Viral polynucleotide replication is central to the reproduction of all viruses. For DNA
viruses, DNA polymerase is the core component of this process. There are at least six
major DNA polymerase classes: class A, B, C, D, X, and Y (Koonin 2006, Burgers
et al. 2001, Friedberg 2006). DNA replication in both bacterial and animal viruses is
carried out by polymerases that belong to archaeal-class B DNA polymerases. These
replicative polymerases also include the major eukaryotic DNA polymerases α, δ, ε,
and also DNA polymerase ζ (Koonin 2006, Burgers et al. 2001, Friedberg 2006). The
basic enzymatic function of a viral DNA polymerase is to catalyze the consecutive
incorporation of new nucleotides to the 3′-end of the primer strand DNA using an
existing single-strand DNA as the template (Lehman and Boehmer 1999, Knopf 1979,
Boehmer and Villani2003, Crute and Lehman 1989). For viral DNA replication to
process faithfully, the structure of the polymerase must favor the incorporation of the
correct nucleotides (Hwang et al. 1999, Chaudhuri et al. 2003). To further increase the
fidelity of the process, many DNA polymerases possess a 3′–5′ exonuclease activity
that removes the mismatched nucleotide from the primer DNA strand (Koonin 2006,
Burgers et al. 2001, Friedberg 2006, Hwang et al. 1999, Gibbs et al. 1991, Song et al.
2004). There are also other functional proteins that assist replicative polymerases in
their DNA replication process, these include helicase/primases that unwind double-
strandDNAduplexes (LehmanAndBoehmer1999,Knopf1979,BoehmerandVillani
2003,CruteandLehman1989,Marsdenetal.1997)andaccessoryfactors that increase
DNA polymerase processivity so that a single polymerase can elongate the primer
strand by thousands of nucleotides before falling off the DNA duplex (Digard et al.
1993, Gottlieb et al. 1990, Parris et al. 1988, Weisshart et al. 1999, Chow and Coen
1995).

In this chapter we will use the crystal structure of the DNA polymerase from
herpes simplex virus type 1 (HSV-1) as an example to illustrate the structure–
function relationships of viral DNA polymerases. HSV-1 is a member of the
Herpesviridae virus family that infects all vertebrates including human (Lehman
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and Boehmer 1999, Knopf 1979, Boehmer and Villani 2003, Crute and Lehman
1989). Humans are the hosts for infection by eight herpesviruses that include sev-
eral important human pathogens. HSV-1, herpes simplex virus type 2 (HSV-2),
and varicella zoster virus (VZV) produce neurotropic infections, such as cuta-
neous and genital herpes, chickenpox, and shingles. Infections of a lymphotropic
nature are caused by cytomegalovirus (CMV), HHV-6, HHV-7, and Epstein–Barr
virus. The viral DNA polymerase is required for replication of all herpesviruses
and is involved in both protein-primed DNA replication and rolling circle repli-
cation (Lehman and Boehmer 1999, Knopf 1979, Boehmer and Villani 2003,
Crute and Lehman 1989). Anti-herpes drugs were among the first anti-virus drugs
developed and marketed (Elion 1989). Most anti-herpes drugs used today are
nucleoside analogs, such as acyclovir, that target the viral DNA polymerase (De
Clercq 2004, Coen and Schaffer 2003, Gilbert et al. 2002, Wathen 2002, Thomsen
et al. 2003, Huang et al. 1999, Reardon and Spector 1989). While clinically use-
ful, this class of drug exhibits a narrow antiviral spectrum, and resistance to these
agents is an emerging problem for disease management (Gilbert et al. 2002, Wathen
2002, Thomsen et al. 2003). New classes of anti-herpes drugs with the potential
of inhibiting the replication of multiple herpesvirus are under development. One
such class is non-nucleotide inhibitors that target the polymerases of herpesviruses.
These novel compounds are active against drug (acyclovir)-resistant HSV mutants
(Wathen 2002, Thomsen et al. 2003, Huang et al. 1999, Liu et al. 2006). A better
understanding of herpes virus replication will help in the development of new, safe,
and effective anti-herpetic drugs.

Based on primary sequence the herpes simplex virus type 1 (HSV POL) is clas-
sified as pol α-like polymerase (Lehman and Boehmer 1999, Knopf 1979, Boehmer
and Villani 2003, Crute and Lehman 1989). The pol α family includes human poly-
merase α and polymerases from animals and other viruses (Koonin 2006). The HSV
POL has served as a model for POL of other herpes viruses as well as other eukary-
otic DNA polymerases, including human pol α polymerase. In HSV-infected cells
the polymerase consists of two subunits: UL30 and UL42 (Lehman and Boehmer
1999, Knopf 1979, Boehmer and Villani 2003, Crute and Lehman 1989). UL30 is
the catalytic subunit of HSV DNA polymerase that carries out all the enzymatic
functions and UL42 is the accessory subunit that enhances UL30’s processivity
(Digard et al. 1993, Gottlieb et al. 1990, Parris et al. 1988, Weisshart et al. 1999,
Chow and Coen 1995).

UL30: DNA Elongation and Proofreading

The catalytic subunit of herpes simplex type 1 DNA polymerase (HSV POL), UL30,
is the prototype of the herpesvirus polymerase family. It is composed of 1,235
amino acids and exhibits all the enzymatic functions of a polymerase (Lehman and
Boehmer 1999, Knopf 1979, Boehmer and Villani 2003, Crute and Lehman 1989).
In addition to a polymerase activity required to extend the DNA primer chain, HSV
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POL possesses an intrinsic 3′–5′-exonuclease activity that serves as a proofreading
activity to ensure the high fidelity of DNA replication (Hwang et al. 1999, Chaudhuri
et al. 2003, Gibbs et al. 1991, Song et al. 2004). HSV POL has also been reported to
have an intrinsic RNase H activity that presumably functions in the removal of RNA
primers during the processing of Okazaki fragments (Crute and Lehman 1989). The
RNase H activity was initially attributed to a 5′–3′-exonuclease function associated
with HSV POL; however, this activity was subsequently attributed to the potent
3′–5′-exonuclease of HSV POL (Lehman and Boehmer 1999). In vivo, the extreme
C-terminus of the cognate polymerase has been shown at the molecular level to
interact with UL42 (Digard et al. 1993), and is critical for UL30’s processivity
(Digard et al. 1993, Gottlieb et al. 1990, Parris et al. 1988, Weisshart et al. 1999,
Chow and Coen 1995). During the predominant rolling circle mode of DNA repli-
cation, HSV POL forms a large replication complex with the viral primase/helicase
complex (Lehman and Boehmer 1999, Knopf 1979, Boehmer and Villani 2003,
Crute and Lehman 1989). It was reported that this replication complex consisting
of the HSV POL/HSV primase/helicase complex is formed by interactions between
UL30 and the C-terminus of the UL8 component of the viral helicase–primase com-
plex (Marsden et al. 1997). The details of these interactions at a molecular level have
yet to be elucidated. Recently, the crystal structure of the apo form of UL30 has been
reported (Liu et al. 2006).

UL42: The Processivity Subunit of HSV POL

As a replicative polymerase, HSV POL is capable of polymerizing tens of thou-
sands of nucleotides without dissociating from their DNA templates (Lehman and
Boehmer 1999, Knopf 1979, Boehmer and Villani 2003, Crute and Lehman 1989).
However, the processivity of HSV POL is critically dependent on the accessory
subunit of the HSV POL dimer, UL42 (Digard et al. 1993, Gottlieb et al. 1990,
Parris et al. 1988, Weisshart et al. 1999, Chow and Coen 1995). UL42 is a 488-
amino acid protein that forms a heterodimer with UL30, the catalytic subunit of
HSV POL (Gottlieb et al. 1990, Parris et al. 1988), with an association constant of
1×108 M–1 (Digard et al. 1993, Gottlieb et al. 1990, Parris et al. 1988, Weisshart
et al. 1999, Chow and Coen 1995). It was reported that the extreme C-terminus of
UL30 is necessary and sufficient for the functional interaction with UL42 and for
viral replication. UL42 also binds the DNA duplex, and is a functional homolog of
other DNA polymerase processivity-enhancing factors (Weisshart et al. 1999, Chow
and Coen 1995). However, unlike other processivity factors, UL42 binds directly
to DNA with high affinity for double-stranded and single-stranded DNA without
apparent sequence specificity (Weisshart et al. 1999, Chow and Coen 1995). This
intrinsic DNA-binding activity is crucial for the function of UL42 as a processivity
factor, as UL42 mutations that specifically abrogate DNA binding drastically impair
long-chain DNA synthesis (Chow and Coen 1995). Binding with the DNA duplex
and interacting with UL30, UL42 prevents premature dissociation of the polymerase
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from the template and primer by tethering UL30 to the DNA (Parris et al. 1988,
Weisshart et al. 1999, Chow and Coen 1995). By increasing UL30’s affinity with
the DNA duplex, UL42 somehow increases the fidelity of HSV POL replication
(Chaudhuri et al. 2003). The crystal structure of the UL42/UL30 C-terminal pep-
tide complex as well as their analogs in cytomegalovirus DNA polymerase (UL44
and UL44/UL54 peptide complex) has been reported recently (Zuccola et al. 2000,
Appleton et al. 2006, 2004).

Overall Structure of HSV POL

All DNA polymerases share some common architectural features (Steitz 1999,
Brautigam and Steitz 1998). In addition to domains that perform the DNA
polymerase activities, they usually have other functional domains, i.e., the 3′–5′

exonuclease domain that functions to remove mismatched bases from incorrectly
incorporated DNA primer strand. The overall arrangements of these domains rel-
ative to each other are quite diversified (Steitz 1999, Brautigam and Steitz 1998).
However, the common feature of the polymerase domains can be described as a
right hand with specific domains referred to as the thumb, palm, and finger domains
(Steitz 1999, Brautigam and Steitz 1998).

The crystal structures of several members of the pol α family have been reported,
these include the POL α from thermophilic and archaebacteria (Rodriguez et al.
2000, Zhao et al. 1999, Wang et al. 1997, Shamoo and Steitz 1999, Franklin
et al. 2001). Most significantly, structures of the apo form, the editing complex and
the replication complex of a bacteriophage DNA polymerase, RB69 (RB69 POL),
have been obtained (Wang et al. 1997, Shamoo and Steitz 1999, Franklin et al.
2001). These structures not only revealed the general architecture of the pol α poly-
merases but also provided important information on interactions of the enzyme with
DNA and nucleotides. Based on the similar three-dimensional structure and pri-
mary sequence of HSV POL compared with other members of pol α family, models
of the HSV POL structure at different stages of the polymerase reaction can be
constructed, using a three-dimensional structure superimposing program (Liu et al.
2006). We also attempted to build a crude UL30/UL42 heterodimer complex model
using the reported structures to provide a general idea how the UL30/UL42 proces-
sively replicate HSV DNA strands. The modeled structures of HSV POL with dif-
ferent ligands bound at different stages are helpful to show how HSV POL achieves
both high processivity and high fidelity in viral DNA replication. They also pro-
vide important information with regard to how anti-herpes agents specifically inhibit
HSV POL.

The resemblance of the overall architecture of the UL30 subunit of HSV POL to
other POL α structures is apparent, despite being at least 300 amino acid residues
longer and exhibiting low sequence homology (range 16–50%) with other members
of this family (Gilbert et al. 2002). When compared with other members of the POL
α family, six conserved structural domains of HSV POL can be easily identified: a
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pre-NH2 domain, an NH2 domain, a 3′–5′-exonuclease domain, and the polymerase
palm, fingers, and thumb domains (Fig. 17.1). The exonuclease domain contains
conserved regions exo I, exo II (region IV), and exo III (δ–C region). Regions III
and VI belong to the fingers, regions I, II, and VII are located in the palm sub-
domain, and the thumb sub-domain contains the conserved region V (Gilbert et al.
2002, Wathen 2002, Thomsen et al. 2003, Huang et al. 1999, Liu et al. 2006). These
domains assemble to form a disk-like shape around a central hole, with the NH2-
and C-termini at opposite sides of the protein (Fig. 17.1). Three grooves can be seen
emanating from the central hole (Fig. 17.1). The first groove, located at the inter-
face of NH2-terminal and exonuclease domains, is lined with positively charged
side chains (Fig. 17.1). The structure of the RB69 POL replicating and editing com-
plex structures shows that this groove binds the 5′-extension of the single-stranded
DNA template (Shamoo and Steitz 1999, Franklin et al. 2001). In HSV POL these
positively charged side chains are predicted to interact with the phosphate backbone
of the single-strand DNA template. The second groove located between the exonu-
clease domain and the tip of the thumb domain leads to the putative exonuclease
active site (Fig. 17.1). The RB69 POL editing complex shows that the unwound

Fig. 17.1 The ribbon diagram of the overall structure of herpes simplex 1 DNA polymerase.
Different domains are colored differently and labeled. Fingers, palm, and thumb domains form the
polymerase catalytic site, with the incoming nucleotide (stick model) and the two active site metals
shown as magenta balls indicating the active site. The 3′–5′ exonuclease domain is responsible
for correcting mismatched DNA duplexes. The metal ions at the active site of the exonuclease
are shown as green balls. The N-terminal domain forms part of the single-strand template-binding
groove, and the pre-N-terminal domain is proposed to interact with HSV helicase/primase complex
during rolling circle DNA replication. The modeled DNA duplex in the replication mode is shown
as magenta ribbons for backbone strands and ladders for base pairs. Pictures are prepared using
the program PyMOL (DeLano 2002).
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primer strand binds in this groove (Wang et al. 1997, Shamoo and Steitz 1999).
The DNA duplex, in both the editing and replicating complex structures, binds to a
third groove formed by the palm and thumb sub-domains (Shamoo and Steitz 1999,
Franklin et al. 2001).

The NH2-terminal 250 residues of HSV POL, which is unique to the herpes DNA
polymerases, forms the pre-N-terminal domain and part of the N-terminal domain
(Figs. 17.1 and 17.2). Based on its location, the N-terminal domain was proposed to
be involved in interactions with the UL8 component of the HSV helicase/primase
complex during replication (Liu et al. 2006). A probable ribonuclease H function
was assigned to the N-terminal domain of HSV POL (Liu et al. 2006).

Modeling of Different Ligand-Bound HSV POL Structures

As stated above, with the exception of the N-terminal 250 amino acids of HSV POL,
the remainder of the sequence can be matched with conserved regions of other pol
α family members. This high degree of conservation can be used to build detailed
models of the structure of HSV POL bound to different ligands. For instance, to
build a model of the DNA editing complex of HSV POL, the 3′–5′ exonuclease
domain of HSV POL was compared to that of RB69 POL editing complex. Using
homology modeling tools the HSV POL exodomain was first superimposed on the
exodomain of RB69 POL and then the palm and thumb domains of HSV POL
(which are relevant to DNA editing) were added on top of those of the RB69 POL
complex. For the replicating model, we chose the palm domain as a reference, and
then overlapped the fingers and the thumb domains. We observed that only moderate
conformational changes at peptides that link different domains are needed to assem-
ble those different complexes. Inevitably, these modeling exercises create some dis-
continuity at peptides that join different domains, but these peptides are all flexible
loops and away from the areas of interest. These types of models help us understand
the structural features of the relevant HSV POL functions. To ensure the correctness
of the models, the modeled structures are checked against the primary sequence
of a number of polymerases and against biochemical data, such as mutagenesis and
drug-resistant data. As an example (as described in the replication structure section),
a few key residues located on the palm and finger domains of the polymerases serve
critical roles in the polymerase catalysis reaction. These residues superimpose very
well with those of RB69 POL and can explain their roles in the reaction mechanism,
confirming the usefulness of these homology models.

HSV POL Replicating Mechanism

The active sites of all polymerases with known structures contain two metal ions.
A universal reaction mechanism was proposed that involves metal–phosphate inter-
actions that stabilize the penta-covalent reaction transition state of the α phosphate
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of the incoming nucleotide (Steitz 1999, Brautigam and Steitz 1998). As described
above, a model of the replication complex of HSV POL was constructed by super-
imposing individual domains of HSV POL onto those of the replication complex
of RB69 POL, with the palm domain of the replicating RB69 POL complex as the
reference. In the known structures of the apo POL α, as well as the editing com-
plex RB69 POL, there is a kink at the highly conserved residues N815–S816 on
the second helix (FB) of the finger domain. In the replicating RB69 POL complex
structure the FB helix is continuous and our model was adjusted accordingly. The
continuous nature of the FB helix is required to bring the highly conserved Y818–
G819 (Y567–G568 into RB69 POL) into close proximity with the catalytic site. No
adjustments were made to smooth out the joints between domains after superimpo-
sition and only a few side chains of key residues located at the polymerase active site
needed adjustments to adopt the conformations present in the RB69 POL replicating
complex (Fig. 17.2A). This simple model can easily explain the sequence–activity
relationship of HSV POL. The side chains of highly conserved D717, D888, and car-
bonyl oxygen of F718 residing in the palm domain coordinate two catalytic metal
ions (Fig. 17.2A). From the palm domain side, these two metals interact with the
triphosphates of the incoming nucleotides and the 3′-OH end of the primer strand.
Specifically, metal A interacts with the 3′-OH group of the last nucleotide on the
primer strand and the α phosphate of the incoming nucleotide, and metal B inter-
acts with all three phosphates of the incoming nucleotide. From the fingers domain,
the positively charged side chains of R785, R789, and K811 interact with the α, β,
and γ phosphate groups of the incoming nucleotide, respectively (Fig. 17.2). These
charge–charge interactions are important for the positioning of the 3′-OH of the
primer end to the phosphates moiety, and for neutralizing the accumulated negative
charge of the reaction intermediate (Steitz 1999, Brautigam and Steitz 1998). The
single-stranded template would make a sharp turn at the POL active site and extend
into the groove formed between NH2-terminal domain and the exonuclease domain.
The DNA duplex would exit through the groove between thumb and palm domains
that is close to the C-terminal region that interacts with UL42. After incorporation of
the new nucleotide and the dissociation of the pyrophosphate from HSV POL active
site, the protein may loose its grip on the DNA duplex allowing it to slide down one
nucleotide so that it is in position to incorporate the next nucleotide (Steitz 1999,
Brautigam and Steitz 1998).

The polymerase active site of HSV POL is the primary target for nearly all
anti-herpes drugs. For example, acyclovir, the gold standard anti-herpes drug, was
only active after being first converted to acyclovir triphosphate by viral and cel-
lular enzymes (Elion 1989, Reardon and Spector 1989). Acyclovir triphosphate
inhibits HSV POL by competing with the incoming nucleotides for binding at the
polymerase active site, but more importantly for its potency, by forming a tight
dead-end HSV POL/DNA complex after being incorporated into the primer strand
(Reardon and Spector 1989) (Fig. 17.2B). Foscarnet, a pyrophosphate analog and
another commonly used anti-herpes drug (De Clercq 2004, Coen and Schaffer
2003), inhibits DNA replication possibly by interacting with the positive charged
side chains of R785, R789, and K811 and two catalytic metal ions and slowing
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A

B

Fig. 17.2 The replicating center structure of HSV POL by homology modeling. A The catalytic
site of HSV POL is formed by the fingers domain and the palm domain of the protein. The active
site metals, metal A and metal B, are coordinated by conserved Asp888 and Asp717, plus a main
chain carbonyl oxygen. The base of the incoming nucleotide (stick) binds in a hydrophobic pocket
formed by protein residues and DNA bases from the bound DNA duplex, and is specifically rec-
ognized by Watson–Crick hydrogen bonds with the first unpaired base on the template strand. The
triphosphate of the nucleotide interacts with the metal ions from the palm side of the protein, and
positive side chains from the fingers. The DNA duplex binds to the active site in such a way that the
3′-OH is positioned to make an in-line nucleophilic attack on the α-phosphate of the nucleotide.
B After being converted into triphosphate, acyclovir can be incorporated onto the 3′-end of the
DNA primer strand and forms a dead-end HSV POL/DNA complex. The modeled acyclovir/HSV
POL/DNA dead-end complex shows that acyclovir can be accommodated at HSV POL’s replica-
tion center.
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down the position shift of the DNA duplex from the active site of HSV POL. A
novel class of non-nucleotide POL inhibitors has recently been shown to selectively
target herpesvirus polymerases (Wathen 2002, Thomsen et al. 2003). These com-
pounds are competitive inhibitors of the HSV POL that bind the polymerase in the
presence of the DNA duplex, forming a POL/DNA dead-end complex (Thomsen
et al. 2003, Liu et al. 2006).

Based on models presented here it is interesting to speculate why the Km for
the incoming nucleotide is much higher as a substrate for the incorporation into
a normal DNA duplex than the Kd for its binding to an acyclovir monophosphate
(Reardon and Spector 1989, Liu et al. 2006). Apparently the 3′-OH of a normal
DNA primer strand would be in close contact with the α-phosphate and part of
the binding energy would be utilized to overcome the repulse for the incorporation
reaction (Fig. 17.2A). On the other hand, a smaller moiety and the lack of a 3′-OH
group make acyclovir monophosphate a better group to interact with the incoming
nucleotide, thus the DNA strand with the incorporated acyclovir monophosphate
forms a dead-end complex with HSV POL when the next incoming nucleotide
binds (Fig. 17.2B). This dead-end ternary complex binds much more tightly than
the primer strand dissociates and gets excised much slower (Reardon and Spector
1989, Liu et al. 2006).

Structural Elements for HSV POL’s High Replicating Fidelity

The high fidelity of DNA replication is crucial for the long-term survival of viruses.
HSV POL is less faithful than most replicative DNA polymerases in incorporating
the correct nucleotides: it has been reported that for HSV POL the incorporation
of the correct dNTP over the incorrect dNTP was 300 (Hwang et al. 1999, Chaud-
huri et al. 2003). However, the fidelity of HSV POL was probably increased in part
by a kinetic barrier that decreases the rate of extending a mismatch DNA primer
(Chaudhuri et al. 2003, Song et al. 2004). The slow extension rate for mismatched
primer also increases its probability to be transferred to the exosite where it can
be excised by the associated 3′–5′ nuclease activity (Hwang et al. 1999, Chaudhuri
et al. 2003, Gibbs et al. 1991, Song et al. 2004, Marsden et al. 1997). There are
two aspects of the polymerase fidelity: the faithful synthesis of the DNA primer
strand with nucleotide sequence complimentary to the template DNA strand and the
preferential incorporation of deoxynucleotides versus their 2′-OH ribose counter-
part. The proposed HSV POL replicating complex provides a model to explain how
the protein achieves both of these fidelities. In this model, the nucleotide-binding
pocket is formed by the template DNA strand, the 3′-end of the primer DNA strand,
and protein atoms of the HSV POL (Figs. 17.2 and 17.3). The base of the incoming
nucleotide makes a π–π stacking interaction with the base of the last nucleotide
of the primer strand and also forms hydrogen bonds that are complimentary to
the first unpaired nucleotide on the template strand. On the other face of the base, the
side chain of N815 from the fingers domain stacks against the base. One edge of the
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Fig. 17.3 The fidelity of HSV POL is realized at the replication center formed by the polymerase
and bases from both the template and primer DNA strands. The correct nucleotides are selected
over incorrect ones by hydrogen bond patterns that are complimentary to the sequences of the DNA
template strand. The correct nucleotides have a much higher affinity of binding to the active site
formed by DNA–POL complex, thus ensuring their higher chances of incorporation into the 3′-end
of primer strand.

base also contacts the side chain of the conserved Y818 from the fingers. Because
the first unpaired nucleotide on the template strand forms part of the binding pocket
for the incoming nucleotides, the sequence of the DNA template strand can pref-
erentially select the right nucleotides with complimentary hydrogen bond patterns
for binding and incorporation (Figs. 17.3 and 17.4). The side chain of Y818 pre-
vents the protrusion of mismatched nascent base pairs into the DNA minor groove,
reducing the opportunities of mismatched hydrogen bonds, and further ensuring the
incorporation of the correct nucleotides (Figs. 17.3 and 17.4). The deoxyribose of
the incoming nucleotide stacks on the aromatic ring of conserved residues Y722 and
makes hydrophobic interactions with the side chain of T887 and L721. The snuggly
fitting of the deoxyribose–ribose into this space is apparently unfavorable for the
binding of the 2′-ribose moiety of ribonucleotides (Fig. 17.3). Specifically, the side
chain of strictly the conserved Y722 makes a close Van del Waal contact with the
C2′ atom of the deoxyribose, and would clash with the hydrophilic 2′-OH group of
ribose, providing a strong ”steric gating” effect against the binding and incorpora-
tion of ribonucleotides. The phosphate tail of the incoming nucleotide extends to the
catalytic site that is described in the catalytic mechanism section.

There are structural elements near the HSV POL polymerase active site that con-
tribute to the kinetic barrier of extending the mismatched primer strands. These
elements ensure the fidelity of the polymerase reaction when the incorporation of
the wrong base does occur (Hwang et al. 1999, Chaudhuri et al. 2003, Gibbs et al.
1991, Song et al. 2004). In the HSV POL replicating model, the conserved KKKY
(amino acids 938–941) motif and the side chains of Y818, Y884, and D886 interact
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Fig. 17.4 Replication fidelity of HSV POL is further reinforced by interactions of HSV POL amino
acids found in the catalytic site with the DNA minor groove. The side chain of Tyr818 directly con-
tacts the base of the incoming nucleotide and prevents the protruding of the nucleotide bases into
the minor groove, minimizing the chances of binding and incorporation of the wrong nucleotides
by forming the non-conventional hydrogen bonds with template bases. Side chains of strictly con-
served Tyr884 and the KKKY (938–941) motif serve the function of sensing mismatches after
replication errors happened and extended a few nucleotides. These mismatched residues would
weaken the binding of newly formed product DNA with a minor groove that is distorted by the
mismatched nucleotides and facilitate the dissociation and unwinding of the primer strands for
excision.

with the minor groove of the newly formed DNA duplex (Fig. 17.4). These con-
served residues, interacting with the penultimate base pair, would normally serve
the function of sensing mismatches in the newly formed DNA duplex (Franklin
et al. 2001). Incorporation of mismatched nucleotides would distort the geometry
of minor groove of the newly formed product DNA and interfere with interactions
with these residues (Fig. 17.4). These would in turn result in an unstable DNA–POL
complex and halt the further extension of the DNA duplex. The weakened interac-
tions between the mismatched DNA duplex and HSV POL favor the dissociation
of HSV POL/DNA complex and increase the chance of duplex unwinding for the
repair at the 3′–5′ exonuclease active site of HSV POL.

HSV POL Mismatch Repairing Model

The error correction mechanism of the 3′–5′ nuclease activity improves the fidelity
rate of HSV POL by ˜39-fold (Hwang et al. 1999, Chaudhuri et al. 2003, Gibbs
et al. 1991, Song et al. 2004, Marsden et al. 1997). As discussed above, a mis-
matched DNA duplex has weakened interactions with HSV POL and the POL/DNA
complex dissociates easier. Once dissociated, the DNA duplex could unwind and the
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Fig. 17.5 Modeling of the 3′–5′ exonuclease center of HSV POL. The exonuclease catalytic site
contains a di-metal cluster that is coordinated by conserved residues, Asp 368, Asp471, and Glu
370. A non-discriminating hydrophobic pocket formed by Tyr557 and Phe381 can accommodate
different types of bases. Mismatched primer strands result in unstable replicating DNA–POL com-
plexes that have a much higher chance of being sent to the exonuclease active site for excision.

single-strand primer shifts position to the 3′–5′ nuclease domain for cleavage. It has
been demonstrated that an exonuclease-deficient mutant of HSV POL has higher
rate for incorporation of the mismatched nucleotides (Hwang et al. 1999, Chaud-
huri et al. 2003, Gibbs et al. 1991, Song et al. 2004). The modeled structure of HSV
POL editing complex reveals a bi-metal exonuclease active site (Fig. 17.5). The two
active metals are coordinated by side chains of conserved D368, E370, and D471
of HSV POL (D114, E116, and E222 in RB69 POL). The two metals interact with
the phosphate group, consistent with the bi-metal–phosphate bond cleavage mech-
anism of nucleases. The ribose of the nucleotide being cleaved would interact with
the carbonyl oxygen of C371, and the base located in a hydrophobic pocket formed
by Y557, F381 and may form hydrogen bond with the carbonyl of L379. Apparently
such a nucleotide pocket will accommodate any base, fulfilling the requirements for
universal nucleotide cleavage (Fig. 17.5).

DNA Duplex Binding

The newly synthesized DNA duplex binds to thumb and palm domains. In the struc-
tures of RB69 POL the thumb domain interacts with the backbone of the DNA
duplex and the tip and base of this domain adopt different conformations in the edit-
ing and replication modes (Fig. 17.6). Interestingly, the conformation of the thumb
domain of HSV POL is similar to that of the replicating conformation of RB69
POL and thus does not require a large conformational change upon DNA binding
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B

A

Fig. 17.6 Homology models of binding of DNA duplex with UL30 of HSV POL based on RB69
editing and replicating complex. A DNA duplex binding of HSV POL editing complex. B DNA
duplex-binding mode of HSV POL replicating complex. Visible movements occur at the thumb
domain of HSV POL.
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(Fig. 17.6B). Sequence conservation in the thumb domain does not need to be high
as DNA duplex binding involves collective interactions; however, the sequence con-
servation of this domain in the herpes POL family as well as the conserved region
V across the POL α family does make sense in the context of interacting with DNA
duplex backbone (e.g., R959, R1039, H1051, and R1071). Large deletions or inser-
tions in these domains of the POL α family usually occur at loops, or form some
additional secondary structures distant from the catalytic centers.

Single-Strand DNA Template Binding

To processively incorporate many nucleotides into the growing primer strand, the
catalytic unit of HSV POL, UL30, should be able to bind to single-strand DNA
template. In the RB69 POL replicating complex structure, the short 5′-extension
of the single-stranded DNA template was shown to bind to a groove at the surface
of the polymerase (Shamoo and Steitz 1999, Franklin et al. 2001). The analogous
groove exists in HSV POL. This groove, located at the interface of NH2-terminal
and exonuclease domains, is lined with positively charged side chains (Fig. 17.7).
In HSV POL these positively charged side chains are predicted to interact with the
phosphate backbone of the single-strand DNA template.

Processivity Model

It has been shown that the extreme C-terminal peptide of UL30 is necessary and
sufficient for interaction with UL42 (Digard et al. 1993, Gottlieb et al. 1990). This
extreme C-terminal peptide of UL30 is unseen in the published HSV POL structure,

Fig. 17.7 Surface representation of the putative single-strand binding groove of HSV POL, colored
by electrostatic potentials, with red representing negative and blue positive. The lower half of the
binding grove is from the N-terminal domain and the upper part is from the 3′–5′ exonuclease
domain. The DNA template strand is shown in cyan ribbon and the primer strand in brown. The
active sites of the exonuclease and polymerase domains are marked.
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Fig. 17.8 Ribbon diagram of HSV POL heterodimer model. The polymerase subunit (UL30) is
on the left and the accessory subunit (UL42) is on the right. The finger domain of UL30 is colored
cyan, the C-terminal peptide of UL30 that interacts with UL42 is colored red, and the rest of UL30
and UL42 are colored yellow and green, respectively. The missing peptide linking the C-terminal
peptide to UL30 is shown in dash. DNA duplex is shown as an orange ribbon, with base pairs as
ladders. The relative locations of UL42, UL30, and DNA duplex strands are estimated and their
orientations are arbitrary.

probably due to disorder (Liu et al. 2006). However, it is clear that the C-terminus is
located downstream from the putative DNA duplex-binding site and is found at the
protein surface, which is perfect for interacting with UL42. The peptide is ordered in
the UL42/UL30 C-peptide complex structure, forming two α-helixes (Zuccola et al.
2000). In the HSV UL42–UL30 peptide complex, the UL30 C-peptide adopts an
α–β–α fold and has extensive interactions with UL42. The UL30/UL42/DNA duplex
complex was modeled in Fig. 17.8. Interestingly, in the recently reported crys-
tal structures of the cytomegalovirus DNA polymerase processivity subunit UL44,
and its complex with the C-terminus from the catalytic subunit UL54, UL44 has
a very similar fold as that of UL42, even though these proteins have no obvious
sequence homology (Appleton et al. 2006, 2004). However, the interactions between
UL42/UL30 of HSV POL and UL44/UL54 of cytomegalovirus DNA polymerase
are significantly different, suggesting specific recognitions of the polymerase and
its partners (Zuccola et al. 2000, Appleton et al. 2006, 2004). During rolling circle
DNA replication (Lehman and Boehmer 1999, Knopf 1979, Boehmer and Villani
2003, Crute and Lehman 1989), HSV POL could potentially interact with the UL8
component of the viral helicase/primase complex through UL30’s pre-NH2 domain
and to process the newly unwound single-strand DNA template. The HSV POL
accessory protein UL42 increases the processivity of the polymerase by anchoring
HSV POL to the newly synthesized DNA duplex through the interactions with the
C-terminal region.
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Conclusion

Crystal structure of HSV POL and homology modeling of different HSV POL com-
plexes provide structural basis for the polymerase’s reaction mechanism. They are
valuable in understanding HSV POL’s fidelity and helpful in designing new anti-
herpes drugs.
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Chapter 18
RNA Virus Polymerases

Cristina Ferrer-Orta and Nuria Verdaguer

Introduction

Genome replication and transcription of RNA viruses are catalyzed by an
RNA-dependent RNA polymerase (RdRP). RdRPs synthesize RNA using an RNA
template and are normally associated with other virus- or/and host-encoded proteins
that modulate RNA polymerization activity and template specificity.

An important feature of RNA-directed RNA replication is the high error
frequency compared to DNA-directed replication. This is due, at least in part, to the
low fidelity of RdRPs and the absence of error-repair mechanisms in RNA viruses.

The vast majority of RdRPs have been identified on the basis of sequence
similarity. Computational analyses identified several motifs common among the
putative RdRPs of a broad range of viruses (Koonin, 1991). Catalytic activity has
also been demonstrated biochemically in a number of these viral proteins (O’Reilly
and Kao, 1998) and actually there is a growing body of information available on
polymerase structure and function. To date, the crystal structure of 14 different
RdRPs from five families of positive-stranded and double-stranded RNA (dsRNA)
viruses has been determined, either isolated or bound to nucleic acid substrates.
These include the polymerase NS5B from three members of the Flaviviridae family
(Ago et al., 1999; Bressanelli et al., 1999; Choi et al., 2006, 2004; Lesburg et al.,
1999; Yap et al., 2007), the RdRPs of three members within the Caliciviridae
family (Fullerton et al., 2007; Ng et al., 2002, 2004), the polymerase 3D from three
different members of the Picornaviridae family (Appleby et al., 2005; Ferrer-Orta
et al., 2006a, 2004; Love et al., 2004; Thompson and Peersen, 2004), the RdRP from
the double-stranded RNA bacteriophage φ6 (Butcher et al., 2001), and the reovirus
λ3 polymerase (Tao et al., 2002). The RdRP structures resemble a cupped right
hand composed of “fingers”, “palm,” and “thumb” sub-domains as in other classes
of polymerases such as DNA-dependent RNA polymerases, DNA-dependent
DNA polymerases (Klenow fragment), and reverse transcriptases. The right-hand
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architecture provides the correct geometrical arrangement of substrate molecules
and metal ions at the polymerase active site for catalysis (Brautigam and Steitz,
1998). All nucleic acid polymerases require two divalent cations as cofactors to
catalyze phosphoryl transfer. The first metal ion is brought into the active site
complexed to the triphosphate moiety of the nucleotide substrate. This metal ion
may facilitate formation of the conformation required for nucleophilic attack of the
α-phosphorus atom and facilitates the exit of the pyrophosphate product (PPi). The
second metal ion is required to lower the pKa of the primer 3′-hydroxyl group to
facilitate formation of the nucleophile required for catalysis. Mg2+ is thought to be
the divalent cation employed for most polymerases known (Steitz, 1998).

This chapter summarizes structural and biochemical studies of the different
RdRPs reported in the past few years

Overall Structure of Viral RDRPs

A unique feature of the RdRP structure is the “closed-hand” conformation, opposed
to the “open-hand” found in other polynucleotide polymerases, which is accom-
plished by interconnecting the fingers and thumb domains through the N-terminal
portion of the protein and several loops protruding from fingers, named the fin-
gertips that completely encircle the active site of the enzyme and largely restricts
the interdomain mobility (Ferrer-Orta et al., 2006b) (Fig. 18.1). In picornaviruses
and flaviviruses the interaction is dominated by the insertion of two aromatic side
chains protruding from the fingertips into the hydrophobic pocket at the top of the
thumb domain (Thompson et al., 2007). Structural and biochemical analyses of
these enzymes suggest that the interdomain interaction between fingers and thumb
plays a significant role in the activity of these polymerases (Hobson et al., 2001;
Labonte et al., 2002).

�
Fig. 18.1 Gallery of viral RdRPs, representing one member of the five virus families for which at
least one structure is known: (A) RHDV Caliciviridae (PDB id: 1KHV; top left), HCV Flaviviridae
(PDB id:1NB4; top right), bacteriophage φ6 Cystoviridae (PDB id: 1HI8; bottom left), λ3 Reoviri-
dae (PDB id: 1N35; bottom right) and (B) FMDV Picornaviridae (PDB id: 1U09). All molecules
are shown in the conventional orientation as if looking into a right hand. In (A), fingers, palm, and
thumb domains are colored blue, green, and red, respectively. The fingertips are in cyan and the
C-terminal protrusions, in HCV and φ6 RDRPs, are in yellow. Reovirus λ3 polymerase represents
the largest RDRP structure determined. In this structure, the fingers, palm, and thumb domains are
surrounded by elaborate additional elements derived from long N- and C-terminal extensions in
which the figures are also colored in cyan and yellow, respectively. In (B), the FMDV polymerase
is shown in gray with the six different conserved structural motifs of palm and fingers domains
colored as follows: A, orange; B, green; C, red; D, orange; E, brown; F, magenta; and G, cyan.
The six conserved residues of the palm that form the nucleotide-binding pocket are shown as sticks
and labeled. The positively charged amino acids of motif F, forming the NTP tunnel, and the con-
served Pro and Gly residues of motif G, at the entry of the template channel, are also shown and
explicitly labeled.
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Fig. 18.1 (continued)
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Fig. 18.2 Molecular surfaces of the FMDV 3D polymerase in complex with an RNA template–
primer (PDB id: 1WNE) shown in different views: (A) the conventional orientation as if looking
into a right hand; (B) side view and (90º clockwise rotation with respect to the orientation in (A));
and (C) top- down view (90º upward rotation with respect to (A)). Surfaces are represented with the
electrostatic potential in blue for positive charges and red for negative charges. The three channels
that serve as the entry paths for template (template channel) and for nucleoside triphosphates (NTP
channel) and as the exit path for dsRNA product (central channel) are labeled. In (B) and (C), part
of the N-terminal and thumb regions are removed to show the substrate cavities.
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Three well-defined channels have been identified in the RdRP structures, serving
as the entry path for template (template channel) and for nucleoside triphosphates
(NTP channel) and the exit path for dsRNA product (central channel) (Fig. 18.2).

Specialized Features Facilitating dsRNA Strand Separation
and Template Entry

The structures of the RdRPs from two dsRNA viruses revealed the presence of spe-
cialized features that have been proposed to facilitate dsRNA strand separation,
providing the basis for the mechanism that ensures feeding of the correct strand
to the catalytic site for initiation of RNA synthesis. These include the reovirus
5′-cap-binding site, which was identified on the surface of the λ3 RdRP between
the template entrance and exit channels (Tao et al., 2002), and the bacteriophage φ6
plough, next to the entry of the template channel (Butcher et al., 2001). The struc-
ture of BVDB RdRP also revealed an additional N-terminal region, folded into a
separate domain. This domain is located over the thumb and interacts with the fin-
gertip region through a β-hairpin motif. This motif, rich in positive charges, points
toward the template channel. It has been proposed that in BVDV polymerase, this
positively charged surface may be used to open up RNA secondary structural hair-
pins before the ssRNA template enters the active center (Choi et al., 2004). Struc-
tural comparisons and bioinformatics analysis of the HCV, RHDV, and picornavirus
RdRPs also identified a positively charged region at the entrance of the template
channel as possibly being involved in unwinding of RNA secondary structures for
transcription (Fig. 18.2) (Bruenn, 2003).

Fingers, Palm, and Thumb Sub-Domains

The fingers sub-domain is organized into two regions: an inner region that con-
sists primarily of a bundle of α-helices, surrounding and packed against the palm
sub-domain, and an outer region projecting away from the palm. The outer fingers
comprise a β-strand-rich region and contain a long insert which, together with the
N-terminus of the protein, effectively extends toward the thumb domain forming
the fingertip region. The central β-sheet forming the core of the outer fingers is
a common feature among RDRPs, although the conformation of the polypeptide
chain in fingertips differs considerably among RdRPs (Fig. 18.1). The fingers sub-
domain contains two sequence motifs (named F and G), conserved among RdRPs
of positive-strand RNA viruses (Bruenn, 2003; Koonin, 1991). Motif G has the
consensus sequence T/SX1–2GP (X is a non-conserved residue) and is contained
in a loop that forms the template channel entry, allowing the template nucleotides
to accede the active site (Fig. 18.2). Mutational experiments in the conserved Gly
and Pro of two picornaviruses suggest the critical role of these residues in tem-
plate binding and translocation of nucleic acid during synthesis (Arias et al., 2005;
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Thompson and Peersen, 2004). Motif F is defined as R–X1–2–I/L. The conserved
arginine, together with other partially conserved basic residues in the vicinity, forms
the rNTP channel (Fig. 18.2). This positively charged tunnel is opened on the back-
side of the molecule and serves for nucleotide diffusion, as seen in the structure of
different RdRPs in complex with a number of rNTP substrates (Bressanelli et al.,
2002, 1999; Butcher et al., 2001; Tao et al., 2002).

The palm sub-domain contains the catalytic site and shows the greatest struc-
tural conservation not only in RdRPs but also among all known template-dependent
polynucleotide polymerases (TdPPs) (Gorbalenya et al., 2002; O’Reilly and Kao,
1998). The architecture of this region is made of a four-stranded antiparallel core
β-sheet flanked by two α-helices in one side and by an additional α-helix on the
other side of the β-sheet (Fig. 18.1). The palm sub-domain contains most of the
conserved sequence motifs identified for oligonucleotide polymerases by compar-
ative analysis, with A, B, and C being the most prominent. Motif A is located at
the end of a β-strand in the central core (Fig. 18.1) and has the consensus sequence
DX4–5D, while motif C is at the top of a β-hairpin (Fig. 18.1) and contains the
GDD tripeptide. In TdPPs other than RdRPs, only the amino terminal Asp residues
in motifs A and C are conserved. These aspartic acid residues are spatially jux-
taposed, bind divalent cations, and are crucial for catalysis. In RdRPs, the second
aspartate of motif A seems to play an important role in the selection of NTPs over
2′-desoxyribonucleotide triphosphates (2′d-NTPs) by hydrogen bonding to the 2′-
and 3′-hydroxyl groups of the incoming nucleotide (Gohara et al., 2004) (Fig. 18.3
and see below). Motif B forms an α-helix that packs against one strand of the
β-sheet core and contains a conserved Asn residue also involved in the selection
of NTPs (Figs. 18.1 and 18.3). RdRPs also share the palm motifs D and E that
do not have any consensus sequence. Motif D is comprised by an α-helix and a
short loop that bends back around to form the fourth strand of the β-sheet core
and provides structural support for motif A (Fig. 18.1). Motif E forms a tight loop
which lies at the junction between the palm and thumb sub-domains. The turn of
this loop projects into the active site cavity where it has been implicated in help-
ing to position the 3′-end of the primer strand for attack on the α-phosphate of the
NTP during phosphoryl transfer (Figs. 18.3 and 18.5B). In the structure of HIV
RT, the residues immediately following motif E act as a pivot point for the thumb
sub-domain movement upon template–primer binding (Huang et al., 1998). How-
ever, in RdRPs, the enclosed active sites make unlikely that such large conforma-
tional changes occur. In fact, the structure of the catalytic complexes of reovirus
λ3 and FMDV RdRPs revealed that no major domain movements occur in these
polymerases when they bind NTPs (Tao et al., 2002) (Ferrer-Orta et al., 2007) and
instead, the nucleic acid binding to the fingers domain may play a role in translo-
cation of nucleic acid during synthesis. Despite the closed-hand conformation of
RdRPs stabilizes a relatively rigid unit, structural data of RHDV polymerase showed
that the thumb domain can rotate, few degrees, relative to the fingers and palm,
giving a more open conformation that is believed to be an inactive form of the
enzyme (Ng et al., 2002). The recent structure of HCV genotype 2a RdRP also
revealed an extreme case of this “open” conformation, where the contact between
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Fig. 18.3 Conserved interactions between the FMDV 3D and the RNA template–primer substrate.
The polymerase is shown in gray in the central panel with the conserved motifs, involved in con-
tacts with the RNA molecule, highlighted in different colors and explicitly labeled. The template
and primer strands of the RNA molecule are shown in yellow and green, respectively; contacting
residues are shown in sticks and hydrogen bonds as dashed lines in black. The 5′-overhang region
of the template binds the template channel (left side panel), where the different residues of the
N-terminal region (gray), motif G (cyan), and motif F (magenta) drive the ssRNA to the active
site cavity. In the active site, the position of the template acceptor base is stabilized by different
interaction mediated by residues of motif B (green). The primer strand interacts with motifs C
(red) and E (brown) of the palm sub-domain, and with different residues in the thumb sub-domain.
The incoming NTP is located at the active site, adjacent to the 3′-terminus of the primer, and base
paired to the template acceptor base. The position of the NTP base (top right panel) is further sta-
bilized by interactions with residues of motif B, while the triphosphate moiety is hydrogen bonded
to different residues of motifs A and F and interacts with one metal ion. The 2′-hydroxyl group of
the sugar moiety forms a double hydrogen bond with the residues Asp245 of motif A and Asn307
of motif B. The position of the priming nucleotide (right side panel) is stabilized by polar and
hydrophobic interactions mediated by the catalytic aspartate and a conserved tyrosine of motif C,
and by the positively charged residues of motif E which are hydrogen bonded to sugar–phosphate
backbone of the primer.

the fingertips and the thumb is partially disrupted (Biswal et al., 2005). Crystal-
lographic studies of complexes between HVC RdRP and various non-nucleoside
inhibitors (NNIs) revealed that the different NNIs seem to work by freezing the
enzyme in an “open” inactive conformation (De Francesco and Migliaccio, 2005;
Di Marco et al., 2005).

The thumb domain, consisting of the C-terminal region of the polypeptide chain,
is the most diverse feature among the known viral RdRPs (Fig. 18.1). Picornavirus
and calicivirus RdRPs have small thumb domains, built mainly by a four-helix bun-
dle. The small size of the domain contributes to the formation of a large central cleft,
of approximately 14 Å across and 22 Å deep, located in the front of the molecule
leading to the active site (Figs. 18.1 and 18.2). In contrast, the flavivirus and bac-
teriophage φ6 polymerase thumb domains are significantly larger (Fig. 18.1). The
large thumb sub-domain of Flaviviridae RdRPs contain more than twice the number
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of residues as Picornaviridae 3D polymerases, including three additional α-helices
and a β-thumb region which protrudes into the active site (Choi et al., 2004). In
addition, φ6 and HCV RdRPs contain C-terminal extensions that fold back into the
molecule filling most of the active site cavity (Butcher et al., 2001; Leveque et al.,
2003) (Fig. 18.1).

Proteolytic Activation of a Picornavirus Polymerase Activity

Picornaviruses are known to use 3CD, an uncleaved precursor of the protease and
polymerase generated during polyprotein processing, as a functional intermediate
in viral replication (Paul et al., 2000). In poliovirus, the precursor 3CD contains
an active 3C protease component while the 3D polymerase remains inactive until
protein processing is complete. The crystallographic structure of PV 3D polymerase
(Thompson and Peersen, 2004) showed that the N-terminal glycine was buried in
a pocket at the base of the fingers region, participating in a network of hydrogen
bonds, that was proposed to help in positioning the conserved aspartate of motif
A, involved in rNTP selection, into the catalytic site in a correct orientation for
interactions with the 2′-hydroxyl group of the incoming NTP. The lack of poly-
merase activity in poliovirus 3CD was thought to be associated with the removal
of the N-terminus of 3D from its binding pocket, as modifications made to the
N-terminus of 3D disrupt its polymerase activity (Rothstein et al., 1988; Thompson
and Peersen, 2004).

However, the X-ray structure of the PV 3CD protein recently determined
(Marcotte et al., 2007) revealed a very similar arrangement of the residues in the
active site in both, 3CD and 3Dpol, despite the disruption of a network of inter-
actions proposed to position key residues in the active site. The comparison of the
structures suggested that the canonical active site of PV 3D polymerase was mostly
preformed and did not require the buried N-terminus. However, in a number of viral
polymerases, including all picornaviral RdRPs, the N-terminus and the active site
are stabilized via hydrogen bonding networks involving the fingers domain, sug-
gesting that this binding scheme could be relevant for polymerase activity. Putting
together all data, Marcotte et al. (2007) proposed that changes in molecular flex-
ibility, rather than large structural rearrangements, would be the determinants of
the PV RdRP activity, as observed in other polymerases (Harris et al., 1998; Kim
et al., 2006; Kool, 2002). This molecular flexibility would also be regulated by the
insertion of the 3Dpol N-terminus in its binding pocket.

Template and Primer Recognition by Picornavirus Polymerases

The structure of the FMDV 3D polymerase in complex with a template–primer RNA
showed the first structural evidence of how the physiological substrates bind the
large exposed active site of the picornavirus RdRPs (Ferrer-Orta et al., 2004). In the
structure, the single-stranded RNA template binds to the template channel, which
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extends across the face of the fingers domain toward the active site cleft (Figs. 18.2
and 18.3). The basic residues in this channel contact the phosphodiester backbone
driving the single-stranded RNA toward the active site cavity. Then, the double-
stranded stem that mimics the duplex product stretches from the active site to the
C-terminal end of the protein exiting through the large central cavity of the poly-
merase molecule (Figs. 18.2 and 18.3). The template strand of the duplex product
is adjacent to the fingers domain, whereas one α-helix of the thumb domain runs
along the phosphodiester backbone of the primer. The structure also revealed the
amino acids of FMDV 3D involved in the correct positioning of the template and
primer nucleotides (Fig 18.3). The acceptor base of the template strand is located
adjacent to the nucleotide-binding site completely accessible to the incoming sub-
strate. In the active site, the 3′-hydroxyl of the primer is hydrogen bonded to the
catalytic aspartic acid of motif C. The position of the priming nucleotide is fur-
ther stabilized by interactions involving a conserved tyrosine residue, also in motif
C, and two positively charged residues of motif E (Fig. 18.3). The modeling of
an incoming nucleotide substrate in the structure 3D–RNA structure (Ferrer-Orta
et al., 2004), as well as the recently determined structures of various 3D–RNA–NTP
ternary complexes (Ferrer-Orta et al., 2007 under revision), allowed the identifica-
tion of different residues in motifs A, B, and F, involved in the recognition and
positioning of the incoming substrate for catalysis (Fig. 18.3).

Kinetic and Thermodynamic Mechanism of Nucleotide
Incorporation for PV 3Dpol

Cameron and colleagues developed an elegant method to characterize the com-
plete kinetic mechanism for single nucleotide incorporation catalyzed by the PV
3D polymerase (Arnold and Cameron, 2000). Briefly, the analysis revealed that the
nucleotide incorporation mechanism would be described by five steps: in step 1, the
enzyme–RNA complex (ERn) binds the incoming NTP to form a ternary complex
(ERnNTP); in step 2, ERnNTP undergoes a conformational change to reach the com-
petent form for phosphoryl transfer (∗ERnNTP); in step 3, chemistry occurs, forming
a ternary product complex (ERn+1PPi); in step 4, the ERn+1PPi complex isomerizes
to form the ternary product complex where the PPi can dissociate; finally, in step 5,
PPi dissociates and the ERn+1 product complex remains in its competent form for
the next cycle of nucleotide incorporation. Further analyses showed that two steps
of this mechanism appeared to be rate limiting for the discrimination between cor-
rect and incorrect nucleotide incorporation by PV 3D: the conformational change,
prior to the phosphoryl transfer (step 2), and the phosphoryl transfer step (step 3)
(Arnold and Cameron, 2004; Castro et al., 2005).

Sequence alignments indicated the presence of the six amino acid residues,
conserved across all polymerases of positive-strand RNA viruses, mapping to
the nucleotide-binding pocket: the two aspartic acids of motif A, the catalytic
aspartates of motif C, and the conserved Asn, Ser, and Thr of motif B. These six
core residues seemed to be good candidates to interact with the incoming nucleotide
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substrate (Hansen et al., 1997; Koonin, 1991). Cameron and colleagues deter-
mined the importance of these residues for nucleotide selection by site-directed
mutagenesis and evaluation of the kinetics of correct and incorrect nucleotide
incorporation (Gohara et al., 2004, 2000). All these data led authors to suggest a
two-step model for nucleotide binding. In the first step, the incoming nucleotide,
in complex with one metal ion, was bound to the polymerase–template–primer
complex in a ground-state configuration, where the binding was driven by the
metal-complexed triphosphate moiety of the nucleotide. In this state, the ribose
moiety of the incoming nucleotide cannot bind in a productive orientation because
the interaction between Asp in motif A (AspA) and Asn of motif B (AsnB)
occluded the ribose-binding pocket. The mentioned interaction was observed in the
crystallographic structures of all picornavirus RdRPs determined in the absence of
incoming NTPs (Appleby et al., 2005; Ferrer-Orta et al., 2004; Hansen et al., 1997;
Thompson and Peersen, 2004). In the second step, a conformational change occurs
to bring the metal-complexed triphosphate moiety into the appropriate position
to interact with the conserved catalytic residues of the enzyme, and at the same
time, the polymerase organizes the active site for the acceptance of the second
metal ion required for catalysis (Arnold and Cameron, 2004; Arnold et al., 2004).
Moreover, the stability of the complex in the competent conformation will dictate
the efficiency of phosphoryl transfer. This stability would be maintained by an
extensive network of hydrogen bonds, involving the polymerase residues lining the
ribose-binding pocket and the triphosphate moiety of the substrate (Gohara et al.,
2004). Formation of this network required reorientation of AspA and AsnB as well
as the interaction of the β-phosphate oxygen with the 3′-hydroxyl group of the
NTP. The reoriented residues would stabilize the position of the ribose by direct
interactions formed with the 3′- and 2′-hydroxyl groups of the incoming nucleotide
(Arnold and Cameron, 2004; Arnold et al., 2004). Then, catalysis occurs. This
model is fully supported by the recent structural data of different RNA elongation
complexes of the closely related RdRP of FMDV (Ferrer-Orta et al., 2007).

Role of the Divalent Cations

The crucial role of Mg2+ ions in the catalysis of phosphodiester bond formation has
been discussed at the beginning of this chapter. Furthermore, polymerase activity is
also supported by other divalent cations (Arnold et al., 1999; Tabor and Richardson,
1989). Several specific regulatory effects of different metal ions on viral RNA
synthesis have been described. In particular, Mn2+ is known be an effective divalent
cation cofactor for a number of RdRPs including those of HCV (Alaoui-Lsmaili
et al., 2000; Zhong et al., 2000), PV (Arnold et al., 1999), and different members
of the Cystoviridae family (van Dijk et al., 2004). However, this metal usually
alters the biochemical properties of the polymerase, decreasing the stringency of
substrate selection and incorporation fidelity (Arnold et al., 1999, 2004; Beckman
et al., 1985; Goodman et al., 1983; Huang et al., 1997; Tabor and Richardson,
1989) provided insights into the molecular bases for the destructive effects of Mn2+
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on PV polymerase fidelity. Briefly, they found that, by using Mg2+ as the divalent
cation cofactor, PV 3Dpol can use both the first conformational change step and
the second phosphoryl transfer step to distinguish between correct and incorrect
nucleotides. However, by using Mn2+ as the cofactor, the ability to diminish the
rate of phosphoryl transfer for incorrect nucleotides relative to correct nucleotides
is lost completely, leaving only the conformational change step for selection of
correct nucleotide.

Ca2+ is known to inhibit in vitro transcription of reovirus (Sargent and Borsa,
1984) and bacteriophage φ6 (van Dijk et al., 1995). The crystal structures of φ6
RdRP initiation complexes with either Mg2+ or Ca2+ revealed key differences that
may explain the inhibitory effect of Ca2+ (Butcher et al., 2001; Salgado et al., 2004).
In the inhibition complex, the two Mg2+ ions that are present in the initiation com-
plex are substituted by Ca2+ ions. One of the Ca2+ occupies a position equivalent
to the corresponding Mg2+ in the initiation complex. The other Ca2+ has a different
coordination sphere from the equivalent Mg2+, altering the geometry of interactions
in the catalytic position.

Structural Features Facilitating Initiation of RNA Synthesis

Correct initiation of RNA synthesis is essential for the integrity of the viral genome.
There are two main mechanisms by which viral replication can be initiated: primer-
independent or de novo, and primer-dependent initiation (Kao et al., 2001; van
Dijk et al., 2004). Briefly, in the de novo synthesis, one initiation nucleotide pro-
vides the 3′-hydroxyl for the addition of the next nucleotide whereas the primer-
dependent initiation requires the use of either an oligonucleotide or a protein primer
as provider of the hydroxyl nucleophile. RNA viruses can use either one or some-
times both of these mechanisms for initiation of RNA synthesis. De novo is used
by viruses with positive, negative, dsRNA, and ambisense RNA genomes (Kao
et al., 2001). Specific examples include the dsRNA viruses such as the Cystoviri-
dae (Makeyev and Bamford, 2000a,b; Yang et al., 2003) and rotavirus (Chen and
Patton, 2000), and negative-strand RNA viruses such as vesicular stomatitis virus
(VSV) (Testa and Banerjee, 1979). Positive-strand RNA viruses that use de novo
initiation include plant alphavirus-like virus (Strauss and Strauss, 1994) and mem-
bers of the Flaviviridae family, as hepatitis C virus and dengue 2 (Ackermann and
Padmanabhan, 2001; Kao et al., 2000). Influenza virus employs a combination of
the two mechanisms with the choice being determined by the type of RNA to be
synthesized (Honda et al., 1986) while the members of the Picornaviridae family
use exclusively the protein-primed mechanism of initiation. In this process, a tyro-
sine residue provides the hydroxyl group for the formation of a phosphodiester bond
with the first nucleotide (Paul et al., 1998).

Comparisons among different RNA-dependent RNA polymerases whose struc-
tures have been solved show that those viruses which follow a primer-dependent
mechanism of initiation of replication, as picornaviruses and caliciviruses, have
a more accessible active site than viruses with a de novo initiation mechanism,
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Fig. 18.4 Structure and interactions of the FMDV 3D–VPg–UMP complex (PDB id: 2F8E).
The FMDV polymerase is shown in gray, the primer protein VPg in green and UMP in yellow.
VPg lines the RNA-binding cleft of the 3D polymerase, positioning its Tyr3 hydroxyl group as
a molecular mimic of the free 3′-hydroxyl group of a nucleic acid primer at the active site for
nucleotidylylation. (Left panel) In the active site, the hydroxyl group of Tyr3 side chain was found
covalently attached to a UMP molecule by a phosphodiester linkage (yellow). Two metal ions (gray
spheres) participate in the uridylylation reaction. Metal 1 bridges the catalytic aspartate of motif
C (red) and the O– of tyrosine side chain, now covalently bonded to phosphate α of UMP. Metal
2 coordinates the carboxylic group of the catalytic aspartate of motif A (orange), the O1 oxygen
of phosphate α and the hydroxyl group of the conserved serine of motif B (green). The conserved
tyrosine of motif C and the positively charged residues of motif F (magenta) also participate in
the uridylylation process. (Right panel) In addition to the interactions in the polymerase active
site, different residues of motifs F (magenta) and E (brown), together with residues within the
first helix of the thumb sub-domain interact with the central part of VPg. Finally, the FMDV 3D
residues Gly216, Cys217, and Pro219 (gray), in the fingers sub-domain, establish hydrophobic
contacts with VPg at the exit of the polymerase cavity.

as flaviviruses, reoviruses, and bacteriophage φ6 (Ferrer-Orta et al., 2006b). The
structure of the FMDV 3D polymerase in complex with its protein primer VPg evi-
denced how the wide central channel of picornavirus RDRPs is able to accommo-
date the primer during the initiation stage of replication (Ferrer-Orta et al., 2006a)
(Fig. 18.4). The same cavity can also accommodate a template–primer duplex dur-
ing the phase of RNA elongation (Ferrer-Orta et al., 2004) (Fig. 18.3). In contrast,
protruding extensions of the thumb domain of flaviviruses and φ6 polymerases par-
tially occlude the active site resulting in a more compact molecule where two narrow
positively charged tunnels allow the access of RNA template and NTP substrate to
the active site (Fig. 18.5A).

De novo Initiation

Structural and biochemical studies indicated that the C-terminal protrusions of φ6
and HCV RdRPs have three distinct functions: (i) stabilize the initiation complexes
by interacting with initiating nucleotides; (ii) prevent undesirable back-priming
reaction by physically separating the template-binding site from the room reserved
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Fig. 18.5 Structural features facilitating de novo initiation of RNA synthesis in φ6 and λ3 RdRPs.
The polymerase molecules are represented as sliced molecular surfaces (gray) to better show the
substrate cavities. RNA template (yellow) and priming nucleotides (green) are shown in sticks.
(A) The φ6 RdRP has two positively charged tunnels that, respectively, allow the access of the
RNA template and NTP substrates to the active site. The central channel in φ6 is blocked by the
C-terminal domain which acts as an initiation platform. From the structure of φ6–DNA complex,
Butcher et al. (2001) proposed a sequence of events that could result in the formation of the initia-
tion complex. Template enters the channel and interacts with a specific pocket (PDB id: 1HI0; left
panel); the incoming NTP binds to the initiation platform and the template ratchets back freeing the
template nucleotide 3′-end from the specific pocket (PDB id: 1UVK; right panel). Then a second
NTP enters to lock the initiation complex into its active form. (B) The reovirus RdRP has a special
priming loop (red) that supports the stacking of the priming NTP in the initiation complex (PDB
id: 1N1H; left panel). In the fully active polymerase elongation complex (PDB id: 1N35; right
panel), this loop (salmon) retracts toward the palm with respect to its position in the apo-enzyme,
an initiation complex to fit into the minor groove of the product duplex.

for the daughter RNA chain; and (iii) serve as a physical barrier to block the exit
of the template tunnel during initiation (Butcher et al., 2001; Leveque et al., 2003;
van Dijk et al., 2004) (Fig. 18.5A). Furthermore, these initiation platforms block the
path of the elongating RNA product at the level of two or three nucleotides and large
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conformational rearrangements are required to accommodate longer product chains.
These conformational changes would mark the transition from the initiation to the
elongation. The reovirus λ3 RdRP also has a special priming loop that supports the
stacking of the priming NTP in the formation of the initiation complex (Tao et al.,
2002). This loop appears as an insertion within the palm domain and has not been
observed in any other polymerase. The structure of a λ3 RdRP elongation complex
showed how upon the formation of the first phosphodiester bond, the priming loop
retracts toward the palm with respect to its position in the apo-enzyme and in the
initiation complex to fit into the minor groove of the product duplex (Fig. 18.5B).
This allows the newly synthesized RNA to exit the polymerase and facilitates the
transition between the initiation and elongation stages of RNA synthesis (Tao et al.,
2002).

Primer-Dependent Initiation in Picornaviruses

Picornavirus RNA replication is initiated by the successive attachment of two UMP
molecules to the hydroxyl group of a tyrosine in the terminal protein VPg (3B)
(Paul et al., 1998). This reaction is catalyzed by 3Dpol, using an AA-containing
RNA template either from the 3′-poly(A) tail or the cis-acting replication element
(Cre). The precursor 3CD also contribute to the process. In PV, VPg uridylylation
templated by Cre is stimulated 20-fold by the addition of 3CD and 10-fold by adding
3C (Pathak et al., 2002; Paul et al., 2000). Furthermore, the uncleaved precursor
3BC is a ninefold better substrate for uridylylation than 3B alone. The uncleaved
precursor 3BDC is also a substrate for uridylylation, albeit a poorer one than 3B or
3BC (Marcotte et al., 2007).

Three models for uridylylation have recently been published. Two of the mod-
els, based on mutational and computational studies in PV, assume that VPg and
the VPg precursor 3AB bind to the same surface of 3Dpol and that VPg enters
the polymerases active site from the backside of the polymerase molecule through
the NTP channel (Schein et al., 2006; Tellez et al., 2006). In contrast, structural
and functional evidences from the FMDV 3D–VPg complexes show an alternative
arrangement, where VPg accesses the polymerase catalytic site from the front face
of the enzyme through the central RNA-binding cleft (Ferrer-Orta et al., 2006a)
(Fig. 18.4). The structure of two complexes between FMDV 3D and VPg is actu-
ally available showing both the uridylylated and non-uridylylated forms of VPg. In
the two structures, VPg adopts almost the same conformation with little secondary
structure (Fig. 18.4). The N-terminal portion of the protein is located close to the
NTP channel and projects the side chain of residue Tyr3 into the active site, then the
peptide chain snakes through the large RNA-binding cleft toward the thumb domain
of 3Dpol, following a similar trajectory to that taken by the RNA primer and duplex
product in the 3D–RNA complex (Ferrer-Orta et al., 2006a, 2004) (Fig. 18.4). Con-
served residues in the fingers and thumb domains of the polymerase were identified
as being responsible for stabilizing VPg in its binding cavity. In the 3D–VPg–UMP
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complex, the hydroxyl group of Tyr3 side chain was found covalently attached to
the UMP molecule by a phosphodiester linkage. Two divalent cations participate
in the uridylylation reaction that appears to follow a similar mechanism to that
described for the nucleotidyl transfer reaction in other polymerases (Steitz, 1998).
The positively charged residues of motif F also participate in the uridylylation pro-
cess, stabilizing Tyr3 and UMP in a proper conformation for the catalytic reaction
(Fig. 18.4).

Mutational analysis of the conserved FMDV 3D residues that strongly interact
with VPg; in particular, charged amino acids of motifs E and F and the catalytic Asp
of motif C show a drastic defect in VPg uridylylation (Ferrer-Orta et al., 2006a).

The crystal structure of the PV precursor 3CD fully supports the FMDV model
(Marcotte et al., 2007). VPg binding to FMDV 3D is likely to be highly analogous to
the binding in PV 3D; the interacting residues are strictly conserved and the FMDV
enzyme can use the VPg of PV as its substrate (Nayak et al., 2005). Furthermore,
mutations made to different PV 3D residues of motifs C and E, which correspond
to FMDV residues actively involved in VPg binding, result in an almost complete
loss of uridylylation activity (Lyle et al., 2002). In the 3CD crystal structure, the
3D domain makes extensive contacts with the 3C and 3D domains of neighboring
molecules and the N-terminus of 3C lies close to the VPg-binding site, as VPg

Fig. 18.6 Proposed model of the uridylylation complex from the crystal structures of the PV
protein 3CD (PDB id: 2IJD) and the FMDV 3D–VPg complex (PDB id: 2F8E). In the 3CD crystal
structure, each 3D domain (red) forms extensive interfaces of contact with the 3C and 3D domains
of a symmetry-related 3CD molecule (blue). Several conserved residues appeared to stabilize these
interfaces. These packing interactions showed that the N-terminus of one 3C domain was located
close to the VPg-binding site of an adjacent 3D domain of another 3CD molecule. Assuming that
the observed interfaces were relevant to 3CD-stimulated uridylylation reaction, authors found only
one possible way to connect the VPg-binding site to the N-terminus of 3C by linking across the
front face of 3Dpol (discontinuous lines in purple). VPg (purple) has been modeled into the 3D
domain using the FMDV 3D–VPg structure as a template.
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was seen in the FMDV polymerase complex (Marcotte et al., 2007) (Fig. 18.6). The
observed arrangement suggests a possible biological role of the contacting interfaces
in forming and regulating the VPg uridylylation complex.
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Chapter 19
Human Immunodeficiency Virus
Reverse Transcriptase

Michaela Wendeler, Jennifer T. Miller, and Stuart F.J. Le Grice

Introduction

Human immunodeficiency virus type 1 (HIV-1) reverse transcriptase (RT) is an
essential enzyme for HIV replication which converts the single-stranded viral RNA
into a double-stranded DNA, suitable for integration into the host cell genome
(Telesnitsky and Goff 1997). Heterodimeric p66/p51 HIV-1 RT (Fig. 19.1) has
both synthetic (DNA polymerase) and degradative activities (ribonuclease H or
RNase H), located at the N- and C-terminus of its p66 subunit, respectively. During
HIV-1 replication, a complicated series of protein–protein and protein–nucleic acid
interactions occur, each with the potential to be targeted by a small-molecule antag-
onist which might be developed into a potent therapeutic agent. Given the prob-
lem of increasing resistance against anti-HIV drugs currently in clinical use and
the continued need to identify new drug targets, enzymatic activities and inter-
actions, protein folding, and disruption of nucleic-acid structure are areas where
detailed studies promise to unveil novel approaches with the potential for therapeutic
intervention.

The Reverse Transcription Cycle of HIV

Reverse transcription is initiated from the 3′-end of a cellular tRNA hybridized
to a sequence near the 5′-end of the viral genome designated the primer bind-
ing site (PBS) (Fig. 19.2[A]). Each retroviral genus has evolved to use a specific
tRNA species, i.e., HIV-1 exploits the tRNALys3 isoform (Marquet et al. 1995;
Le Grice 2003; Kleiman et al. 2004), while Rous sarcoma and Moloney murine
leukemia virus use tRNATrp and tRNAPro, respectively. When RT reaches the 5′-end
of the viral genome, the resulting cDNA is termed minus-strand strong stop DNA
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Fig. 19.1 Structure of p66/p51 HIV-1 reverse transcriptase. The p66 and p51 subunits are derived
from the same gene, differing in that p51 lacks the C-terminal RNase H domain. Subdomains are
denoted fingers (blue), palm (red), thumb (green), and connection (yellow), while the RNase H
domain is gold. p51 subdomains are indicated by lighter shading.

(–ssDNA). RNase H activity concomitantly degrades viral RNA of the resulting
DNA/RNA hybrid. Terminal redundancy at the 5′- and 3′-ends of the viral genome
facilitates annealing of –ssDNA to the 3′-end of the viral genome, allowing strand
transfer (Fig. 19.2[B]) and continued minus-strand DNA synthesis (Telesnitsky and
Goff 1997). Again, RT-mediated RNase H activity degrades the RNA genome,
with the exception of two purine-rich sequences designated the 3′ polypurine tract
(3′PPT), present near the 3′-end of the viral genome and the central PPT (cPPT),

�
Fig. 19.2 The HIV-1 reverse transcription cycle. [A] (–) strand DNA is synthesized from the 3′

terminus of PBS-bound tRNALys3, while RNase H activity concomitantly degrades RNA of the
resulting RNA/DNA hybrid. [B] Once the replication machinery reaches the 5′ terminus of the (+)
RNA genome, it relocates, via a strand-transfer event, to the 3′ terminus, allowing continued (–)
strand DNA synthesis. [C] While the (+) RNA genome is essentially non-specifically degraded,
polypurine tracts at the center (cPPT) and 3′ end of the genome (3′ PPT) are refractory to hydroly-
sis and serve as primers for (+) strand DNA synthesis. Shortly after initiation of (+) DNA synthesis,
both the cPPT and the 3′ PPT are removed. 3′ PPT-mediated DNA synthesis pauses after copying
over 18 nt of the tRNA primer, allowing RNase H hydrolysis in the vicinity of the tRNA/(–) DNA
junction. [D] tRNA release makes (+) strand PBS sequences available for hybridization to the
(–) strand complement, supporting plus-strand transfer and continued synthesis from both PPTs.
[E] Bidirectional DNA synthesis generates the double-stranded DNA provirus containing a dis-
continuity near the center of the plus strand.
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an identical sequence within the integrase (IN)-coding region. Both PPTs serve as
primers for initiation of the positive (+) strand copy of the cDNA, and synthesis from
the 3′ PPT proceeds over the newly synthesized (–) strand copy of the viral cDNA
and partially into the tRNA primer (Fig. 19.2[C]). This paused species is designated
plus-strand strong-stop DNA (+ssDNA). RNase H activity degrades 3′ terminal
tRNA nucleotides to create a single-stranded region complementary to the minus-
strand PBS, thereby facilitating the second-strand-transfer event (Fig. 19.2[D]). A
circular intermediate is formed, and viral DNA synthesis can now be completed
via bidirectional DNA synthesis (Fig. 19.2[E]). For reasons, which are not fully
understood, the final product of reverse transcription in HIV contains a plus-strand
discontinuity. Each of these steps will be described in more detail below.

Minus-Strand Initiation

Initiation of minus-strand DNA synthesis in HIV-1 utilizes the cellular tRNALys3

isoform as the replication primer (Mak and Kleiman 1997; Le Grice 2003). This
tRNA is recruited into the infected cell prior to particle formation by interactions
involving the viral polyprotein precursors Pr55 gag and Pr160 gag-pol. Portions of
the Pr160 gag-pol precursor polyprotein, more specifically, the thumb subdomain
of RT, have been suggested to interact with tRNALys3 (Khorchid et al. 2000), while
Pr55 gag has been proposed to recruit the mitochondrial form of lysine tRNA syn-
thetase (LysRS) bound to tRNALys3 (Javanbakht et al. 2003; Kovaleski et al. 2006;
Kaminska et al. 2007) to assist in its encapsidation. Subsequent to cleavage of the
polyprotein, the viral nucleocapsid (NC) protein facilitates annealing of the first
18 nt of tRNALys3 to the genomic PBS sequence (Barat et al. 1993; Barraud et al.
2007). Preliminary data suggest that the cellular-editing enzyme APOBEC3G can
inhibit tRNALys3-directed priming in vif negative viruses, but whether this is due to
a direct action with the nucleic acid remains in question (Guo et al. 2006). There
is considerable controversy surrounding the structure adopted by the tRNA:viral
RNA binary complex. In contrast to early models proposed by Leis and co-workers
(Cobrinik et al. 1988; Aiyar et al. 1992; Aiyar et al. 1994), in vitro studies demon-
strated a complex series of interactions between HIV-1 viral RNA and tRNALys3,
the most prominent of which involved the tRNA anticodon loop and a viral A-rich
loop sequence upstream of the PBS. These interactions were subsequently shown
to exist in the HIV-1 Mal isolate and in the A and G HIV-1 subgroups (Isel et al.
1993; Isel et al. 1995), whereas only weak interactions were noted for the Lai or
NL4.3 strains, as well as in 86% of HIV-1 isolates (Bajji et al. 2002; Goldschmidt
et al. 2004; Miller et al. 2004; Tisne et al. 2004). In vivo, however, when the viral
A-rich loop is mutated or deleted, the sequences quickly revert (Liang et al. 1997)
and have been shown to be important for maintaining efficient DNA synthesis from
heterologous primers (Kang et al. 1996; Ni et al. 2007). In summary, although binary
structures may differ, the predominant interaction in the majority of strains occurs
primarily between the viral PBS and the 3′-terminal 18 nt of tRNALys3 (Fig. 19.3).
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In the presence of NC, an additional interaction pairing the anticodon stem/variable
loop of the tRNA with a stretch of viral RNA upstream of the A-rich loop has been
demonstrated (Iwatani et al. 2003). Several studies have suggested a role for tRNA–
viral RNA interactions that, while transient, influence the kinetics of reverse tran-
scription. Disrupting the A-rich loop–anticodon loop interaction in vitro has been
shown to influence the transition from an initiation phase of DNA synthesis that
lasts through the addition of the first 5 nt to an elongation phase which imparts sig-
nificantly higher processivity (Lanchy et al. 1996). Additionally, a sequence denoted
the primer activation signal, also upstream of the PBS, has been shown to regulate
initiation of reverse transcription via its availability to pair with the TΨC stem/loop
of the tRNA primer (Beerens et al. 2001; Beerens and Berkhout 2002; Ooms et al.
2007). In vivo, viral or cellular proteins may facilitate these and other contacts,
resulting in highly dynamic binary and tertiary complexes specific to the initiation
phase of the reverse transcription cycle.

Minus-Strand DNA Transfer

The HIV-1 minus-strand transfer reaction is mediated by a 97 nt homologous repeat
or R region present at each end of the genome. However, prior to cDNA annealing to
the acceptor strand, viral RNA must be removed to expose the immediate 3′ terminus
of nascent –ssDNA. Once –ssDNA has been synthesized to the 5′ end of the RNA
genome, “polymerase-dependent” RNase H cleavage (Furfine and Reardon 1991;
Gopalakrishnan et al. 1992; Jacobo-Molina et al. 1993; Gotte et al. 1998) leaves
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an 18-nt RNA fragment stably attached, which impairs strand transfer, after which
“polymerase-independent” RNase H activity (DeStefano 1995) cleaves the 18-nt
RNA into smaller fragments that are more likely to dissociate, leaving –ssDNA free
to participate in strand transfer (DeStefano et al. 2001; Gao et al. 2001; Wisniewski
et al. 2002; Levin et al. 2005). After degradation of the viral RNA, the –ssDNA (to
which the tRNA primer is still attached) anneals via its complementary R region
to the RNA at the 3′-terminus of the viral genome. This reaction can occur intra- or
intermolecularly (van Wamel and Berkhout 1998). The 5′-end of the HIV-1 R region
comprises the highly structured transactivation response element (TAR), a stem-
loop that must be destabilized to allow annealing. The viral NC protein facilitates
the disruption and subsequent annealing of this hairpin (You and McHenry 1994;
Guo et al. 2000; Golinelli and Hughes 2003).

Several studies have shown that a higher efficiency of strand transfer corre-
lates with increased homology between donor and acceptor molecules (Luo and
Taylor 1990; Andersen et al. 2003). However, mutant acceptor molecules with
only 30 nt of R region homology efficiently promoted strand transfer in vivo
(Berkhout et al. 1995). Minus-strand transfer has been studied in vitro utilizing
single-molecule FRET on a wide variety of substrates. Barbara and colleagues
demonstrated that TAR annealing occurs more efficiently through a mechanism
involving NC-mediated unwinding at the base of the hairpin (called the Y interme-
diate), but also can involve a dual-loop interaction called the “kissing” mechanism
(Liu et al. 2005; Liu et al. 2007). Likewise, Godet et al. studied annealing kinetics
of TAR with fluorescently labeled cTAR derivatives and found that NC-promoted
stimulation is correlated with its ability to destabilize the lower half of the TAR
stem (Godet et al. 2006). In addition to pause-induced RNase H cleavages, Kim
et al. showed that low-dNTP concentrations could influence the rate of strand trans-
fer in mutants with dNTP-binding deficiencies (Operario et al. 2006). Minus-strand
transfer is also stimulated in cis by sequences 3′ of the PBS, thought to create RNA
secondary structures that enhance transfer efficiency, although the mechanism is not
known at present (Song et al. 2006).

Polypurine Tract-Primed Initiation of Plus-Strand
DNA Synthesis

Following minus-strand DNA transfer, continued polymerization creates a cDNA
copy of the plus-strand viral RNA genome. Concomitantly, RNase H activity
degrades RNA of the RNA/DNA replication intermediate, with the exception
of two purine-rich RNAs: the 3′PPT and cPPT. Both PPTs share the sequence
5′-AAAAGAAAAGGGGGG-3′ and are preceded at their 5′ termini by a run of
consecutive U residues. For the 3′PPT, cleavage to create the primer for second
strand DNA synthesis occurs 3′ to the d(C)6:r(G)6 tract, defining the 5′ boundary of
the U3 sequence (Huber and Richardson 1990). It is vital that this cut is precise, as
the first deoxynucleotides of +ssDNA ultimately define the recognition site for the



19 Human Immunodeficiency Virus Reverse Transcriptase 409

viral integrase protein. Extensive study has focused on structural features that render
the PPT resistant to cleavage by the otherwise promiscuous RNase H activity. The
resistance is specific to retroviral RNases H, as Escherichia coli RNase H readily
degrades the PPT primer (Lener et al. 2002). The structure of HIV-1 RT complexed
with a PPT-containing RNA/DNA hybrid (Sarafianos et al. 2001) indicates that
amino acids in the connection and RNase H domains, termed the RNase H primer
grip (RHPG), make specific contacts with the DNA strand (Fig. 19.4). In addi-
tion, the structure of the nucleic-acid hybrid shows unpaired and mispaired bases
and minor groove compression in the 5′ r(A)4:d(T)4 tract. Probing the unbound
RNA/DNA hybrid with KMNO4 showed structural perturbations in the same area,
indicating that these features may be inherent to the nucleic acid (Kvaratskhelia
et al. 2002). Although it is not clear whether such features are enhanced or modified
by RT, they may contribute to resistance to hydrolysis. The sequence of the PPT
with respect to cleavage specificity has been extensively studied. In vivo, mutations
that disrupt or ablate the PPT severely affect replication (Robson and Telesnitsky
2000; McWilliams et al. 2003; Miles et al. 2005). Model systems confirmed the
significance of the d(C)6:(rG)6 tract in primer selection (Pullen et al. 1993) and
also showed that neither the sequence context surrounding the primer nor its loca-
tion in the genome affected its cleavage or utilization (Powell and Levin 1996). A
more detailed mutational analysis demonstrated the specific importance of the rG
residue at position –2 (Julias et al. 2004; Schultz et al. 2006; Jones and Hughes
2007; Rausch and Le Grice 2007). Recently, nucleoside analogs have been used
to dissect the role of base and sugar constituents in recognition, cleavage speci-
ficity, and extension of the 3′PPT. Such analogs included (a) non-hydrogen bonding
pyrimidine isosteres, to interrogate hydrogen bonding and flexibility (Rausch et al.
2003), (b) abasic tetrahydrofuran linkages, which determine the role of the nucle-
obase (Yi-Brunozzi and Le Grice 2005; Dash et al. 2006a), the fluorescent analog
pyrrolo-dC (Dash et al. 2004a), and (c) locked nucleic-acid (Dash et al. 2004b; Dash
et al. 2006b) analogs which provide information on local base pairing and nucleic-
acid flexibility. In summary, these studies demonstrate the significance of hydrogen
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bonding at the junction of the d(T)4:(rA)4 and d(C)6:(rG)6 tracts and the neces-
sity for nucleobases in the RNA strand at the PPT/U3 junction for accurate cleav-
age. A detailed examination utilizing nucleoside analogs to study the importance
of exocyclic groups of the purine ring (Rausch and Le Grice 2007) has also estab-
lished a link between 5′ primer cleavage specificity and the upstream d(A)5:(rU)5

and d(T)4:(rA)4 tracts, whereas the downstream d(C)6:(rG)6 delineates the speci-
ficity of initiation from the PPT. Furthermore, introducing substituents at position 2
of –2G or +1A or inserting a –NH2 group at position 6 of –4G greatly influenced
cleavage specificity. Clearly, the determinants underlying recognition, cleavage, and
extension of the PPT primer are multifaceted, allowing the virus to tightly regulate
the sequences that specify the termini of the double-stranded viral preintegrative
genome.

For reasons stated above, the 3′PPT primer must be removed from nascent
+ssDNA with precision. In a manner that can be likened to abortive initiation during
transcription (Steitz 2004), Gotte et al. (2001) have shown that, following addition
of 12 nt to the primer, the PPT/U3 junction is recognized and cleaved by the RNase
H domain. This is followed by re-positioning of RT and renewed plus-strand synthe-
sis from the 3′-terminus of the short DNA fragment. Although speculative, pausing
after synthesis of 12 nt of plus-strand DNA would position the RNA–DNA junction
of the chimeric primer within the RNase H primer grip, which might induce tran-
sient stalling, allowing dissociation of RT to make the PPT/U3 junction amenable
to hydrolysis.

Plus-Strand Transfer

Both the newly synthesized minus-strand DNA and its covalently attached tRNA
replication primer serve as templates for 3′PPT-primed plus-strand DNA synthesis.
Once U3, R, and U5 sequences are duplicated, HIV-1 RT copies 18 nt into the 3′-
end of tRNALys3, pausing at A57, the first modified riboncleotide encountered (Ben-
Artzi et al. 1996) In this paused complex, the RNase H domain is now positioned
in the vicinity of the minus-strand DNA/tRNA junction. Surprisingly, model sys-
tems duplicating tRNA primer-removal event showed that the DNA–RNA junction
is not the preferred site of hydrolysis. Instead, HIV-1 RT cleaves between rC75 and
rA76 of tRNALys3, leaving a single ribonucleotide attached to the minus-strand DNA
(Smith et al. 1999). Following cleavage, RNase H activity further degrades the short
tRNA/DNA hybrid, allowing dissociation of the fragmented tRNA primer. As a con-
sequence, plus-strand PBS sequences become available for a second, intra-strand,
transfer event, mediated through complementarity between minus- and plus-strand
PBS sequences.

Termination at the Central PPT

Although bidirectional DNA synthesis should be sufficient to complete the
reverse transcription cycle and create a double-stranded, integration-competent
DNA provirus, additional use of the cPPT primer in HIV produces a plus-strand
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discontinuity. These events are outlined schematically in Figs 19.2 [D] and [E].
Following strand transfer, 3′PPT-mediated DNA synthesis continues to the cPPT,
thereafter displacing ∼100 nt of cPPT-primed DNA. At this point, the replication
complex abruptly halts at the “central termination sequence” (CTS), generating a
structure designated the “central flap” (Charneau and Clavel 1991; Hungnes et al.
1991; Charneau et al. 1992; Hungnes et al. 1992), a prominent feature of which is
phased A-tracts which induce minor groove narrowing (Lavigne et al. 1997; Lavigne
and Buc 1999; Lavigne et al. 2001). Since the same A-tracts do not interfere with
cPPT-primed DNA synthesis, central termination apparently reflects the replication
complex encountering an aberrant duplex DNA structure while catalyzing strand
displacement synthesis. The final product of DNA synthesis is a double-stranded
DNA containing a “flap” of ∼100 single-stranded nucleotides (Kankia and Musier-
Forsyth 2007), Fig. 19.2 [E]. In vitro studies of Bambara and colleagues (Rumbaugh
et al. 1998) have demonstrated that Fen1, a nuclease involved in processing Okazaki
fragments (Kao et al. 2004) will remove the single-stranded overhang, while the dis-
continuity can be repaired by eukaryotic DNA ligase. Thus, while not demonstrated
directly, such studies lay a precedent for host enzyme involvement in creating the
intact double-stranded provirus.

The function of the central flap has been the subject of considerable contro-
versy. Several studies show that its mutation or deletion impairs virus replication
(Charneau et al. 1992; Charneau et al. 1994; De Rijck and Debyser 2006) and that
it confers a positive transduction efficiency to lentiviral vectors (Sirven et al. 2000;
Dardalhon et al. 2001; Zennou et al. 2001; Van Maele et al. 2003; Ao et al. 2004).
Imaging studies show that “flap-negative” pre-integration complexes accumulate
around the nuclear membrane but do not enter the nucleus (Zennou et al. 2000).
Charneau and co-workers showed by scanning electron microscopy that reverse
transcription occurs within an intact capsid shell and that in the absence of central
flap formation, uncoating is impaired and linear DNA remains trapped within the
integral shell precluding nuclear import (Arhel et al. 2007). However, other studies
found that the flap is dispensable for nuclear import of the pre-integration com-
plex and the effect seen previously may have been cell-type dependent and can be
masked by a high multiplicity of infection (Dvorin et al. 2002; Limon et al. 2002;
Arhel et al. 2006). Despite controversy on the necessity for a central termination
sequence, it is worthwhile noting that a similar element has been found in equine
infectious anemia virus (Borroto-Esoda and Boone 1991; Stetor et al. 1999) and
feline immunodeficiency virus (Whitwam et al. 2001).

HIV-1 Reverse Transcriptase

The asymmetric RT heterodimer is composed of 66 kDa (p66) and 51 kDa (p51)
subunits derived from the gag/pol polyprotein, the smaller of which arises through
HIV-1 protease-mediated cleavage of p66 between Phe440 and Tyr441(di Marzo
Veronese et al. 1986; Lowe et al. 1988). Both subunits contain four subdomains,
designated fingers (residues 1–85 and 118–154), palm (86–117 and 155–242),
thumb (255–318), and connection (319–426). In addition, residues 427–560 of p66
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comprise the RNase domain (Kohlstaedt et al. 1992; Jacobo-Molina et al. 1993)
(Fig. 19.1). Although their amino acid sequences are identical, the subdomains of
p66 and p51 adopt a very different fold. Whereas the polymerase domain of p66
folds into an open, extended structure with a large active-site cleft, the equivalent
region of p51 forms a closed, compact domain which cannot participate in cataly-
sis (Kohlstaedt et al. 1992; Wang et al. 1994). Both the DNA polymerase and the
RNase H activities are accommodated by the p66 subunit, while p51 is proposed
to provide structural support to p66 (Le Grice et al. 1991; Kohlstaedt et al. 1992;
Jacobo-Molina et al. 1993; Amacker and Hubscher 1998). Additional functional
roles of p51 involve facilitating the loading of p66 on the template-primer (Harris
et al. 1998) and stabilizing the appropriate conformation of p66 during initiation of
reverse transcription from tRNALys3 (Jacques et al. 1994a; Arts et al. 1996a). In con-
trast to the p66 subunit, which can undergo large-scale motions (especially its fin-
gers and thumb subdomains), the p51 subunit is essentially rigid (Bahar et al. 1999).

RT Dimerization

The monomeric forms of the RT subunits are catalytically inert, i.e., biological activ-
ity strictly requires dimer formation (Muller et al. 1989; Restle et al. 1990, 1992).
The p66/p51 dimer interface has recently attracted interest as a potential target for
the development of novel antiviral drugs, in particular substituted TSAO-T deriva-
tives (Srivastava et al. 2006). The most stable form is the heterodimer with a dis-
sociation constant in the nanomolar range (Restle et al. 1990; Divita et al. 1993).
p66 and p51 can form homodimers in vitro, but are considerably less stable with
dissociation constants of 10–6 and 10–5 M, respectively (Divita et al. 1993; Wang
et al. 1994). While the p66 homodimer retains both DNA polymerase and RNase H
function, it inefficiently catalyzes tRNA-primed minus-strand DNA synthesis from
the PBS (Arts et al. 1996b). In contrast, the p51 homodimer is only poorly active
and distributive in nature (Wohrl et al. 1994).

A two-step model for heterodimer formation was proposed from in vitro studies
(Divita et al. 1993, 1995; Cabodevilla et al. 2001). The first involves concentration-
dependent association of the two subunits to a non-functional enzyme (Tachedjian
et al. 2003), and a subsequent slow conformational change gives rise to the mature,
active form (Divita et al. 1993, 1995). The maturation process involves interactions
of the fingers and thumb subdomains of p51 with the palm subdomain and RNase
H domain of p66. Three major contact regions at the dimer interface are involved
in subunit interactions, namely (i) the p51 fingers interact with the p66 palm, (ii)
the connection of p51 interacts with its p66 counterpart, and (iii) the p51 thumb
interacts with the RNase H domain of p66 (Wang et al. 1994). These interactions
are mostly hydrophobic (Becerra et al. 1991; Wang et al. 1994) and contributions
from residues of p51 may play a more important role in dimer stability (Menendez-
Arias et al. 2001).

Among residues of the connection subdomain, the tryptophan-rich motif, span-
ning residues 398–414, was found to be of central importance for dimerization
(Menendez-Arias et al. 2001; Rodriguez-Barrios et al. 2001; Tachedjian et al. 2003).
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This cluster of six tryptophan residues (Trp398, Trp401, Trp402, Trp406, Trp410,
and Trp414) is highly conserved in primate lentiviral RTs. Interactions between the
two connection subdomains are asymmetric in that different residues from p51 and
p66 are important for the contacts. A study using the yeast-two hybrid system to
analyze the effect of mutations in the tryptophan-rich motif on heterodimer forma-
tion demonstrated that mutating Trp401 and Trp414 of p66 impairs dimerization by
altering positioning of structural elements between these residues that make impor-
tant contacts with p51 (Tachedjian et al. 2003). A trans-complementation approach
for analyzing the RT heterodimer in the context of infectious virions (Mulky et al.
2005) identified residues Trp398, Trp402, Trp406, and Trp414 of p51 as crucial for
subunit interaction and dimer stabilization. Important contributions to inter-subunit
interactions were further found for amino acids Trp401, Tyr405, and Asn363 of p51
and Trp410 of p66. In addition to residues located directly at the dimer interface,
mutagenesis studies identified additional amino acids in both subunits at a distance
from the interface that also contribute to dimerization and stability (Goel et al. 1993;
Ghosh et al. 1996; Wohrl et al. 1997; Tachedjian et al. 2003).

Nucleic-Acid Binding

The nucleic-acid-binding cleft is formed by fingers, palm, and thumb of p66, and
crystal structures of HIV-1 RT bound to duplex DNA and an RNA/DNA hybrid
have identified numerous contacts between the enzyme and both strands of primer
template (Jacobo-Molina et al. 1993; Ding et al. 1998; Huang et al. 1998; Sarafianos
et al. 2001). Interactions occur mainly between the sugar-phosphate backbone of
the nucleic acid and highly conserved motifs of the fingers, palm, thumb, and
RNase H domain of p66. Superposition of X-ray structures of unliganded and
ligand-bound RT underscore the high flexibility of the enzyme, especially in the
p66 thumb (Carvalho et al. 2006). In crystal structures of wild-type unliganded RT,
this subdomain is folded down into the nucleic-acid-binding cleft (Rodgers et al.
1995; Hsiou et al. 1996). This conformation was also found for unliganded RT in
solution by a spin-labeling study (Kensch et al. 2000). Binding of duplex nucleic
acid produces large changes in the orientation of the thumb relative to the p66 palm,
resulting in a more open conformation. Helix α-H of the p66 thumb is involved
in extensive contacts with the primer strand in the minor groove of the DNA
(Beard et al. 1994; Bebenek et al. 1995, 1997). Residues Pro227-His235 form the
β12-β13 hairpin and are designated the “primer grip”. This motif, which is highly
conserved among retroviral RTs (Xiong and Eickbush 1990), plays a central role
for maintaining the orientation of the primer 3′-OH for nucleophilic attack on the
incoming dNTP (Jacobo-Molina et al. 1993). Important primer grip contacts involve
the main-chain atoms of Met230 and Gly231 with the primer terminal phosphate
(Ding et al. 1998). Mutational studies on the primer grip have been shown to have
pleiotropic effects, altering DNA polymerase and RNase H activity as well as
reducing dimer stability (Jacques et al. 1994b; Ghosh et al. 1996, 1997; Palaniappan
et al. 1997; Powell et al. 1997; Wohrl et al. 1997; Wisniewski et al. 1999). Contacts
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to the template strand are mediated by the “template grip”, comprising elements of
the p66 palm (αB-β6 loop, β-strand 9, α-helix E, and the β8-aE connecting loop)
and fingers (β-strand 4) (Jacobo-Molina et al. 1993; Ding et al. 1998).

In the crystal structure of Huang et al. (Huang et al. 1998) containing a disulfide-
tethered DNA duplex, the single-stranded template overhang ahead of the poly-
merase active site was not co-linear with the duplex, but bent away and contacted
by the p66 fingers. This structure revealed contacts of nucleobases +2 and +3 with
Trp24, Pro25, Phe61, and Ile63 and of base +1 with Leu74 (defining +1 as the first
unpaired template nucleotide). In addition, Arg78, Lys154, and Glu89 interact with
phosphate groups. A study based on nucleoside analog interference (Dash et al.
2006a) demonstrated that alterations to template geometry 1–2 nt ahead of the cat-
alytic center influenced protein–DNA contacts and could interrupt catalysis and that
this effect was sensitive to Phe61 substitutions.

The DNA Polymerase Active Site

The DNA polymerase active site resides within the palm subdomain of p66, at the
base of the nucleic-acid-binding cleft, and is characterized by the Asp110, Asp185,
and Asp186 catalytic triad, a feature conserved in many polymerases (Kohlstaedt
et al. 1992; Jacobo-Molina et al. 1993) (Fig. 19.5). Among polymerase families,
the structure of the palm domain is also highly conserved, comprising a four- to
six-stranded β-sheet flanked on one side by two α-helices (Brautigam and Steitz
1998). Detailed studies have delineated the effect of mutating the catalytic triad on
RT polymerase activity (Boyer et al. 1992, 1994; Tantillo et al. 1994).

In crystal structures containing duplex nucleic acid, the catalytic aspartates of
HIV-1 RT are close to the 3′-terminus of the primer. Asp185 and Asp186 are part
of the conserved –Tyr–Met–Asp–Asp– motif, which adopts an unusual β-turn con-
formation (Esnouf et al. 1995; Hsiou et al. 1996; Ding et al. 1998), possibly to
facilitate correct positioning of the aspartate residues for catalysis. The phenoxy
side chain of Tyr183 is involved in hydrogen bonding with nucleobases at position
–2 (Ding et al. 1998). Site-specific replacement of Tyr183 with the unnatural analog
nor-tyrosine was found to significantly decrease RNA-dependent DNA polymerase
activity, while DNA-dependent DNA polymerase activity was unaffected (Klarmann
et al. 2004). A comparison of crystal structures of DNA-bound RT with unliganded
or non-nucleoside-bound enzymes reveals significant conformational differences for
the –Tyr–Met–Asp–Asp– quartet, implicating a high degree of structural flexibility
for this element (Ding et al. 1998).

The incoming dNTP is tightly coordinated by p66 fingers’ residues Lys65 and
Arg72, the main-chain NH groups of residues Asp113 and Ala114 and two metal
ions. The ribose moiety is accommodated by a pocket lined by Asp113, Tyr115,
and Phe116 on one side, and Glu151 and Arg72 on the other. Additional contacts of
the dNTP occur through base-pairing and base-stacking with the template-overhang
(Huang et al. 1998). Mutagenesis studies have designated Tyr115 the “steric gate”,
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Fig. 19.5 Model of the DNA polymerase active site of p66 HIV-1 RT. For clarity, the p51 subunit
has been removed. p66 fingers, palm, thumb, and connection subdomains are indicated in blue,
red, green, and yellow, respectively. Template nucleobases are represented in magenta and primer
nucleobases in cyan.

implicating a critical role for this residue in discriminating between deoxy- and
ribonucleoside triphosphates (Martin-Hernandez et al. 1996; Cases-Gonzalez et al.
2000). A later study replacing Tyr115 with a variety of unnatural amino acid
analogs demonstrated that a Tyr115 -> aminomethyl-Phe115 substitution conferred
resistance to the nucleoside analog 3TC by allowing more efficient incorporation of
dCTP (Klarmann et al. 2007). In addition, the fidelity of dNTP insertion is critically
influenced by interactions of the γ-phosphate moiety with Lys65 (Garforth et al.
2007).

NNRTI-Binding Pocket

The hydrophobic-binding pocket occupied by non-nucleoside RT inhibitors
(NNRTIs) is formed by residues of the p66 palm and thumb, at a distance of approx-
imately 10 Å from the DNA polymerase active site (Kohlstaedt et al. 1992; Ding
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et al. 1995). This binding pocket is not evident in RT in the absence of the inhibitor.
NNRTI binding induces conformational changes, and in particular a rearrangement
of side chains Tyr181 and Tyr188, and a substantial displacement of the DNA poly-
merase primer grip that allosterically inhibits catalysis (Esnouf et al. 1995; Rittinger
et al. 1995). A recent crystal structure of double mutant Lys103Asn/Tyr181Cys in
the absence and presence of the NNRTI HBY 097 suggests that non-nucleoside
binding restricts flexibility of the –Tyr–Met–Asp–Asp– loop and prevents correct
orientation of catalytic aspartate residues required for metal binding (Das et al.
2007).

DNA Synthesis Mechanism

Kinetic analyses identified an ordered mechanism for DNA polymerase activ-
ity, where RT binds first primer-template and subsequently the incoming dNTP
(Majumdar et al. 1988). The second step induces a conformational change resulting
in closure of the fingers’ subdomain (Sarafianos et al. 1999), trapping the substrate
and correctly aligning the α-phosphate of the bound dNTP and the 3′-OH group of
the primer terminus (Huang et al. 1998; Doublie et al. 1999). Kinetic studies identi-
fied this step to be rate-limiting for catalysis (Dahlberg and Benkovic 1991; Spence
et al. 1995).

As for all DNA polymerases, the catalytic activity of RT requires divalent metal
cations, such as Mg2+ or Mn2+ (Derbyshire et al. 1988). In addition to serving a cat-
alytic function, the metal ion stabilizes binding to nucleic acids to guarantee precise
positioning of the substrates (DeStefano et al. 1993). For HIV-1 RT, Mg2+ is the
preferred cofactor (Tan et al. 1991), and a two-metal ion mechanism was proposed
for DNA polymerases (Beese and Steitz 1991; Steitz 1993, 1998, 1999). A recent
crystal structure of a Lys103Asn/Tyr181Cys double mutant (Das et al. 2007) shows
octahedral coordination geometry of two Mn2+ ions and apparently reflects a trapped
reaction intermediate state on the way to nucleotide incorporation. Metal ion A is
thought to activate the 3′-OH group of the primer by lowering its pKa, thus facil-
itating the nucleophilic attack at the α-phosphate of the bound dNTP. In addition,
metal ion A might act to facilitate precise positioning of the scissile phosphodiester
bond of the incoming dNTP with respect to the oxygen at the 3′ end of the primer.
Together with the three catalytic aspartate residues, the two metal ions in the DNA
polymerase active site define the platform for binding the triphosphate and stabilize
the transition state. After the new phosphodiester bond is formed, metal ion B is
thought to be involved in the release of pyrophosphate (Steitz 1998, 1999). Finally,
the metal ions and the pyrophosphate group dissociate, and RT translocates a sin-
gle position further downstream to clear the nucleotide-binding site for a new cycle
of nucleotide incorporation (Steitz et al. 1994; Gotte 2006). This step converts RT
from the “pre-translocational state”, in which the 3′-end of the primer occupies the
nucleotide-binding site, to the “post-translocational state”, where the dNTP-binding
site is cleared (Gotte 2006). For this movement of RT relative to its nucleic-acid
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substrate two different mechanisms have been proposed: An “active” model sug-
gests that dNTP hydrolysis and pyrophosphate release together supply the energy
for translocation (Steitz and Yin 2004; Temiakov et al. 2004; Yin and Steitz 2004),
while a “passive” model postulates that thermal energy is sufficient to enable free
oscillation of RT between pre- and post-translational stages and that the incoming
dNTP acts like the pawl of a ratchet and traps RT in the post-translocational state
(Guajardo and Sousa 1997; Landick 2004; Bar-Nahum et al. 2005; Gotte 2006;
Marchand et al. 2007).

Pre-steady-state kinetic analyses (Wohrl et al. 1999) and single-molecule spec-
troscopy (Rothwell et al. 2003) suggest a third binding mode or “dead end complex”
that is not capable of dNTP incorporation. In this complex, the nucleic-acid substrate
is postulated to be bound at a site remote from the crystallographically observed
nucleic-acid-binding cleft, and nucleotide incorporation can occur only after disso-
ciation followed by reassociation and formation of productive complexes.

For a comprehensive discussion of polymerase inhibitors, we refer the reader to
Chapter 26 (Reverse Transcriptase Inhibitors) of this volume.

The RNase H Domain

The C-terminal residues 427–560 of p66 RT comprise the RNase H domain. X-ray
crystallography of the isolated RNase H domain of HIV-1 RT (Davies et al. 1991)
indicated a structural similarity with the Escherichia coli enzyme (Katayanagi et al.
1990), differing in that the bacterial enzyme has an additional α-helix (α-C) des-
ignated the “basic handle” proposed to mediate binding of the RNA/DNA hybrid.
RNases H belong together with retroviral integrases, transposases, and E. coli RuvC
to the polynucleotidyl transferase superfamily (Rice and Baker 2001). Furthermore,
RNase H is structurally related to the PIWI domain of argonaute, the key catalytic
component of the RNA-induced silencing complex (RISC) (Song et al. 2004; Ma
et al. 2005; Yuan et al. 2005). While RT-associated RNase H cleaves the RNA
strand of RNA/DNA hybrids (Molling et al. 1971), the HIV-1 enzyme has also
been demonstrated to cleave duplex RNA (Ben-Artzi et al. 1992a, 1992b; Blain and
Goff 1993), the significance of which remains to be established. HIV-1 RT-RNase
H hydrolyzes RNA/DNA hybrids by a variety of mechanisms. When the 3′ terminus
of the DNA strand is recessed, cleavage is initially dictated by the spatial separation
between the DNA polymerase and the RNase H active sites (18–19 bp). Subsequent
cleavage from this position extends to within 8 bp of the recessed DNA 3′ terminus,
after which the remaining RNA/DNA hybrid is presumably unstable and dissoci-
ates. The two mechanisms have been designated “polymerization-dependent” and
“polymerization-independent” (Furfine and Reardon 1991; Peliska and Benkovic
1992), the necessity for which may be related to the minus- and plus-strand transfer
steps of the reverse transcription cycle (see Fig. 19.2). Termination of DNA syn-
thesis at the 5′ end of the plus RNA genome (prior to minus-strand transfer) or
pausing of the replication complex when a modified base of the tRNA primer is
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encountered (prior to plus-strand transfer) would initially result in cleavage of the
RNA strand ∼18 bp behind the 3′ terminus of nascent DNA. For each scenario,
in vitro studies have shown that the 17–18 nt hydrolysis product fails to disso-
ciate, impairing strand transfer (Peliska and Benkovic 1992; Smith et al. 1999).
Strand-transfer activity is, however, restored when this RNA “remnant” is reduced
to ∼8 nt through polymerization-independent RNase H activity. In contrast, when
the RNA strand is recessed on a DNA template, as might be expected when genomic
RNA is cleaved during DNA synthesis, the RNA 5′ terminus dictates binding of the
DNA polymerase domain, presumably mediated by contacts to the “template grip”
(Jacobo-Molina et al. 1993). Although the mechanism underlying RT binding sta-
bly to a recessed RNA 5′ terminus remains to be established, the ability to make a
number of contacts with the ribose 2′ OH may be critical.

The involvement of divalent metals in RNase H-mediated hydrolysis has been a
subject of considerable controversy, with plausible models for one- (Cowan et al.
2000) and two-metal-assisted catalysis (Steitz and Steitz 1993) being suggested.
Although an equivalent high-resolution structure is not available for the HIV-1
enzyme, crystallization of Bacillus halodurans RNase H in presence of substrate by
Nowotny and colleagues (Nowotny et al. 2005; Nowotny and Yang 2006; Yang et al.
2006) supports the original 2-metal hypothesis of Steitz and Steitz (Steitz and Steitz
1993). Based on the B. halodurans RNase H structure in the presence of substrate,
metal A (Mg2+), which is coordinated by Asp443 and Asp549, serves to coordinate a
water molecule, aligning this for inline nucleophilic attack on the scissile phosphate;
while metal B (Mg2+), coordinated by Asp443, Asp478, and Asp498, is appropri-
ately positioned to stabilize the transition state and leaving group. In addition to the
conserved carboxylates, another controversial issue is whether His539 directly par-
ticipates in hydrolysis. Its counterpart in B. halodurans RNase H, Glu188, exhibits
a considerable degree of flexibility and may either contribute to metal A coordi-
nation or perturb this in such a manner as to assist in product release. The notion
that the His539-containing loop of HIV-1 RT also exhibits considerable flexibil-
ity in conjunction with mutagenesis studies (Tisdale et al. 1991) would be consis-
tent with this hypothesis. Finally, although RNase H is absolutely required for HIV
replication (Tisdale et al. 1991), progress in developing small-molecule antagonists
has been surprisingly slow. However, recent reports that N-hydroxyimides (Hang
et al. 2004), hydroxylated tropolones (Budihas et al. 2005), and thiophene diketo
acids (Shaw-Reid et al. 2003) potently and selectively inhibit HIV RNase H provide
encouragement for continuing to exploit this as a therapeutic target.
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Chapter 20
Viral Helicases

Vaishnavi Rajagopal and Smita S. Patel

Introduction

Helicases are motor proteins that use the free energy of NTP hydrolysis to catalyze
the unwinding of duplex nucleic acids. Helicases participate in almost all processes
involving nucleic acids. Their action is critical for replication, recombination, repair,
transcription, translation, splicing, mRNA editing, chromatin remodeling, transport,
and degradation (Matson and Kaiser-Rogers 1990; Matson et al. 1994; Mendonca
et al. 1995; Luking et al. 1998).

A significant number of genes of all organisms encode for helicases. A study
in Salmonella cerevisiae revealed 134 ORFs encoding for helicases (Shiratori et al.
1999). This would account for about 2% of the yeast genome. Similarly, more than
12 DNA helicases and about 17 RNA helicases have been identified in Escherchia
coli(Matson 1991; Schmid and Linder 1992; Bird et al. 1998; Egelman 1998;
Dreyfus 2006). However, this is not unexpected considering that these enzymes are
ubiquitous and are involved in such diverse metabolic roles. As is the case with
the bacteria and other higher eukaryotes, most viruses too encode for proteins with
conserved helicase motifs.

For viruses whose genomes are comprised of double-stranded DNA or RNA, the
presence of a helicase in the virus-encoded genome is conceivable. This is indeed
the case for most double-stranded DNA and RNA viruses for which the genome
sequence has been reported (Gorbalenya et al. 1988a,b; Gorbalenya and Koonin
1989). Many positive-strand RNA viruses too encode their own helicases presum-
ably to remove any partial duplexes that might exist within the genome and to facil-
itate viral replication either directly or indirectly (Jeang and Yedavalli 2006). Some
viruses have been identified to encode for more than one helicase indicating the
role of helicases in other viral processes like packaging (Kadare and Haenni 1997;
Luking et al. 1998). Table 20.1 gives a comprehensive list of viral genuses with their

S.S. Patel (B)
Department of Biochemistry, Robert Wood Johnson Medical School, 675 Hoes Lane, Piscataway,
NJ 08854, USA
e-mail: patelss@umdnj.edu

C.E. Cameron et al. (eds.), Viral Genome Replication,
DOI 10.1007/b135974 20, C© Springer Science+Business Media, LLC 2009

429



430 V. Rajagopal and S.S. Patel

Ta
bl

e
20

.1
V

ir
al

ge
nu

se
s

an
d

th
ei

r
as

so
ci

at
ed

he
lic

as
es

V
ir

us
fa

m
ily

R
ep

re
se

nt
at

iv
e

co
m

m
on

na
m

e
K

no
w

n
ho

st
sa

H
el

ic
as

e
su

pe
rf

am
ily

b

D
ou

bl
e-

st
ra

nd
D

N
A

vi
ru

s

M
yo

vi
ri

da
e

Ph
ag

e
T

4
A

rc
,E

ub
SF

1
Si

ph
ov

ir
id

ae
Ph

ag
e1

A
rc

,E
ub

N
C

Po
do

vi
ri

da
e

Ph
ag

e
T

7
E

ub
D

na
B

-l
ik

e
Te

ct
iv

ir
id

ae
Ph

ag
e

PR
D

1
E

ub
N

C
C

or
tic

ov
ir

id
ae

Ph
ag

e
PM

2
E

ub
N

C
Pl

as
m

av
ir

id
ae

Ph
ag

e
L

2
E

ub
N

C
L

ip
ot

hr
ix

vi
ri

da
e

T
he

rm
op

ro
te

us
vi

ru
s

1
A

rc
N

C
R

ud
iv

ir
id

ae
Su

lf
ol

ob
us

vi
ru

s
SI

R
V

1
A

rc
N

C
Fu

se
llo

vi
ri

da
e

Su
lf

ol
ob

us
vi

ru
s

SS
V

1
A

rc
N

C
Po

xv
ir

id
ae

V
ac

ci
ni

a
vi

ru
s

In
v,

V
er

SF
2

A
sf

ar
vi

ri
da

e
A

fr
ic

an
sw

in
e

fe
ve

r
vi

ru
s

V
er

N
C

Ir
id

ov
ir

id
ae

Ly
m

ph
oc

ys
tis

di
se

as
e

vi
ru

s1
In

v,
V

er
N

C
Ph

yc
od

na
vi

ri
da

e
Pa

ra
m

ec
iu

m
bu

rs
ar

ia
ch

lo
re

lla
vi

ru
s1

In
v

N
C

B
ac

ul
ov

ir
id

ae
C

yd
ia

po
m

on
el

la
gr

an
ul

ov
ir

us
A

lg
N

C
H

er
pe

sv
ir

id
ae

H
er

pe
s

vi
ru

s
V

er
SF

1,
SF

2
A

de
no

vi
ri

da
e

A
de

no
vi

ru
s

V
er

SF
3

Po
ly

om
av

ir
id

ae
Si

m
ia

n
V

ir
us

40
V

er
SF

3
Pa

pi
llo

m
av

ir
id

ae
H

um
an

pa
pi

llo
m

a
vi

ru
s

V
er

D
na

B
-l

ik
e

Po
ly

dn
av

ir
id

ae
C

am
po

le
ti

s
ap

ri
li

s
ic

hn
ov

ir
us

In
v

N
C

A
sc

ov
ir

id
ae

D
ia

dr
om

us
pu

lc
he

ll
us

as
co

vi
ru

s
In

v
N

C

Si
ng

le
-s

tr
an

d
D

N
A

vi
ru

s

In
ov

ir
id

ae
Ph

ag
e

M
13

E
ub

N
C

M
ic

ro
vi

ri
da

e
Ph

ag
e

φ
X

17
4

E
ub

N
C

G
em

in
iv

ir
id

ae
M

ai
ze

st
re

ak
vi

ru
s

Pl
a

Y
et

to
be

cl
as

si
fie

d
C

ir
co

vi
ri

da
e

Po
rc

in
e

ci
rc

ov
ir

us
V

er
N

C
Pa

rv
ov

ir
id

ae
A

de
no

-A
ss

oc
ia

te
d

vi
ru

s
In

v,
V

er
SF

3



20 Viral Helicases 431

Ta
bl

e
20

.1
(c

on
tin

ue
d)

V
ir

us
fa

m
ily

R
ep

re
se

nt
at

iv
e

co
m

m
on

na
m

e
K

no
w

n
ho

st
sa

H
el

ic
as

e
su

pe
rf

am
ily

b

D
N

A
-R

N
A

re
ve

rs
e-

tr
an

sc
ri

bi
ng

vi
ru

s

H
ep

ad
na

vi
ri

da
e

H
ep

at
iti

s
B

vi
ru

s
V

er
N

A
C

au
lim

ov
ir

id
ae

C
au

lifl
ow

er
m

os
ai

c
vi

ru
s

Pl
a

N
A

Ps
eu

do
vi

ri
da

e
Sa

cc
ha

ro
m

yc
es

ce
re

vi
si

ae
Ty

-1
vi

ru
s

Fu
n,

In
v,

Pl
a

N
A

M
et

av
ir

id
ae

D
ro

so
ph

il
a

m
el

an
og

as
te

r
gy

ps
y

vi
ru

s
Fu

n,
In

v,
Pl

a
N

A
R

et
ro

vi
ri

da
e

H
IV

-1
V

er

D
ou

bl
e-

st
ra

nd
R

N
A

vi
ru

s

C
ys

to
vi

ri
da

e
Ph

ag
e

f6
E

ub
N

C
R

eo
vi

ri
da

e
R

ic
e

dw
ar

f
vi

ru
s

In
v,

V
er

,P
la

Y
et

to
be

cl
as

si
fie

d
B

ir
na

vi
ri

da
e

in
fe

ct
io

us
pa

nc
re

at
ic

ne
cr

os
is

vi
ru

s
In

v,
V

er
N

C
To

tiv
ir

id
ae

G
ia

rd
ia

la
m

bl
ia

vi
ru

s
Fu

n,
Pr

o
N

C
Pa

rt
iv

ir
id

ae
Pe

ni
ci

ll
iu

m
ch

ry
so

ge
nu

m
vi

ru
s

Fu
n,

Pl
a

N
C

H
yp

ov
ir

id
ae

C
hr

yp
ho

ne
ct

ri
a

hy
po

vi
ru

s
Fu

n
N

C

Si
ng

le
-s

tr
an

d
(–

)
R

N
A

vi
ru

s

B
or

na
vi

ri
da

e
B

or
na

di
se

as
e

vi
ru

s
V

er
N

C
Fi

lo
vi

ri
da

e
Z

ai
re

eb
ol

a
vi

ru
s

V
er

N
C

Pa
ra

m
yx

ov
ir

id
ae

M
um

ps
vi

ru
s,

m
ea

sl
es

vi
ru

s
Pl

a,
V

er
N

C
R

ha
bd

ov
ir

id
ae

R
ab

ie
s

vi
ru

s,
Po

ta
to

ye
llo

dw
ar

f
vi

ru
s

Pl
a,

V
er

Y
et

to
be

cl
as

si
fie

d
O

rt
ho

m
yx

ov
ir

id
ae

In
flu

en
za

A
vi

ru
s

V
er

N
C

B
un

ya
vi

ri
da

e
To

m
at

o
sp

ot
te

d
w

ilt
vi

ru
s

Pl
a,

V
er

SF
2

A
re

na
vi

ri
da

e
H

ep
at

iti
s
δ-

vi
ru

s
V

er
N

C



432 V. Rajagopal and S.S. Patel

Ta
bl

e
20

.1
(c

on
tin

ue
d)

V
ir

us
fa

m
ily

R
ep

re
se

nt
at

iv
e

co
m

m
on

na
m

e
K

no
w

n
ho

st
sa

H
el

ic
as

e
su

pe
rf

am
ily

b

Si
ng

le
-s

tr
an

d
(+

)
R

N
A

vi
ru

s

L
ev

iv
ir

id
ae

Ph
ag

e
M

S2
E

ub
N

C
N

ar
na

vi
ri

da
e

Sa
cc

ha
ro

m
yc

es
ce

re
vi

si
ae

na
rn

av
ir

us
20

s
Fu

n
N

C
Pi

co
rn

av
ir

id
ae

Po
lio

vi
ru

s,
H

ep
at

iti
s

A
vi

ru
s

V
er

SF
3

Se
qu

iv
ir

id
ae

Pa
rs

ni
p

ye
llo

w
fle

ck
vi

ru
s

Pl
a

N
C

C
om

ov
ir

id
ae

To
ba

cc
o

ri
ng

sp
ot

vi
ru

s
pl

a
N

C
Po

ty
vi

ri
da

e
R

ye
gr

as
s

m
os

ai
c

vi
ru

s
pl

a
SF

2
C

al
ci

vi
ri

da
e

R
ab

bi
th

ae
m

or
rh

ag
ic

di
se

as
e

vi
ru

s
V

er
SF

3
A

st
ro

vi
ri

da
e

H
um

an
as

tr
ov

ir
us

1
V

er
N

C
N

od
av

ir
id

ae
St

ri
pe

d
ja

ck
ne

rv
ou

s
ne

cr
os

is
vi

ru
s

In
v,

V
er

N
C

Te
tr

av
ir

id
ae

B
ea

n
m

os
ai

c
vi

ru
s

In
v

N
C

L
ut

eo
vi

ri
da

e
B

ar
le

y
ye

llo
w

dr
ar

f
vi

ru
s

PA
V

Pl
a

N
C

To
m

bu
sv

ir
id

ae
O

at
ch

lo
ro

tic
st

un
tv

ir
us

Pl
a

Y
et

to
be

cl
as

si
fie

d
C

or
on

av
ir

id
ae

E
qu

in
e

to
ro

vi
ru

s
V

er
SF

1
A

rt
ev

ir
id

ae
E

qu
in

e
ar

te
ri

tis
vi

ru
s

V
er

N
C

Fl
av

iv
ir

id
ae

H
ep

at
iti

s
C

V
ir

us
,D

en
gu

e
V

ir
us

V
er

SF
2

To
ga

vi
ri

da
e

R
ub

el
la

vi
ru

s,
To

ba
cc

o
m

os
ai

c
vi

ru
s

Pl
a,

V
er

SF
1

B
ro

m
ov

ir
id

ae
B

ro
m

e
m

os
ai

c
vi

ru
s

Pl
a

SF
1

C
lo

st
er

ov
ir

id
ae

G
ra

pe
vi

ne
vi

ru
s

A
Pl

a
Y

et
to

be
cl

as
si

fie
d

B
ar

na
vi

ri
da

e
M

us
hr

oo
m

ba
ci

lli
fo

rm
vi

ru
s

Fu
n

N
C

T
he

si
x

cl
as

se
s

an
d

th
ei

r
re

sp
ec

tiv
e

fa
m

ili
es

of
vi

ru
se

s
an

d
th

ei
r

ho
st

s
ar

e
lis

te
d.

T
he

ta
bl

e
al

so
in

di
ca

te
s

if
an

y
he

lic
as

es
ha

ve
be

en
id

en
tifi

ed
an

d
ch

ar
ac

te
ri

ze
d

in
ea

ch
of

th
es

e
fa

m
ili

es
(F

ie
ld

s
et

al
.1

99
6;

K
ad

ar
e

an
d

H
ae

nn
i1

99
7;

M
in

de
ll

20
04

;A
ck

er
m

an
n

20
06

)
a

–
A

rc
–

A
rc

he
a;

E
ub

–
E

ub
ac

te
ri

a;
Pr

o
–

Pr
ot

is
t;

A
lg

–
A

lg
ae

;F
un

–
Fu

ng
i;

V
er

–
ve

rt
eb

ra
te

;I
nv

–
In

ve
rt

eb
ra

te
;P

la
–

Pl
an

t;
b

–
N

A
–

N
o

he
lic

as
e

id
en

tifi
ed

;N
C

–
H

el
ic

as
e

no
tc

ha
ra

ct
er

iz
ed



20 Viral Helicases 433

corresponding hosts. The table also indicates if the virus encodes a helicase, and if
so, the superfamily it has been classified to.

Classification of Helicases

Helicases can be broadly classified into two groups based on their substrate require-
ments: DNA helicases and RNA helicases. This, however, is not a very stringent clas-
sification as many of the DNA helicases can unwind RNA and vice versa (Matson and
Kaiser-Rogers 1990; Kadare and Haenni 1997; Luking et al. 1998). Helicases are also
classified based on the polarity of their translocation as 3′→5′ helicases or 5′→3′ heli-
cases. A 3′→5′ helicase requires a 3′single-stranded tail to load onto the nucleic-acid
substrate and move unidirectionally toward the 5′ end of the substrate. Some examples
of 3′→5′ helicase are HCV NS3 (Gwack et al. 1996), E. coli UvrD (Matson 1986),
the RNA helicase from Vaccinia virus NPH-II (Shuman 1993), etc. A 5′→3′ helicase
requires a 5′ single-stranded tail for it to load and move along the nucleic acid. Some
examples of 5′→3′ helicases are T7 gp4 helicase–primase (Matson et al. 1983), E.
coli DnaB (LeBowitz and McMacken 1986), phage T4 Dda helicase (Jongeneel et al.
1984), etc. Though most helicases require a single-stranded tail to initiate unwinding,
some enzymes like E. coli RecBCD can initiate the strand-separation reaction from a
blunt-ended duplex (Braedt and Smith 1989).

Based on their oligomeric structure, helicases can be either ring-shaped or non-
ring shaped. Although most of the non-ring shaped helicases are 3′→5′ helicases
and the ring-shaped helicases are predominantly 5′→3′ helicases (Lohman 1993;
Hall and Matson 1999; Patel and Picha 2000), there are a few exceptions to the rule;
the hexameric E1 helicase from the Papilloma virus – a 3′→5′ helicase (Hughes and
Romanos 1993), and the monomeric Dda helicase from bacteriophage T4 – a 5′→3′

helicase (Jongeneel et al. 1984) are a couple of examples.
The largest classification of helicases is based on their primary structure. The

earliest classification of helicases by Gorbalenya and Koonin, based on amino
acid sequence similarities revealed several conserved sequence motifs. Based on
the extent of sequence similarity, they classified helicases into three large super-
families: SF1, SF2, and SF3 (SF standing for superfamily) and smaller families
(Fig. 20.1) (Gorbalenya and Koonin 1993). SF1 and SF2 constitute the largest of
these superfamilies. The proteins of these superfamilies shared seven conserved
motifs (Fig. 20.2). Two of these motifs, designated as the Walker A and the Walker B
motifs are conserved among all the helicases and other nucleotide hydrolases as they
are implicated in NTP binding and hydrolysis (Gorbalenya et al. 1988a,b). The SF3
superfamily of helicases contained only three conserved motifs including the Walker
A and Walker B sequences (Fig. 20.2). This superfamily includes the majority of
viral helicases (Gorbalenya et al. 1990). Of the two smaller families, one contained
helicases related to the E. coli DnaB helicase. These proteins shared three distinct
conserved motifs in addition to Walker A and Walker B sequences (Fig. 20.2). Only
bacterial and bacteriophage members of this family have been identified so far and
all the (putative) helicases have been shown to have a functional and/or physical
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Fig. 20.1 Superfamilial classification of helicases. Helicases can be broadly classified into
families and superfamilies based on sequence similarities. The diagram includes both viral and
non-viral helicases; the list is not exhaustive and does not include many of the plant helicases
(Gorbalenya and Koonin 1993; Levin 2002).
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Fig. 20.2 Conserved motifs in superfamilies. Primary sequence analysis has led to the identifi-
cation of certain sequence motifs that are conserved between many helicases. These sequence sim-
ilarities have resulted in the classification of the helicases into different superfamilies. Represented
here are the consensus sequences for the different superfamilies in the N-terminus to C-terminus
orientation. The spaces between the motifs are arbitrary (Gorbalenya and Koonin 1989; Gorbalenya
et al. 1989; Ilyina et al. 1992; Hall and Matson 1999).
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association with a primase function as well (Ilyina et al. 1992). The last group of
proteins showed extensive sequence similarity to the transcription terminator Rho.
This group also included the AAA+ family of ATPases, demonstrating an appar-
ent evolutionary relationship between helicases and non-helicase NTPases (Iyer
et al. 2004).

In the past decade, new helicases have been identified and characterized from a
variety of different viruses, bacteria, archaebacteria, and plants. Novel protein motifs
have been discovered which are conserved among helicases across different species.
This called for a revision in the classification of the helicase superfamilies. In the cur-
rent system of classification suggested by Singleton et al., the helicases are classified
into six superfamilies SF1 through SF6. SF1 and SF2 still remain the largest of the
superfamilies; SF3 continues to constitute the viral helicases. The DnaB-like family
has been renamed as superfamily 4 (SF4), Rho family as SF5. The AAA+ ATPases
are now classified into a stand-alone superfamily of their own in SF6 (Singleton et al.
2007).Theconservedsequencemotifs amongSF1andSF2familymembershavebeen
extended to include the TxGx motif (Pause and Sonenberg 1992), Q-motif (Tanner
et al. 2003), motif-4a (Korolev et al. 1998), and TRG motif (Mahdi et al. 2003), some
of which are specific to each superfamily or subfamilies therein(Singleton et al. 2007).
Singleton et al. also propose to include the directionality of translocation as criterion
for classifying the members of the superfamily into subfamilies. In their classification,
subfamily A represents 3′→ 5′ helicases within the superfamily, while subfamily B
represents 5′→3′ helicases (Singleton et al. 2007).

Recent discoveries have identified helicases that either do not translocate (e.g.,
Swi/Snf) or translocate along duplex DNA (e.g., EcoR124I). The latter class of
helicases has been referred to as translocases in order to differentiate them from
bona fide helicases, which translocate along single-stranded substrates and bring
about duplex unwinding. In the new system of classification, classic helicases are
referred to as sub-type α, while the translocases are referred to as sub-type β. As
per the new system of classification, Dda helicase from bacteriophage T4, a 5′→
3′ SF1 helicase, will be classified into SF1Bα, while NS3 helicase of HCV will be
classified into SF2Aα.

It is clear that classification by sequence homology does not correlate with other
helicase taxonomies and that helicases with different substrate specificities or direc-
tionalities could still be classified under the same superfamily (Fig. 20.1). What this
means is that minor changes in the amino acid sequence could result in changes
in substrate specificity or polarity of the enzyme, but the overall mechanism of
enzyme action is more conserved. Thus, sequence similarities between helicases
could directly reflect on their conserved enzyme mechanisms.

Structure and Function of Helicases

The classification of helicases into superfamilies laid out the groundwork for most
of the structural studies on helicases. With the emergence of crystal structure infor-
mation, the signature helicase motifs have been extensively characterized not only
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b

c d

a

Fig. 20.3 Crystal structures of viral helicases. Many viral helicases have been crystallized either
in their apo-forms or bound with their substrates (NTP/nucleic acid). X-ray structures often reveal
important information about substrate binding and/or catalysis. In panel (a) is the E1 helicase of
Papilloma virus in complex with ssDNA and ADP (PDB ID: 2GXA). In E1 helicase, the ssDNA
is bound in the central channel of hexameric helicase and the ADP is co-ordinated at the interface
between the subunits. Panel (b) is the structure of the bi-functional primase–helicase, also a hex-
americ helicase, from bacteriophage T7 (PDB ID:1Q57). In this protein, the primase domain trails
behind the helicase domain, giving a distinct two domain organization of the protein. It should also
be noted that the primase domain of one subunit interacts with the helicase domain of the neigh-
bouring subunit. Panel (c) is the X-ray structure of helicase domain of the Hepatitis C virus NS3
helicase co-crystallized with ssDNA (PDB ID:1A1V). Unlike E1 and T7 gene4 helicases, NS3 is
a monomeric helicase. It binds to the ssDNA in the cleft between all its subdomains. Panel (d) is
the crystal structure of the full length NS3 protease-helicase (PDB ID: 1C1U). The protein is a
recombinant construct where the 4A peptide, the co-factor for the protease domain (Howe et al.
1999), has been covalently attached to the N-terminus of the protease domain of the full length
protease-helicase. All the crystal structures in the figure were rendered in 3D using Expasy’s Swiss
PDB Viewer (Guex and Peitsch 1997).

at the amino acid level but also at the three-dimensional structure level. Figure 20.3
contains a few of the crystal structures of some representative viral helicases. A list
of all helicase structures along with the PDB IDs are given in Table 20.2.

Given that the conserved sequence motifs are short stretches of 4–10 amino acids
interspersed with non-conserved segments, it has been hypothesized that the diver-
gent regions are responsible for the individual protein functions while the highly
conserved regions are involved in nucleotide binding and/or hydrolysis. Though
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separated in sequence, the structural data indicate that these conserved regions are
close together in space and form one large functional domain (Hall and Matson
1999). Some of these motifs have been biochemically characterized. Given below
is a brief description of the structural description of each of the major superfamilies
with special reference to these conserved motifs.

Superfamily 1 and Superfamily 2 Helicases

SF1 and SF2 helicases are among the most extensively studied and structurally
well-characterized helicases. Though there is currently no high-resolution structural
information available for the SF1 viral helicases, their counterpart in bacteria like
PcrA (Velankar et al. 1999), Rep (Korolev et al. 1997), etc. have been well studied.
Among the SF2 viral helicases, crystal structures are available for the helicases of
many members of the flaviviridae family – HCV, Yellow fever virus, Kunjin virus,
and Dengue virus (See Table 20.1). Sequence alignment among the members of the
SF1 and SF2 superfamilies reveal up to 40% identity within the family members,
with ˜90% lying in the conserved domains (Gorbalenya and Koonin 1993). This
close relationship between the sequences allows for x-ray data from one enzyme to
be extrapolated to the other members of the superfamily.

Structural studies on the SF1 and SF2 helicases indicate that these enzymes share
extensive similarities in their stricture. The representative structures of SF1 heli-
cases indicate a four domain structure, with all the conserved sequence motifs con-
centrated in two of these domains: domain 1A and domain 2A (Subramanya et al.
1996; Velankar et al. 1999). In the case of the SF2 helicases, these sequences reside
within two large domains, domain 1 and domain 2, which are homologous to the
domain 1A and 2A of SF1 helicases (Yao et al. 1997; Kim et al. 1998).

Motif I, also referred to as the Walker A motif, has a consensus of XGX-
AGXGKT in SF1 helicases and a consensus of XGXGKT/S in SF2 helicases
(Blinov et al. 1989; Tuteja and Tuteja 2004). The conserved lysine residue in both
the families is responsible for binding to the β- and γ-phosphates of NTP–Mg com-
plex. Mutation of this lysine residue results in deficiency of the ATPase activity
(Hall and Matson 1999). However, it has no effect on nucleic-acid binding (Levin
and Patel 2002). Motif Ia of both superfamilies is involved in ssDNA binding (Kim
et al. 1998; Lee and Yang 2006). In a recent study on HSV-1 UL9 helicase, muta-
tional analysis of the residues in the Ia motif implicated in DNA binding resulted in
moderate to severe defects in single-stranded nucleic-acids binding and ssNA stim-
ulated ATPase activity, while retaining the intrinsic ATPase activity similar to that of
wildtype enzyme (Marintcheva and Weller 2003). Motif II has a conserved sequence
of XXDEXD/H and is referred to as the Walker B motif (Linder et al. 1989). Pro-
teins carrying a conserved D-E-A-D sequence, also referred to as the DEAD-box
proteins, are predominantly RNA helicases (Koonin 1991; Koonin 1992; Linder and
Daugeron 2000; Cordin et al. 2006), while proteins carrying variant of the DEAD
sequence like DEAH/DEXH are usually DNA helicases (Subramanya et al. 1996;
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Linder 2000; Linder and Daugeron 2000). The conserved D of this motif has been
shown to interact with the catalytic Mg2+ and is important for the NTPase activity.
A mutation in this residue affects both the NTPase and the helicase function (Pause
and Sonenberg 1992).

Motifs III and VI of the SF1 and SF2 helicases, though not equivalent in sequence
or structure, are implicated in coupling ATPase activity to the helicase function.
Mutations in the SAT domain of motif III of the SF2 helicases resulted in loss
of helicase activity with no effect on the ATPase activity (Pause and Sonenberg
1992; Graves-Woodward et al. 1997), while mutations in motif VI resulted in loss
of both ATPase and RNA helicase activity. An invariant arginine in this domain
has been shown to be extremely important for the RNA helicase activity of HCV
NS3 helicase (Kim et al. 1997). In SF1 helicases, residues in motif III are also
involved in nucleic-acid binding through hydrogen-bonding and stacking interac-
tions with the nucleic-acid bases (Hall and Matson 1999). Motifs I, IV, and V of
the SF1 helicases have been shown to have direct contact with either the nucleotide
in the enzyme-NTP complexes or interact with the nucleic acid through the sugar–
phosphate backbone (Korolev et al. 1997; Hall and Matson 1999; Velankar et al.
1999). In the SF2 family, a newly discovered motif, called the Q-motif, owing
to its conserved Gln residue has been implicated in adenine recognition of these
enzymes (Tanner 2003; Tanner et al. 2003; Tuteja and Tuteja 2004; Killoran and
Keck 2006).

Superfamily 3

All SF3 helicases contain the Walker A and Walker B sequences which are impor-
tant for nucleotide binding and/or hydrolysis. In addition to these they contain the
conserved motif C (Bork and Koonin 1993; Gorbalenya and Koonin 1993; Iyer et al.
2004) and a newly discovered motif B′ (Yoon-Robarts et al. 2004). The Walker B
motif is atypical and carries a consensus of XXXXEE, while the motif C carries
the consensus XXX(S/T)(S/T)N (Hall and Matson 1999; James et al. 2003). The
motif C of SF3 helicases is implicated in distinguishing ATP from ADP. The con-
served Asn hydrogen bonds to the γ-phosphate of ATP to facilitate this function
(James et al. 2003). B′ motif is characterized by a 14-residue long stretch, with a
central highly conserved glycine, and positively charged residues on either end of
the motif. This motif has been established to be involved in nucleotide binding and
unwinding. Mutation of a Lys at one end of the motif abolishes both helicase and
ATPase activity, while the mutation of the other Lys eliminates helicase but not
ATPase activity (Walker et al. 1997).

DnaB-like Family

This family of hexameric helicases possesses five conserved sequence motifs. Two
of the five are the Walker A and Walker B motifs common to all helicases and
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NTPases, while the other three are specific to this helicase family. Bacteriophage
T7 helicase, the viral representative of this family, has been extensively studied, not
only in terms of its structure but also biochemically and mechanistically (Matson
et al. 1983; Rosenberg et al. 1992; Hingorani and Patel 1993; Patel and Hingo-
rani 1993; Patel et al. 1994; Egelman et al. 1995; Patel and Hingorani 1995; Hin-
gorani and Patel 1996; Washington et al. 1996; Yu et al. 1996; Ahnert and Patel
1997; Hingorani et al. 1997; Picha and Patel 1998; Sawaya et al. 1999; Ahnert et al.
2000; Patel and Picha 2000; Singleton et al. 2000; Kim et al. 2002; Toth et al. 2003;
Jeong et al. 2004). From the crystal structure studies, four of the five conserved
domains, 1,1a, 2, and 3 lie in the conserved C-terminal domain of the helicase and
are involved in nucleotide binding and hydrolysis. Domain 4 is a part of the DNA-
binding surface of the helicase and lines the region which forms the central channel
when the hexamer gets assembled (Sawaya et al. 1999; Singleton et al. 2000; Toth
et al. 2003).

Helicases and the RecA Fold

The crystal structures of all the helicases from the different superfamilies discussed
above reveals an interesting fact: all these proteins share a common fold – the RecA
fold (Bird et al. 1998). The basic structural unit of the helicases from the SF1 and
SF2 superfamilies is the RecA-like subdomains (Yao et al. 1997; Kim et al. 1998;
Velankar et al. 1999; Lee and Yang 2006). Structures of the T7 gene 4 helicase
and the SF3 helicase from Adeno-associated virus type-2 also possesses a RecA-
like fold in their helicase domains (Sawaya et al. 1999; James et al. 2003), as is
the case with SV40 T-antigen (Seif 1982). It has also been shown that the ATP-
binding domain of RecA and the F1-ATPase superimpose with a root mean squared
deviation of less than 2 Å (Story et al. 1992; Abrahams et al. 1994) (Fig. 20.3).

The conservation of this structural motif in all helicases could mean that this fold
is the minimal requirement for all helicases (including the generic NTPases) for
NTP binding and hydrolysis. For all other diverse functions that the helicases carry
out, this minimal domain needs to be supplemented with additional domains. This
observation is exemplified by the eukaryotic transcription initiation factor eIF4a, an
SF2 DEAD-box helicase (Rogers et al. 2002). eIF4a protein, which is essentially
just the RecA-like motor with no additional domains, is a very poor helicase (Du
et al. 2002). However, its helicase activity gets considerable enhanced in the pres-
ence of other factors like 4B, 4H, etc. (Rogers et al. 2001).

The commonality in the motor domain of all these proteins could mean that
all these proteins couple binding and hydrolysis of nucleotides to conformational
changes that in turn affect the affinity of these enzymes for different forms of nucleic
acids. However, the disparities between the helicases in terms of their polarity,
substrate specificity, oligomeric nature, etc., could be derived from the associated
domains and/or proteins. Thus, it is often necessary to study these proteins as a part
of the macromolecular complex in which they form the central functional compo-
nent, rather than in isolation. This is especially true of viral helicases, where the
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helicase not only plays a central role in genome replication but also in other func-
tions like mRNA capping, recombination, packaging, etc.

In viruses, the minimal replisome consists of a helicase, polymerase, and a single-
strand binding protein (SSB). The virus hijacks the host machinery for all other
accessory proteins. However, the virus-specific activities lie within the minimal
replisome. Thus, many of the virus-encoded proteins are known to be multi-domain
with multiple functions. Figure 20.4 gives a few examples of the accessory activ-
ities associated with some viral helicases along with their role in viral replica-
tion. In addition to the multiple functions that many viral helicase possess, they
act in concert with many other proteins to carry out functions that aid viral repli-
cations. In some viruses, this kind of multi-protein interactions is required for
facilitating basic functions that might reside within a single polypeptide in other
viruses. For example, in herpes-simplex virus type-1, the association of three pro-
teins, UL8, UL5, and UL52, constitutes the helicase–primase activity (Crute et al.
1991). Similarly, in papillomaviruses, the E1 protein has to associate with the E2
protein for origin binding and initiation of replication (Seo et al. 1993; Masterson
et al. 1998; Gillitzer et al. 2000). Helicases also interact functionally and physically

a b

c d

Fig. 20.4 Topology diagrams of viral helicase structures. Viral helicases are structurally homol-
ogous to the E.coli RecA protein. Panel (a) is a schematic representation of the RecA fold with
the corresponding conserved motifs (b) is a topology diagram of the E.coli RecA protein (c) is the
topological representation of domain 1 of the HCV helicase NS3, an SF2 helicase. (d) is the repre-
sentation of T7 gene4 helicase, a member of the hexameric DnaB family. No structures of any SF1
viral helicase are available so far. The topology diagrams were adapted from EMBL’s PDBSum
database.
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with the polymerases within the replication complex. These polymerases could
be either host-derived or virus derived (Smale and Tjian 1986; Gannon and Lane
1990; Park et al. 1994; Notarnicola et al. 1997; Delagoutte and von Hippel 2001;
Kato et al. 2001; Piccininni et al. 2002). These interactions could be either direct
protein–protein interactions or mediated through an intermediary scaffolding pro-
tein. Single-strand binding proteins have also shown to interact with the helicases
both in vitro and in vivo. The SSB could once again be host-derived or virus derived
(For examples see: (Nakai and Richardson 1988; Hamatake et al. 1997; Kong and
Richardson 1998; Lefebvre et al. 1999).

Biochemical studies on hepatitis C virus showed that the eukaryotic RNA heli-
case p68 and the poly-pyrimidine tract binding protein (PTB) are essential for viral
replication (Goh et al. 2004; Zhang et al. 2004; Aizaki et al. 2006; Chang and
Luo 2006; Lim et al. 2006). Similar observations have been made for many of the
tumor-inducing viruses, which show interactions with the cellular factors which
are important in apoptosis and other related metabolic pathways (Barber 2001;
Schattner 2002; Lavia et al. 2003; Brechot 2004; Ledwaba et al. 2004; Zhang et al.
2004; Levrero 2006; Strath and Blair 2006). Table 20.3 gives a list of some of the
proteins that the viral helicases interact with along with their corresponding function
in viral replication and/or infection.

Why are these interactions with the cellular factors important? Viruses are facul-
tative parasites. They have evolved to have some of the smallest genomes, encoding
for only those functions that are most essential and are specific to its replication.
Thus from the point of view of viral evolution and host-virus specificity, hijacking
host proteins for viral replication maximizes the viral perpetuation by re-routing all
or most of the cellular metabolism towards virus-directed processes. Protein–protein
interactions between helicases and other accessory proteins also have kinetic and
thermodynamic implications. The function of most helicases within such assem-
blies is not merely to catalyze the opening of a dsNA segment, but also to drive
rearrangements in which one or both of the ssNA products end up bound to another
macromolecular component. Often the inclusion of loading or trapping factors can
improve helicase activity. A loading factor facilitates initiation of the helicase reac-
tion, while a trapping component (e.g., ssNA binding protein) facilitates elongation
by stabilizing ssNA intermediates in the reaction as they are formed. In the context
of replication, the ssNA thus stabilized can be used by the polymerase for genome
replication. Thus, a simplified replisome can be thought to be a combination of at
least two motor proteins: the helicase and the polymerase.

In a mathematical treatment by Stukalin et al., it is apparent that when there
is coupling between two motor proteins, it results in a much more efficient motor
when compared to the individual motors (Stukalin et al. 2005). The increased effi-
ciency could be reflected as an increase in the overall rate of the reaction and/or the
processivity of the enzyme(s) (Jarvis et al. 1991; von Hippel and Delagoutte 2001;
Delagoutte and von Hippel 2002; Stano et al. 2005). Such a behaviour has also been
reported for isolated helicases of the SF1 and SF2 superfamilies, where functional
oligomerization of the enzymes resulted in an increase in the processivity of the



444 V. Rajagopal and S.S. Patel

Ta
bl

e
20

.3
H

el
ic

as
e

as
so

ci
at

ed
pr

ot
ei

ns
an

d
fu

nc
tio

ns

H
el

ic
as

e
O

th
er

as
so

ci
at

ed
ac

tiv
iti

es
Pr

ot
ei

n-
pr

ot
ei

n
in

te
ra

ct
io

ns
Ph

ys
io

lo
gi

ca
lf

un
ct

io
n

R
ef

er
en

ce
s

SA
R

S
vi

ru
s

ns
p1

3
5′ -R

N
A

tr
ip

ho
sp

ha
ta

se
R

N
A

-d
ep

en
de

nt
R

N
A

po
ly

m
er

as
e

m
R

N
A

ca
pp

in
g,

re
pl

ic
at

io
n

(I
va

no
v

an
d

Z
ie

bu
hr

20
04

)

H
SV

U
L

5/
U

L
52

N
ot

de
te

rm
in

ed
U

L
8,

SS
B

-I
C

P8
,D

N
A

po
ly

m
er

as
e

R
ep

lic
at

io
n,

re
co

m
bi

na
tio

n,
ch

ro
m

at
in

re
m

od
el

lin
g

(C
ar

ri
ng

to
n-

L
aw

re
nc

e
an

d
W

el
le

r
20

03
;

T
re

go
an

d
Pa

rr
is

20
03

;
Ta

yl
or

an
d

K
ni

pe
20

04
)

A
A

V
R

ep
68

E
nd

on
uc

le
as

e
R

ep
78

V
ir

al
re

pl
ic

at
io

n
(I

m
an

d
M

uz
yc

zk
a

19
90

)
Pa

pi
llo

m
av

ir
us

E
1

Pr
im

as
e

E
2

B
in

di
ng

to
du

pl
ex

or
ig

in
,o

ri
gi

n
m

el
tin

g,
re

pl
ic

at
io

n
(S

eo
,M

ul
le

r
et

al
.1

99
3)

B
ac

te
ri

op
ha

ge
T

4
ge

ne
41

G
en

e
43

(p
ol

ym
er

as
e)

,g
en

e
61

(p
ri

m
as

e)
,g

en
e

32
(S

SB
)

R
ep

lic
at

io
n

(J
ar

vi
s

et
al

.1
99

0;
Ja

rv
is

et
al

.1
99

1;
Ji

ng
et

al
.

19
99

;D
el

ag
ou

tte
an

d
vo

n
H

ip
pe

l2
00

1)
B

ac
te

ri
op

ha
ge

T
7

Pr
im

as
e

D
N

A
po

ly
m

er
as

e,
ho

st
ly

so
zy

m
e,

ho
st

SS
B

,g
en

e
2.

5
(V

ir
al

SS
B

)

R
ep

lic
at

io
n

(N
ak

ai
an

d
R

ic
ha

rd
so

n
19

86
;N

ak
ai

an
d

R
ic

ha
rd

so
n

19
88

;H
e

an
d

R
ic

ha
rd

so
n

20
04

)
B

ac
ul

ov
ir

us
he

lic
as

e
p1

43
N

ot
D

et
er

m
in

ed
ss

D
N

A
-b

in
di

ng
pr

ot
ei

n
L

E
F-

3
R

ep
lic

at
io

n
(I

to
et

al
.2

00
4)

B
ro

m
ov

ir
us

he
lic

as
e

M
et

hy
ltr

an
sf

er
as

e
R

N
A

-d
ep

en
de

nt
R

N
A

po
ly

m
er

as
e

m
R

N
A

ca
pp

in
g,

R
ep

lic
at

io
n

(C
he

n
an

d
A

hl
qu

is
t2

00
0)



20 Viral Helicases 445

Ta
bl

e
20

.3
(c

on
tin

ue
d)

H
el

ic
as

e
O

th
er

as
so

ci
at

ed
ac

tiv
iti

es
Pr

ot
ei

n-
pr

ot
ei

n
in

te
ra

ct
io

ns
Ph

ys
io

lo
gi

ca
lf

un
ct

io
n

R
ef

er
en

ce
s

B
ee

ty
el

lo
w

s
C

lo
st

er
ov

ir
us

he
lic

as
e

M
et

hy
ltr

an
sf

er
as

e
R

N
A

-d
ep

en
de

nt
R

N
A

po
ly

m
er

as
e

m
R

N
A

ca
pp

in
g,

R
ep

lic
at

io
n

(D
in

an
te

ta
l.

19
93

)

A
lf

al
fa

m
os

ai
c

vi
ru

s
he

lic
as

e
G

ua
ny

ly
l

tr
an

sf
er

as
e/

m
et

hy
l

tr
an

sf
er

as
e

R
N

A
-d

ep
en

de
nt

R
N

A
po

ly
m

er
as

e
m

R
N

A
ca

pp
in

g,
R

ep
lic

at
io

n
(V

an
D

er
H

ei
jd

en
et

al
.

20
01

)

To
ba

cc
o

m
os

ai
c

vi
ru

s
he

lic
as

e
M

et
hy

ltr
an

sf
er

as
e

R
N

A
-d

ep
en

de
nt

R
N

A
po

ly
m

er
as

e
m

R
N

A
ca

pp
in

g,
re

pl
ic

at
io

n
(G

or
eg

ao
ke

r,
L

ew
an

do
w

sk
i

et
al

.2
00

1)
A

A
V

ty
pe

2
R

ep
40

E
nd

on
uc

le
as

e
R

ep
52

R
ep

lic
at

io
n,

pa
ck

ag
in

g
(K

in
g

et
al

.2
00

1)
E

B
V

he
lic

as
e

Pr
im

as
e

SS
B

(B
A

L
F2

),
Z

TA
-l

yt
ic

tr
an

sa
ct

iv
at

or
R

ep
lic

at
io

n,
in

du
ct

io
n

of
ly

tic
cy

cl
e

(G
ao

et
al

.1
99

8)

H
um

an
co

ro
na

vi
ru

s
he

lic
as

e
5′ -R

N
A

tr
ip

ho
sp

ha
ta

se
R

N
A

-d
ep

en
de

nt
R

N
A

po
ly

m
er

as
e

m
R

N
A

ca
pp

in
g,

re
pl

ic
at

io
n

(I
va

no
v

et
al

.2
00

4)

D
en

gu
e

vi
ru

s
ty

pe
-2

N
S3

5′ -R
N

A
tr

ip
ho

sp
ha

ta
se

Se
r-

pr
ot

ea
se

R
N

A
-d

ep
en

de
nt

R
N

A
po

ly
m

er
as

e
Po

ly
pr

ot
ei

n
pr

oc
es

si
ng

,
re

pl
ic

at
io

n,
m

R
N

A
ca

pp
in

g
(Y

on
et

al
.2

00
5)

H
C

V
N

S3
Se

r-
pr

ot
ea

se
R

N
A

-d
ep

en
de

nt
R

N
A

po
ly

m
er

as
e,

ho
st

p6
8

R
N

A
he

lic
as

e,
ho

st
PT

B
pr

ot
ei

n

R
ep

lic
at

io
n

(A
iz

ak
ie

ta
l.

20
06

;C
ha

ng
an

d
L

uo
20

06
;L

im
et

al
.

20
06

)
Ph

ag
e

P4
α

-h
el

ic
as

e
Pr

im
as

e
N

ot
de

te
rm

in
ed

R
ep

lic
at

io
n

(Z
ie

ge
lin

et
al

.1
99

3)
SV

-4
0

T-
an

tig
en

N
ot

de
te

rm
in

ed
D

N
A

po
ly

m
er

as
e,

SS
B

R
ep

lic
at

io
n

(O
tto

et
al

.1
97

9)

L
is

to
f

al
le

nz
ym

at
ic

ac
tiv

iti
es

pr
es

en
ti

n
ad

di
tio

n
to

th
e

he
lic

as
e

ac
tiv

ity
of

va
ri

ou
s

he
lic

as
es

ar
e

in
di

ca
te

d
he

re
.T

he
ta

bl
e

al
so

gi
ve

s
a

lis
to

f
pr

ot
ei

ns
th

at
th

es
e

he
lic

as
es

sh
ow

ph
ys

ic
al

an
d/

or
fu

nc
tio

na
li

nt
er

ac
tio

ns
w

ith
.



446 V. Rajagopal and S.S. Patel

enzyme without change in reaction rates (Levin and Patel 1999; Byrd and Raney
2005; Tackett et al. 2005).

Mechanism of Helicase Action

The unwinding activity of a helicase can be considered an outcome of two fun-
damental activities of all helicases: (1) unidirectional translocation along single-
stranded nucleic acid and, (2) strand-separation activity. To carry out these reactions,
a helicase must cycle through a series of energy states driven by NTP binding and/or
hydrolysis and subsequently product release. Thus, in order to understand the mech-
anism of helicase catalyzed unwinding reactions, it is important to understand all the
individual steps to it, namely: nucleic-acid binding, NTP binding and hydrolysis,
single-stranded translocation, and then finally the strand-separation function. In the
following section, each of these aspects of helicase mechanism will be dealt with in
detail, with respect to two viral helicases that have been extensively characterized–
the Hepatitis C Virus NS3 helicase and the bacteriophage T7 gene4 helicase.

Nucleic-Acid Binding

The binding of the helicase to the nucleic acid forms the first critical step toward
unwinding the duplex substrate. Understanding DNA/RNA binding by the enzyme
could help answer questions like: does the enzyme require a single-stranded region
to initiate unwinding? Does the enzyme interact with only one strand of the nucleic
acid or both? Does NTP binding alter the enzyme’s affinity for nucleic-acid binding?

Most helicases have been shown to require a short single-stranded tail to load
onto the duplex substrate to carry out the unwinding efficiently. The polarity of the
single-strand almost always depends on the polarity of the helicase translocation,
i.e., a 3′→5′ helicase uses a short single-stranded 3′-tail, while a 5′→3′ helicase
uses a 5′-tail. Many of the ring-helicases like T7 gene4 helicase, DnaB helicase of
E. coli, etc., require a Y-shaped substrate, having both 3′ and 5′-tails. Interestingly,
SF3 helicases like E1 helicase of Papillomaviruses and T-antigen from SV40 can
initiate unwinding from completely dsDNA by binding to a site-specific region (ori-
gin of replication), causing duplex melting and entry of the helicase onto the single-
stranded region. The site-specific DNA binding is mediated by the DNA-binding
domain, while the unwinding is mediated by the ATPase/helicase domain (Wu et al.
1998; Wu et al. 2001; Enemark and Joshua-Tor 2006).

The directional translocation of the helicase on its nucleic-acid substrate entails
that its binding site for the nucleic acid is also polarized with respect to the sugar-
phosphate backbone. A direct evidence for this was shown with Rep helicase bind-
ing to single-stranded dT16 containing the fluorescent base Etheno-adenosine at
the 5′ end or the 3′ end. The enzyme showed different extents of fluorescence
enhancements depending on position of the label (Bjornson et al. 1998). A similar
observation was also demonstrated with HCV NS3 helicase domain using duplex
substrates with either a 5′- or a 3′-overhang. The enzyme bound to the 3′-overhang
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with a 45-fold higher affinity than to the 5′-overhang (Levin et al. 2005). Another
parameter that can be obtained from nucleic-acid binding experiments is the occlu-
sion site measurement. Occlusion site can be defined as the number of bases/base
pairs the enzyme protects when it binds to the nucleic-acid substrate. Nuclease foot-
printing is often used to assay for the occlusion site. Occlusion site measurements
also give an idea about the enzyme’s interaction with the duplex region or the dis-
placed strand.

X-ray structures of the oligonucleotide bound HCV NS3 domain (Fig. 20.5)
showed that the enzyme bound the oligo nucleotide at a cleft that separated domain
3 (all-helix domain) from domains 1 and 2 (RecA homology domains). The bind-
ing polarity of the oligonucleotide was consistent with the biochemical assays – the
3′end positioned away from the enzyme and the 5′-end oriented between domains
2 and 3 of the enzyme. The enzyme sought predominantly backbone interactions
with the DNA, with very few base-specific interactions. Trp501 and Val 432, both
highly conserved among HCV NS3 sequences, show interactions with the nucleic-
acid bases defining the central binding cavity to five nucleotides (Kim et al. 1998).

Nucleic-acid binding has been biochemically characterized using equilibrium-
binding experiments, which is the preferred method of studying nucleic-acid bind-
ing. These studies have provided valuable information about the binding constants,
stoichiometry of binding and at times can also give insights into the oligomeric
state of the enzyme. The DNA-binding studies, with fluorimetric titrations and nitro-
cellulose filter binding assays, on HCV NS3 helicase domain (NS3h) showed that
the enzyme bound ssDNA with a very high affinity (Kd ∼2–10 nM) in the absence
of NTP. The NS3h binding occluded about 8.3 bases and had a stoichiometry of
1:1, enzyme:ssDNA (Levin and Patel 2002). However, the binding affinity dropped
80-fold in the presence of NTP (Levin et al. 2003). Though the enzyme did not bind
to blunt-ended duplexes (Levin and Patel 2002; Levin et al. 2005), it showed a high
affinity for partial duplexes with a 3′-single-stranded tail (Levin et al. 2005).

Endonuclease

5í-ATP triphosphatase

Methyltransferase

Endonuclease

5’-ATP triphosphatase

Methyltransferase

Protease

Primase

Helicase

Helicase

Helicase

Helicase

Helicase

Fig. 20.5 Domain organization of viral helicases. Many viral helicases have been shown to have
other enzymatic activities in addition to their helicase function. These associated functions play an
important role in replication and/or packaging of the mature virions. The domain organization was
recreated based on the data from the Pfam database (Finn et al. 2006)
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It is extremely interesting to note that the enzyme’s DNA-binding behavior is
vastly different from its RNA-binding behavior. It has been shown that NS3h heli-
case binds ssRNA with a 10-fold lower affinity, at neutral pH, than it binds DNA
(Levin and Patel 2002). However, the enzyme seems to have maximal RNA-binding
capacity at pH 6.5 (Gwack et al. 1996). Also, the affinity of the ATP bound enzyme
for RNA is increased at low pH (Lam et al. 2004). Though NS3 helicase pos-
sesses the ability to bind to any single-stranded RNA, it exhibits a preference for its
genomic RNA sequences. Banerjee and Dasgupta have shown that NS3 binds to the
3′-UTR of the genomic RNA with a much higher affinity than the 5′-UTR sequence
(Banerjee and Dasgupta 2001). They attribute the differential affinities to the sec-
ondary structures associated with each of these sequences (Banerjee and Dasgupta
2001). The specificity of the HCV helicase for the 3′-UTR could implicate a role
for the helicase in viral replication since the negative strand synthesis would have to
initiate at this terminus. Chang et al have demonstrated that the Arginine-rich motif
(motif VI) of SF2 helicases is important for RNA binding (Chang et al. 2000). This
motif is both structurally and functionally conserved in many flaviviruses including
the HGV (Gwack et al. 1999). The conserved Arginine is critical for nucleic-acid
binding and helicase activity. The dynamics of the subdomain 2, which contains this
conserved motif, revealed that this domain could be responsible for the conforma-
tional change associated with ATP-binding and hydrolysis, thereby driving the heli-
case reaction (Liu et al. 2001). The subdomain 2 has also been implicated in dsDNA
binding. Motifs IV and V of subdomain 2 have been shown to undergo local unfold-
ing in order to accommodate the dsDNA in their DNA-binding site (Liu et al. 2003).

Electrostatic analysis of the HCV NS3 helicase by Multi-Conformation Con-
tinuum Electrostatics (MCCE) identified two residues crucial for nucleic-acid
binding – H369 and E493. H369 and E493 were at 3 and 6 Å distance, respec-
tively, from the reported DNA-binding site. Mutational analysis of the two residues
resulted in a drastic decrease in the nucleic-acid-binding affinities, indicating the
importance of these two residues in NA binding. Based on these results, Frick et al.
propose a model to explain the modulation of nucleic-acid-binding affinity by ATP
due to the changes in the intrinsic pKa of these residues that arise from ATP and
DNA binding, and the activation of the enzyme at low pH (Frick et al. 2004).

A high-resolution structure of the ring-shaped bacteriophage T7 gp4 helicase
bound to DNA is not available as yet. Mutational studies have indicated that the
conserved motif H4 is somehow involved in DNA binding. The x-ray of the helicase
domain revealed that the residues of this motif lined up near the center of the hex-
amer, consistent with the enzyme binding the ssDNA in its central channel (Egelman
et al. 1995). It has been proposed that nucleotide binding induces a conformational
change in the H4 motif causing the region around it to fold into a helical structure.
Two residues, R487 and G488, have been implicated in contacting DNA (Washing-
ton et al. 1996). In the unliganded state, this region is still disordered implying that
nucleotide-binding couples the conformational changes important for DNA binding
by the enzyme (Sawaya et al. 1999). Recently, it was also shown that mutation of
three lysines to alanines (K467, 471, 473) abolishes DNA binding (Crampton et al.
2006).
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The DNA bound structure of the ring-shaped E1 helicase of Papilloma virus
has been solved (Fig. 20.5), which shows that all the residues seen to interact
with the DNA are within the AAA+ domain. The groups mediate mostly backbone
interactions with the DNA – the H507 and K506 forming hydrogen-bonding inter-
actions with the backbone phosphates and all three residues F464, K506, and H507
making Van der Waals interactions with the sugar residue linking the two H-bonding
phosphates. 5′ end of the ssDNA is directed toward the N-terminal oligomerization
domains, whereas the 3′ end is directed toward the C terminus consistent with its
translocation polarity (Enemark and Joshua-Tor 2006).

Unlike HCV NS3 protein, the ring-shaped T7 helicase requires a forked DNA
substrate to initiate unwinding. The protein makes contact with both the 3′- and the
5′- strands, and these contacts are important not only for initiating the reaction, but
throughout the unwinding reaction (Hingorani and Patel 1993). For optimal unwind-
ing the enzyme requires a 35nt 5′-tail and a 15nt 3′-tail (Ahnert and Patel 1997).
The nuclease protection assays indicate a 25–30 base occlusion site on the 5′strand
(Hingorani and Patel 1993) which is consistent with the enzyme requiring a 35nt
5′-tail for optimal unwinding. As opposed to HCV helicase, T7 helicase binds to
ssDNA tightly only in the presence of dTTP (Hingorani and Patel 1993). There-
fore, the NTPase activity of helicases partly serves to modulate interactions with
the nucleic acid. Some helicases bind tightly to nucleic acid in their NTP-liganded
form, while others in the nucleotide-free or NDP-liganded form and vice versa.

The single-stranded DNA is bound in the central cavity of the hexamer (Egelman
et al. 1995). The binding of the helicase to ssDNA is a multistep process that does
not utilize NTP (Picha et al. 2000). At a given time only one or two subunits of the
hexameric helicase contacts the DNA (Yu et al. 1996). The enzyme binds ssDNA
with a Kd of ˜10 nM and a stoichiometry of one strand per hexamer (Hingorani
and Patel 1993). The T7 gene4 helicase also exhibits dsDNA-binding activity. How-
ever, the enzyme has a 50-fold lower affinity for dsDNA as compared to ssDNA
(Hingorani and Patel 1993).

The enzyme binds the 5′-strand in its central cavity and excludes the 3′-strand
from its active binding site. Replacing the 3′-strand with the biotin–streptavidin
complex results in the same outcome, implying that the 3′-strand of the fork pro-
vides steric hinderance to the enzyme thereby preventing it from binding the duplex
(Hacker and Johnson 1997). At the replication fork of the T7 genome, the enzyme is
thought to transiently bind at the primase site, followed by a conformational change
accompanied by the ring-opening, ssDNA binding, and ring-closure (Ahnert et al.
2000). In the absence of the 3′-tail, the enzyme can bind and translocate along the
duplex DNA (Jeong and Patel, unpublished data).

Experiments involving synthetic substrates also give information about which
strands are contacted by the helicase at the unwinding junction. Different helicases
show different levels of tolerance to changes in the chemical nature of the load-
ing strand, breaks along the unwinding track, abasic sites, electrostatic disruptions,
etc. HCV NS3 helicase is extremely sensitive to the nature of the displaced strand
(Tackett et al. 2001a), while the Dda helicase of bacteriophage T4 and NPH-II heli-
case of Vaccinia virus show little or no sensitivity (Tackett et al. 2001b; Kawaoka
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et al. 2004). The T7 helicase stalls with disruptions on the loading strand (Yong and
Romano 1995), while replacing the displaced strand with a morpholino substrate
increases the unwinding rate of the enzyme (Jeong and Patel, unpublished data).

Unidirectional Translocation

Translocation of the helicase along the single-stranded nucleic acid is considered
to be one of the two key activities of the helicase that is required for its unwind-
ing function. The translocation function is coupled to NTP hydrolysis, and though
no one has so far demonstrated this translocation to be strictly unidirectional, the
overall movement of the protein is biased to a single direction.

Different approaches have been used to study the translocation of the protein
along the single-stranded nucleic acid and the coupling of this action to NTP hydrol-
ysis. One of the earliest approaches was to study the steady-state kinetics of NTP
hydrolysis as a function of ssDNA length (Liu and Alberts 1981; Matson and
Richardson 1983; Raney and Benkovic 1995). The steady-state kinetics of NTP
hydrolysis has also been used to differentiate between the ssDNA translocation
activities of PriA protein from its unwinding activity (Lee and Marians 1990). A
more recent approach involves biotin labeling the oligonucleotide at either the 3′-
or the 5′-end and observing the disruption of the biotin–streptavidin complex by the
helicase (Morris et al. 2001). This approach has been used to demonstrate both the
polarity and the unidirectional translocation of bacteriophage T4 Dda helicase (Byrd
and Raney 2004) HCV NS3 helicase and SV40 T-antigen (Morris et al. 2002). Kim
and co-workers not only studied pre-steady state kinetics of dTTP hydrolysis as a
function of ssDNA length, of bacteriophage T7 helicase, but also studied the energy
coupling of the process using a coupled enzyme assay which measured the amount
of inorganic phosphate (Pi) released using phosphate-binding protein (PBP) labeled
with MDCC (Kim et al. 2002). This approach originally developed by the Webb lab
(Hirshberg et al. 1998) has been used to obtain stepping rates and energy efficiency
(coupling constants) of other enzymes including PcrA, UvrD (Raney and Benkovic
1995; Dillingham et al. 1999; Dillingham et al. 2000; Soultanas and Wigley 2000).
Extensive modeling of the pre-steady state kinetics of NTP-dependent translocation
of the motor proteins have been done by Fischer and Lohman (Fischer and Lohman
2004) and demonstrated on the E. coli protein UvrD (Fischer et al. 2004; Tomko
et al. 2007).

Models of Unidirectional Translocation

Different mechanisms have been proposed for translocation of helicases along
single-stranded nucleic acids. All mechanisms involve NTP hydrolysis, with a cou-
pled conformation change to explain the biased movement.

Stepping mechanism - The stepping mechanism requires that the helicase pos-
sesses two DNA-binding sites. The two sites have differential affinities for the
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Fig. 20.6 Mechanisms of translocation of helicases on single-stranded nucleic acids. Many
mechanisms of single-stranded translocation have been reported, based on structural and biochem-
ical data. Panels (a) and (b) describe the stepping mechanism of helicase translocation. Amongst
the stepping mechanisms, panel (a) represents the “Inchworming” model of helicase translocation.
This model is often used to describe the translocation of monomeric helicases with two nucleic-
acid-binding sites. The two sites cycle between tight binding and weak moving as dictated by their
NTP ligation states, and associated conformational changes. One cycle of inchworming is typically
completed in a set of six conformational changes, with the two binding sites (or domains) always
retaining their position on the nucleic acid relative to each other constant. Panel (b) describes the
“Rolling” mechanism. This model is often used to describe the translocation of dimeric helicases.
In this model, the two subunits alternate their positions on the nucleic acid as they change their
NTP ligation states. Panel (c) describes the “Brownian Ratchet” model reported for the translo-
cation of Hepatitis C virus NS3 helicase domain. In this model, the enzyme’s binding affinities
for the single-stranded nucleic acid are modulated by its ATP ligation state. ATP binding weakens
its affinity while ATP hydrolysis results in tight binding. In its weakly bound state, the enzyme
could ratchet back and forth on the single-stranded substrate. Panel (d) represents one of the many
possible NTP ligation and nucleic-acid occupancy states for the “Sequential hydrolysis” mecha-
nism proposed for T7 gene4 helicase. Here, the enzyme contacts the ssNA two subunits at a time.
NTP hydrolysis results in translocation of the helicase and the transfer of the ssNA substrate to the
adjacent subunits.

nucleic acid, which are modulated by the different NTP ligation states. In the “inch-
worm” type stepping model (Fig. 20.6a), one site is bound to the nucleic acid tightly
(H), while the other site is weakly bound (T). NTP hydrolysis results in a power
stroke, causing the weak site T to dissociate, move away from the tight site H and
bind ahead of it. At the new position, the weak site T initiates tight interactions and
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becomes the new H site, in the process weakening the interactions of the previous
H site to generate the new T site. In another power stroke, the sites undergo another
round of nucleic-acid affinity changes to obtain their original starting affinities.
Thus, one cycle in an inchworm stepping mechanism is completed with six confor-
mational changes (Hill and Tsuchiya 1981; Lohman 1993; Patel and Donmez 2006).

Another stepping model is used to describe the translocation of dimeric helicases.
In the inchworming model, both the nucleic-acid-binding sites could be present on
the same polypeptide chain. In the “rolling” model (Fig. 20.6b) each monomer con-
tributes one nucleic-acid binding site and that the two subunits of the helicase alter-
nate their binding to the single-stranded nucleic acid depending on the changes in
their NTP ligation states (Wong et al. 1992; Lohman 1993).

Brownian motor mechanism – This mechanism was proposed as an alternative
mechanism to the stepping mechanism (Fig. 20.6c). This mechanism involves a
single nucleic-acid binding site modulated by NTP binding and hydrolysis. In the
absence of any bound NTP, the enzyme mediates very tight interactions with the
ssNA substrate. In this state, the energy profile of the helicase is deep and saw-tooth
shaped. Thus, in the tight state, the helicase is unable to mediate any motion along
the ssNA. On NTP binding, its affinity for ssNA drops several fold, resulting in a
shallow energy profile. The enzyme is now capable of moving either forward or
backward (Brownian motion). In a power stroke coupled with NTP hydrolysis, the
enzyme moves forward, going back to its original tight state (Levin et al. 2005; Patel
and Donmez 2006).

Sequential “subunit rotation” mechanism of hexameric helicases- This mech-
anism has been proposed to explain the translocation of hexameric helicases like
the bacteriophage T7 helicase on ssDNA (Fig. 20.6d). In this mechanism, three
cooperative steps of sequential DNA-binding and release are required for proces-
sive translocation along ssDNA. DNA is translocated by power strokes powered by
NTP binding to the catalytic site. First, the empty NTP site gets occupied to gen-
erate the weak DNA-binding site T∗. The DNA-binding step in the next subunit,
T∗→N·T∗, commences when the previous subunit in the sequence has completed
its power stroke and is in the N·T state. Geometrically, this is possible if the power
stroke of the previous subunit brings the DNA strand into a position where it can
quickly fluctuate to the next subunit. Since hydrolysis enables release of the DNA
strand, in order to ensure high processivity the unbinding of DNA in one subunit
must take place after the binding of DNA to the next subunit. Thus, the transition
N·T→DP in one catalytic site must follow the binding of nucleotide to the next site,
i.e., state T∗→N·T∗. Finally, the power stroke N.T∗→N·T, results in translocation
(Liao et al. 2005).

Base Pair Separation Mechanisms

Helicases couple the energy of NTP hydrolysis to single-stranded translocation
and base-pair separation. Translocation of helicases can take place by any of
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the above-mentioned mechanisms. Mechanisms of base-pair separation can be in
general classified into “active” or “passive” depending on the extent to which
the enzyme is involved in the strand-separation function (Lohman 1993; Lohman
and Bjornson 1996; von Hippel and Delagoutte 2001; Betterton and Julicher
2005).

In a “passive” mechanism (Fig 20.7a) of strand separation, the enzyme translo-
cates along the single-stranded nucleic acid till it reaches the duplex junction. Now
the enzyme waits for the two strands to open due to thermal fraying. Once a base
pair opens, the enzyme now moves ahead and this cycle continues till the duplex has
completely separated. For a passive helicase, the unwinding step-size is likely to be
one, since it is extremely difficult for more than one base pair to open by thermal
fluctuations. In the “active” mechanism of helicase action (Fig. 20.7b), the enzyme
destabilizes the junction, thereby altering the energy profile of the duplexes at the
junction, making them easier to melt. An active mechanism can account for larger
step-sizes reported for many of the helicases (Serebrov and Pyle 2004; Spurling
et al. 2006; Myong et al. 2007). Force dependence and stability dependence studies
have revealed that both T7 gene 4 helicase and the HCV NS3 helicase unwind by
an active mechanism (Cheng et al. 2007; Donmez et al. 2007; Johnson et al. 2007).

Fig. 20.7 Passive and Active mechanism of nucleic-acid unwinding. Helicases convert the
chemical energy of NTP hydrolysis to mechanical work done in-terms of translocation on the
single-strand and separation of the two strands of the duplex DNA or RNA. The energy from NTP
hydrolysis can be used by the helicase just for single-stranded translocation, and the enzyme relies
on thermal fraying to break the base pair. This mechanism is referred to as the Passive mechanism
(A) On the other hand, the energy from NTP hydrolysis is used for translocation as well as for
destabilization of the base pairs (shown as a gray cloud) on the duplex, to enable strand-separation.
This mechanism is referred to as the active mechanism (B).
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A mechanism of strand separation reported for many of the helicases involves
excluding the complementary strand, preventing reannealing. The enzyme could
use specific residues in the nucleic-acid-binding cleft as a wedge to separate the two
strands (Tackett et al. 2001a; Kawaoka et al. 2004), or the entire helicase molecule
could assemble in such a way so as to exclude the other strand thereby keeping the
two strands separated (Ahnert and Patel 1997; Hacker and Johnson 1997; Donmez
and Patel 2006).

Some of the hexameric helicases like the papillomavirus E1 helicase, SV40
T-antigen are involved in viral replication and hence are required to bind sequence
specifically to the origin of replication and melt the base pairs to initiate replication.
A looping model was suggested for the strand-separation mechanism of T-antigen,
where the double hexamer carried out bidirectional unwinding, looping out the sep-
arated single strands through the middle (Li et al. 2003). However, this mechanism
has now been refined. According to the new model, the separated strands no longer
loop out of the double hexamer, but instead an alternative conformation is proposed
where the ssDNA exit through an exit channel on the helicase domain of the dou-
ble helical enzyme (Gai et al. 2004). A few other mechanisms have been used to
describe strand separation by hexameric helicases and these include, the torsional
model, plough-share model, etc. (Takahashi et al. 2005; Patel and Donmez 2006).

Helicases as Antiviral Drug Targets

Viruses are obligate parasites. They direct the host cellular metabolism for their
replication. To date, although a multitude of viral infections can be warded off
through vaccinations, there still exist many viral pathogens against which vacci-
nation is not yet available. This includes diseases like hepatitis C and acquired
immuno deficiency syndrome (AIDS). The current strategy in handling these condi-
tions have been through chemotherapeutics which include immune system boosters
like interferon-α and -γ and a host of antiviral drugs.

Target the Host or the Virus?

While designing antiviral targets one could consider two broad strategies: target-
ing a cellular factor involved in viral replication or targeting a virus-specific gene
product. Targeting the host factors could result in drastic side effects since the
targeted protein could also get inhibited in normal non-infected cells. The latter
strategy, on the other hand, could confer a higher virus-specific activity and a low
toxicity to the host. However, one caveat that could exist is that, if the targeted
protein has metabolic functions, then there would a smaller window of specificity
since viral and cellular enzymes catalyze similar enzymatic reactions. However,
since the viral and cellular proteins are not identical, structure-based drug design
can often exploit the differences between the host and the viral enzymes to generate
drugs specific for the virus.
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Currently, the most targeted virus-specific factors are the polymerases. The poly-
merases are essentially required for the replication of viruses. The reverse tran-
scriptase (RT) of the retroviruses and the hepadnaviruses is the sole viral enzyme
required for the synthesis of DNA from viral RNA. Viral polymerases are therefore
an extremely favorable target for the development of antiviral therapy (De Clercq
2004). Another virus-specific target is the viral helicase. Most viral helicases have
multiple enzyme activities associated with the unwinding function. Thus drug
design against helicases could involve several general strategies.

Helicase Inhibitors: Strategies and Prospects

All helicases are fuelled by NTP hydrolysis for their unwinding function. Thus,
small-molecule inhibitors could be used to inhibit the NTPase function in a num-
ber of ways. These inhibitor molecules, usually nucleotide analogs, could directly
compete for NTP binding, inhibit nucleic-acid binding, inhibit NTP hydrolysis or
NDP release, or uncouple NTP hydrolysis and translocation (Borowski et al. 2000;
Borowski et al. 2002; Xu et al. 2006).

Another strategy used in helicase inhibition involves disruption of the protein–
protein interfaces between the helicase and other proteins of the replication com-
plex. This strategy has been currently deployed for the inhibition of the HPV
E1 helicase whereby its interaction with the E2 protein has been disrupted using
inhibitors (White et al. 2003). The HSV helicase–primase complex is inhibited by
aminothiozolylphenyl-containing drugs and thiozole urea derivatives. These com-
pounds appear to act by enhancing the binding of the complex to ssDNA in the
replication bubble preventing DNA polymerization (Crumpacker and Schaffer 2002;
Crute et al. 2002; Kleymann 2004; Biswas et al. 2007).

In a more recent approach, Xue et al. have developed a new strategy for the inhi-
bition of HCV replication. They use siRNAs to knock down cellular host factors,
which are important for HCV replication (Zhang et al. 2004; Xue et al. 2007). How-
ever, this approach cannot be used as a sole approach for anti-HCV therapy since
the host factors involved are important not only for HCV replication but a host of
other functions related to cellular RNA metabolism. Table 20.4 gives a list of all
small-molecule inhibitors against helicases that have been developed so far. (For a
more comprehensive study on helicases as antiviral targets see reviews by Yao and
Weber 1998; Frick 2003; Kleymann 2004; Kwong et al. 2005; Maga et al. 2005;
Frick and Lam 2006; Frick 2007).
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Chapter 21
Integrase: Structure, Function, and Mechanism

James Dolan and Jonathan Leis

Retroviral DNA integration is a multistep process that occurs in defined stages. The
viral-encoded integrase (IN) is both necessary and sufficient to catalyze integration
(Katz et al. 1990; Li and Craigie 2005; Sinha and Grandgenett 2005). After assem-
bly of a stable complex of IN with specific DNA sequences at the ends of the viral
long-terminal repeats (LTRs), terminal dinucleotides are removed from each 3′ end
by endonucleolytic processing. The viral DNA 3′ ends are then covalently linked
to the host target DNA in a concerted cleavage/ligation reaction. The processing
and joining steps from several retroviruses have been analyzed, including avian sar-
coma virus (ASV), murine leukemia virus (MLV), and HIV-1 (Kulkosky and Skalka
1994). Both steps require a stable complex composed of IN and at least 16 base pairs
of both ends of a linear viral DNA. While INs specifically cleave their respective
viral DNA ends, there is little specificity for the target DNA. This results in integra-
tion at many sites. By definition then, the binding of viral DNA must be different
from the binding of target DNA by IN and must be accounted for in any structural
model of the enzyme. In this chapter, we will define in more detail the structural
and biochemical properties of the holoenzyme as well as interactions between the
enzyme and viral and host DNA substrates. Next we will cover the biochemistry
of the 3′ processing and joining followed by host cell proteins that influence the
integration reaction. Lastly, we will highlight IN as a chemotherapeutic target and
current strategies for development of novel IN inhibitors.

Structure and Oligomerization

All IN proteins share a conserved three-domain structure including a N-terminal,
catalytic core, and C-terminal domain that are required for catalytic activity
(Engelman et al. 1995). The N-terminal domain (residues 1–49) contains a HHCC
zinc-binding site (Cai et al. 1997; van den Ent et al. 1999). A phenylalanine residue
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in the first position of a protein enters it into a ubiquitin–proteasome proteolytic
pathway called N-end degradation. The IN of HIV-1, HIV-2, and simian immunod-
eficiency virus (SIV) all have a phenylalanine at position one, and HIV-1 IN has
been shown to be subject to degradation in this pathway (Mulder and Muesing
2000). This mechanism has been proposed to maintain host chromosome stabil-
ity and integrity through IN instability. The C-terminal domain (residues 213–288)
is less conserved and forms a SH3 fold through three α-helices. This domain con-
tains multimerization determinants as well as non-specific DNA-binding activity
(Andrake and Skalka 1996). The catalytic core domain (residues 50–212) contains
the residues involved in catalysis. The conserved DDE motif in the catalytic core
domain chelates the required metal cofactor and forms part of the active site (Polard
and Chandler 1995). When mutations are introduced at these residues, all enzymatic
activities are significantly impaired (Kulkosky and Skalka 1994).

Retroviral IN can be found in monomer, dimer, and tetramer forms in solution.
Dimeric IN can catalyze 3′ processing and joining of DNA duplex oligodeoxyri-
bonucleotides, while the homotetramer is required for a concerted DNA integration

Fig. 21.1 HIV-1 IN full-length monomer. This is a representation of the full-length IN monomer.
This structure was assembled based on crystallization data of two-domain structures and homology
of the viral integrase to transposases. The formation of a full-length representation was based on
super-imposing the catalytic domain from each two-domain structure.
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reaction (Bao et al. 2003; Faure et al. 2005; Li et al. 2006). Crystal structures of the
individual domains and two-domain fragments have been solved providing informa-
tion about orientations and interactions of the various domains with each other and
with host proteins (Jenkins et al. 1997; Wang et al. 2001; Chiu and Davies 2004;
Maroun et al. 2005). Figure 21.1 shows an assembled three-domain structure that
is modeled from available crystal data. However, in the absence of a structure for a
holoenzyme in complex with DNA substrates, little is known about the positioning
of the domains in the active oligomer (Petit et al. 1999; Craigie 2001) or intersubunit
interaction, though two residues have been implicated in oligomerization (Jenkins
et al. 1996; Kalpana et al. 1999).

Enzymatic Activities

Much of the information we have on the molecular mechanism of integration comes
from the use of reconstituted systems employing duplex oligodeoxyribonucleotides
(oligos) where the products of the reaction are separated by gel electrophoresis.
ASV IN, for example, catalyzes the specific removal of the two bases from the 3′

end of the strands adjacent to a conserved CA dinucleotide using 15 base pair sub-
strates corresponding to either viral DNA ends (called U3 or U5) (Katzman et al.
1989; Kukolj and Skalka 1995). Similar substrates were used to demonstrate the
joining (or strand transfer) reaction, where one oligo integrated into another thereby
increasing the size of the radiolabeled substrate (Craigie et al. 1990; Katz et al.
1990). For HIV-1 duplex oligo substrates of comparable size, nucleotide substi-
tutions in the U5 and U3 ends were shown to affect one or both of the catalytic
functions of HIV-1 IN. Substitutions in the HIV-1 U5 region, for example, inhibit
3′ processing (e.g., positions 1–6 and 9–11) or not (e.g., positions 12–14) (Esposito
and Craigie 1998). Other changes at specific nucleic acid positions in the HIV-1 U3
and U5 ends affect each of the catalytic reactions, though changes in one end have a
more pronounced effect than in another. The joining reaction can be measured sep-
arately from 3′ processing using a “preprocessed” duplex DNA substrate in which
the two terminal bases adjacent to the CA dinucleotides are removed. Nevertheless,
most do not display the concerted nature of the DNA integration reaction as it was
first described (Murphy and Goff 1992). Deletions were placed 5′ to the conserved
CA dinucleotides in the MLV U3 LTR region and when transfected into cells the
processing of both LTR ends were affected adversely. This finding implies that the
two ends of the viral DNA were brought together so that mutations in one affected
the processing of the other, though the actual insertion of each DNA end into the
target DNA may be sequential (Li et al. 2006). Several assay systems that display
concerted DNA integration properties have been described and used to demonstrate
changes in retroviral DNA integration are context dependent. For example, base
pair substitutions placed into the HIV-1 U5 or ASV U3 ends (referred to as the
“dominant” LTR ends) caused decreases in the rate of catalysis. In contrast, com-
parable substitutions at the same positions in the “non-dominant” ends are associ-
ated with changes in mechanism from concerted (two-ended viral DNA insertion) to



470 J. Dolan and J. Leis

non-concerted (one-ended viral DNA insertion) integration (Fitzgerald et al. 1992;
Lutzke et al. 1994; Vora et al. 1994; Aiyar et al. 1996; Vora et al. 1997; Masuda et al.
1998; McCord et al. 1999; Brin and Leis 2002a,b; Li and Craigie 2005; Li et al.
2006). When the viral DNA is inserted into the target DNA, it occurs in a staggered
manner; the size of the stagger is virus specific. The resulting gapped intermediates
are repaired by host proteins introducing the 4- to 6-base pair duplications into the
target that flank the integrated viral DNA (Brin et al. 2000). The determinants for
the duplication size are not known. The sites of integration in the target DNA are
for the most part random (Kulkosky and Skalka 1994).

Host Cell Interacting Proteins

The IN complex is comprised of the viral IN, viral and host DNA substrates, and
possibly host proteins. Several proteins have been suggested to play a variety of
roles in integration, from suppressors of auto-integration to nuclear import of the
pre-integration complex and host DNA substrate selection. For HIV-1 these include
high-mobility group (HMG) family member HMG-1α, barrier-to-autointegration
factor (BAF), Integrase interactor 1 (INi1), lens epithelium-derived growth factor
(LEDGF)/p75, hepatoma-derived growth factor related protein 2 (HRP2), and the
histone acetyltransferase p300 (Chen and Engelman 1998; Kalpana et al. 1999;
Harris and Engelman 2000; Suzuki and Craigie 2002; Cereseto et al. 2005; Ciuffi
et al. 2005; Maroun et al. 2006). These proteins can be categorized into two groups
based on whether they interact directly with IN or are associated with the IN com-
plex by affinity for DNA or by other protein–protein interactions. It is unclear, how-
ever, whether these proteins are absolutely required or there is redundancy among
host cell proteins in the integration process. The BAF protein is thought to bind
to IN and prevent the autointegration of the viral genome. The INi1 protein binds
directly to HIV-1 IN and is thought to function in both early and late stages of
viral replication (Landau 2002; Maroun et al. 2006). High-mobility group fam-
ily member HMG-1α stimulates integration reactions in vitro (Aiyar et al. 1996;
Farnet and Bushman 1997; Hindmarsh et al. 1999), though a genetic knockout of
the HMG gene family in DT40 cells does not appear to affect viral replication
(Beitzel and Bushman 2003; Maroun et al. 2006). The acetylation of IN by p300
has been shown to occur at target lysine residues in the C-terminus of HIV-1 IN
(Cereseto et al. 2005). These modifications are thought to influence affinity of IN
for target DNA. It has been postulated that this modification, in concert with acety-
lation of the nucleosomes for uncoiling of chromatin, promotes the integration of
Lentivirus DNA into actively transcribed regions of the host genome (Cereseto et al.
2005). LEDGF and HRP2 share domain structure homology and both contain the
IN-binding domain (IBD) motif. The main difference between LEDGF and HRP2 is
that the chromatin-tethering activity is lacking in the HRP2 protein, suggesting that
LEDGF is biologically relevant within the host cell nucleus (Vanegas et al. 2005). A
crystal structure of LEDGF/p75 bound to the catalytic core domain of HIV-1 IN was
solved and the critical residues for this interaction were within the 165–173 region
of IN (Cherepanov et al. 2005). LEDGF has been shown to stimulate IN activity
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in vitro, but this effect is specific to half-site products (Raghavendra and Engelman
2007). Another group has demonstrated that when LEDGF is added after 3′ pro-
cessing (and presumably after stable IN complex formation), there is no stimulation
(Yu et al. 2007). Studies have also implicated that regions of active transcription are
preferential sites for integration, and proteins that interact with these regions can
influence integration (Schroder et al. 2002). These results highlight the differences
that are intrinsic in the various assay systems as well as demonstrate the need for in
vivo experimental data. Further characterization of these host proteins has proven
difficult because they are not required for 3′ processing or joining in vitro.

Integrase Holoenzyme Properties

Recognition of viral DNA by integrase is specific; however, there is cross-
recognition within respective virus families. For example, HIV-1 IN will 3′-process
LTR end sequences derived from simian immunodeficiency virus (SIV), another
Lentivirus family member. Several techniques including NMR spectroscopy, use of
cross-linking agents, and nucleotide analog-modified substrates have been used to
probe DNA–IN interactions. The most informative have been cross-linking stud-
ies that identified contacts on the enzyme surface with both viral and target DNAs,
including residues 67, 117, 143, 148, 152, 153, 159, 230, 263, and 264 (Esposito and
Craigie 1998; Heuer and Brown 1998; Johnson et al. 2006). These studies used a
variety of DNA substrates and cross-linking agents, and many of these residues have
been confirmed in secondary studies to interact with DNA (either viral or target)
through additional mutational and/or chemical investigation. Analysis of nucleotide
analog-modified substrates to identify contacts between the viral DNA and the
enzyme surface has also been informative (Agapkina et al. 2004). In this case, a
map was assembled of putative contacts between the enzyme surface and either the
phosphate-backbone or heterocyclic bases. The processing reaction was also deter-
mined to require local destabilization of the third A-T base pair (in the CA dinu-
cleotide) for efficient activity (Agapkina et al. 2004). Specific IN residues that were
identified in this study include K159 and E152, which interact with the N-7 position
of the third adenosine on the processed strand. Residues nearer the active site, such
as Q148 and Y143, interact with the terminal nucleotides of the processed strand.

The specificity of the viral DNA interaction is not shared with the target DNA.
The IN tetramer binds the target DNA in a different trench than the viral DNA
and both substrates are bound at the same time during the joining reaction. As the
specific DNA sequences for integration are not conserved, it is possible that con-
served residues among all IN proteins are involved in the non-specific DNA-binding
activity. The use of cross-linking reagents during the incubation of IN with a non-
viral DNA substrate oligo has implicated several peptides representing residues
49–69, 139–152, 213–246, 247–270, and 271–288 to be close enough to the tar-
get DNA to cross-link (Heuer and Brown 1998). A few other residues have been
identified to interact with the target DNA and influence the joining reaction (Harper
et al. 2001; Harper et al. 2003; Li and Craigie 2005; Al-Mawsawi et al. 2006 and
2008; Dolan et al., 2009) including residues 119, 130, 132, 181, 185, and 219.
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Mutations introduced at these residues result in a loss of the joining reaction with
little affect on 3′ processing. These residues align along a trench on the IN surface
approximately perpendicular to the LTR. DNA building sites (see black arrow in
Fig. 21.2.)

A homotetramer model for HIV-1 IN with DNA representing 20 base pairs of
the U3 and U5 termini was assembled using structural and biochemical data and
molecular dynamics simulations (Chen et al. 2006). Construction of this model used
separate two-domain crystal structures of the N-terminal domain and catalytic core
(PDB code 1K6Y) and the catalytic core with the C-terminal domain (PDB code
1EX4). Superimposition of the two crystals at the catalytic core led to the assembly

Fig. 21.2 HIV-1 IN homotetramer model with bound viral DNA ends. IN tetramer model
with subunits colored cyan and yellow that interact with the two viral DNA ends and two other
subunits colored in gray which do not. The DNAs are in a stick representation (blue) and Mg+2 in
the two catalytic sites are indicated by spheres (magenta). The black arrow is oriented to highlight
the proposed target DNA-binding site. The amino acids that specifically recognize the viral DNA
ends are shown in space fill model (red) for only one of the two viral DNA ends. Amino acid
substitutions at these positions affect the specificity of the enzyme for the DNA substrate.
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of the three-domain structure (See Fig. 21.1). The tetramer was assembled using
crystal lattice contacts. The viral DNA was placed in the tetramer using critical
positions derived from Transposase structural data and use of a molecular dynamics
simulation. The viral DNAs face one another with their 3′ ends positioned adjacent
to the active site Asp residues. This positioning is in agreement with cross-linking
of viral DNA to peptides 49–69, 139–152, 247–270, 271–288, and 153–167 (Heuer
and Brown 1997; Drake et al. 1998; Esposito and Craigie 1998; Heuer and Brown
1998; Johnson et al. 2006) and mutagenesis studies (Lutzke et al. 1994; Sayasith
et al. 2000; Agapkina et al. 2004; Chen et al. 2006; Puglia et al. 2006). To vali-
date the model, Chen et al. identified amino acids that were spatially within 10 Å
from the viral DNA ends. Using a structural alignment of HIV-1, SIV, and ASV INs,
unique residues were identified. Construction and purification of 16 HIV-1 enzymes
in which the amino acids from ASV were placed into the structurally related posi-
tions of HIV-1 IN was carried out, and the chimeric enzymes were tested for changes
in specificity for 3′ processing of the viral DNA ends using duplex oligo substrates.
This analysis demonstrated that there are multiple HIV-1 IN amino acid contacts
with the viral DNA and that substitution of ASV IN amino acids at many positions
conferred the partial ability to cleave ASV substrates with a concomitant loss in
cleavage of the homologous HIV-1 substrate. Substitutions at HIV-1 IN residues
that changed specificity include V72, S153, K160, I161, G163, Q164, V165, H171,
L172 (Chen et al. 2006), Q44, L68, E69, D229, S230, and D253 (Dolan et al. 2009).
Figure 21.2 highlights the viral DNA bound in one trench of the IN tetramer, and
the labeled residues represent those that were shown to change the specificity of the
enzyme for substrate DNA. Several other models of IN coupled to DNA have been
reported (Gao et al. 2001; Podtelezhnikov et al. 2003; Karki et al. 2004; Wielens
et al. 2005). These models do not explain all of the cross-linking, mutagenesis, and
kinetics data which are accounted for in the Chen et al. model.

Chemotherapeutics: Design and Strategy

Inhibitors of integrase are currently a topic of investigation for antiretroviral therapy.
Current anti-retroviral therapies use a combination of inhibitors targeted against
the viral enzymes, protease (PR), and reverse transcriptase (RT). Molecules that
inhibit viral fusion are also being used in drug regimens. Resistance mutations to the
enzyme inhibitors for PR and RT occur frequently enough that escape mutants after
selection are common. Therefore, molecules that inhibit integrase are being sought.
Several classes of compounds show promise of efficacy against IN at physiologi-
cally relevant levels. Diketo acids and naphthyridine carboxamides are two exam-
ples of molecules currently under investigation and development as IN inhibitors.

The diketo acids are selective inhibitors of IN and act at the level of strand trans-
fer (Hazuda et al. 2000). The diketo acid moiety showed positive inhibition against
IN at nanomolar concentrations, suggesting that these molecules could be devel-
oped to function at physiologically relevant levels. Two molecules of this class were
used for selection of resistant mutants. Three positions changed in a majority of the
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viruses that were sequenced. Mutations at residues 66, 153, and 154 were commonly
selected. These residues are located near the active site, suggesting that the molecule
binds near the catalytic center of the enzyme and presumably does not interfere with
3′ processing but affects the joining reaction in a currently undefined manner. Since
the initial discovery of this class of compounds, numerous derivatives have been
synthesized and examined at their inhibitory potential (Fikkert et al. 2003; Lee and
Robinson 2004; Svarovskaia et al. 2004; Brigo et al. 2005).

Naphthyridine carboxamides are also small molecules that were selected to
inhibit IN at the mechanism of strand transfer (Hazuda et al. 2004). These molecules
are nanomolar inhibitors, and many derivatives have yielded good pharmacokinet-
ics (Embrey et al. 2005; Guare et al. 2006). Similar to the diketo acid selection, one
molecule of this set demonstrated good pharmacokinetics and was used for further
study. Selection of resistant mutants in the presence of the inhibitor highlighted the
putative binding site to be near residues 72, 121, and 125. Although naphthyridine
carboxamides are derivatives of diketo acids, there is no cross resistance for the
selected mutations. Naphthyridine carboxamides and diketo acids therefore have
distinct binding sites for their inhibitory mechanism.

Several of the mutations that show up in drug-resistant enzymes affect 3′ process-
ing and not just the joining reaction. This would result in partially defective INs that
would place a pressure for the selection of second site mutations that compensate
for lost 3′ processing activity by the initial drug-resistance mutation. For example,
position 153 is important in the recognition of the viral DNA, and mutation at this
position only mildly affects the activity of the enzyme. As such, this model would
predict that this mutation would be found by itself when subjected to drug selection
with little replication defect (Lee and Robinson 2004; Lu et al. 2005). In contrast,
mutation at position 72 affects the catalytic activity of the 3′ processing as well as
strand-transfer reactions in vitro (Chen et al. 2006). Not surprisingly, a mutation
at this residue is found in combination with mutations at positions 121 and 125
(Hazuda et al. 2004). It has been demonstrated that the T125S substitution increases
the 3′ processing of HIV-1 duplex (Chen et al. 2006) as well as the joining of a HIV-1
preprocessed substrate (Dolan et al. 2009) so that substitutions at this position could
compensate for the low activity caused by the mutation at Val 72 (Chen et al. 2006).
In identifying critical residues involved in the particular enzymatic reactions, inves-
tigation with small molecules has also proven useful in understanding the biology
of the enzyme. Studies involving the binding of high-affinity drugs that target the
enzymatic activities of IN have demonstrated that binding of viral DNA promotes
a distinct active conformation (Espeseth et al. 2000; Grobler et al. 2002; Pommier
et al. 2005). Continued research in this area will yield more insight into the proper-
ties of integrase in addition to providing new targets for inhibitors.

Conclusion

A great wealth of knowledge and information has been gathered about the bio-
chemistry and structure of retroviral IN recently. Identification of residues that are
responsible for interacting with a specific DNA sequence is one recent development,
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as well as the assembly of a predictive computer model of the IN holoenzyme. These
tools advance the understanding of the enzyme system in addition to open new areas
of research. Gene therapy using targeted DNA vectors may one day be feasible using
an enzyme that has been engineered to interact with specific DNA sequences for
insertion in a specific DNA target. It is clear that this area of research is poised for
significant discovery in the near future.
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Chapter 22
Viral DNA Polymerase Inhibitors

Graciela Andrei, Erik De Clercq, and Robert Snoeck

Introduction

DNA viruses, as well as their host cells, require a DNA-dependent DNA polymerase
to faithfully replicate their genomes. Viruses with small DNA genomes, such as
papillomaviruses and polyomaviruses, have a limited coding capacity and utilize
mainly the host replication machinery for their genome amplification. In contrast,
large DNA viruses encode a specific polymerase equipped with a proofreading 3′–
5′-exonuclease activity and other replication proteins that assure the replication of
their genomic information. As a critical component of the viral replication machin-
ery, viral DNA polymerases are the specific target of a number of antiviral drugs
currently used to inhibit viral replication. Most antiviral drugs approved by the US
Food and Drug Administration (FDA) inhibit viral genome replication, nearly all
of these inhibit a DNA polymerase and most of these drugs are nucleoside analogs.
FDA-approved inhibitors of viral polymerases target certain human herpesviruses,
the retrovirus HIV (human immunodeficiency virus) and the hepadnavirus HBV
(hepatitis B virus). This chapter focuses on the description of viral DNA poly-
merase inhibitors, whether currently approved or candidate drugs, that are partic-
ularly active against herpesviruses.

Four types of polymerase inhibitors are recognized: substrate analogs (nucleo-
side and nucleotide analogs), product analogs (pyrophosphate analogs), allosteric
inhibitors (non-nucleoside inhibitors), and inhibitors that intercalate or directly
interact with nucleic acids.

The development of antiviral drugs against large DNA viruses (i.e., herpesviruses
and poxviruses) was initially focused on viral DNA polymerase inhibitors and, as a
consequence, most of the antiviral drugs currently on the market target viral DNA
polymerases (Table 22.1). However, advances in the molecular biology of DNA
virus replication allowed the identification of novel targets for drug development
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(Kleymann 2005; Biron 2006). Progress in different areas of research, such as
gene expression, protein purification, proteomics, bioinformatics, and efficient high-
throughput screening, has facilitated the characterization and functional assays of
these new targets (DeFilippis et al. 2003; Coen & Schaffer 2003).

Currently Approved DNA Pol Inhibitors

Nucleoside Analogs

Acyclic Nucleoside Analogues

Nucleoside analogs represent the most productive source of antiviral agents. These
agents need to be phosphorylated to their active form, the triphosphate form, to
be able to target the viral DNA polymerase. The active forms inhibit polymerases
by competing with natural dNTP substrates and/or incorporation into the growing
DNA chain, where they can often terminate DNA elongation. Nucleoside analogs,
acting as competitive inhibitors or substrates for viral polymerases, afford a reduc-
tion in viral DNA synthesis in infected cells. The selectivity of a nucleoside analog
as inhibitor of viral replication depends on two parameters: (i) the efficiency by
which viral enzymes phosphorylate the drug compared to cellular enzymes and (ii)
the potency and efficiency by which viral genome replication is inhibited in com-
parison with cellular functions.

The first nucleoside analogs were synthesized as part of anti-metabolite cancer
research programs in the late 1970s. Retrospectively, it can be stated that antiviral
chemotherapy came of age with the discovery of acyclovir (ACV) in 1977 (Elion et
al. 1977). This compound is a potent and selective inhibitor of herpes simplex virus
(HSV) and varicella-zoster virus (VZV) replication and has demonstrated an excel-
lent safety profile in clinical practice. Notably, in 1988 Dr. G. Elion received the
Nobel Prize award for her work on the mechanism of action of nucleoside analogs
including acyclovir.

Prior to ACV, nucleoside analogs such as vidarabine (adenine arabinoside,
Ara-A), idoxuridine (IDU), and trifluridine (TFT) were associated with variable
antiviral activity in humans and significant toxicity when systemically adminis-
tered. The use of IDU and TFT was limited to topical therapy of herpetic keratitis
(Kaufman et al. 1962; Kaufman 1963; Kaufman & Heidelberger 1964; Kaufman
1962). Neither IDU nor TFT can be used systemically because they are too toxic,
especially to bone marrow. Vidarabine can be administered systemically, and
it was the first antiviral drug used to treat herpetic encephalitis (Whitley et al.
1977). The therapeutic window for vidarabine is very narrow since this drug is
phosphorylated by cellular adenosine kinase, resulting in significant side effects
(mostly megaloblastic anemia) in patients. Shortly after the introduction of ACV as
a highly specific anti-HSV agent, vidarabine was replaced by ACV in the treatment
of herpetic encephalitis (Whitley et al. 1986; Whitley et al. 1981; Skoldenberg
et al. 1984).
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ACV represents the first generation of effective antiherpesvirus drugs. Despite
its safety profile and potency against HSV and VZV, this compound had two
major limitations: modest activity against other herpesviruses and poor oral
bioavailability (only 15–30%). Three different approaches have been followed
to obtain better oral bioavailability, intracellular pharmacokinetics, and antivi-
ral activity: (i) synthesis of oral prodrugs of ACV, (ii) improvement nucle-
oside structure, and (iii) development of entirely novel structures. Soon after
the discovery of ACV, other purine analogs, including penciclovir (PCV) and
ganciclovir (GCV) and pyrimidine analogs, such as BVDU (brivudin) were
described.

Acyclovir and Valacyclovir

ACV [9-(2-hydroxyethoxymethyl)guanine, Zovirax R©] (Fig. 22.1), a structural analog
of the natural 2′-deoxyguanosine, can be considered the first truly specific antiviral
agent (Elion et al. 1977; Schaeffer et al. 1978) with potent activity against herpes
simplex type 1 (HSV-1) and type 2 (HSV-2), VZV, and Epstein–Barr virus (EBV)
and modest activity against human cytomegalovirus (HCMV). It consists of a gua-
nine base attached to an acyclic sugar-like molecule. Shortly after its discovery,
ACV became the drug of choice for the treatment of HSV and VZV infections,
particularly primary and recurrent genital herpes, and mucocutaneous HSV lesions
and VZV infections in immunosuppressed patients (Table 22.1). Nowadays, ACV
and its prodrug, the L-valyl ester valacyclovir, have become the gold standard for
prophylaxis and treatment of diseases caused by HSV and VZV, and both com-
pounds have shown benefit in the management of HCMV diseases in transplant
recipients.

The mechanism of action of ACV is shown in Fig. 22.2. The critical determinant
of the selective activity of ACV against HSV and VZV is its preferential phospho-
rylation by the virus-encoded thymidine kinase (TK) (Fyfe et al. 1978; Keller et al.
1981). This enzyme converts ACV to ACV monophosphate (ACV-MP) which is then
phosphorylated by the cellular GMP kinase to ACV diphosphate (ACV-DP) and fur-
ther to ACV triphosphate (ACV-TP) by nucleoside diphosphate kinase or other cel-
lular enzymes (Miller & Miller 1980; Miller & Miller 1982). ACV-TP, the active
form of ACV, is more inhibitory to HSV DNA polymerase than to cellular DNA
polymerases (Furman et al. 1979; St Clair et al. 1980) and this inhibition is com-
petitive with respect to the natural substrate dGTP. High concentrations of dGTP
can reverse the antiviral activity of ACV. In addition, ACV-TP can also serve as a
substrate of the DNA polymerase reaction and hence be incorporated into DNA at
its 3′-terminus. As 3′-terminal ACV-MP residues cannot be excised by the DNA
polymerase-associated 3′–5′exonuclease (Derse et al. 1981), they prevent further
chain elongation and thus act as DNA chain terminators because ACV does not con-
tain the 3′-hydroxyl group required for DNA elongation. This explains the occur-
rence of short DNA fragments in HSV-infected cells exposed to ACV (McGuirt et al.
1984). It has also been demonstrated that following incorporation of ACV-TP, the
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A. Nucleoside (substrate) analogues
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Fig. 22.1 Structural formulae of viral DNA polymerase inhibitors that have been marketed.
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Fig. 22.1 (continued)

viral polymerase becomes trapped on the ACV-terminated DNA chain when the next
deoxynucleoside triphosphate binds (Martin et al. 1994; Ilsley et al. 1995; Reardon
1989). ACV has been described as a “suicide” inhibitor, because it inactivates the
HSV DNA polymerase as well as being a substrate for it (Furman et al. 1984).
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VACV

VGCV

FAM

ACV

PCV

GCV

ACV-MP

PCV-MP

GCV-MP

ACV-DP

PCV-DP

GCV-DP

ACV-TP

PCV-TP

GCV-TP

BVDU BVDU-MP BVDU-DP BVDU-TP

HSV TK
VZV TK

(d)GMP
kinase

(d)NDP
kinase

(d)NDP
kinase

dGTP

HCMV UL97
HHV-6 UL69

dGTP

dGTP

Viral DNA
polymerase

HSV-1/VZV
TK and associated

dTMP kinase activity

dTTP

DNA polymerase trapping

chain termination
(alternative substrate) 

competitive inhibition

incorporation into viral DNA
(alternative substrate) 

competitive inhibition

incorporation into viral DNA
via internucleotide linkages

(alternative substrate)

competitive inhibition

HSV TK
VZV TK

(d)GMP
kinase

(d)NDP
kinase

(d)NDP
kinase

dGTP

HCMV UL97
HHV-6 UL69

dGTP

dGTP

Viral DNA
polymerase

HSV-1/VZV
TK and associated

dTMP kinase activity

dTTP
competitive inhibition

Fig. 22.2 Intracellular metabolism and mechanism of action of nucleoside analogs. Acyclic
nucleoside analogs such as ACV, PCV, and GCV need to be selectively phosphorylated intracel-
lularly in three steps, to the triphosphate (TP) active forms. The first phosphorylation step to the
monophosphate forms (MP) is carried out by the HSV- or VZV-encoded thymidine kinase (TK),
the HCMV UL97 open reading frame that encodes for a protein kinase or its HHV-6 homolog
UL69. Therefore, the first phosphorylation is limited to virus-infected cells. Further phosphory-
lation to the diphosphate (DP) and triphosphate (TP) forms is carried out by cellular enzymes
[i.e., dGMP kinase and nucleoside 5′-diphosphate (NDP) kinase] The triphosphate forms inhibit
viral DNA polymerases acting as competitive inhibitors of dGTP binding and/or as alternative
substrates if incorporated into the growing DNA chain. In the case of ACV, the incorporation of
ACV-TP into the viral DNA leads to termination of chain elongation and trapping of the viral poly-
merase on the terminated DNA chain when the next deoxynucleoside triphosphate binds. For the
pyrimidine nucleoside analog BVDU, following uptake by the (virus-infected) cells the compound
is phosphorylated by the HSV-1- or VZV-encoded TK to the 5′-monophosphate (BVDU-MP) and
5′-diphosphate (BVDU-DP), and further to the 5′-triphosphate (BVDU-TP) by cellular kinases,
i.e., NDP kinase. BVDU-TP can act as competitive inhibitor/alternative substrate of the viral DNA
polymerase and as a substrate it can be incorporated internally (via nucleotide linkages) into the
(growing) DNA chain

As ACV has limited oral bioavailability and limited solubility in water (∼0.2%,
25◦C) relatively large doses and frequent administration were thus required to main-
tain plasma levels high enough to achieve viral inhibition. Much research effort
was directed to improve the solubility and oral bioavailability of ACV, and several
water-soluble esters of ACV were investigated. The valine ester of ACV, valacy-
clovir (VACV, Valtrex R©, Zelitrex R©) (Fig. 22.1), proved to be a safe and efficacious
drug (Perry & Faulds 1996; Darby 1994). The absolute oral bioavailability of ACV
following oral administration of VACV is 54% (Weller et al. 1993). The increased
oral bioavailability of VACV is due to a carrier-mediated intestinal absorption, via
the human intestinal peptide transporter hPEPT1 (Guo et al. 1999), followed by the
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rapid conversion to ACV by ester hydrolysis in the small intestine (Perry & Faulds
1996; De Clercq & Field 2006). Following oral administration, VACV is rapidly
metabolized to yield ACV and the essential amino acid L-valine (Perry & Faulds
1996).

Several clinical studies have demonstrated that VACV has a safety profile com-
parable to ACV in patients with genital herpes, herpes labialis, and herpes zoster
(Warren et al. 2004; Corey et al. 2004; DeJesus et al. 2003; Corey et al. 2004;
Beutner 1995; Beutner et al. 1995; Gupta et al. 2004). VACV appears a more attrac-
tive option in the treatment of HSV and VZV infections due to a less frequent dosing
regimen, which may contribute to increased patient adherence to therapy. Although
VACV is not potent enough for the treatment of established HCMV disease, it has
been approved in several countries for prophylaxis of HCMV infection in trans-
plant recipients (Biron 2006). The safety and efficacy of VACV for prevention of
HCMV have been documented in several studies (Hodson et al. 2005; Lowance
et al. 1999).

Penciclovir and Famciclovir

Penciclovir [PCV, 9-(4-hydroxy-3-hydroxymethyl-but-1-yl)guanine Denavir R©,
Vectavir R©] (Fig. 22.1) is also a 2′-deoxyguanosine analog resembling ACV in chem-
ical structure, mechanism of action, and spectrum of antiviral activity (Perry &
Wagstaff 1995). Like ACV, PCV depends on the HSV- and VZV-encoded TK for
activation to the monophosphate form (Fig. 22.2). Cellular enzymes are responsi-
ble for further phosphorylation to the triphosphate form. PCV-TP inhibits the viral
DNA polymerase through competition with 2′-deoxyguanosine triphosphate and is
incorporated in the viral DNA. Unlike ACV-TP, PCV-TP is not an obligate chain
terminator as PCV has two hydroxyl groups on the acyclic chain and can be incor-
porated into the growing DNA chain. Intracellular concentrations of PCV-TP are at
least 30-fold higher than those of ACV-TP (Vere Hodge et al. 1989). However, HSV
and VZV DNA polymerases have higher affinity for ACV-TP than for PCV-TP. As a
result, the relative activities ACV and PCV against HSV and VZV in cell culture are
similar. PCV-TP is more stable within infected cells than ACV-TP and, therefore, it
has longer antiviral action (Boyd et al. 1987).

Like ACV, PCV is very poorly absorbed when given orally. Famciclovir (FCV)
(Fig. 22.1), the diacetylester of 6-deoxypenciclovir, was developed as an oral pro-
drug. After oral administration, FCV is rapidly and extensively absorbed and effi-
ciently converted to PCV in two steps: (i) removal of the two acetyl groups (the
first acetyl side chain of FCV is cleaved by esterases found in the intestinal wall,
and the second is removed on first pass through the liver), and (ii) oxidation at the
six position catalyzed by aldehyde oxidase that account for the conversion of 6-
deoxypenciclovir to PCV (Rashidi et al. 1997; Perry & Wagstaff 1995). The total
oral bioavailability of PCV from FCV is 77%. Data collected from several clinical
studies demonstrated that FCV is well tolerated in patients and is effective against
HSV-1 and HSV-2 for both therapy and long-term suppression of recurrences and is
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also efficacious in the treatment of herpes zoster (Table 22.1) (Simpson & Lyseng-
Williamson 2006; Mertz et al. 1997; Sacks et al. 2005; Wald et al. 2006).

Ganciclovir and Valganciclovir

ACV has poor activity against HCMV due to the much lower accumulation of
phosphorylated ACV in HCMV-infected cells than in HSV- or VZV-infected cells
(Furman et al. 1981). The lack of activity of ACV against HCMV prompted the
development of other acyclic guanosine analogs, including ganciclovir [GCV, 9-
(1,3-dihydroxy-2-propoxymethyl)guanine, DHPG, Cymevene R©, Cytovene R©] (Fig.
22.1), which is more potent against HCMV than ACV. GCV was the first antiviral
agent approved for the treatment of infections caused by HCMV. It has become the
treatment of choice for the management of HCMV diseases and remains the first-
line treatment of HCMV disease in transplant recipients (Razonable & Emery 2004;
Biron 2006).

GCV is an acyclic guanosine analog of 2′-deoxyguanosine and unlike ACV,
but similar to PCV, has the equivalent of a 3′-hydroxyl group in the acyclic
chain (Fig. 22.1). Like ACV and PCV, GCV is converted to GCV-TP (the active
form against HCMV) in a multi-step process involving viral and cellular enzymes
(Fig. 22.2). Because HCMV does not encode for a TK, in HCMV-infected cells
the initial phosphorylation of GCV is catalyzed by a protein kinase encoded by
the HCMV UL97 open reading frame (Sullivan et al. 1992; Littler et al. 1992).
Cellular kinases further convert GCV-MP to GCV-TP, which is both a competitive
inhibitor and a substrate for the viral DNA polymerase. GCV-TP is a better inhibitor
for the HCMV DNA polymerase than for cellular DNA polymerases (Martin et al.
1994; Biron et al. 1985), and it is a better substrate for HCMV DNA polymerase
than for cellular DNA polymerases (Reid et al. 1988). GCV-TP is not an obligate
chain terminator; however, after incorporating GCV-MP, HCMV DNA polymerase
stalls after incorporating one additional nucleotide (Reid et al. 1988). The preferen-
tial phosphorylation of GCV in HCMV-infected cells and the higher inhibition of
viral DNA polymerization than cellular DNA synthesis account for the selectivity
of GCV against HCMV. However, it appears that the selectivity of GCV at each of
these steps is lower than the selectivity of ACV against HSV or VZV. This corre-
lates with a higher toxicity of GCV in the clinic. The side effects of GCV are mostly
hematologic abnormalities (neutropenia, anemia and thrombocytopenia) and proba-
ble long-term reproductive toxicity. The HCMV-encoded protein kinase UL97 also
catalyses the initial phosphorylation step of ACV (Talarico et al. 1999); however,
ACV is a less efficient substrate than GCV, which explains in part the lower activity
of ACV compared to GCV against HCMV. Another difference between these two
compounds is the four- to five-fold shorter half-life of ACV-TP compared to GCV-
TP in infected cells, resulting in lower intracellular levels of the active ACV-TP.

GCV can be given intravenously (IV), orally (Cytovene R©), or as an ocular
implant (Vitraset R©, Chiron) for the treatment of HCMV retinitis (Table 22.1).
The low bioavailability of GCV (∼6%) prompted the development of the prodrug,
valganciclovir (VGCV, Valcyte R©), the L-valyl ester of GCV (Fig. 22.1). Following
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oral administration, it is metabolized to the active form (GCV) in the intestinal
wall and liver. VGCV exhibits oral bioavailability of about 60%. VGCV has now
replaced oral GCV, and there is still a debate whether prophylaxis therapy or pre-
emptive therapy should be used for HCMV infections in asymptomatic high-risk
transplant recipients (Biron 2006).

Human herpesvirus 6 (HHV-6) encodes UL69 phosphotransferase, a homolog of
HCMV UL97, which has been shown to be able to phosphorylate GCV (Michel &
Mertens 2004; Ansari & Emery 1999). This compound shows reasonable activity
against HHV-6 in vitro, although 20-fold lower levels of GCV-MP are attained by
pUL69 phosphotransferase than by its HCMV homolog pUL97 (De Bolle et al.
2002).

Pyrimidine Nucleoside Analogs

Brivudin

In the late 1970 s, brivudin [BVDU, (E)-5-(2-bromovinyl)-2′-deoxyuridine, bro-
movinyldeoxyuridine Zostex R©, Brivirac R©, Zerpex R©] (Fig. 22.1) was described as
a highly selective antiviral agent (De Clercq et al. 1979; De Clercq 2004), which
proved specifically active against HSV-1 and VZV (De Clercq 2004). Several
congeners of BVDU have been synthesized, including BVaraU (sorivudine), the
arabinofuranosyl counterpart of BVDU. The 5-2-(E)-bromovinyl group, with the
bromine in the trans configuration, is crucial for the antiviral selectivity of all BVDU
derivatives.

BVDU and BVaraU are among the most potent inhibitors of VZV. The selective
activity of BVDU against HSV-1 and VZV is dependent on specific phosphoryla-
tion by HSV-1 or VZV TK which converts BVDU subsequently to its monophos-
phate (BVDU-MP) and diphosphate (BVDU-DP) (Fig. 22.2). The latter is then con-
verted to the triphosphate BVDU-TP by a nucleoside diphosphate (NDP) kinase or
other cellular kinase, whereupon BVDU-TP enters in competition with the natural
substrate dTTP for the viral DNA polymerase. It can inhibit the incorporation of
dTTP into viral DNA, or, as an alternate substrate, it can be itself incorporated, thus
leading to the formation of structurally and functionally disabled viral DNA (De
Clercq 2004). The conversion of BVDU-MP to BVDU-DP does not occur in HSV-
2-infected cells due to the lack of thymidylate kinase activity of the HSV-2 TK (Fyfe
1982). This explains the poor activity of BVDU against HSV-2. Thus, the predomi-
nant determinant in the antiviral activity of BVDU, as well as of the different BVDU
derivatives, is the virus-encoded TK and its associated thymidylate (dTMP) kinase
activity. As seen in HSV-2, in some clinical isolates and in in vitro-selected BVDU-
resistant mutants, thymidylate kinase activity can be regulated independently from
TK activity (Docherty et al. 1991; Andrei et al. 2005a).

Following oral administration of BVDU, approximately 90% is absorbed and
about 70% of the oral dose is rapidly transformed to bromovinyl–uracil (BVU)
during first passage through the liver (Wutzler 1997). Clinical studies have
confirmed that BVDU is effective in treatment of herpes zoster, both in short-term
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(formation of new lesions) and long-term effects (prevention of post-herpetic neural-
gia), BVDU being more efficient and/or convenient than the other anti-VZV drugs
acyclovir, valacyclovir, and famciclovir (De Clercq 2004). BVDU has been mar-
keted in several European countries for the treatment of herpes zoster (shingles,
zona) (Table 22.1).

There is one limitation for the use of BVDU: it should not be given to patients
under 5-fluorouracil therapy since BVU, the degradation product of BVDU, is a
potent inhibitor of dihydropyrimidine dehydrogenase (DHP), the enzyme responsi-
ble for the first step in the catabolic pathway of pyrimidines. DHP is also needed
for the degradation of 5-fluorouracil. Therefore, concomitant administration of this
drug together with BVDU results in increased exposure to 5-fluorouracil since BVU
protects 5-fluorouracil against breakdown by DHP and significantly increases the
half-life of BVU (Desgranges et al. 1986). Like BVDU, sorivudine is metabolized
to bromovinyl–uracil and, therefore, its administration with 5-fluorouracil is con-
traindicated. Sorivudine was licensed in Japan in 1993 for the treatment of her-
pes zoster, but the product was withdrawn following several deaths related to co-
administration with 5-fluorouracil (Okuda et al. 1997; Okuda et al. 1998)

Nucleotide Analogs

Acyclic Nucleoside Phosphonates (ANPs)

The discovery of acyclic nucleoside phosphonates (ANPs) represented a break-
through in the treatment of DNA virus and retrovirus infections (De Clercq
& Holý 2005). According to their activity spectrum, the first generation of
ANPs can be classified in two categories: (i) the “HPMP” (i.e., 3-hydroxy-2-
phosphonylmethoxypropyl) derivatives, represented by HPMPC (cidofovir, CDV)
(Fig. 22.1), which displays activity against a broad variety of DNA viruses,
and (ii) the “PME” (i.e., 2-phosphonylmethoxyethyl) and “PMP” (i.e., 2-
phosphonylmethoxypropyl) derivatives, represented by PMEA (adefovir) and
PMPA (tenofovir), respectively. These three representative compounds have been
licensed for treatment of HCMV retinitis in AIDS patients (cidofovir, Vistide R©),
chronic hepatitis B virus (HBV) infections (adefovir dipivoxil, Hepsera R©), and HIV
infections (tenofovir disoproxil fumarate, TDF, Viread R©). CDV can also be used
“off-label” in treatment of herpesvirus (other than HCMV) infections, as well as
polyoma-, papilloma-, adeno-, and poxvirus infections (Safrin et al. 1997; Snoeck &
De Clercq 2002; De Clercq 2003). TDF is also available in a fixed-dose combination
form with emtricitabine (Truvada R©), with emtricitabine, and efavirenz (Atripla R©)
for the treatment of AIDS and has recently been approved for treatment of HBV
infections as well.

In natural nucleotides (or nucleoside phosphates), the phosphate group is
attached through an ester bound (–P–O–C–) to the nucleoside, as, for example,
when a phosphate group has been linked to ACV (ACV-MP) during the first step of
phosphorylation carried out by HSV- or VZV-encoded TK. In ANPs, the phosphate
group, in the form of a phosphonate group, has already been attached to the (acyclic)
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nucleoside analog, thus resulting in formation of a phosphonomethyl ether (–P–C–
O–), which unlike the phosphate ester linkage should resis attack by esterases.

The first ANP, identified in 1986, was (S)-9-(3-hydroxy-2-
phosphonylmethoxypropyl)adenine (HPMPA), emerging as a broad-spectrum
anti-DNA agent (De Clercq et al. 1986). This compound can be considered a hybrid
between acyclic nucleoside analogs, such as (S)-9-(2,3-dihydroxypropyl)adenine
(DHPA), which was previously described (De Clercq et al. 1978) as an acyclic
nucleoside analog with broad-spectrum antiviral activity and a phosphonate analog
such as phosphonoformic acic (PFA) or phosphonoacetic acid (PAA). PMEA was
developed in parallel with HPMPA, whereas CDV was derived from HPMPA
by simply substituting a pyrimidine (cytosine) for the purine (adenine) moiety.
Further modifications of the acyclic side chain of HPMPA and PMEA led to PMPA
and PMPDAP. The transition of HPMPA to PMEA allowed the activity spectrum
to be extended to retroviruses (while maintaining activity against herpes- and
hepadnaviruses); further modification to PMPA restricted the activity spectrum to
retro- and hepadnaviruses.

ANPs can be taken up by cells and need only two phosphorylation steps to be
converted to their active phosphoryl derivatives (Fig. 22.3) (Ho et al. 1992). These
two phosphorylation steps are carried out by cellular enzymes. In this way, ANPs
are independent of the first phosphorylation step which in the nucleoside analogs is
catalyzed by the HSV- or VZV-encoded TK or the HCMV-encoded protein kinase
UL97. Therefore, ANPs are active against TK-deficient HSV and VZV mutants. The
diphosphoryl derivatives of the ANPs (i.e., CDVpp and PMEApp) interact with the
viral DNA polymerase as either competitive inhibitors [with respect to the natural
substrates (i.e., dCTP, dATP)] or alternate substrates (thus leading to incorporation
of ANP into DNA). For PMEA, this incorporation inevitably leads to DNA chain
termination, but CDV and HPMPA contain a hydroxyl function in the acyclic side
chain that would allow further chain elongation. Incorporation of CDVpp into viral
DNA slows down elongation and results in chain termination when two consecutive
CDVpp residues are incorporated as has been demonstrated for HCMV (Xiong et al.
1997; Xiong et al. 1996). The diphosphorylated forms of ANPs inhibit viral DNA
polymerases more potently than the cellular DNA polymerases.

The metabolites of the ANPs (i.e., CDV) show an unusually long intracellular
half-life; this may account for the long-lasting antiviral activity of the compounds.
This prolonged antiviral action may be attributed to the formation of the CDVp-
choline adduct, which could serve as an intracellular reservoir for the mono- and
diphosphoryl derivatives of CDV.

CDV administered by the intravenous route has been approved for the treat-
ment of HCMV retinitis in AIDS patients, but has also been used success-
fully in the treatment of HSV-1, HSV-2, and VZV infections (i.e., those that
are resistant to first-line therapy), EBV, human herpesvirus 6 (HHV-6), HHV-
7, and HHV-8 infections, polyomavirus infections [i.e., progressive multifocal
leukoencephalopathy (PML) due to JC virus and hemorrhagic cystitis due to BK
virus], papillomavirus infections (i.e., disseminated respiratory papillomatosis),
adenovirus infections, and poxvirus infections (Table 22.1). When given topically,
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CDV CDVp CDVpp

PMEA PMEAp PMEApp

(d)NDP
kinase

dCTP

dATP

Viral DNA
polymerase

(d)AMP
kinase

(d)AMP
kinase

PRPP synthetase

CDVp-choline

PNMP
kinase

CTP-phosphorylcholine
cytidyltransferase

(chain termination)

incorporation into viral DNA
(alternative substrate)

competitive inhibition

chain termination
(alternative substrate)

competitive inhibition

Fig. 22.3 Intracellular metabolism and mechanism of action of CDV (cidofovir) and PMEA
(adefovir) against DNA viruses. Once inside the cells, ANPs need to be activated by cellu-
lar enzymes, which are different for the pyrimidine (i.e., CDV) and for the purine (i.e., PMEA)
series. Pyrimidine nucleoside monophosphate (PNMP) kinase catalyses conversion of CDV to
CDV-monophosphoryl (CDVp), which is then further phosphorylated to the active form, CDV-
diphosphoryl (CDVpp) by nucleoside 5′-diphosphate (NDP) kinase. CDVp-choline is considered
to serve as an intracellular reservoir for the mono- and diphosphoryl derivatives of CDV. Two
different pathways have been suggested for the phosphorylation of PMEA and related purines.
PMEA can be converted directly to PMEA-diphosphoryl (PMEApp) by 5′-phosphoribosyl-1-
pyrophosphate (PRPP) synthetase. Alternatively, AMP kinase may be involved in the two consec-
utive steps of phosphorylation of PMEA to PMEAp and PMEApp. The diphosphoryl derivatives
of the ANPs (i.e., CDVpp and PMEApp) interact with the viral DNA polymerase as either com-
petitive inhibitors [with respect to natural substrates (i.e., dCTP, dATP)] or alternative substrates
(thus leading to incorporation of ANPs into DNA). For PMEA, this incorporation inevitably leads
to DNA chain termination, but CDV has a hydroxyl function in the acyclic side chain that might
allow further chain elongation. Chain termination occurs when two consecutive CDVpp are incor-
porated into the growing DNA chain.

CDV has also proven beneficial in the treatment of mucocutaneous HSV-1 and HSV-
2 infections, HPV-associated papillomatosous lesions [i.e., anogenital warts, plantar
warts, recurrent laryngeal papillomatosis, cervical intraepithelial neoplasia (CIN)
grade III], and poxvirus infections [i.e., molluscum contagiosum and orf virus]
(Safrin et al. 1997; Snoeck & De Clercq 2002; De Clercq 2003). CDV present
two major disadvantages that have restrained its use: (i) low oral bioavailability
(<5%) requiring IV administration, usually once a week (or every other week),
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and (ii) dose-dependent nephrotoxicity that can be limited by pre-hydration and co-
administration of probenecid.

Pyrophosphate Analogs

Foscarnet

Foscarnet (PFA, Foscavir R©, FOS) is the trisodium salt of phosphonoformic acid
(Fig. 22.1), a pyrophosphate analogue, which is a product of polymerization of
nucleic acids. PFA, which does not require phosphorylation by viral or cellular
kinases, inhibits directly the activity of the viral DNA polymerase. PFA acts as
a product analog by binding to the pyrophosphate binding site and blocking the
release of pyrophosphate from the terminal nucleoside triphosphate when added
onto the growing DNA chain (Ostrander & Cheng 1980; Eriksson et al. 1982;
Crumpacker 1992).

PFA can be considered as a second-line therapy and its use is reserved to patients
that have failed ACV or GCV therapy due to viral resistance or that cannot be treated
with GCV due to side effects of the drug (Table 22.1). Because PFA does not require
a phosphorylation step to inhibit the viral DNA polymerase, it remains active against
ACVr HSV and VZV strains due to mutations in the viral TK or against GCVr

HCMV strains harboring mutations in the UL97 gene. Indeed, several reports have
documented the efficacy of PFA in management of infections caused by these types
of drug-resistant viruses (Morfin & Thouvenot 2003; Gilbert et al. 2002; Baldanti
& Gerna 2003).

Mechanisms of Resistance

Since the introduction of ACV, now 25 years ago, for treatment of herpesvirus
infections (Bacon et al. 2003), several studies have characterized drug-resistant her-
pesvirus mutants isolated either in vitro or in vivo. Different mechanisms exist by
which HSV can acquire resistance to ACV. Three of these mechanisms involve the
viral TK: (i) alteration of viral TK (TKaltered) resulting in less efficient phospho-
rylation of the drug, (ii) deletion of the viral TK gene (TKnegative, TK−), and (iii)
reduction of the expression level of TK (TKpartial) (Coen 1991; Hill et al. 1991;
Harris et al. 2003; Chibo et al. 2004). Alternatively, alterations at the level of the
viral DNA polymerase gene have also been observed (Collins et al. 1989; Sacks
et al. 1989; Hwang et al. 1992; Gaudreau et al. 1998). Although viruses of all four
phenotypes have been isolated from patients, the predominant drug-resistant phe-
notype recovered in vivo (similar to the in vitro situation) exhibited TK deficiency
(TKnegative or TKpartial, albeit rather low activity), as shown by several investigators
(Gaudreau et al. 1998; Pottage, Jr. & Kessler 1995; Sacks et al. 1989; Coen et al.
1982).

Surveys among immunocompetent individuals have shown that ACV-resistant
(ACVr) HSV is extremely rare in this group of patients, the prevalence varying
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between 0 and 0.6% (Englund et al. 1990; Nugier et al. 1992; Christophers et al.
1998; Danve-Szatanek et al. 2004). In contrast to usually self-limiting infections
in healthy individuals, in immunocompromised individuals (i.e., patients with HIV
infection and recipients of solid organ or bone marrow transplants) HSV infection
can be severe and persistent. In these cases, prolonged antiviral therapy is required
for management of the infection, resulting in emergence of drug-resistant mutants
in approximately 4–7% of immunocompromised patients (Christophers et al. 1998;
Chakrabarti et al. 2000; Chen et al. 2000). The probability of developing unrespon-
sive lesions appears to be related to degree of immunosuppression.

The TK gene is not essential for virus replication in cell culture, although in vivo
it is involved in HSV virulence, pathogenicity, and reactivation from latency (Coen
et al. 1989; Efstathiou et al. 1989; Jacobson et al. 1993). Nevertheless, about 95% of
clinical HSV isolates resistant to ACV contain mutations in the viral TK and not in
the viral DNA polymerase (Pottage, Jr. & Kessler 1995; Christophers et al. 1998).
The lower frequency of DNA polymerase mutations could be due to fewer muta-
tions that can result in a drug-resistant phenotype relative to TK, where there are
several mutations that can confer resistance. Mutations in the TK gene that are asso-
ciated with ACV resistance are mostly due to the addition or deletion of nucleotides
in long homopolymer runs of G’s and C’s resulting in frame shift mutations and
consequently in a truncated enzyme (Hwang & Chen 1995; Sasadeusz et al. 1997;
Morfin et al. 2000; Sarisky et al. 2001). In fact, two studies have demonstrated
that about 50% of the clinical ACV-resistant (ACVr) HSV strains contain such type
of mutations and the other half harbor single nucleotide substitutions in conserved
and/or non-conserved regions of the TK gene (Gilbert et al. 2002). Mutations identi-
fied in PCVr mutant herpesviruses isolated in vitro were generally not found within
homopolymeric G and C nucleotide stretches (Sarisky et al. 2001). In a subsequent
study (Suzutani et al. 2003), it was found that mutations in the TK genes from ACVr

HSV-1 mutants consisted of 50% single nucleotide substitutions and 50% frameshift
mutations, while the corresponding figures for the PCVr mutants were 4 and 96%,
respectively. Recently, it was described that mutations in the TK genes of mutant
viruses produced under single-round high-dose selection with BVDU consisted of
41.7% frameshift mutations within homopolymer repeats of Gs and Cs and single
nucleotide substitutions (58.3 %) (Andrei et al. 2005a). The A168T change, which
proved to be associated with an altered TK phenotype, appeared to be the most
common substitution.

HSV-1 DNA polymerase, encoded by the UL30 gene, has 1,235 amino acid
residues. It exhibits all the enzymatic functions of a polymerase and belongs to
the pol α family, which includes human polymerase α and DNA polymerases from
animals and other viruses. HSV-1 DNA polymerase exhibits in addition to a deoxyri-
bonucleotide polymerizing (catalytic) function, 5′→3′exonuclease/RNase H func-
tion and 3′→5′ exonuclease editing activity (Knopf 1979; Boehmer & Lehman
1997). The COOH terminus of the polymerase interacts with an accessory factor,
UL42 that serves to increase processivity of the polymerase (Digard et al. 1993;
Zuccola et al. 2000). The overall architecture of HSV-1 DNA polymerase closely
resembles that of other polymerases belonging to the polymerase α family despite
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being at least 300 amino acids longer and exhibiting low sequence similarity (range
16–50%). The crystal structure of the HSV-1 DNA polymerase has recently been
reported (Liu et al. 2006) showing that the 3′–5′-exonuclease domain and the poly-
merase palm, fingers, and thumb domains of HSV polymerase can be individually
superimposed with the equivalent domain structures from other polymerase α struc-
tures. HSV-1 polymerase is comprised of six structural domains: a pre-NH2 domain,
an NH2 domain terminal, a 3′–5′-exonuclease domain, and polymerase palm, fin-
gers, and thumb domains. Based on sequence conservation in the pol α polymerase
family, the exonuclease domain contains conserved regions exo I, exo II (region IV),
and exo III (δ- region C). Regions III and VI are located in the fingers subdomain,
regions I, II, and VII belong to the palm subdomain, and the thumb subdomain con-
tains conserved region V (Fig. 22.4). These regions appear to flank the catalytic site
in the palm subdomain and may play a role in positioning the template and primer
strands.

Most of the work with regard to mutations in the HSV DNA polymerase has
been performed with ACV and PFA, the majority of the mutations being mapped
to regions I, II, and III and δ-region C, indicating that these regions are important
for the binding of dNTP and pyrophosphate. Although PFA inhibits the viral DNA
polymerase by a different mechanism than that of nucleoside analogs, mutations in
the HSV DNA polymerase that confer resistance to ACV also confer resistance to
PFA. Mutations associated with resistance to HPMP derivatives such as CDV and
HPMPA have been linked to changes in non-conserved regions of HSV DNA poly-
merase. Interestingly, these mutations did not confer resistance to PME derivatives
such as PMEA (Andrei et al. 2000). These findings suggest that these two sub-
classes of ANPs differ in their mode of interaction with the viral DNA polymerase.
Moreover, mutants resistant to HPMP derivatives remained sensitive to PFA and
ACV, while different degrees of cross-resistance between PME derivatives, PFA,
and ACV were noted (Andrei et al. 2007a; Andrei et al. 2007b; Bestman-Smith
& Boivin 2002). Most DNA polymerase mutations conferring resistance to PFA
have been associated with cross-resistance to PME derivatives, but some HSV poly-
merase mutations have been linked to resistance to PFA and sensitivity to PME
derivatives (Andrei et al. 2007a). These data support possible use of CDV and not
PMEA in treatment of PFAr HSV infections. Indeed, CDV has proven efficacious
in treatment of ACVr and/or PFAr HSV-associated diseases (Snoeck et al. 1994a;
LoPresti et al. 1998; Safrin et al. 1997).

Pathogenicity of drug-resistant HSV mutants has been mostly studied in mouse
models (Coen 1994). One assay of pathogenesis in mice entails infection of the
central nervous system via intracerebral inoculation (i.c.), which leads to encephali-
tis and death (neurovirulence). In a second assay of pathogenesis, virus is inocu-
lated at a peripheral site, where it replicates and, following axonal transport, reaches
the trigeminal ganglia (secondary site of replication). There, HSV establishes and
maintains a latent infection. The assay that can be considered as most sensitive to
drug-resistance mutation is ability of virus to kill mice after i.c. inoculation (Coen
1994). In this assay, mutants described as TKnegative and TKpartial have been shown
to be significantly less virulent than wild-type viruses (Field & Wildy 1978; Field
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& Darby 1980; Darby et al. 1981; Tenser et al. 1983; Chrisp et al. 1989; Suzutani et
al. 1995; Andrei et al. 2005a; Andrei et al. 2007a). However, Pelosi and colleagues
have reported a TK mutant with a large deletion mutation which was only slightly
impaired in neurovirulence and one TKpartial mutant which was fully neurovirulent
following i.c. inoculation (Pelosi et al. 1998a). Degrees of attenuation of TKaltered

mutants and some DNA polymerase mutants may vary substantially (Pelosi et al.
1998a; Pelosi et al. 1998b; Darby et al. 1981; Darby et al. 1984; Field & Darby
1980; Field & Coen 1986). Among TKaltered and DNA polymerase mutants the
most pathogenic drug-resistant mutants can be found, although it appears that drug-
resistant mutants arising under pressure of the HPMP derivatives have the lowest
levels of neurovirulence (Andrei et al. 2007a) Although it is generally accepted that
TKdeficient viruses are unable to be reactivated from latency (Coen et al. 1989; Efs-
tathiou et al. 1989; Jacobson et al. 1993), some reports have emerged that describe
individual TKdeficient isolates (in particular, mutants harboring mutations within the
7G homopolymer repeat of the HSV-1 TK gene) that can be recovered, albeit ineffi-
ciently, from latently infected animals and can cause recurrent infections in patients
(Hwang et al. 1994; Sasadeusz & Sacks 1996; Horsburgh et al. 1998; Morfin et al.
2000; Harris et al. 2003). Three different mechanisms can be exploited by HSV-1
to compensate for a mutation that would otherwise inactivate TK and prevent reac-
tivation from latency: (i) ribosomal frameshifting during which low levels of TK
are expressed (Hwang et al. 1994; Griffiths et al. 2003), (ii) replication errors due
to reduced fidelity of the DNA polymerase when replicating homopolymeric runs
that create subpopulations of wild-type virus (Sasadeusz & Sacks 1996; Griffiths
& Coen 2003; Grey et al. 2003), and (iii) alleles in loci other than TK that have
potential to complement TK function and influence the ability of HSV to replicate
in the nervous system and to reactivate from latency (Horsburgh et al. 1998). An
important factor that influences drug-resistance and pathogenicity is heterogene-
ity of the viral population. Mixtures of different drug-resistant mutants or mixtures
of drug-resistant virus and wild-type virus can complement for both drug resis-
tance and pathogenicity. This can be seen in the case of TK frameshift mutations
in homopolymeric sequences, the most common drug-resistant mutations, which
can easily revert resulting in mixed populations that are reactivated from latency
(Sasadeusz & Sacks 1996; Griffiths & Coen 2003; Grey et al. 2003).

Similarly to HSV, ACV treatment for VZV infections does not generate ACVr

viruses in immunocompetent hosts. However, in immunocompromised hosts, VZV
infection tends to be severe and prolonged and ACVr mutants have been isolated
after long-term treatment with ACV (Pahwa et al. 1988; Snoeck et al. 1994b;
Talarico et al. 1993; Boivin et al. 1994). Resistance to ACV in VZV appears
as a consequence of mutations either in TK or DNA polymerase genes. These
are the most frequent TK mutants isolated both in cell culture and in the clinic
(Gilbert et al. 2002). Mutations conferring resistance to nucleoside analogs have
been found all along the VZV TK gene, although specific regions including
ATP- and nucleoside-binding sites are recognized as mutagenic hot spots as well
as amino acid 231 (Boivin et al. 1994; Morfin et al. 1999; Talarico et al. 1993).
Resistances to PFA associated with mutations in the VZV DNA polymerase gene
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have also been described in immunocompromised patients (Visse et al. 1998; Visse
et al. 1999). Amino acid substitutions in VZV DNA polymerase described in ACVr

and PFAr mutants corresponded to changes described in the HSV DNA polymerase,
although some mutants exhibited a discrepancy in their sensitivity to ACV or aphidi-
colin in comparison with corresponding HSV-1 mutants (Kamiyama et al. 2001;
Visse et al. 1998; Visse et al. 1999). These findings indicate that identical or sim-
ilar amino acid substitutions may create different conformations in HSV and VZV
DNA polymerase that account for a discrepancy in drug susceptibility of the ACVr

mutants (Kamiyama et al. 2001). In contrast, VZV mutants selected in vitro under
pressure with PME derivatives harbored mutations in viral DNA not correspond-
ing to those described in HSV. Interestingly, it appears that ACV and PCV select
in vitro for different drug-resistant VZV genotypes: ACV selects for TK mutants,
while PCV selects for DNA polymerase mutants (Andrei et al. 2004). Furthermore,
alterations in the viral DNA polymerase that confer resistance to PCV were shown to
be also responsible for cross-resistance to PFA (Andrei et al. 2004). Several reports
have indicated that PCV remains active against some HSV-1 and VZV TK and DNA
polymerase mutants that are resistant to ACV (Boyd et al. 1987; Pelosi et al. 1998a;
Hasegawa et al. 1995; Andrei et al. 2004). These findings indicate that interactions
between HSV or VZV TK and PCV or ACV, and likewise between viral DNA poly-
merases and triphosphates of PCV or ACV, are distinct and may account for the
differences observed between ACVr and PCVr VZV strains. Furthermore, emer-
gence frequency of resistant VZV mutants proved to be significantly higher follow-
ing ACV exposure than following PCV exposure (Ida et al. 1999)

HCMV resistance to GCV may arise from mutations in either the UL97 (phos-
photransferase) or UL54 (DNA polymerase) genes (Baldanti & Gerna 2003; Gilbert
et al. 2002; Chou 1999; Chou & Meichsner 2000). In contrast to ACV, the selec-
tion of GCVr HCMV mutants requires a longer time in cell culture than for HSV.
This is probably due to higher fidelity of HCMV DNA polymerase compared to
HSV DNA polymerase (Sullivan & Coen 1991). Also different from HSV and VZV
TK gene mutations, HCMV UL97 mutations have limited distribution in the gene:
changes clustered in codons 460–520 (proposed ATP-binding site) or codons 590–
607 (function in substrate recognition) (Wolf et al. 1995; Chou et al. 1995; Gilbert
et al. 1998; Abraham et al. 1999). This is probably due to the fact that HCMV
UL97 is very important for viral replication, presenting various UL97 mutants a fit-
ness loss compared to wild-type strains. The HCMV pUL97 has been characterized
as a protein which is autophosphorylated and is capable of phosphorylating GCV.
The role of pUL97 protein kinase in HCMV replication and pathogenesis is still
under investigation. Wolf and colleagues reported that UL97 kinase has an impact
on at least two distinct phases of viral replication: DNA synthesis as well as capsid
assembly and nuclear egress, indicating that protein phosphorylation mediated by
this kinase increases efficiency of these two phases of virus replication (Wolf et al.
2001). The fact that HCMV UL97 protein kinase mutations associated with antiviral
resistance are localized at specific codons simplifies identification of mutations by
targeted PCR sequencing or restriction length polymorphism analysis (Scott et al.
2004; Chou 1999; Lurain et al. 2001). As PFA and CDV are independent of pUL97
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protein kinase for their antiviral action, these two drugs are recommended for treat-
ment of HCMV infections resistant to GCV due to alterations in UL97. It is worth
mentioning that valganciclovir does not appear to select for an increased number of
GCVr strains (Boivin et al. 2004).

A number of different mutations in the HCMV UL54 gene have been associated
with resistance to GCV (Jabs et al. 1998; Smith et al. 1997). However, mutations
in the UL54 gene are less common than in the UL97 gene. Most mutations confer-
ring resistance to GCV cluster in specific regions of the HCMV DNA polymerase
that are conserved among α-like DNA polymerases and show simultaneous cross-
resistance to CDV (Baldanti & Gerna 2003; Gilbert et al. 2002; Chou 1999). Most
of the GCVr/CDVr UL54 mutants retained sensitivity to PFA, while mutations in
domains II, III, and IV of HCMV DNA polymerase responsible for PFA resistance
do not show cross-resistance to GCV or CDV (Cihlar et al. 1998a; Cihlar et al.
1998b; Baldanti et al. 1996). However, multi-drug-resistant HCMV strains have
been recently isolated in immunocompromised patients emphasizing the necessity
of developing new treatment options. Furthermore, previously unrecognized muta-
tions in the HCMV DNA polymerase gene continue to be isolated from patients
receiving antiviral therapy (Weinberg et al. 2003; Scott et al. 2004). CDVr strains
isolated in vitro were shown to be cross-resistant to GCV. Because CDV is not the
first-line therapy for HCMV infections due to its renal toxicity, selection of CDVr

strains is an extremely rare event and it appears to be mostly driven by long-term
administration of GCV (Smith et al. 1997).

Similar to HCMV, resistance to GCV in HHV-6 has been mapped in pUL69 and
DNA polymerase (encoded by the U38 gene). GCVr HHV-6 have been detected in
clinical specimens and generated in the laboratory (Manichanh et al. 2001). Amino
acid changes in the HHV-6 UL69 protein kinase, homologous to those in the HCMV
UL97 phosphotransferase, were shown to cause resistance to GCV (Safronetz et al.
2003). Mutations in the UL38 gene associated with resistance to GCV and CDV
were shown to be different from those conferring resistance to PFA (Manichanh et
al. 2001; Bonnafous et al. 2007).

Amino acid substitutions in vaccinia virus DNA polymerase (encoded by the
E9L gene) which are linked to CDV resistance have been recently reported (Andrei
et al. 2006). These mutations are located within the 3′–5′ exonuclease (A314T) and
polymerase (A684V) catalytic domain. By marker transfer experiments it could be
demonstrated that either mutation alone could confer a drug-resistant phenotype
although degree of resistance was significantly lower than in virus encoding both
mutations. A314T recombinant virus was shown to be associated with hypersensi-
tivity to the pyrophosphate analogue phosphonoacetic acid (PAA). A684V appeared
to increase resistance to PAA. Presence of both mutations resulted in no change
in susceptibility to PAA. All CDVr viruses exhibited reduced virulence in mice,
demonstrating that these E9L mutations are inextricably linked to reduced fitness in
vivo. Interestingly, it was observed that treatment for 5 days with CDV still protected
mice against a lethal intranasal challenge with drug-resistant virus bearing both
mutations. Sequence analysis of adenovirus DNA polymerase of in vitro-selected
CDVr strains allowed identification of amino acid changes associated with drug
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resistance (Kinchington et al. 2002). These substitutions are located in conserved
regions of adenovirus DNA polymerase predicted to be involved in nucleotide
binding.

Different reports based on crystallographic studies have provided details on how
mutations in different viral DNA polymerases domains affect binding and catalysis
(Liu et al. 2006; Zuccola et al. 2000; Loregian et al. 2004; Appleton et al. 2006;
Huang et al. 1999; Shi et al. 2006; Tchesnokov et al. 2006).

Candidate Viral DNA Polymerase Inhibitors

In Table 22.2 are summarized the spectrum of antiviral activity and mechanism of
action of nucleoside analogs, nucleotide analogs, and non-nucleoside analogs that
target viral DNA polymerases which have been developed or are under development.

Nucleoside Analogs

Lobucavir

Lobucavir (LBV) is a cyclobutyl analog of guanine (Fig. 22.5) that has activity
against most herpesviruses and also against HIV and HBV. LBV is a potent inhibitor
of HCMV DNA polymerase in vitro. However, this nucleoside analogue is phos-
phorylated intracellularly to its triphosphate form both in infected and in uninfected
cells, being the phosphorylated metabolite levels in HCMV-infected cells being only
two- to three-fold higher compared to uninfected cells (Tenney et al. 1997). Due to
lack of selective metabolism of LBV in virus-infected cells, the compound can be
used as a substrate by host cell polymerases thus increasing toxicity and safety risks.
Although promising results were obtained in early clinical trials against HCMV and
HBV, development of LBV was halted due to safety concerns. Toxicologic stud-
ies in rodents showed an increase in number of different cancers with long-term
administration of the drug.

H2G

H2G, (R)-9-[4-hydroxy-2-(hydroxymethyl)butyl]guanine (omaciclovir), is an
acyclic nucleoside analog (Fig. 22.5) that has shown potent activity against differ-
ent herpesviruses, especially against VZV (Abele et al. 1988). This compound has
a mode of action similar to that of ACV, but with less selectivity as a substrate for
TK. Also, resistance to H2G has been mapped in TK (Ng et al. 2001). In contrast to
ACV, H2G is not an obligate chain terminator, although incorporation of the triphos-
phate form (H2G-TP) results in limited chain elongation. Another difference with
ACV-TP is the longer intracellular half-life of H2G-TP. A prodrug of H2G, MIV-
606, the L-valine ester of H2G, with higher oral bioavailability has been synthesized
and phase I/II clinical trails have been initiated with this compound.
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A-5021

In a search for novel nucleoside analogs with antiherpesvirus activity, (1′S,2′R)-
9-[[1′,2′-bis(hydroxymethyl)cycloprop-1′-yl]methyl]-guanine (A-5021) (Fig. 22.5)

New acyclic or carbocyclic guanosine analogs
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N

N
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OCCH
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FV-100: 5’valyl ester of CF-1743

Fig. 22.5 Structural formulae of candidate viral DNA polymerase inhibitors that are candi-
dates for further development.
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B. Nucleotide analogues
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Fig. 22.5 (continued)
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emerged as a potent inhibitor of HSV-1, HSV-2, VZV, and HCMV (Iwayama et al.
1998). In vitro antiviral activity of this guanosine analog was higher than that of
ACV or PCV against HSV-1 and VZV; however, activity against HSV-2 was com-
parable to that of the gold standards ACV and PCV (Iwayama et al. 1998). A-5021
also proved active against EBV and HHV-6 but not HHV-8 (De Clercq et al. 2001).
The mechanism of action of this compound was shown to be similar to that of ACV
and PCV (Ono et al. 1998). A-5021 is monophosphorylated by viral TK and to
the di- and triphosphate forms by cellular kinases. A-5021-TP appeared to accumu-
late more than ACV-TP but less than PCV-TP in MRC-5 cells infected with HSV-1
or VZV, whereas HSV-2-infected MRC-5 cells had comparable levels of A-5021
and ACV triphosphates. The intracellular half-life of A-5021-TP was shown to be
considerably longer than that of ACV-TP and shorter than that of PCV-TP. A-5021-
TP is a competitive inhibitor of herpes DNA polymerases with respect to dGTP
and it can be incorporated into DNA instead of dGTP and terminate elongation,
although it permits limited chain extension. Thus, the strong antiviral activity of A-
5021 appears to depend on a more rapid and stable accumulation of its triphosphate
in infected cells; however, a disadvantage for the compound is its cross-resistance
with ACV and PCV. In vivo efficacy of A-5021 against HSV-1 has been demon-
strated in different animal models, its activity being superior to that of ACV in all
HSV-1 models of infection (Iwayama et al. 1999). However, no advantage over PCV
was seen against a model of systemic HSV-2 infection. The compound has entered
clinical development, albeit transiently, and it remains to be demonstrated whether
the stronger potency and prolonged antiviral activity compared to ACV observed in
vitro and in animal models will be observed in the clinical studies.

S2242

The acyclic purine nucleoside analog, 2-amino-7-[(1,3-dihydroxy-2-propoxy)
methyl]purine (S2242) (Fig. 22.5), the only known antivirally active acyclic nucle-
oside analogue with the side chain substituted at the N7 position of the purine ring,
has been reported to possess potent activity against several herpesviruses including
HSV, VZV, HCMV, EBV, HHV-6, HHV-7, and HHV-8 and also against poxviruses
(Neyts & De Clercq 1997; Meerbach et al. 1998; Neyts et al. 1994; Zhang et al.
1999; De Clercq et al. 2001). Of special interest is the potent activity of the com-
pound against HCMV and against TKdeficient mutants of HSV and VZV. Indeed, it
was demonstrated that S2242 is not phosphorylated by either HSV TK or HCMV-
encoded UL-97 kinase (Zimmermann et al. 1997). S2242 was found to be a substrate
for deoxycytidine (dCK) kinase and for deoxyguanosine (dGK) kinase. S2242 was
shown to be phosphorylated in a time- and concentration-dependent manner to its
monophosphate, diphosphate, and triphosphate (Neyts et al. 1998). This nucleoside
analog was not preferentially phosphorylated in HSV-1-, VZV-, or HHV-6-infected
cells. In HCMV-infected human embryonic lung cells, a 5- to 25-fold increase in
S2242 metabolite formation was observed compared with noninfected cells, sug-
gesting that an HCMV-encoded or -induced enzyme causes specific phosphorylation
of S2242.
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S2242 proved to be more effective than ACV in different mouse models of HSV-1
infection and it was also far more effective than GCV in preventing or delaying
murine cytomegalovirus-induced mortality in immunocompetent and severe com-
bined immune deficiency (SCID) mice (Neyts et al. 1995; Neyts & De Clercq 2001).
In addition, S2242 and its orally active diacetate ester prodrug (HOE961) were
reported to be potent inhibitors of vaccinia virus and cowpox virus replication in
cell culture and in infected mice (Smee et al. 2002). However, development of the
compound was stopped due to safety concerns.

BCNAs

In 1999, some unusual bicyclic nucleoside analogues (BCNAs) with significant
and selective anti-VZV activity were reported (McGuigan et al. 1999). The early
drug leads had a long alkyl side chain on the bicyclic base part, with optimum
length of ca. C8–C10. In vitro potencies of these compounds against VZV were
ca. 300-fold more potent than the clinically established anti-herpetic agent ACV.
Replacement of the alkyl chain by a p-alkylphenyl unit led to a significant boost
in potency against VZV (McGuigan & Balzarini 2006). The most potent analogue
was the p-pentylphenyl BCNA analogue Cf1743 (Fig. 22.5), which exhibited activ-
ity against a broad range of VZV clinical isolates at subnanomolar concentrations.
After extensive studies of structure–activity relationship and pharmacology of the
BCNAs, Cf1743 was identified as a potential clinical candidate. Pharmocokinetic
studies indicated the need to improve its bioavailability. The HCl salt of the 5’-valyl
ester of Cf1743 (i.e., FV-100 designed in analogy with valaciclovir with respect to
acyclovir) emerged as the most promising prodrug (McGuigan et al. 2007). Phase
1 studies have been planned. Unlike ACV, which is a broad-spectrum anti-herpetic
agent, the BCNAs are highly specific for VZV with no significant activity against
any other virus, including other members of the herpesvirus family and the closely
related simian varicella virus (SVV).

Although the precise mechanism of action of these compounds remains to be
elucidated, it is clear that for their antiviral activity they depend on phosphorylation
by the VZV-encoded thymidine kinase, since Cf1743 completely lost its anti-VZV
efficacy against both laboratory and clinical virus isolates with a deficient TK
(Andrei et al. 2005b). Furthermore, mutant viruses emerging under selective pres-
sure with the BCNAs present amino acid changes in the viral TK. The BCNAs owe
at least part of their antiviral selectivity to a specific activation/phosphorylation by
the VZV-encoded TK and associated thymidylate kinase (dTMP-K) activity, while
not being recognized by the closely related HSV-1-encoded TK/dTMP-K enzyme
(Sienaert et al. 2002). Strikingly, there was no close correlation between affinity for
VZV TK and antiviral activity, pointing to a different structure–activity relationship
for the eventual antiviral target for the BCNAs. It should be noted that the closely
related SVV TK is also able to recognize the BCNAs as a substrate, but SVV
replication is not affected by the BCNAs (Sienaert et al. 2004). Notably, this class
of compounds is not recognized by cellular kinases that participate in the anabolism
of other pyrimidine analogs. Among the cellular kinases that do not recognize the
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BCNAs as substrate is the nucleoside diphosphate (NDK) kinase, which converts
BVDU-DP to the active triphosphate form (Sienaert et al. 2003). Consequently, no
5′-triphosphate of BCNAs could be detected in VZV-infected cells. Further studies
are highly warranted to decipher the mode of action of the BCNAs and to determine
the effects of the BCNAs anabolites on the VZV DNA polymerase.

BCNAs are not susceptible to degradation by human or bacterial thymidine phos-
phorylase, and thus are not cleaved to their free (inactive) base (Balzarini et al.
2002). Also, the latter is not inhibitory to dihydropyrimidine dehydrogenase, an
enzyme involved in the degradation of thymine, uracil, and the anticancer agent
5-fluorouracil. This means that BCNAs do not interfere with degradation of 5-
fluorouracil and, in contrast to BVDU, they could eventually be used in therapy
of VZV infections in patients under 5-fluorouracil treatment. It is evident that
BCNAs represent highly promising anti-VZV compounds that are not susceptible
to breakdown by nucleoside/nucleobase catabolic enzymes and are not expected to
interfere with cellular catabolic processes such as those involved in 5-fluorouracil
catabolism.

Nucleotide Analogs

Cidofovir Esters

The clinical use of cidofovir is limited by its poor oral bioavailability and renal tox-
icity. To overcome these restrictions, Hostetler’s group has synthesized alkoxyalkyl
esters of CDV and its cyclic form, i.e., cCDV (Beadle et al. 2002). In these prodrugs,
a fatty acid been linked to the parent molecule to facilitate drug absorption in the
gastrointestinal tract. These alkoxyalkyl esters of CDV and cCDV were much more
active in vitro than the parent compounds against several herpesviruses, including
HSV, VZV, CMV, EBV, HHV-6, and HHV-8 and poxviruses. A 2.5- to 4-log increase
in antiviral activity against HCMV replication in vitro was observed. In addition,
these derivatives showed improved uptake and absorption and had oral bioavailabil-
ities in mice of 88–97%, compared to less than 5% for CDV. Studies with radio-
labeled compound confirmed increased cell penetration (10 to 20-fold) and higher
intracellular levels (100-fold) of CDV-PP (the active form of the compound) than
those measured following treatment of the cells with CDV (Aldern et al. 2003).
In vivo, oral administration of hexadecyloxypropyl-CDV (HDP-CDV) (Fig. 22.5)
proved as effective as parental CDV in treatment of herpes- and poxvirus infection
in several mouse models (Kern et al. 2004; Bidanset et al. 2004; Wan et al. 2005;
Keith et al. 2004; Keith et al. 2004; Quenelle et al. 2004). Importantly, diminished
accumulation of the drug in the kidney was reported according to studies evaluating
tissue distribution of radiolabeled HDP-CDV and other alkoxyalkyl esters of CDV
in mice (Ciesla et al. 2003; Kern et al. 2004).

HDP-CDV (CMX001) in an oral formulation is presently under development by
Chimerix. A Phase I clinical study to evaluate the safety and pharmacokinetics of
orally administered CMX001 in healthy volunteers has been announced (Painter
& Hostetler, 2004). CMX001 will be developed for potential use in treatment of
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smallpox or vaccine-related side effects. This drug could also provide a safer therapy
for ACV- and GCV-resistant herpesviruses in the immunocompromised host.

In addition to herpes- and poxviruses, increased activity of alkoxyalkyl esters of
CDV compared to parent compound CDV was also shown against adenovirus, poly-
omavirus, and papillomavirus (Hartline et al. 2005; Hostetler et al., 2006). A sim-
ilar prodrug strategy was applied to other ANPs, such as HPMPA, the enhance-
ment of antiviral potency being similar to that of CDV (Ruiz et al. 2007; Lebeau
et al. 2006; Choo et al. 2007; Dal Pozzo et al. 2007; Ruiz et al. 2006; Beadle et al.
2006).

New Generations of Acyclic Nucleoside Phosphonates

Following the success of the first ANPs, two new generations of ANPs have
been recently described. The “second generation” ANPs include the “open
ring” or “O-linked” ANP analogues or 6-[2-phosphonomethoxyalkoxy]-2,4-
diaminopyrimidines (DAPys), which showed substantial potential for the treatment
of a broad range of DNA virus and retrovirus infections (Balzarini et al. 2004;
Hockova et al. 2003; Hockova et al. 2004; De Clercq et al. 2005). HPMPO-DAPy
(Fig. 22.5) offers an activity similar to that of CDV except for HCMV that is poorly
inhibited, while PMEO-DAPy (Fig. 22.5) displays an analogous activity spectrum
as that of PMEA. The “third generation” of ANPs encompasses HPMP derivatives
with a 5-azacytosine moiety such as HPMP-5-azaC (Fig. 22.3) and its cyclic form
(i.e., cHPMP-5-azaC) (Krecmerova et al. 2007a). These compounds were at least
as potent as CDV against several DNA viruses, including HCMV. Furthermore,
CDV and HPMP-5-azaC proved equally potent in pathogenic models of HSV and
poxvirus infections in mice. Among several prodrugs of cHPMP-5-azaC synthe-
sized, the hexadecyloxyethyl ester proved to be about 250-fold more active than the
parent compound (Krecmerova et al. 2007b). Further studies are needed to deter-
mine the clinical potential of these compounds.

Non-nucleoside Analogs

The use of an in vitro HCMV DNA polymerase assay in high-throughput screening
allowed identification of a novel class of non-nucleoside herpesvirus polymerase
inhibitors, the naphthalene–carboxamides, PNU-26370 being the lead compound of
this series of non-nucleoside DNA polymerase inhibitors (Vaillancourt et al. 2000;
Tucker et al. 2000). Structure–activity relationship (SAR) studies demonstrated that
a quinoline ring could be substituted for naphthalene, leading to the discovery of
the 4-oxo-dihydroquinoline-3-carboxamides (4-oxo-DHQ), represented by PNU-
181128, PNU-181465, and PNU-183792 (Fig. 22.5), that demonstrated inhibition
of HCMV, HSV, and VZV polymerases (Brideau et al. 2002; Oien et al. 2002).
High specificity for viral DNA polymerases compared to human alpha (α), gamma
(γ), delta (δ) polymerases was observed. PNU-183792 displays broad spectrum of
activity in cell culture against different herpesviruses, including HSV-1, HSV-2,
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VZV, SVV, HCMV, murine and rat cytomegaloviruses, EBV, and HHV-8 (Kaposi-
associated herpesvirus), exceptions being HHV-6 and HHV-7 (Wathen 2002). PNU-
183792 was inactive against unrelated DNA or RNA viruses indicating specificity
for herpesviruses. A strong correlation between inhibition of the viral DNA poly-
merases and antiviral activity for this class of compounds supports inhibition of
the viral DNA polymerase as the mechanism of antiviral activity. The 4-oxo-DHQs
were found to be competitive inhibitors of nucleoside binding; however, no cross-
resistance could be detected with GCV-resistant HCMV or ACV-resistant HSV
mutants. In vitro antiviral activity of the 4-oxo-DHQs was comparable or supe-
rior to existing antiherpesvirus drugs and drug resistance to these compounds cor-
related with point mutations in conserved domain III of the HCMV DNA poly-
merase (V823A + V824L) (Thomsen et al. 2003). V823 is conserved in the DNA
polymerases of human herpesviruses, except for HHV-6 and HHV-7 that con-
tain an alanine at this position. Mutations associated with resistance to 4-oxo-
DHQs did not confer resistance to existing anti-herpesvirus nucleoside analogs.
Based on the crystal structure of the HSV DNA polymerase, Liu et al. proposed a
HSV DNA polymerase model, suggesting that the 4-oxo-DHQs bind at the poly-
merase active site interacting non-covalently with the DNA duplex–DNA poly-
merase complex and not with enzyme or DNA duplex alone (Liu et al. 2006). PNU-
183792 is orally bioavailable, and activity was demonstrated in a model of lethal
murine cytomegalovirus (MCMV) infection (Brideau et al. 2002). So far, these
non-nucleoside DNA polymerase inhibitors have not been evaluated in any clinical
trials.

Further SAR studies led to the discovery of 4-oxo-4,7-dihydrothienopyridines
(DHTPs) (Schnute et al. 2005; Schnute et al. 2007) and 7-oxo-4,7-dihydrothieno
[3,2-b]pyridine-6-carboxamides (Larsen et al. 2007). Some of these compounds
demonstrated broad-spectrum inhibition of the herpesvirus polymerases HCMV,
HSV-1, EBV, and VZV with high specificity compared to human DNA polymerases.
DHTPs, in contrast to the kinetics determined for the 4-oxo-DHQs, proved to be
competitive inhibitors of dTTP incorporation into primer template by HCMV DNA
polymerase (Schnute et al. 2005).

Inhibitors of Protein–Protein Interactions

Protein–protein interactions among proteins implicated in herpesvirus DNA replica-
tion are essential for viral genome replication and are considered as attractive poten-
tial drug targets (Coen & Schaffer 2003). Similar to other herpesviruses, HCMV
DNA polymerase contains a catalytic subunit (UL54) and an accessory protein
(UL44) that is thought to increase the processivity of the enzyme. Loregian and
collaborators (Loregian et al. 2003) have identified peptides from the C terminus
of UL54 which could efficiently disrupt the physical interaction between UL54 and
UL44 and specifically inhibit the stimulation of UL54 by UL44. These findings
provide the basis for developing new classes of anti-HCMV inhibitors that act by
disrupting the UL54/UL44 interaction. Indeed, small molecules that disrupt the in
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vitro interaction between the HSV DNA polymerase (UL30) and the accessory pro-
tein (UL42) and exhibit anti-HSV activity have been identified (Coen & Schaffer
2003). Recently, mutations that decrease DNA binding of the processivity factor of
HSV DNA polymerase were shown to reduce viral yield, to alter kinetics of viral
replication, and to decrease fidelity of DNA replication (Jiang et al. 2007b; Jiang et
al. 2007a).

Small Interfering RNAs

RNA interference (RNAi) is a natural mechanism of post-transcriptional gene
silencing, widely conserved in multicellular organisms. This pathway is thought to
be an ancient mechanism for protecting the host and its genome against viruses and
transposable genetic elements (Hannon 2002). The molecular mediators of RNAi
are double-stranded RNAs of 21–23 nucleotides in length that induce the sequence-
specific degradation of homologous RNAs. RNAi has been used as a means to
manipulate gene expression experimentally and to probe gene function. It has also
been proposed that this biological response might be exploited therapeutically as an
antiviral defense mechanism. The siRNA approaches have been shown to be effec-
tive against a variety of viruses in cell culture (Leonard & Schaffer 2006; Silva et al.
2002; Dykxhoorn & Lieberman 2006). Recently, it has been described that synthetic
siRNA against essential gene products of HCMV such as UL54 (DNA polymerase)
and UL97 (protein kinase) can trigger RNAi in infected cells leading to effective
inhibition of viral replication (Wiebusch et al. 2004; Shin et al. 2006). These results
demonstrated the effectiveness of siRNAs against experimental HCMV infection
and open new possibilities for antiviral strategies.
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Chapter 23
Viral RNA Polymerase Inhibitors

Todd Appleby, I-hung Shih, and Weidong Zhong

Infections by RNA viruses continue to exist as significant public health problems
worldwide. In response to the urgent need for safer and more efficacious treat-
ment options against infections caused by RNA viruses, the pharmaceutical and
biotechnology industries have devoted significant efforts over the last two decades
to discovering and developing new antiviral agents. As the primary viral enzyme
responsible for genome replication and transcription, RNA-dependent RNA poly-
merases (RdRps) emerged early and remained as one of the most promising tar-
gets for therapeutic intervention of RNA virus infections. Advances in both basic
research and drug discovery technology have resulted in the identification of a sig-
nificant number of nucleoside (NIs) and non-nucleoside inhibitors (NNIs) of viral
RdRps. In this chapter, we will focus our attention on various classes of viral RdRp
inhibitors, with main emphases on those of hepatitis C virus (HCV) due to its sig-
nificant unmet medical need. Recent progress in understanding their mechanism of
action, antiviral activity profiles, and emergence of drug resistance mutations will
be discussed.

Hepatitis C virus (HCV), a positive-stranded RNA virus belonging to the
Flaviviridae family, is the main causative agent of non-A, non-B post-transfusion
hepatitis which affects approximately 170–200 million individuals worldwide.
Current standard therapies consist of pegylated interferon α (PEG-IFNα) and rib-
avirin (RBV) with treatment durations ranging from 6 to 12 months depending on
the infected HCV genotypes. The sustained viral response (SVR), defined as no
detectable viral RNA in patient plasma 6 months after cessation of therapy, typi-
cally occurred in 40–60% of treated patients. The sustained response rate is signif-
icantly lower in patients infected with genotype 1 HCV, and in patients associated
with characteristics unfavorable to current therapies. Because of lack of broad effi-
cacy, long treatment duration, and significant side effects associated with current
therapies, development of more efficacious and safer treatment options are urgently
needed in order to effectively combat this debilitating viral disease. New therapies
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are especially critical for individuals who have either failed or are contraindicated
to current therapies.

Nucleoside Viral RNA Polymerase Inhibitors (NIs)

Nucleoside and nucleotide analogues constitute a major class of clinically used
antiviral agents. Currently they count for more than half of marketed therapeutics
in treatment of viral infections such as HIV, HBV, and herpes viruses. These drugs
are generally dideoxynucleoside/tide analogues that inhibit viral replication by tar-
geting viral polymerases whose primary function is DNA synthesis. The success of
nucleoside/tide analogues in treating viral infections provides a compelling ratio-
nale for exploring specific nucleoside inhibitors for RNA-dependent RNA poly-
merases encoded by RNA viruses of significant medical needs, such as picor-
naviruses, respiratory syncytial virus (RSV), and several members of Flaviviridae
family including HCV. In the case of antiviral development for HCV NS5B RdRp,
significant progress has been made in the past several years, attributed mainly to
availability of various biochemical and cell-based assays as well as crystal structures
of NS5B.

Four nucleoside inhibitors have been studied clinically against HCV infection
(NM283, R7128, MK0608, and R1626) (Table 23.1). Valopicitabine (NM283)
is the 3′-O-valinyl ester of 2′-β-C-methylcytidine; MK0608 is 2′-β-C-methyl-7-
deazaadenosine; R7128 is 2′-deoxy-2′-F-2′-C-methylcytidine, and R1626 is the 2′,
3′, 5′ tri-isobutyl ester prodrug of 4′-azidocytidine. The first three candidates share
the common feature of 2′-C-methyl substitution on the ribose, while R1626 contains
a novel 4′ modification. Triphosphates of all four nucleoside analogues are able to
serve as substrate for HCV NS5B and result in chain termination once incorporated
into the nascent RNA strand (Migliaccio et al. 2003; Klumpp et al. 2006).

Drug resistance selection identified a single mutation in NS5B, Ser282Thr
(S282T), which conferred high levels of resistance to 2′-C-methylnucleoside
inhibitors (Migliaccio et al. 2003). Cross-resistance of this mutation against all
2′-C-methylpurines/pyrimidines suggests that serine residue is directed specifi-
cally toward the 2′-methyl moiety in the ribose. Conversion of serine to bulkier
threonine may impose steric hindrance to the 2′-C-methyl group, and there-
fore blocks 2′-C-methylnucleosides from binding to the enzyme. Replicon RNA
carrying the S282T mutation has proved to be extremely less fit in vitro.
Nonetheless, it was identified in one of two chimpanzees treated with MK-
0608 (Conf. abstract reference). In addition, sequence analysis revealed the emer-
gence of the S282T mutation in one of 15 HCV patients receiving monother-
apy of NM283 (Conf. abstract reference). The significance of the S282T muta-
tion in 2′-C-methylnucleoside therapies remains to be determined in future clinical
studies.
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Table 23.1 Structures of HCV NS5B nucleoside inhibitors (NIs)
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2′-C-Methylnucleoside Inhibitors

Valopicitabine, NM283 (3′-O-valinyl-2′-C-methylcytidine)

An antiviral effect of 2′-C-methylcytidine (NM107), the parent molecule of
NM283, was first demonstrated against bovine viral diarrhea virus (BVDV), a
surrogate virus for HCV, and the 5′-triphosphate of NM107 was also shown to
possess good potency against HCV NS5B in vitro (Table 23.2). However, NM107
showed poor oral bioavailability, partly due to metabolic conversion by cytidine
or cytidylic deaminase. This limitation was alleviated by addition of a prodrug
moiety (3′ valinyl ester) to NM107 to boost active absorption via a peptide transport
mechanism. In clinical studies, valopicitabine alone resulted in moderate viral load
reduction (1.2 log10 after 15 days, 800 mg daily dosing) (Afdhal 2004). The antivi-
ral efficacy was enhanced when combined with Peg-IFN and ribavirin. However,
significant side effects associated with gastrointestinal tract were observed and
further clinical development of NM283 was recently suspended.

MK0608 (7-deaza-2′-C-Methyladenosine)

MK0608 possesses the most potent antiviral activity in replicon assays
(EC50 = 0.25 μM, Table 23.2) among the four nucleoside candidates (Olsen et al.
2004; Carroll and Olsen 2006). Replacing the nitrogen with carbon at the 7-position
of adenosine greatly improved its binding to the NS5B active site and therefore
reduced IC50 for MK0608 triphosphate by 10-fold versus the adenosine analogue.
7-Deaza modification also reduced deamination by adenosine deaminase. MK0608
showed superior pharmacokinetic properties in animals over 2′-C-methylcytidine
(NM107), with oral bioavailability ranging from 50 to 90% among different pre-
clinical animal species.

Dosing of MK0608 in chimpanzees chronically infected with HCV showed
promising antiviral efficacy after both oral and IV administration of the compound
(Olsen et al. 2006; Olsen 2006). In the best case, a chimpanzee treated for 7 days
with MK0608 at 2 mg/kg produced a 5.7 log10 reduction in viral load. These
encouraging results suggested that NI could achieve significant antiviral efficacy
against HCV replication, comparable to that observed with HCV NS3 protease
inhibitors.

PSI-6130/R7128

PSI-6130 (2′-deoxy-2′fluoro-2′-C-methylcytidine) possesses good antiviral activity
against HCV replicons in vitro. R7128, a prodrug form of PSI-6130 (chemi-
cal structure not released), is currently under clinical development for the treat-
ment of chronic HCV infection. The pyrimidine analogue combined ribose mod-
ifications of two HCV NS5B nucleoside inhibitors, 2′β-C-methyl and 2′-α-fluoro,
to achieve enhanced antiviral activity and reduced activity against cellular RNA
polymerases. Interestingly, neither 2′-deoxy-2′-fluorocytidine (FdC) nor PSI-6130
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showed antiviral activity against cytopathic BVDV in MDBK cells, suggest-
ing unique recognition of the 2′-fluoro substitution by HCV NS5B (Stuyver
et al. 2006).The inhibitory potency of PSI-6130 is contributed by the chain-
terminating effect of 2′-C-methyl moiety and a specific interaction with the 2′-
F modification. These features enhanced the EC90 of PSI-6130 to 5.4 μM,
fourfold lower than that of 2′-C-methylcytidine (NM107) in replicon assays.
Like other 2′-C-methylnucleoside inhibitors, PS-6130 showed reduced potency
against HCV replicon that carried the S282T mutation, but likely to a lesser
extent.

4′-Azidonucleoside Inhibitor

R1626, the 2′, 3′, 5′ tri-isobutyl ester prodrug of R1479 (4′-azidocytidine), is the
only HCV NS5B NI under clinical development without the 2′-C-methyl modi-
fication. Previously, several 4′-substituted 2′-deoxynucleosides were identified to
be potent inhibitors against HIV RT. In particular, 4′-ethynyldeoxynucleosides
showed antiviral activity against various laboratory and clinical HIV-1 strains
(Kodama et al. 2001; Hayakawa et al. 2004). In HCV replicon assays, R1479 was
shown to effectively inhibit HCV RNA replication with a good selectivity index
(EC50 ∼1 μM and CC50 > 2000 μM). In contrast, 4′-ethynylribosenucleoside
exhibited minimal inhibitory effects (Smith et al. 2007). Subsequently it was
demonstrated that the 5′-triphosphate of R1479 inhibited NS5B in vitro with an
IC50 of 0.3 μM and caused chain termination in single-nucleotide incorpora-
tion assays (Klumpp et al. 2006). It is noteworthy that 4′-azidouridine triphos-
phate showed similar potency as its cytidine counterpart against HCV NS5B
in vitro, but 4′-azidouridine showed weak inhibitory effects in replicon assays
due to limited intracellular phosphorylation. A recent report demonstrated that
use of a phosphoramidate prodrug could bypass the rate-limiting phosphoryla-
tion step for 4′-azidouridine and enhance its replicon EC50 to 0.22 μM (Perrone
et al. 2007).

In vitro resistance studies showed that an HCV replicon carrying the S96T muta-
tion in NS5B conferred moderate resistance to R1479 (Le Pogam et al. 2006a).
However, replication fitness of the S96T replicon is significantly reduced in vitro.
Furthermore, sequence analysis of 64 clinical HCV isolates failed to identify a pre-
existing S96T variant, consistent with its low replication fitness.

In a phase I study, HCV-1-infected patients treated with R1626 showed dose-
dependent viral load reduction. At the highest dosing of 4500 mg twice daily, a 3.7
log10 drop was observed (Roberts et al. 2006). However, moderate hematological
changes were observed in a dose-dependent manner. Unfortunately, development of
R1626 was terminated recently due to additional safety concerns in combination
studies (Roche Press Release, 2008).
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Other Nucleoside Inhibitors

3′-Modified Inhibitors

Nucleoside analogues that lack the 3′-OH group are obligatory chain termina-
tors. With the simplest modifications, 3′-deoxynucleosides are potent inhibitors
of HCV NS5B in vitro. Other modifications at the 3′-position either did not
improve the potency against NS5B (e.g., 3′-F) or abolished its substrate capac-
ity (e.g., 3′-methoxy) (Shih et al. 2007). Of the four natural bases, 3′-deoxy-GTP
and 3′-deoxy-CTP showed superior potency against HCV NS5B with Ki values
in the sub-μM range (Shim et al. 2003). Modification of the 7-position on the
guanosine base further enhanced potency by eightfold. However, none of these 3′-
deoxynucleosides exhibited significant activity in replicon assays due to inefficient
intracellular activation. Antiviral activity (EC50) of 3′-deoxynucleosides against
HCV replicon was improved to low-μM range after addition of a phosphate pro-
drug moiety to increase intracellular phosphorylation (Prakash et al. 2005).

2′-Modified Inhibitors

In addition to the 2′-β-methyl modification described above, 2′-O-methyl derivatives
also proved to be potent inhibitors of HCV NS5B in vitro with IC50 values rang-
ing from sub- to low-μM (Tomassini et al. 2005). However, due to limited intra-
cellular phosphorylation, significant inhibition in HCV replicon assays was only
observed with phosphate prodrug derivatives (e.g., SATE-2′-O-methyl-cytosine and
SATE-2′-O-methyl-cytosine) (Prakash et al. 2005). Another 2′-modified nucleoside
that showed inhibitory activity in HCV replicon assays is 2′-deoxy-2-fluorocytidine
(FdC). However, the weak activity of FdC-TP against NS5B in vitro suggests that
the observed replicon activity might be partly contributed by its cytostatic effect
(Stuyver et al. 2004).

Activity Against Other Viral RdRps

Several HCV NS5B nucleoside inhibitors mentioned above also showed antivi-
ral activity against other RNA viruses. In fact, many of the nucleoside inhibitors
were initially discovered in the surrogate BVDV assay, prior to the discovery of
the HCV replicon cell culture model. For 2′-C-methylnucleosides, antiviral activ-
ity is specific to (+) strand RNA viruses and is inactive against (–) strand RNA
viruses or dsDNA viruses (Olsen et al. 2004). In particular, 2′-C-methylpurines
(A, G, and 7-deazaG) showed potent antiviral activity against several human
pathogens in the Flaviviridae family, including West Nile, Dengue, and Yel-
low fever viruses. 2′-C-Methylnucleoside (including NM107) also showed mod-
est antiviral activity against several members of Picornaviridae family (Poliovirus,
Foot-and-mouth disease virus, and Rhinoviruses), but not against the more distant
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Togaviridae family. These results may suggest a broad spectrum of application for
2′-C-methylnucleoside in antiviral therapies.

Non-nucleoside Viral RNA Polymerase Inhibitors (NNIs)

In recent years, antiviral drug discovery platforms utilizing high throughput screen-
ing technology (HTS) have afforded discovery of many initial lead series of non-
nucleoside viral RNA polymerase inhibitors (NNIs), especially against HCV NS5B
polymerase. The use of modern structure-based drug design techniques has further
enabled detailed molecular and mechanistic characterizations of some of the NNIs.
In particular, our understanding of the structure, function, and inhibition of viral
RdRps has been greatly enhanced by the use of X-ray crystallography.

Non-nucleoside Inhibitor of Poliovirus 3D pol

In 1992, it was shown that the fungal metabolite, gliotoxin (Fig. 23.1), was capable
of blocking viral RNA synthesis in cells that were infected with poliovirus while
cellular RNA synthesis was only mildly affected (Rodriguez and Carrasco 1992).
Similar results were obtained in an in vitro enzyme assay utilizing purified recombi-
nant poliovirus RdRp (3Dpol). In this experiment, poliovirus 3Dpol-catalyzed RNA
synthesis was significantly inhibited in the presence of gliotoxin (94% inhibition
at 600 μM gliotoxin). This evidence indicates that the inhibition of viral replica-
tion observed in cell culture is due to gliotoxin acting directly on poliovirus 3Dpol.
Consistent with observations from other biological processes that are disrupted by
gliotoxin (Kroll et al. 1999), the effect of this fungal metabolite was slightly abro-
gated by addition of 5 mM of the reducing agent, dithiothreitol, to the enzyme assay
mixture, suggesting that the disulfide bridge in gliotoxin must be intact for optimal
inhibitory activity. Due to its modest antiviral activity and limited selectivity index,

N
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S

S

N

O

O

Fig. 23.1 Gliotoxin is a natural product inhibitor of poliovirus 3Dpol.
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gliotoxin has not been further developed as an antiviral agent. However, this study
did demonstrate the therapeutic potential of directly targeting viral RdRps.

Non-nucleoside Inhibitors of Bovine Viral Diarrhea
Virus RdRp (NS5B)

Prior to the establishment of robust in vitro cell culture systems for HCV, bovine
viral diarrhea virus (BVDV) has frequently been used as a surrogate model for eval-
uation of anti-HCV inhibitors because it is physiologically close to HCV. Several
classes of potent non-nucleoside inhibitors have been discovered against BVDV
which were subsequently determined to target the NS5B RdRp of BVDV (Fig. 23.2)
(Baginski et al. 2000; Sun et al. 2003; Paeshuyse et al. 2006).

VP32947, a triazinoindole analogue, was shown to inhibit BVDV replication in
cell culture with an EC50 of 20 nM (Baginski et al. 2000). Time addition experiments
showed that VP32947 affects BVDV replication at early steps of the viral life cycle.
Drug resistance studies further mapped the resistance mutation to the NS5B poly-
merase gene, in which a single mutation (F224S) conferred high levels of resistance
to this compound. These results, coupled with potent inhibitory activity against a
recombinant BVDV NS5B in biochemical assays, established VP32947 as a BVDV
NS5B polymerase inhibitor.

BPIP, 5-[(4-bromophenyl)methyl]-2-phenyl-5H-inidazol[4,5-c]pyridine (Fig.
23.2), is another potent BVDV inhibitor discovered in antiviral assays, with an
EC50 of approximately 40 nM. This compound showed cross-resistance with
VP32947 and shared the same resistance mutation (F224S) in the BVDV NS5B
polymerase gene, suggesting that it is a viral polymerase inhibitor. Interestingly,
unlike VP32947, BPIP was not active in polymerization assays using a recombinant
BVDV NS5B enzyme but showed activity against the replicase complex isolated
from BVDV-infected cells (Paeshuyse et al. 2006).

Similar approach by scientists at Bristol–Myers Squibb also identified a novel
class of specific BVDV inhibitors (Fig. 23.2). Compound-1453, as the example
of the series, has an EC50 of ∼2.2 μM against BVDV (Sun et al. 2003). In order
to further dissect the mechanism of action of compound-1453, resistant virus was
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Fig. 23.2 Non-nucleoside inhibitors of BVDV NS5B polymerase.
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generated by propagating BVDV for multiple passages in the presence of inhibitor
concentrations up to 33 μM. Subsequent sequencing analysis identified one com-
mon mutation among all drug resistant isolates. This mutation results in a gluta-
mate acid to glycine residue change in the NS5B polymerase of BVDV at position
291. Although this evidence strongly suggests that NS5B is the target for inhibi-
tion by the compound, a corresponding in vitro enzyme assay utilizing recombinant
BVDV NS5B failed to show inhibition (IC50 >300 μM). Interestingly, the activity
of compound-1453 was mostly recovered in a replicase complex assay (IC50 ∼17
μM) which utilizes the isolated membrane fraction from cells that were infected
by BVDV. The results from the replicase complex assay suggest that the compound
acts on BVDV NS5B in the context of intact replicase complexes. One explanation
of such an observation is that physiologically relevant viral RNA replication may
require additional host or viral factors which interact with the RNA-dependent RNA
polymerase. Assays utilizing only the isolated enzyme may fail to identify inhibitors
that act by disrupting critical interactions between the polymerase and these addi-
tional regulatory factors. The alternative explanation is that conformation(s) criti-
cal for binding with this class of compounds may have been altered slightly in the
recombinant NS5B enzyme which renders it unable to bind with the inhibitor, again
suggesting the importance of cell-based antiviral assays.

Non-nucleoside Inhibitors of HCV NS5B

In the past decade, HCV NS5B RdRp has been pursued aggressively in drug dis-
covery by various groups and, as a result, a relatively large number of inhibitor
molecules have been identified. To date, extensive structural information has
become available for HCV NS5B including complex structures between NS5B and
various non-nucleoside inhibitors. Those non-nucleoside inhibitors bind to different
allosteric pockets in NS5B. We will discuss the various classes of inhibitors accord-
ing to their binding site, assuming that they adopt a similar mechanism of action in
inhibiting NS5B enzymatic activity.

Extensive work in this area has led to the identification of several classes of
NNIs which act directly against the RdRp from HCV (NS5B) and show potency in
cell-based HCV replicon assays. Of even greater importance, it has recently been
demonstrated that HCV NS5B NNIs do show anti-HCV activity in vivo. In addi-
tion to extensive biological and kinetic characterization of HCV NS5B inhibitors,
X-ray crystallography has allowed for the determination of numerous structures of
C-terminally truncated NS5B alone (Fig. 23.3) (Ago et al. 1999; Bressanelli et al.
1999; Lesburg et al. 1999; Biswal et al. 2005) and in combination with various
compounds of interest providing insight into the detailed molecular mechanisms
of inhibitor action. Currently, non-nucleoside HCV NS5B inhibitors comprise a
diverse set of chemical scaffolds that bind in either the active site or to multiple
allosteric sites in the enzyme. These inhibitor-binding sites can be roughly divided
into four regions of NS5B (Fig. 23.4). NNI site I is located directly above the metal
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180°

Front Back 

Fig. 23.3 Two views of the domain structure of a 21-residue C-terminally truncated HCV NS5B.
The figure shows the fingers (red), palm (green), thumb (blue), β-hairpin (yellow), ‘fingertips’ con-
nection domain (magenta), and C-terminal region (cyan). The two views are related by a 180◦

rotation about a vertical axis. The standard ‘front’ and ‘back’ views are labeled accordingly. Coor-
dinates from the Protein Data Bank entry 1C2P.

Back

Site I 

Site II 

Site IV 

Site III 

Fig. 23.4 Location of the four HCV NS5B NNI-binding sites. NS5B is viewed from the back with
the β-hairpin (yellow), C-terminus (cyan), and conserved structural motif E (red) colored accord-
ingly. The active-site, metal-binding region (NNI Site I) is shown as blue spheres coordinated by
the catalytic aspartic acid residues 318 and 319. The three allosteric sites (NNI Site II, NNI Site
III, and NNI Site IV) are labeled accordingly.
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ion-binding site at the catalytic center of the polymerase. NNI site II is located adja-
cent to the active site near the putative RNA-binding groove which comprises the
largest cavity in the apo form of the enzyme and contains the conserved structural
motif E, also known as the primer grip. NNI site III is located in a region of the
polymerase where the fingers subdomain makes contact with the back of the thumb
subdomain through a series of loop structures that form an interdomain linkage also
known as the fingertips. Finally, NNI site IV is located on the outer perimeter of
the thumb subdomain near the site where the C-terminal residues of NS5B exit the
thumb subdomain and wrap around the front of the polymerase before folding back
into the putative RNA-binding groove.

NNI-Binding Site I

Small molecule library screenings against HCV NS5B have led to the discovery of
a series of diketo acid and dicarboxylic acid compounds (Pace et al. 2004; Summa
et al. 2004). Based on the chemical structure of these reversible inhibitors, it is
believed that the compounds act as pyrophosphate analogues and chelate the diva-
lent magnesium ions coordinated by the catalytic aspartate residues in the poly-
merase active site. Although the early diketo and dicarboxylic acid compounds
showed sub-μM activity against isolated NS5B in in vitro enzyme assays, they
demonstrated poor inhibition in cell-based HCV replicon assays. The drop in cell-
based potency is most likely the result of poor membrane permeability due to the
polar anionic character of the compounds. In order to alleviate complications due to
the general reactivity and poor physiochemical properties of the earlier diketo acids,
several compounds based on a 5,6,-dihydroxypyrimidine-4-carboxylic acid scaffold
(Fig. 23.5a) were chosen as improved metal chelators (Koch et al. 2006). One of
the more potent compounds discovered following intensive structure–activity rela-
tionship (SAR) studies, achieved an enzymatic IC50 of 150 nM and demonstrated
improved activity in cell-based replicon assays (EC50 ∼9 μM). The mechanism of
action of these inhibitors has been validated by kinetic experiments that show they
are competitive with respect to elongating nucleotide substrates and that they inhibit
both initiation and elongation phases of HCV RNA replication (Liu et al. 2006).
Active-site inhibitors remain highly desirable for antiviral therapy due to the strong
conservation of active-site residues and the reduced likelihood for the emergence of
viral resistance.

NNI-Binding Site II

Numerous X-ray crystal structures are available which show a wide variety of chem-
ical scaffolds binding in the general region of NNI-binding site II (Pfefferkorn et al.
2005a,b; Gopalsamy, Chopra et al. 2006; Powers, Piper et al. 2006; Tedesco, Shaw
et al. 2006; Slater et al. 2007; Yan et al. 2007). Together with biochemical data, this
structural information has provided insight into how these inhibitors may disrupt
the replication of HCV RNA leading to an antiviral effect. NNI-binding site II lies
at the interface between the palm and thumb subdomains adjacent to the catalytic
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Fig. 23.5 Representative scaffolds from the four NNI-binding sites. (A) NNI site I, a 2-(2-
thienyl)-5,6-dihydroxy-4-carboxypyrimidine; (B) NNI site II, a benzothiadiazine; (C) NNI site
III, an indole-N-acetamide; (D) NNI site IV, a thiophene-2-carboxylic acid.

center of the enzyme and includes a short loop of residues (362–376) that form
the conserved structural motif E. This structural feature is conserved among RNA-
dependent RNA polymerases and is believed to play a role in positioning the 3′-end
of the growing RNA strand and has therefore been termed the primer-grip. Residues
on the tip of the β-hairpin also form a portion of the packing interface with a num-
ber of compounds that bind to NNI site II. The β-hairpin is an important structural
feature unique to HCV NS5B and is believed to play a critical role in selecting the
3′-terminal end of single-stranded HCV RNA templates during de novo initiation
(Hong et al. 2001). As one class of NNI site II inhibitors, the benzothiadiazines
(Fig. 23.5b) display potency in both enzymatic NS5B assays and cell-based HCV
replicon assays (Tedesco et al. 2006). Kinetic experiments suggest that these com-
pounds are non-competitive inhibitors of RNA replication initiation (Tomei et al.
2004; Liu et al. 2006; Yang et al. 2007). A crystal structure of a benzothiadiazine
bound to a 21-residue C-terminal truncated form of NS5B supports such a mecha-
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Met 414

Tyr 448 

Phe 193 

Back 

Fig. 23.6 A benzothiadiazine inhibitor bound to NNI-binding site II. NS5B is viewed from the
back with the β-hairpin (yellow), C-terminus (cyan), and conserved structural motif E (red) colored
accordingly. The active-site, metal-binding region (NNI Site I) is shown as blue spheres coordi-
nated by the catalytic aspartic acid residues 318 and 319. Side chains for three of the key residues
which form a packing interface with the compound are shown as sticks and are labeled accordingly.

nism of inhibition (Fig. 23.6) (Tedesco et al. 2006). The benzothiadiazine and quino-
linone rings of the inhibitor are nearly coplanar and stack against the side chains of
residues from the thumb subdomain (Met 414), palm subdomain (Phe193), and β-
hairpin (Tyr 448). The branched alkyl chain of the compound tucks into a deep
pocket formed at the interface of the palm and thumb subdomains that includes
residues from the primer-grip. It has also been determined that HCV replicon cell
lines cultured in the presence of benzothiadiazine compounds give rise to resistance
mutations that map to NS5B (Nguyen et al. 2003; Mo et al. 2005; Le Pogam et al.
2006b). Interestingly, one of the most significant sites of resistance occurs at Met
414. Generally, the long, unbranched Met residue is mutated to a residue that con-
tains a side chain with branching at the beta or gamma position. It is clear from the
structure that such mutations would lead to clashing between the compound and the
mutant enzyme. Due to the fact that benzothiadiazines bind in contact with critical
structural elements of HCV NS5B, it is possible that these compounds act by impos-
ing conformational constraints on the enzyme, subsequently disrupting the ability of
the polymerase to form a productive initiation complex.

Recently, ViroPharma Incorporated (Exton, PA), in collaboration with Wyeth
Research (Collegeville, PA), has disclosed a compound, HCV-796 (Fig. 23.7), a
potent and specific inhibitor of HCV NS5B activity (IC50 ∼40 nM) (Poster Presenta-
tions from the 13th International Meeting on Hepatitis C Virus and Related Viruses,
2006; Cairnes, Australia, August 27–31, 2006). HCV-796 is non-competitive with
respect to NTPs and RNA substrates and is reported to also bind in NNI site II at
the interface of the thumb and palm subdomains adjacent to the NS5B active site.
The structure of HCV-796 bound to NS5B reveals slight rearrangements of several
protein residues in the primer-grip region of the polymerase which results in the for-
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Fig. 23.7 HCV-796 is a potent HCV NS5B inhibitor that has shown anti-viral activity in clinical
trials.

mation of a deep binding pocket for this compound compared to what is normally
observed in the apoenzyme and other inhibitor-bound crystal structures. Consistent
with other NNI site II inhibitors, biochemical analysis has shown that HCV-796 also
acts at the initiation phase of HCV RNA synthesis. In addition to displaying potent
activity in the cell-based HCV replicon assay (EC50 ∼9 nM vs. HCV-1b replicon),
HCV-796 has shown effectiveness in vivo. After oral dosing with the compound,
uPA-SCID mice carrying chimeric human livers that are infected with HCV geno-
type 1a demonstrate a marked reduction in viral titer. In chronically infected HCV
patients, HCV-796 also demonstrate clinical efficacy either alone or in combination
with pegylated interferon. However, further clinical development of HCV-796 was
halted recently as a result of observation of potential hepatotoxicity in some of the
treated patients (ViroPharma Press Release, August 10, 2007).

In addition to the growing number of non-covalent inhibitors which bind to
the HCV NS5B NNI site II, there have also been scaffolds identified which are
now structurally characterized as covalently binding to a conserved cysteine residue
(Cys 366) on the tip of motif E in a reversible fashion. The two scaffolds reported to
date include a class of substituted aminorhodanine derivatives (Powers et al. 2006)
and a series of isothiazole-based inhibitors (Yan et al. 2007), both of which contain
examples of compounds that attain submicromolar activity in in vitro NS5B enzyme
assays (Fig. 23.8).In addition to containing reactive centers which are attacked by
the thiolate of Cys 366, these compounds contain additional aromatic substitu-
tions that overlap at least partially with other NNI site II inhibitors. Surprisingly,
although these compounds contain reactive centers, the isothiazoles display compa-
rable slightly lowered activity in cell-based HCV replicon assays. This result sug-
gests that the reactivity of the compounds is relatively specific toward Cys 366
in NS5B. In the case of aminorhodanine derivatives, a compound that inhibited
HCV NS5B with a potency of 200 nM, showed no inhibition against a panel of
cysteine proteases that included cathepsin B, calpain, human caspases 1, 3, 6, 7,
and 8, or aldose reductase, again demonstrating the relative specificity of this class
of inhibitors toward NS5B. VX-950, an HCV NS3 protease inhibitor with potent
antiviral activity currently in late-stage clinical trials, has been shown to act as a
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Fig. 23.8 Example of compounds known to modify Cys 366 of NS5B and inhibit polymerase
activity. (A) Substituted aminorhodanine derivative. (B) Substituted isothiazole. Reactive centers
are denoted by arrows. The disulfide bond formation between the thiolate of Cys366 and the sulfur
of the isothiazole occurs through ring opening.

reaction product analog that binds in the active site of the enzyme and forms a cova-
lent adduct with the catalytic serine residue in reversible fashion (Lin et al. 2006).
By analogy, if potency can be increased while still retaining tight specificity, NS5B
inhibitors that react with Cys 366 may prove to be safe, effective anti-HCV agents.

NNI-Binding Site III

Recently, a class of benzimidazole-based (Beaulieu et al. 2004a,b; Ishida et al.
2006) and indole-N-acetamide (Harper et al. 2005) compounds has been identi-
fied and characterized as NNI of HCV NS5B which bind in a region of the pro-
tein distinct from NNI sites I and II (Kukolj et al. 2005). Furthermore, two of the
indole-N-acetamide inhibitors have now been characterized by X-ray crystallogra-
phy and in fact, confirm the existence of a third NNI-binding site on the polymerase
(Di Marco et al. 2005). The crystal structures of a 55-residue C-terminally truncated
NS5B alone and in complex with NNI site III compounds (Fig. 23.9) reveal that the
inhibitors have displaced a short α-helical loop segment which, in the apo form of
the enzyme, forms a portion of the fingertips which extends outward from the fingers
subdomain and forms contacts on the back of the thumb subdomain.Disruption of
this interdomain contact appears to be stabilized by the phenyl and cyclohexyl sub-
stituents of the compound binding into predominantly hydrophobic pockets while
the acid moiety forms a salt bridge with Arg 503 on the surface of the enzyme.
Consistent with this structural result, kinetic experiments on these and related com-
pounds suggest that NS5B NNI site III inhibitors are non-competitive with respect
to nucleotide substrates and act before the enzyme transitions into RNA elongation
mode (Tomei et al. 2003; McKercher et al. 2004; Liu et al. 2006). Based on the fact
that binding of this class of compounds slightly alters the structure observed in the
apo form of the crystallized enzyme, the mechanism of inhibition likely proceeds by
disrupting interdomain contacts or interfering with dynamic interdomain communi-
cation that takes place prior to the RNA elongation phase of HCV RNA replication.
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Fig. 23.9 NNI-binding site III. Crystal structures of a 55-residue C-terminally truncated form of
NS5B alone and bound to an indole-N-acetamide inhibitor. (A) NS5B is viewed from the back to
highlight the fingertips (magenta) which tether the fingers (red) and thumb (blue) subdomains in the
apo enzyme to form a fully encircled active site. (B) An enlarged view of the fingertips interaction
with the thumb subdomain. Leu 30 and Leu 31 are shown as stick models. (C) The inhibitor
(orange) displaces a stretch of 14 residues (22–35) of the fingertips disrupting the interdomain
linkage. The cyclohexyl and phenyl substitutions of the inhibitor appear to mimic the pair of leucine
residues which anchor the fingertips to the thumb subdomain by binding in deep hydrophobic
pockets. The carboxylate moiety of the inhibitor interacts with the positively charged Arg 503 side
chain on the surface of NS5B. A significant site of resistance, Pro 495, is labeled and colored
yellow.

Compounds derived from both the benzimidazole and the indole-N-acetamide class
of inhibitors display potency in the single-digit nanomolar range in the in vitro enzy-
matic assays and slightly lower activity in cell-based HCV replicon assays (>100
nM). Not surprisingly, culturing HCV replicon cell lines in the presence of NNI
site III inhibitors gives rise to resistance mutations (Tomei et al. 2003; Kukolj et al.
2005). One of the more significant mutations maps to Pro 495, which lies in direct
contact with a portion of the indole ring and carboxylate substituent of the indole-
N-acetamide class of inhibitors. At least two of the benzimidazole-based inhibitors,
JTK-003 and JTK-009 (Japan Tabacco Inc., Yokohama, Japan), have advanced into
clinical trials.
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NNI-Binding Site IV

Several enzyme-inhibitor co-crystal structures are currently available which reveal
a fourth, distinct NNI-binding site on the outer perimeter of the thumb subdomain
of HCV NS5B (Love et al. 2003; Wang et al. 2003; Biswal et al. 2005; Biswal
et al. 2006; Li et al. 2006; Yan et al. 2006). An example of one such inhibitor is
shown in Figs. 23.5d and 23.10. NNI site IV inhibitors bind in a shallow groove that
runs along the outer surface of the thumb subdomain nearly 35 Å from the catalytic
center of the enzyme. These compounds typically share a general feature of hav-
ing a large, hydrophobic moiety, often a substituted aromatic ring, which penetrates
into a predominantly hydrophobic pocket formed by the side chains from residues
Leu 419, Arg 422, Met 423, Leu 474, Tyr 477, and Trp 528. These compounds
demonstrate a wide range of chemical diversity, but generally also include one or
two hydrogen bond acceptors that interact with one or both of the backbone amide
hydrogens from residues Ser 476 and Tyr 477. Despite the large number of crystal
structures, it remains unclear what the precise molecular mechanism of action for
this class of compounds is. In addition to rearrangements observed for residues, Met
423 and Leu 497, which are in direct van der Waals contact with the compounds,
it has been speculated that slight perturbations in a nearby α-helix upon inhibitor
binding may interfere with the allosteric regulation, conformational flexibility, or
possible oligermization of NS5B (Biswal et al. 2006). As expected from the struc-
tural analysis, these compounds are non-competitive with respect to nucleotide sub-
strate (Howe et al. 2006). Although, certain classes of NNI site IV inhibitors can
show low nanomolar potency in NS5B enzyme assays (Li et al. 2006), this activity

35 angstroms 

Tyr 477 

Thr 476 

His 475 

Arg 422 

Met 423 

Trp 528 

Leu 497 

Back

BA

Fig. 23.10 NNI-binding site IV. (A) NS5B is viewed from the back and shown as a surface with the
fingers (red), thumb (blue), and palm (green) subdomains colored accordingly. The thiophene-2-
carboxylic acid inhibitor is bound on the perimeter of the thumb subdomain in a pocket ∼35 Å from
the active site (catalytic metal ions denoted by blue spheres). (B) Enlarged view of the inhibitor-
binding site. The para-substituted aromatic ring penetrates into the deepest portion of the binding
pocket, while the carboxylate moiety interacts with the backbone nitrogen of residues Thr 476 and
Tyr 477. Met 423 is a key site of mutational resistance against NNI site IV inhibitors.
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does not translate to the cell-based HCV replicon assay with EC50 values generally
in the micromolar range. Despite the lower cell-based activity, cell lines harboring
resistant HCV replicons can be selected in the presence of these allosteric inhibitors
(Howe et al. 2006). In agreement with structural data, two different single-site muta-
tions, Leu 419 and Met 423, map to the NNI-binding site IV and most likely disrupt
ability of the compounds to bind by altering the local structure of the deep hydropho-
bic pocket. To date, several NNI site IV inhibitors described in the literature have
progressed into clinical stages of development.

Conclusions

RNA viruses completely rely on the activity of virally encoded RNA-dependent
RNA polymerases for replication and transcription of their genomes. For this rea-
son, these enzymes remain attractive targets for therapeutic intervention of viral
infections. Considering the large number and diversity of compounds in the discov-
ery and preclinical stages of development, it is likely that more and more of these
RdRp inhibitors will advance to studies in humans. With compounds already in the
clinic for the treatment of HCV, it will not be long before we realize the true poten-
tial of RNA-dependent RNA polymerase inhibitors as antiviral drugs.
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Chapter 24
HIV-1 Reverse Transcriptase Inhibitors
and Mechanisms of Resistance

Bruno Marchand and Stefan G. Sarafianos

Due to its vital role in the viral life cycle and to the lack of a mammalian equivalent,
the reverse transcriptase (RT) is one of the main targets in antiretroviral ther-
apy. More than half of the drugs approved for the treatment of HIV infections
target the RT of the virus (http://www.fda.gov/oashi/aids/virals.html). Inhibitors
targeting RT are divided in two classes: nucleoside analog RT inhibitors (NRTIs)
and non-nucleoside analogs RT inhibitors (NNRTIs). Both classes target the poly-
merase activity of RT, but differ significantly in their mechanisms of inhibition and
resistance.

Nucleoside Analog RT Inhibitors

Nucleoside analog RT inhibitors (NRTIs) resemble nucleosides, the building
blocks that are used by DNA polymerases for the synthesis of DNA. NRTIs
may have modifications present in both the sugar and the base moieties. All
NRTIs used in the clinic lack a 3′-OH group on the sugar moiety, necessary
for phosphodiester bond formation. The 3′-OH group may be either absent or
replaced by another chemical group. There are eight nucleoside analogs currently
approved for the treatment of HIV infections: 3′-azido-2′,3′-dideoxythymidine
(AZT, zidovudine), 2′,3′-dideoxyinosine (ddI, didanosine), 2′,3′-dideoxycytidine
(ddC, zalcitabine), 2′,3′-didehydro-2′,3′-dideoxythymidine (d4T, stavudine),
(−)-β-L-3′-thia-2′,3′-dideoxycytidine (3TC, lamivudine), (1S, 4R)-4-[2-amino-6-
(cyclopropyl-amino)-9H-purin-9-yl]-2-cyclopentene-1-methanol succinate (ABC,
abacavir), (-)-β-L-3′-thia-2′,3′-dideoxy-5-fluorocytidine (FTC, emtricitabine),
and (R)-9-(2-phosphonylmethoxypropyl)adenine (TDF, tenofovir) (Fig. 24.1).
Nucleoside analogs are administered as unphosphorylated prodrugs and are
phopshorylated to their active triphosphate form by cellular kinases. The only
exception is tenofovir (Fig. 24.1), which already contains a phosphonate group
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Fig. 24.1 Chemical structures of HIV-1 reverse transcriptase inhibitors currently approved for
clinical use or under development. Deoxythymidine, a natural nucleoside, was included for com-
parison purpose.
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replacing the α-phosphate present on natural nucleotides. Hence, tenofovir requires
the addition of only two phosphate groups for activation. The active form of all
NRTIs (triphosphate or TP) competes with natural nucleotides for incorporation in
the growing DNA chain. Once incorporated, they act as chain-terminators due to
the lack of the 3′-OH group and they arrest further DNA synthesis (Mitsuya et al.
1987). Abacavir and didanosine (Fig. 24.1) must undergo additional modifications
by cellular enzymes on their base moiety to create the active forms: carbovir-
triphosphate and dideoxyadenosine-triphosphate (ddATP), respectively. There are
significant differences in the rates by which RT incorporates the various analogs
with respect to the corresponding natural nucleotides. For example, the thymidine
analogs AZT-TP and d4T-TP are barely discriminated against when competing with
dTTP for incorporation (Kerr and Anderson 1997). Conversely, the incorporation
of ddCTP is carried out less efficiently than dCTP (Feng and Anderson 1999).
3TC-TP, a cytidine analog, has a lower level of incorporation than dCTP and
ddCTP (Krebs et al. 1997). Finally, the adenosine analog tenofovir–diphosphate
is not as good a substrate for HIV RT as is dATP. The basis for this discrepancy
lies mainly on differences in the interactions of RT active site residues with the
incoming dNTPs (deoxynucleotide triphosphates) or the activated NRTIs.

While incorporation of NRTIs efficiently terminates DNA elongation, RT is able
to remove an incorporated chain-terminator in the presence of pyrophosphate, or
a pyrophosphate donor such as ATP (Arion et al. 1998, Meyer et al. 1998). The
removal reaction resembles the nucleotide incorporation in reverse. The enzyme
uses a pyrophosphate donor to attack the phosphate junction between the chain-
terminator and the penultimate nucleotide and reforms the triphosphate form of the
analog or a dinucleotide tetraphosphate, respectively. The rate of removal varies
significantly between different nucleotide analogs, with AZT-MP being removed
at a relatively fast rate compared to other chain-terminators, and 3TC-MP being
cleaved at a very slow rate (Isel et al. 2001, Mas et al. 2002, Naeger et al. 2002). It
should be noted, however, that the template sequence used affects the rate of removal
of a chain-terminator (Meyer et al. 2004) and that no systematic analysis of the rate
of removal of the different NRTIs was conducted on an identical sequence.

Mechanisms of Resistance to Nucleoside Analog RT Inhibitors

Highly active antiretroviral therapy (HAART) has resulted in dramatic reductions
in the morbidity and mortality associated with HIV infections (Palella et al. 1998).
HAART regimens are most often composed of a backbone of two NRTIs and either
a protease inhibitor or an NNRTI. The relatively low fidelity of HIV RT (approxi-
mately one mutation per transcribed genome) (Menendez-Arias 2002, Svarovskaia
et al. 2003) results in quasi-species that have errors in the viral genomic sequences
that code for HIV proteins, including RT (Domingo 2002). Under the pressure of
inhibitors, HIV variants are selected harboring mutations that confer drug resistance
to specific inhibitors or an entire class of drugs. Resistance to NRTIs can occur with
a single mutation, as is the case with 3TC (Tisdale et al. 1993), FTC (Schinazi et al.



552 B. Marchand and S.G. Sarafianos

1993), or tenofovir (Wainberg et al. 1999), or may be the result of the accumulation
of several mutations, as is the case with the AZT resistance mutations (Table 24.1).

At least two distinct mechanisms of resistance to NRTIs have been described. In
the first one, the mutant enzyme discriminates against the nucleoside analog at the
level of incorporation into DNA. This results in lower levels of chain-termination.
The second mechanism involves an excision reaction that selectively unblocks
chain-terminated primers using pyrophosphate or ATP as a pyrophosphate donor.
In this case, the mutant enzyme is more efficient at removing the nucleotide analog,
increasing the possibility of completing viral replication.

Mechanism of Discrimination

The best known example of resistance through discrimination at the level of incor-
poration is the mechanism of HIV resistance to 3TC and FTC. A single mutation
at Met184 of HIV-1 RT (M184V/I) causes high-level resistance to these NRTIs.
Met184 is part of the conserved Tyr183-Met184-Asp185-Asp186 motif (YMDD)
(Fig. 24.2A and discussed in Wendeler et al. in this volume). The biochemical basis
of this mechanism of resistance has been studied extensively. In steady-state kinetic
assays, Km and Vmax values for dCTP incorporation are the same for wild-type and
the 3TC-resistant M184V RT. However, incorporation of 3TC-MP by the resistant
enzyme was decreased significantly (Quan et al. 1996). Pre-steady-state studies with
M184V RT demonstrated that the decreased incorporation was due to a decrease in
catalytic turnover (kpol) rather than a decrease in the affinity for 3TC-TP (Krebs et al.
1997). The M184V enzyme also confers low level of resistance (4- to 8-fold) to ddI
and ddC in cell culture (Gu et al. 1992) in accordance with the low-level resistance
observed in vivo.

The structural description of the mechanism of resistance to 3TC has been based
on the crystal structures of the ternary complex of HIV RT with DNA and an incom-
ing dNTP (Huang et al. 1998) and of the 3TC-resistant M184I RT bound to a
double-stranded DNA substrate (Sarafianos et al. 1999). When dCTP and 3TC-TP
are modeled in the structure of the 3TC-resistant enzyme (Sarafianos et al. 1999)
the biggest difference is observed in the positioning of the sugar moiety of the
nucleotides. 3TC is an L enantiomer of the normal nucleotide, and as such, it projects
its oxathiolane ring toward residue 184. This results in steric hindrance between the
β-branched side chain of Ile184 and the oxathiolane ring of 3TC-TP (or FTC-TP)
and a repositioning of the inhibitor that decreases its rate of incorporation. This
model is consistent with the observation that other RT mutants with β-branched
residues at position 184 (valine or threonine) would have increased resistance to
3TC and FTC and predicts that inhibitors that are designed to have reduced steric
conflict should have an improved resistance profile with the M184V/I mutants.

The L74V RT mutation develops during the treatment of HIV-infected patients
treated with ddI (St Clair et al. 1991). It confers moderate resistance to ddI (6- to
26-fold) and low-level resistance to ddC (∼15-fold) (Winters et al. 1997). L74V
in combination with M184V also confers low-level resistance to ABC (Harrigan
et al. 2000). Enzymatic assays using wild-type and L74V RT show no significant
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K65

L74
Q151

M184

F61

V75
F77

F116

dTTP

A

M41

E44

K70

D67

V118

L210

T215

K219

dTTP

B

Fig. 24.2 Structure of the
active site of HIV-1 RT bound
to a DNA/DNA
primer–template and an
incoming nucleotide (dTTP)
showing the main amino
acids involved in NRTI
resistance (pdb code 1RTD).
Amino acids directly involved
in the discrimination
mechanism (A) are shown in
blue, while amino acids
generally found in the
Q151M complex are shown
in green. In (B), the residues
involved in resistance through
the excision mechanism are
shown in purple. In both
cases, the DNA primer is
shown in orange and the
DNA template in red. The
bound-incoming nucleotide
(Van Der Waals volume) is
shown in yellow with the
triphosphate moiety in white.
The main chain of p66 is
shown in cyan.

difference in the kinetic constants for dNTP incorporation. However, the Ki values
for ddATP and ddCTP increased for L74V by 4.5- and 3.3-fold, respectively, sug-
gesting that the mechanism of resistance is based on discrimination at the level of
incorporation (Martin et al. 1993). The same conclusion can be drawn with pre-
steady-state incorporation assays of dGTP and its analog abacavir (ABC) by wild-
type and L74V RT. While no major difference is observed between the two enzymes
for the incorporation of dGTP, a decrease in the kpol/Kd ratio of 4.2-fold is observed
with the L74V mutant compared to the wild-type enzyme (Ray et al. 2002).

Leu74 contacts the template base that is paired to the incoming dNTP
(Fig. 24.2A). The crystal structure of the unliganded L74V enzyme shows no sig-
nificant changes compared to the wild-type enzyme (Ren et al. 1998). It has been
hypothesized that the diminished incorporation of ddNTPs by the L74V enzyme is
due to a repositioning of the template–primer at the active site, which would yield
an unstable complex for ddNTP incorporation (Boyer et al. 1994).



24 HIV-1 Reverse Transcriptase Inhibitors and Mechanisms of Resistance 555

The K65R mutation in RT is a relatively infrequent mutation associated with
didanosine, abacavir (ABC), and tenofovir DF (TDF) therapy. K65R causes reduced
susceptibility to those NRTIs and to a lesser extent to 3TC and ddC (Wainberg
et al. 1999, Winters et al. 1997, Harrigan et al. 2000, Miller et al. 2000). Steady-
state and pre-steady-state kinetic studies have shown that the mechanism of resis-
tance conferred by the K65R mutation is based on reduced incorporation of the
inhibitor, mainly because of a decrease in the catalytic efficiency (kpol) (Deval et al.
2004, White et al. 2002). The ability of K65R to escape inhibition comes at a cost,
as the mutant enzyme has a reduced replicative capacity compared to the wild-
type enzyme, caused by a decreased ability to use natural nucleotides (Deval et al.
2004).

In the structure of the ternary complex of wild-type RT with DNA and dNTP,
the Lys65 side chain forms a hydrogen bond with the γ-phosphate of the incom-
ing dNTP (Huang et al. 1998, Tuske et al. 2004) (Fig. 24.2A). In the structure
of a ternary complex of the wild-type RT with tenofovir-diphosphate (DP) as the
incoming substrate, Lys65 is in a position to make contact with the α-phosphate of
tenofovir-DP as well (Tuske et al. 2004). Preliminary structural data of the ternary
complex of K65R RT with DNA and tenofovir-diphosphate (DP) suggest that the
mutated residue (Arg65) interacts with Arg72 of RT, a highly conserved residue
known to affect the chemistry of polymerization (Sarafianos et al. 1995). The new
position of Arg65 may help explain the observed decreased catalytic efficiency
that has been associated with the K65R mutation (Sarafianos et al., CSH 2006).
Furthermore, it has been shown that both the Lys65 and the 3′-OH of the incoming
nucleotide are important for the conformation of the ternary complex. Hence, the
loss of both of these contacts may contribute to the poor use of dideoxynucleotides
and of other analogs lacking a 3′-OH group compared to natural deoxynucleotides.

The Q151M mutation confers resistance to a wide variety of NRTIs. This muta-
tion is observed relatively rarely, especially after treatment of infected individu-
als with thymidine analogs (AZT or d4T) along with ddI or ddC (Shirasaka et al.
1995). Although the Q151M mutation confers NRTI resistance, it is at the expense
of the viral replicative capacity. The appearance of other mutations (A62V, V75I,
F77L and F116Y) along with Q151M corrects the replication deficiencies as well as
increases the level of resistance (Ueno et al. 1995). An enzyme harboring all five of
these mutations was resistant to ddATP, AZT-TP, d4T-TP, and ddCTP, but was still
sensitive to adefovir-diphosphate (an acyclic NRTI related to tenofovir-diphosphate)
and to 3TC-TP (Ueno and Mitsuya 1997).

In the structure of RT/DNA/dNTP complex, the side chain of Gln151 forms a
hydrogen bond with the 3′OH group of the incoming nucleotide (Fig. 24.2A). The
loss of this contact in the Q151M mutant has an effect on incorporation of the
canonical dNTP substrates and their NRTI analogs. However, the change is more
detrimental to the inhibitors that lack the 3′OH, because they are already affected
negatively by the loss of the hydrogen bond between the 3′OH and the α-phosphate
of the dNTP. This intramolecular interaction is expected to activate the α-phosphate
for the nucleophilic attack and by providing torsional restraints that facilitate correct
alignment of the reactants in the transition state (Huang et al. 1998).
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Mechanism of Excision

Resistance to the thymidine analogs AZT and d4T occurs with the appearance of
a specific set of mutations including M41L, D67N, K70R, L210W, T215Y/F, and
K219Q (AZT-R) (Kellam et al. 1992, Larder and Kemp, 1989). These residues
are not located at the dNTP-binding site where the incoming NRTI-triphosphate
is expected to bind (Fig. 24.2B). Furthermore, they do not seem to interact with
the dNTP in the crystal structure of RT in complex with DNA and dNTP (Huang
et al. 1998). Biochemical studies have shown that the presence of these mutations
does not affect the incorporation of nucleotide analogs in the elongating DNA chain.
Instead, they accelerate the ATP-dependent removal of the incorporated NRTI that
occurs at the same active site as the polymerization reaction and that allows resump-
tion of the elongation of the formerly terminated DNA strand (Meyer et al. 1999).
Detailed kinetic analysis of this reaction has revealed that the increased rate of
chain-terminator removal conferred by the AZT-R set of mutations is mainly due
to an increase in the maximum rate of the removal reaction while less pronounced
difference in ATP binding was also observed (Ray et al. 2003). This observation sug-
gests a favorable modification in the orientation of the bound ATP at the catalytic site
of RT. A basic structure–activity relationship study on the substrate requirements for
efficient excision showed that an aromatic base enhances the removal reaction, sug-
gesting that there is a π–π interaction between the ATP and the aromatic side chain
of one of the residues involved in excision (Meyer et al. 2002).

A structural model has been proposed to address the biochemical data on the
excision reaction (Boyer et al. 2001). In this model, the ATP-binding cleft is sur-
rounded by residues involved in the excision-based resistance to NRTIs (41, 44, 67,
70, 210, 215, 219) (Fig. 24.3). The aromatic ring of ATP interacts with the aromatic
ring of Tyr215 through π–π interactions. This interaction changes the interactions
of ATP and affects its orientation. The γ-phosphate of ATP is located near the phos-
phate that joins the last two nucleotides of the primer. It is likely that changes in
the interactions of ATP at its binding site by introducing new mutations may affect
its orientation and alter the specificity of the excision reaction and the ability of the
enzyme to unblock more efficiently other NRTIs.

It was hypothesized that the NRTI-terminated primer is susceptible to exci-
sion when positioned at the pre-translocation site surrounded by residues of the
nucleotide-binding site (N site). This hypothesis was supported by the inhibitory
effect of the next complementary nucleotide on the removal reaction, which sug-
gests that the chain-terminator is moved to the priming site (P site) in order to bind
the incoming nucleotide, forming a dead-end complex (Meyer et al. 1998). The
hypothesis was later confirmed using site-specific footprinting and cross-linking
assays. It was shown with site-specific footprinting assays that complexes which
have a preference for the pre-translocation state are more efficient at removing
the 3′ nucleotide of the primer than complexes showing a preference for the post-
translocation state (Marchand and Gotte 2003). Furthermore, using a cross-linking
reaction, stable covalent RT–DNA complexes of the pre- and post-translocation
states were prepared. Using these trapped complexes, it was demonstrated that only
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L210 215Y

K219

M41

K70

D67

ATP

AZT-MPN site

Fig. 24.3 Structural model of the active site of HIV-1 RT bound to an AZT-terminated DNA/DNA
primer–template and an ATP molecule. AZT-MP, forming the 3′ end of the bound primer, is located
at the nucleotide-binding site (N site), in a pre-translocation conformation. ATP forms π–π inter-
actions with the mutated 215Y, and has its triphosphate positioned toward the α-phosphate of the
AZT-MP, poised to attack the phosphodiester bond linking AZT-MP to the penultimate nucleotide
of the primer. Other residues commonly associated with the excision resistance mechanism are also
shown. The main chain of p66 is shown in cyan, and the primer and template molecules are shown
in orange and red, respectively. The model was constructed using protocols described in (Larder
and Kemp 1989).

the pre-translocation complex is able to conduct the removal reaction (Sarafianos
et al. 2003).

As mentioned earlier, different chain-terminators are removed at different rates.
However, other factors are also important in determining the extent of the excision
reaction. For example, it has been shown that the excision of NRTIs is susceptible
to the presence of the next incoming substrate. This susceptibility varies among dif-
ferent NRTIs. Specifically, the RT with mutations D67N, K70R, T215F, and K219Q
were shown to remove efficiently in in vitro assays both AZT-MP and ddAMP. How-
ever, HIV clinical samples carrying these mutations are resistant in vivo only to
AZT, and not to ddI, the prodrug of ddATP. This discrepancy was reconciled when it
was shown that the removal of ddAMP at the 3′ end of the primer is much more sus-
ceptible to inhibition by the next complementary nucleotide (IC50 of 12 μM) com-
pared to the removal of AZT (IC50 of 230 μM) (Meyer et al. 1999). At physiologi-
cally relevant concentrations of dNTPs, the excision of ddAMP would most likely be
inhibited while the excision of AZT-MP would not. The effect of the presence of the
next incoming dNTP to the excision of chain-terminated complexes can be assessed
by following the stability of “dead-end complexes” in band mobility shift assays
(Tong et al. 1997). These complexes contain RT with chain-terminated nucleic acid
and the next complementary dNTP. They can be stable enough to be resolved on
non-denaturing gels and appear as shifted bands compared to a less stable complex
in the absence of dNTP. Using this assay, it was shown that ddAMP-terminated
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complex is more easily shifted compared to an AZT-MP terminated complex, sug-
gesting a more efficient binding of the next complementary nucleotide when ddAMP
is the chain-terminator. It was proposed that this difference is due to the bulky
azido group at the 3′ end of AZT (Boyer et al. 2001). This is further supported
by the cross-resistant phenotype to all azido-containing nucleoside analogs and
the observation using site-specific footprinting that azido-containing analogs tend
to reside in the nucleotide-binding site after incorporation at higher concentra-
tion of the next complementary nucleotide when compared to dideoxynuleotides
(Marchand and Gotte 2003). Two complexes of HIV RT were crystallized with
a double-stranded DNA substrate containing an AZT-MP molecule at the 3′ end
of its primer (DNAAZT-MP) (Sarafianos et al. 2002). One of the complexes had the
AZT-MP molecule in its nucleotide-binding site (N site, RT/DNAAZT-MP (N)), prior
to translocation (pre-translocation complex), while the other had the AZT-MP at
the priming site (P site, RT/DNAAZT-MP (P)), after translocation (post-translocation
complex). The structure of the post-translocation complex RT/DNAAZT-MP (P) shows
that the azido group of AZT-MP at the P site is flexible in this binary complex.
Modeling of an incoming nucleotide in this complex (RT/DNAAZT-MP (P)/dNTP) pre-
dicts steric hindrance between the azido group of DNAAZT-MP (P) and the incoming
nucleotide. This strongly suggests that the azido group prevents the next comple-
mentary nucleotide from inhibiting the excision reaction.

AZT resistance mutations are also selected by the NRTI d4T (Coakley et al.
2000), and the presence of these mutations decreases the efficacy of d4T in antiretro-
viral treatment (Izopet et al. 1999). In addition to d4T, mutations M41L and L210W
in combination with other AZT-R mutations have also been associated with reduced
sensitivity to the nucleoside analog tenofovir (Miller et al. 2004). Resistance to these
analogs has been related to the excision reaction (Meyer et al. 2000, White et al.
2004). The level of resistance observed with d4T and tenofovir is lower when com-
pared to AZT, which can be explained by the higher susceptibility to nucleotide
concentration for inhibition of the removal reaction (Meyer et al. 1999, Marchand
et al. 2007).

Another factor that seems to affect the excision reaction is the presence of spe-
cific mutations. In that respect, some mutational patterns appear to be incompatible.
For instance, when the 3TC-resistance mutation M184V is added to an enzyme
that has the AZT-R-resistance mutations, it abrogates the ability of the enzyme to
unblock AZT-terminated primers, thus causing resensitization to AZT (Larder et al.
1995). Similar phenotypes have been observed with the mutations K65R and L74V
(St Clair et al. 1991), as well as the NNRTI-resistance mutations L100I and Y181C
(Larder 1992, Byrnes et al. 1994), and the foscarnet-resistance mutations W88G and
E89K (Tachedjian et al. 1996). It has been demonstrated that many of these muta-
tions decrease the rate of AZT removal from the 3′ end of the primer, thus decreasing
the resistance level of AZT resistant enzymes (Boyer et al. 2002b, Gotte et al. 2000,
Miranda et al. 2005, Selmi et al. 2003, Sluis-Cremer et al. 2000, White et al. 2005).
In the case of the M184V mutation, it has been proposed that its decreased rate of
excision is related to a repositioning of the nucleic acid in the mutant enzyme which
may affect the alignment of the excision reaction components. Unfortunately, the
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resensitization to AZT conferred by the M184V mutation can be compensated for
by the appearance of other mutations (H208Y, R211K and L214F) in addition to the
classical AZT-R-resistance mutations (Sturmer et al. 2003). These residues are in
close proximity to the proposed ATP-binding site and may alter the orientation of
ATP in a favorable manner for the excision reaction to occur in the presence of the
M184V mutation.

Other RT mutations affect the specificity of the excision reaction in a differ-
ent way. Such mutations are usually selected during HIV-1 treatment with multiple
NRTIs. For example, while the AZT-R mutations (M41L, D67N, K70R, L210W,
T215Y/F and K219Q) cause resistance to AZT, addition of the E44D/A mutation
in the AZT-R background confers additional moderate resistance to 3TC (Hertogs
et al. 2000). It was shown that the 3TC resistance due to mutation E44D/A is asso-
ciated with the excision mechanism (Girouard et al. 2003). In the presence of the
latter mutation, 3TC is more efficiently cleaved from the 3′ end of the primer.

Another mutation that appears in the background of the AZT-R resistance muta-
tions and broadens the specific of the excision reaction is the “fingers insertion
complex”. This complex consists of an AZT-R mutation backbone expanded by a
mutational pattern at the fingers subdomain of RT. Specifically, it has an additional
mutation at residue 69 of Thr to Ser and an insertion of two or more amino acids
(usually SS, SA or SG) between residues 69 and 70. This mutational pattern confers
resistance to all NRTIs used in the treatment of HIV infections (De Antoni et al.
1997, Winters et al. 1998). It has been shown that the fingers insertion complex
confers multi-NRTI resistance by increasing the rate of chain-terminator removal
(White et al. 2004, Mas et al. 2000). Site-specific footprinting assays showed that
the increase in chain-terminator removal is due to an increased access to the pre-
translocational state (Marchand and Gotte 2003) associated with a decreased bind-
ing for NRTI and dNTP (Mas et al. 2000). This observation is also supported by gel
mobility shift assays (Boyer et al. 2002a).

It was demonstrated that the selection of a mechanism of resistance is based on
the initial properties of the inhibitor. For instance, nucleoside analogs that are poorly
incorporated, such as 3TC, will favor a discrimination mechanism of resistance as
opposed to AZT, which is efficiently incorporated, but also easily removed, which
will favor the removal mechanism (Isel et al. 2001).

Non-nucleoside Analog RT Inhibitors

Non-nucleoside analog RT inhibitors are part of a chemically diverse class of
inhibitors (Fig. 24.1). They all bind at the same hydrophobic pocket at the base
of the thumb of the p66 subunit and inhibit the nucleotide incorporation activity of
RT. There are three NNRTIs approved for the treatment of HIV infections; nevirap-
ine, delavirdine, and efavirenz. Crystal structures of HIV RT in complex with these
compounds showed that all three of these inhibitors bind to the NNRTI-binding
pocket (NNIBP) which is close to (∼10 Å), but distinct from the polymerase active
site of RT (Esnouf et al. 1997, Kohlstaedt et al. 1992, Lindberg et al. 2002), which
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is defined by three aspartic acid residues (D185, D186, and D110 of the β6-β9-
β10 sheet). The NNIBP is formed mainly by components of two β-sheets from the
p66 subunit. First, by the β9-β10 hairpin of the polymerase active site and the β6-
β9-β10 sheet. Second, by the β12-β13 hairpin or “primer grip”, a structure that is
known to position the primer strand at the polymerase active site. In addition to
the p66 residues, the NNIBP also consists of the β7-β8-connecting loop of p51.
Specific residues that form the NNIBP are Y181, Y188, F227, W229, Y318, P95,
L100, V106, V179, L234, and P236 from p66 and E138 from p51.

Mechanism of Action

Comparison of the structures of many RT/NNRTI complexes with those of RT
in complex with substrates (DNA or DNA and dNTP) or in the unliganded form
reveals that binding of NNRTI causes a number of conformational changes in HIV
RT (Sarafianos et al. 2004, Ren et al. 1995, Ding et al. 1995). First, the β12-β13
hairpin (primer grip) which is part of the β12-β13-β14 sheet is substantially dis-
placed to make room for the incoming NNRTI. Second, because the β14 strand of
the β12-β13-β14 sheet is part of the p66 thumb, the whole p66 thumb subdomain
moves from a folded-down position in the unliganded form to an upright configura-
tion which is even more extended than that seen in the RT/DNA or RT/DNA/dNTP
complexes (Rodgers et al. 1995). Interestingly, the NNIBP is not present in the unli-
ganded form of the enzyme. The specific space is occupied by the side chains of
Y181, Y188, and W229 in the unliganded structure. Binding of NNRTIs results
in the reorientation of these chains, creating space to accommodate the incoming
NNRTI. Despite the availability of multiple RT/NNRTI crystal structures from the
research groups of Dr. E. Arnold, Dr. D. Stammers, Dr. T. Steitz, and Dr. T. Unge
(reviewed in Sarafianos et al. 2004), the structures of the mechanistically important
RT/DNA/NNRTI and/or RT/DNA/dNTP/NNRTI complexes are still missing.

Several kinetic studies have contributed to our understanding of the mechanism
of action of NNRTIs. Steady-state kinetic studies have shown that inhibition is non-
competitive with respect to both template–primer and dNTP. Pre-steady-state kinetic
studies have shown that NNRTIs do not affect significantly the binding constants
for nucleic acid or dNTP. Instead, they appear to inhibit the chemical step of phos-
phodiester bond formation and render it the rate-limiting step of the polymerazation
reaction (Rittinger et al. 1995, Spence et al. 1995). According to available structures,
this decrease in the catalytic rate may be due to structural changes close to the active
site as well as a repositioning of the primer grip, which may affect the orientation of
the primer and the incoming nucleotide. Also, the thumb repositioning is likely to
restrict the mobility of the thumb, a requisite for efficient polymerization. Further-
more, photoaffinity cross-linking experiments also showed that the fingers mobility
is reduced in the presence of NNRTIs (Peletskaya et al. 2004). These observations
suggest a more rigid structure of the polymerase domain in the presence of NNRTIs
which can yield unfavorable complexes for nucleotide incorporation. Importantly,
structural analysis of the intermediates of the polymerization reaction (Sarafianos
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et al. 2002) as well as recent crystallographic evidence suggests that NNRTIs restrict
the flexibility of the YMDD loop and prevent the catalytic aspartate residues from
adopting their metal-binding conformations (Das et al. 2007).

Mechanisms of NNRTI Resistance

Unlike the NRTI-resistance mutations that are dispersed throughout the polymerase
subdomain of RT, mutations conferring resistance to NNRTIs are all located in or
around the NNIBP (Fig. 24.4). The most frequent mutations observed during NNRTI
treatment are Y181C, Y188C/L, and K103N (Mellors et al. 1992, Nunberg et al. 1991,
Richman et al. 1991). Other mutations include L100I, V106A, and G190A .

The aromatic rings of Tyr181 and Tyr188 make important contributions to the
binding of NNRTIs (Kohlstaedt et al. 1992, Ren et al. 1995). Mutation to non-
aromatic residues, usually Y181C and Y188C/L reduces the affinity for NNRTIs
due a loss of contacts at these two residues. These residues are less important in
efavirenz binding, therefore mutations at 181 or 188 do not confer a high level of
resistance to this inhibitor (Ren et al. 2000).

K103N confers resistance to all NNRTIs. Crystal structures showed a hydro-
gen bond between Tyr188 and Asn103 in the absence of NNRTI, which closes the
entrance to the NNIBP, efficiently reducing its access to multiple NNRTIs (Lindberg
et al. 2002, Ren et al. 2000, Hsiou et al. 2001).

The L100I mutation results in resistance to delavirdine. Crystal structures
showed that the presence of an Ile at position 100 causes steric hindrance either
with the NNRTI or in the NNIBP (Ren et al. 2004). The NNIBP is not rigid and can
adapt to the conformation of different NNRTIs. NNRTIs can also adapt to different
conformation of the NNIBP, but delavirdine cannot easily reposition itself in the
presence of L100I rendering it vulnerable to this mutation.

Y181

Y188

G190

L100

K103

V106

p51

p66 
fingers

Primer
grip 

YMDD
Fig. 24.4 Structure of HIV-1
RT bound to the NNRTI
TMC125 (pdb code 2B5J).
The main chain of p66 is
shown in cyan, while the main
chain of p51 is shown in
yellow. The amino acids
commonly associated with
resistance to NNRTIs are
displayed in violet. TMC125
is colored by atoms, C being
grey, O red, and N blue.
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Mutation V106A confers resistance mainly to nevirapine. Crystal structures of
wild-type RT and the V106A mutant show little structural differences (Ren et al.
2004). One difference is the loss of a Van der Waals interaction with the smaller
Ala at 106 compared to the wild-type Val. A perturbation of the nevirapine’s ring
stacking with Tyr181 and Tyr188 can also be observed. It seems that those small
changes are sufficient to decrease the susceptibility of RT to nevirapine.

The mutation G190A is selected by a NNRTI not used in the clinic, HBY 097,
and causes cross-resistance to nevirapine and efavirenz. A crystal structure of RT
with HBY 097 shows a contact between the inhibitor and the Gly190 (Hsiou et al.
1998). Modeling of an Ala at position 190 shows that steric hindrance between
the Ala190 and the inhibitor would occur (Sarafianos et al. 2004). Similar conflicts
could be expected with other NNRTIs.

Connection and RNase H Subdomain Resistance Mutations

Recently, it has been reported that a number of mutations at the connection, or
RNase H subdomains of RT, affect resistance to RT inhibitors (Nikolenko et al.
2007, Delviks-Frankenberry et al. 2007). The biochemical mechanism of this effect
is still the subject of investigation. One of the connection subdomain mutations,
N348I, was shown to be the first mutation conferring cross-resistance to both NRTIs
and NNRTIs (Yap et al., Retroviruses 2007; Hachiya et al., CROI 2007; Yap et al.,
CROI 2007). This mutation is present in a significant number of clinical isolates in
the presence of other NRTI-resistance mutations. The involvement of residues from
the connection and RNase H subdomains in drug resistance highlights the need for
expanding the current genotypic assays that currently do not characterize the entire
pol region.

Novel RT Inhibitors

Although a number of RT inhibitors are available for the treatment of HIV-infected
patients, the development of resistance to these drugs highlights the need for novel
inhibitors that are active against drug-resistant viruses. New molecules that inhibit
RT by novel mechanisms are under development.

A multidisciplinary effort has led to the discovery of the diaryltriazine (DATA)
(Das et al. 2004) and diarylpyrimidine (DAPY) classes of NNRTIs that are highly
potent against a wide range of HIV-1-resistant viral strains when tested in recom-
binant virus assays and in clinical trials (Fig. 24.1). TMC125 (etravirine) decreased
the HIV viral load as efficiently as a five-drug combination in naı̈ve patients and
retained potency in patients infected with NNRTI-resistant HIV-1 variants (Andries
et al. 2004). TMC125 and related anti-AIDS drug candidates can bind the RT tar-
get in multiple conformations and escape the effects of drug-resistant mutations.
Crystallographic studies showed that DAPY inhibitors can adapt to changes in the
NNIBP that cause resistance to other NNRTIs (Das et al. 2004). A related inhibitor
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(TMC278) from the same family (Janssen et al. 2005) has a much higher bioavail-
ability and is also currently in clinical trials. It has high bioavailability (Frenkel
et al. 2005) and displays outstanding potency against wild-type and viruses resistant
to other NNRTIs.

Indopy is an RT inhibitor with an indolopyridone core (Fig. 24.1). It inhibits
RT by a novel mechanism (Jochmans et al. 2006). The in vivo EC50 is 30 nM,
whereas the IC50 in cell-free assays is 290 nM. Indopy inhibition is competitive with
regard to dNTP, suggesting an overlapping binding site. Gel mobility shift assays
showed that indopy stabilizes a pre-formed RT-DNA/DNA complex, as it was ear-
lier shown for dNTPs (Tong et al. 1997), suggesting again a common binding site.
Site-specific footprinting experiments confirmed that both dNTP and indopy bind
to a post-translocation complex of RT-DNA/DNA. A preference for a pyrimidine,
particularly T, at the 3′ end of the primer was observed. Indopy retained inhibitory
activity against AZT- and NNRTI-resistant viruses. The Y115F and M184V muta-
tions conferred low-level resistance by themselves and high-level resistance when
combined. K65R conferred RT hypersensitivity to indopy. All the mutations affect-
ing the sensitivity to indopy are located proximal to the nucleotide-binding site,
suggesting that the inhibitor binds at this site.

A class of NRTIs that retains the 3′OH and also have a 4′ substituent on the
ribose ring of an adenosine are unlike the classical chain-terminators and have been
reported to have potent antiviral activity (Sugimoto et al. 1999). In designing NRTIs
as antiviral agents, the accepted dogma has been that the 3′ OH group must be
missing in order to effectively terminate the elongating DNA chain. This is high-
lighted by the fact that all NRTIs used in the clinic today and those in clinical trials
lack a 3′OH. In contrast to this dogma, 4′-substituted NRTIs contain a 3′ OH group
and are orders of magnitude more potent than all approved NRTIs (Kodama et al.
2001) (Fig. 24.1). Early compounds had 4′ substitution such as azido, cyano, methyl,
fluoromethyl, ethyl, hydroxyethyl, vinyl, ethynyl, and propynyl groups (Kodama
et al. 2001, Maag et al. 1994). Clearly, the 4′ analogs displaying the best inhibitory
activity against HIV-1 and the best selectivity indexes are the 4′ethynyl-containing
adenine analogs (Kodama et al. 2001).

The role of the 3′ OH in 4′ substituted nucleosides was analyzed by synthe-
sizing 4′ ethynyl 2′,3′-dideoxycytosine (Siddiqui et al. 2004). The nucleoside ana-
log had no detectable activity against HIV-1 growth in vitro at concentrations up
to 10 μM. The triphosphate form of 4′ ethynyl 2′,3′-dideoxycytosine was slightly
more potent than AZT in blocking DNA elongation by HIV-1 RT. This suggests
that the 3′OH plays a role in the activation step of the nucleoside analog by cellular
kinases. Modifications in the base moiety were also found to influence the antiviral
activity. A novel analog, 4′-ethynyl 2′-deoxy-2-fluoroadenosine (Ohrui et al. 2006),
was reported to be the most active antiretroviral known, inhibiting HIV with an EC50

of 70 picomolar in cell-based assays, and with a selectivity index up to 150,000. This
inhibitor retained significant activity against multi-drug-resistant viruses isolated
from patients. In DNA elongation assays, it showed very low inhibition of DNA
polymerase α and β and mitochondrial DNA polymerase γ and high stability to
catabolic enzymes such as adenosine deaminase (Frenkel et al. 2005). It was shown
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to be efficiently phosphorylated to its triphosphate form and to be able to protect
cells from HIV-1 infection after being removed from the supernatant by 75% and
47% after 24 and 48 hours, respectively (Nakata et al. 2007). Hence, this compound
holds promise as a next generation therapeutic for the treatment of HIV infections.

In conclusion, despite being the first antiretroviral drugs used in the clinic,
RT inhibitors still constitute the backbone of highly active antiretroviral therapies
(HAART). The development of resistance to RT inhibitors impairs the efficiency
of HAART, which highlights the need for novel inhibitors that are efficient against
RT inhibitors resistant viruses. In that respect, important progress is being made
in the development of new NRTIs and NNRTIs that hold promise for the future of
improved treatments of HIV infections.
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Chapter 25
Lethal Mutagenesis

Kathleen Too and David Loakes

The concept of error catastrophe or lethal mutagenesis has become a significant
area of research. Predominantly it is being used as a method of treating RNA viral
targets, though it has also been used as a model to explain aging (Edelmann and
Gallant 1977). This review will consider only the role of lethal mutagenesis as it
pertains to viral diseases. The process of evolution requires genetic variation, and
this derives primarily from random mutations in a genome population. It has long
been known that RNA polymerases are more error prone than DNA polymerases
and that there are essentially no mechanisms for the correction of errors. It stands
to reason then that RNA viruses will generate more random mutations than their
DNA counterparts. In fact RNA viruses exhibit 10 times higher mutation rates than
retroviruses and 300 times higher than in DNA viruses (Drake et al. 1998).

Much has been written on the theory of lethal mutagenesis, and a review of this
literature would constitute a volume of its own. Due to the low fidelity of the viral
RNA-dependent RNA polymerase (RdRp), viruses have high mutation rates and exist
as a pool of quasispecies (Manrubia et al. 2005, Vignuzzi et al. 2006). This hetero-
geneity allows for rapid adaptation by the virus to changing environments and selec-
tion pressures. However, as viruses live at the edge of maximum variation, the error
threshold (Biebricher and Eigen 2005), any small change in mutation rate by external
sources, forces the virus beyond tolerable mutation and into error catastrophe. The
cost of replication fidelity can be measured in terms of viral fitness, and an increase in
mutation rate then becomes a choice between replication rate and replication fidelity.
This review aims to look beyond the theory of error catastrophe and presents evidence
supporting it. We examine the use of mutagenic nucleoside analogues to force viral
species into extinction, where the target is a polymerase, or for retroviruses a reverse
transcriptase. There are few cases where this strategy has been applied clinically and
where it has we examine the consequences of lethal mutagenesis.

Mutagenic nucleoside analogues will base pair with more than one of the natu-
ral bases. There are essentially three different methods for altering the base pairing
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properties of a nucleoside (Fig. 25.1). (I) Introduction of an electronegative ele-
ment (O or N) onto the exocyclic amino group or to position 5 of pyrimidines alters
the tautomeric constant, bringing it closer to unity. Examples include the nucleo-
side P and 5-hydroxycytidine. (II) Rotation about a bond can introduce different
hydrogen bonding faces. Examples of this are rotation around the glycosidic bond
of 8-oxoguanosine, presenting either Watson–Crick or Hoogsteen hydrogen bond-
ing faces, or rotation around an amide bond as in the case of ribavirin. (III) The
third method is to use non-hydrogen bonding analogues, for example, the nucleo-
side derivative of 3-nitropyrrole. Each of these groups of analogue has been assessed
as lethal mutagens and will be discussed below.

Ribavirin as an Inducer of Lethal Mutagenesis

The nucleoside ribavirin (RBV) is by far the most studied mutagen that will induce
lethal mutagenesis in RNA virus populations (Fig. 25.1). RBV, introduced in 1972,
has been licensed for use in combination with interferon-α (IFNalpha) for treatment
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against hepatitis C virus (HCV). It was long believed that RBV decreased GTP
pools by inhibition of the enzyme inosine monophosphate dehydrogenase (IMPDH)
because the 5′-monophosphate derivative of RBV resembles GMP. This, however,
does not account completely for its observed antiviral effect. Crotty et al. demon-
strated that RBV acts as an RNA virus mutagen and that its antiviral effect can be
attributed to lethal mutagenesis, and a single dose of RBV at concentrations that
induces >9-fold increase in mutagenesis can result in >99% loss in viral infectivity
against HCV (Crotty, Cameron and Andino 2001). Since then there has been dis-
cussion in the literature as to whether or not the effect of RBV against HCV is due
to lethal mutagenesis or as an IMPDH inhibitor. The field remains open to some
debate and evidence has been presented that RBV activity against flaviviruses and
paramyxoviruses (Leyssen et al. 2005) is similar to that observed in the presence
of mycophenolic acid (an IMPDH inhibitor) and is therefore independent of error-
prone replication. Addition of guanosine can suppress the effects of RBV against
HCV, but is insufficient to account for the increased replicon error rate. Thus, the
antiviral effect of RBV is probably not due exclusively to lethal mutagenesis for all
viruses that it is active against. The purpose of this part of the review, however, is
not to delve too deeply into this argument, rather to concentrate on the evidence that
has accumulated subsequently on the broadening antiviral spectrum of RBV, and the
increasing evidence that supports lethal mutagenesis (Crotty, Cameron and Andino
2002; Graci and Cameron 2006).

Ribavirin has the potential to elicit mutagenic events through rotation around the
amide bond, presenting two different hydrogen bonding faces (Fig. 25.1). In prin-
ciple it is therefore able to form two-hydrogen-bonded base pairs with each of the
native nucleobases. Cameron and co-workers have shown that template RBV directs
the incorporation of both UTP and CTP with almost equal efficiency with poliovirus
3Dpol and HCV RNA-dependent RNA polymerase (RdRp) (NS5B) (Maag et al.
2001), and it has been shown that HCV RNA polymerase incorporated only oppo-
site pyrimidines (Vo, Young and Lai 2003). These data demonstrate that RBV must
be capable of using both of these two hydrogen bonding faces and therefore be
mutagenic. RBV triphosphate is itself a much poorer substrate than native NTPs,
being incorporated at 103–104 times lower efficiency. Nevertheless, the activity of
RBV correlates directly with its incorporation frequency by these viral polymerases,
and this is strong evidence that its activity is due to an enhanced mutation rate.

Does RBV increase the mutation frequency of viral RNA? Treatment of subge-
nomic HCV virus RNA in Huh-7 cells with IFN, RBV, or a combination, followed
by RT-PCR analysis of the RNA-activated protein kinase binding domain revealed
that the number of mutations developed were 5 (control, 6), 36, and 57, respectively
(Kanda et al. 2004), which corresponded with the observed inhibition of HCV repli-
cation. The most dominant mutations were G→A and A→G, both with RBV alone
and in combination. While RNA viruses rely on error-prone replication to ensure
high rates of genetic variation, they are also required to maintain highly conserved
genomic segments. Contreras studied the mutation rate in five genomic regions of
HCV under the influence of RBV or IFN (Contreras et al. 2002). In the absence of
RBV, conserved regions (5’ UTR, core, NS5A) exhibited no mutations, but a signifi-
cant number of mutations arose on treatment with RBV in these regions. In addition,
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treatment with high doses of IFN to inhibit HCV RNA synthesis showed no muta-
tions on treatment with RBV. Taken together this data support the view that RBV
acts by promoting non-viable mutation rates in HCV in variable as well conserved
genomic regions.

Other Antiviral Targets

The use of RBV to target a number of other RNA viruses has also been reported.
Passage experiments using RBV to treat the foot-and-mouth disease virus (FMDV)
showed that infectious virus could not be detected after three rounds, and after four
passages intracellular FMDV RNA, viral protein, and minus-stranded FMDV RNA
could not be detected (Gu et al. 2006). A single treatment of 1000 μM RBV caused
a high mutation rate in the 3D and P1 regions and caused a 99.7% reduction in
viral infectivity. Similar rates of mutation in 3D and P1 regions were observed by
Domingo (Sierra et al. 2007), who report that the mutagenic and hence antiviral,
effect of RBV was independent of depletion of the intracellular GTP concentration.
The mutation spectrum was examined in some detail and included a mutant that had
reduced sensitivity to RBV.

The flaviviridae comprises three genera: hepacivirus which includes HCV, pes-
tivirus including bovine viral diarrhea virus (BVDV), and Flavivirus including
Yellow Fever virus (YFV). Dengue virus (DEN) is another pathogenic virus within
this family, and it is therefore perhaps not surprising that these viruses have been
subject to treatment with RBV, given the compound’s already known activity against
HCV. BVDV, YFV, and DEN respond poorly to monotherapy treatment with RBV,
but BVDV and YFV respond to combination therapy with IFN (Buckwold et al.
2003), while DEN responds to treatment in combination with mycophenolic acid
(Takhampunya et al. 2006). In the case of Dengue virus therapy, the effect is reversed
on treatment with guanosine, suggesting that inhibition of IMPDH is also involved
in viral extinction.

Ribavirin has also been used to treat the West Nile virus (WNV) by serial pas-
sages in various cell lines. In HeLa cells, the rate of mutation of WNV was found to
be very low for a single passage and did not decrease the viral population, but led
to extinction after accumulation of mutations over four passages (Day et al. 2005).
Mutations were assayed in the viral NS5 and UTR regions. The mutation spectrum
gave rise to transition mutations, with RBV being incorporated preferentially as
GTP rather than ATP, and the mutation frequency could also be reduced by addition
of guanosine. Thus error-prone replication of WNV may only account for one of the
modes of action of RBV.

Hantavirus (HTNV) is a growing disease which has no approved drug treatment.
Treatment of HTNV with RBV in Vero E6 cells has been shown to inhibit the pro-
duction of infectious virus, yielding high mutation rates in viral RNA (9.5/1000
nucleotides). The antiviral effect of RBV was shown to be due to error catas-
trophe and not inhibition of IMPDH (Jonsson, Milligan and Arterburn 2005).
Other nucleoside analogues that have been shown to reduce viral titer include the
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nucleoside analogues N4-hydroxycytidine (N4-OHC) (Fig. 25.2) and 6-azacytidine
(6-azaC) (Pyrc et al. 2006). These compounds were found to inhibit Coronovirus
NL63 infection (IC50 400 nM and 32 nM respectively), and it was suggested that
they may interfere with UMP synthesis. However, both compounds are known muta-
gens, and therefore may be acting through error catastrophe.

Another class of nucleosides that could be used to induce error catastrophe are
non-hydrogen base analogues. Harki et al. assayed the universal base analogue
3-nitropyrrole (3-NP) (Fig. 25.1) against poliovirus and showed that it was preferen-
tially incorporated opposite A and U by the RdRp (Harki et al. 2002). However, the
rate of incorporation of 3-NP was lower by a factor of 100 and the analogue exhib-
ited no antiviral effect. Other non-hydrogen bonding analogues include dichloroben-
zimdazoles, but these were found to be viral polymerase inhibitors rather than
inducers of lethal mutagenesis (Chang et al. 2006). Therefore this particular class of
nucleoside has yet to be shown to be of use to induce error catastrophe. The fact that
they lack hydrogen bonding functionality reduces the potential to be incorporated
into viral RNA, despite the reduced fidelity of these polymerases. Nevertheless, the
examples described are for only two such compounds, and this is therefore chemical
space that could be explored further.

Lethal Mutagenesis Targeting HIV

Given that HIV replicates its genome at exceptionally high mutation rates, analogues
that can increase viral mutation should lead the virus into error catastrophe. An obvi-
ous target for lethal mutagenesis in HIV is its reverse transcriptase, and to this end
various deoxynucleoside analogues have been examined. Key compounds in this
field are the Koronis compounds KP-1212/1461 (Fig. 25.3) (Harris et al. 2005). KP-
1461, the prodrug of KP-1212, is hydrolyzed in the liver prior to phosphorylation
and incorporation into DNA. One major disadvantage of this approach is that the
analogue may also be incorporated into host DNA, whereon it will cause mutations,
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thus it is important to have a high degree of selectivity for the RT over the host DNA
polymerases. KP-1212/1461 is reached phase 2a clinical trial. It has been shown to
be active against HIV-1 and -2, and drug-resistant strains of HIV, and shows signs
of synergy with Zidovudine. KP-1212 exhibits low genotoxicity profile, without any
toxic effects to mitochondrial DNA synthesis.

Another nucleoside analogue that has been used to examine lethal mutagenesis
of HIV is 5-hydroxy-dC (5-OHdC). The analogue 5-OHdC induces transition muta-
tions by serial passages in CEM cells, which after 9–24 passages resulted in loss of
infective viral particles (Loeb et al. 1999). As its 5′-triphosphate it is a good sub-
strate for HIV-RT being incorporated as both dC and dT, with only slightly reduced
efficiency compared to native dNTPs. The analogue 5-OHdC has been shown to
have low toxicity in MT-4 cells (>2 mM). When used in combination with AZT to
assess its ability to induce error catastrophe it has been reported that either AZT or
5-OHdC alone do not reduce viral fitness after serial passaging, but a combination
of the two drugs led to extinction of the virus (Tapia et al. 2005).

As yet, work on lethal mutagenesis of HIV is still too early to establish whether
the virus is capable of developing resistance. It is most likely that if it does occur
that mutations will arise in the RT in the same way that this has already occurred
with Zidovudine. One potential strategy is the use of ribonucleoside analogues. The
incorporation of ribonucleotides requires the host cell RNA polymerase rather than
RT. Incorporation of analogues into viral RNA should lead to lethal mutagenesis,
while incorporation into the host should be relatively minor. mRNAs have short
half-lives, and translation into enzymes/proteins may not be deleterious as enzymes
tolerate a range of mutations even within the catalytic site. A number of ribonucle-
oside analogues have been studied in cell-free systems to probe their use as lethal
mutagens, and the requirements of such analogues to induce error catastrophe have
been reviewed (Graci and Cameron 2004). Most of these analogues have been cyto-
sine analogues capable of behaving as either cytosine or uracil (Suzuki et al. 2006).
Thus a number of nucleoside analogues have been identified as inducing mutations
during transcription/reverse transcription, but as yet none of them have been shown
to exhibit antiviral properties.
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Foot-and-Mouth Virus as a Target for Lethal Mutagenesis

Domingo and co-workers have been investigating for some time the use of lethal
mutagenesis, in particular against the Picornaviridae Foot-and-Mouth Disease virus
(FMDV). FMDV is heavily influenced by high mutation rates and quasispecies
dynamics, and viral adaptation can be measured in terms of fitness; large pop-
ulations lead to fitness gain, while population bottlenecks lead to fitness loss,
and low fitness favors viral extinction. They have shown that the nucleoside 5-
azacytidine and the nucleobase 5-fluorouracil (5FU) (Fig. 25.4), which is converted
to 5-fluorouridine-5′-monophosphate by the nucleoside phosphoribosyltransferase
enzymes, can push FMDV into error catastrophe, leading to a 2- to 6.4-fold increase
in mutation frequency (Sierra et al. 2000). As was found with RBV, the majority
of mutations occurred in the 3D (polymerase) coding region, though a number of
mutations were identified that did not lead to viral extinction (Pariente, Airaksinen
and Domingo 2003). Viral extinction using mutagenic nucleoside analogues with
or without other antiviral inhibitors (guanidine hydrochloride, heparin) occurred
most frequently with low fitness viral populations, and high fitness virus could
only be achieved using mutagenic nucleosides. Persistent infections also responded
to RBV, where mutations in 3D were close to the maximal mutation frequency,
whereas in the capsid protein VP1 mutation levels were four times higher, most
of which were lethal (Pariente, Sierra and Airaksinen 2005). The analogue 5FU
can also be used for the treatment of viral hemorrhagic fevers (lymphocytic chori-
omeningitis virus [LCMV]) where it induced modest increase in virus mutations and
prevented the establishment of a persistent infection in (RAG2-KO) mice infected
with LCMV.
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5-azaC 5-fluorouracil

Fig. 25.4 Lethal mutagens
with activity against FMDV:
5-azacytidine (5-azaC) and
5-fluorouracil (5FU).

Emerging Resistance to Lethal Mutagens

Mutations which increase polymerase fidelity will decrease the quasispecies diver-
sity and decrease virus fitness, and hence resistance to lethal mutagens should be
under a negative selection pressure. The use of mutagenic agents, in particular
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nucleoside analogues, to eliminate RNA viral infections has been seen by some
as an ideal solution. One of the reasons is because it was anticipated that mutagenic
nucleoside analogues, as their 5′-triphosphate derivatives, would be incorporated
infrequently and randomly into the viral RNA genome and that therefore the emer-
gence of drug resistance would be limited. However, there are already reports of
resistance arising in response to mutagenic nucleoside analogues. Serial passage of
poliovirus with 400 μM RBV led to extinction of the virus after five passages. Under
less stringent conditions in which the virus was exposed to 100 μM RBV for four
rounds followed by 400 μM led to pools of virus that were able to withstand treat-
ment with the drug. Analysis of these resistant strains identified a mutation in the
RdRp which conferred enhanced fidelity (Pfeiffer and Kirkegard 2003). The muta-
tion (G64S) occurs in the finger domain of the polymerase, and these mutants show
a 3-fold increase in fidelity in the guanidine-resistance assay. In addition, the G64S
mutant was also less susceptible to error catastrophe in the presence of other muta-
gens (5-azacytidine). It is suggested that this mutation both reduces the incorpora-
tion of incorrect nucleotides and an increase in fidelity in the presence of mutagenic
analogues.

Resistance to RBV treatment has also been observed in clinical samples. Samples
derived from patients with HCV on RBV monotherapy showed a resistant mutation
in NS5B (F415Y), located in the P helix of the thumb domain (Young et al. 2003).
The F415Y mutation reverted back to F415 when treatment was discontinued. In
another study, patients on RBV and IFN combination therapy were also found to
develop resistance, with mutations found on NS5B around the substrate entry site
and the NTP tunnel (Hamano et al. 2005). Resistance to RBV has also been observed
in FMDV, resulting in M296I mutants in the viral (3D) polymerase (Sierra et al.
2007). This mutation occurs in the conserved region for binding of the primer–
template complex and shows a reduced capacity to accept RBV triphosphate in place
of GTP or ATP.

Lethal mutagenesis is still in its infancy as a method to treat viral infections, but
there is growing evidence to support it as a viable therapeutic tool. Many will object
to the idea of a mutagenic compound used to treat a viral infection, yet many of
the viral targets are life threatening. Lethal mutagenesis is not a method to treat a
common cold, but may prove highly efficient at eliminating pathogenic viruses. It
is perhaps inevitable that viruses will become resistant to lethal mutagens, as they
have for all other antiviral agents. Thus this should be seen as another weapon in the
armory for tackling deadly viral diseases.

Lethal Mutagenesis of Retroviruses via APOBEC Proteins

A recent perspective entitled “Weapons of mutational destruction” describe an alter-
native method to induce error catastrophe in virus species (KewalRamani and Coffin
2003). Proteins belonging to the family of cytidine deaminases, the APOlipoprotein
B mRNA-editing enzyme catalytic polypeptide-like complex (APOBEC) family
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have been identified, which are capable of blocking the replication of retroviruses,
such as HIV, in the absence of virion infectivity factor (Vif) protein. These
include APOBEC3G (Sheehy et al. 2002), APOBEC3F (Wiegand et al. 2004), and
APOBEC3B (Doehle, Schäfer and Cullen 2005). APOBEC3G is the most studied
member of the APOBEC group of proteins and was found to reduce the infectivity
of Vif-deficient HIV-1 virions by 10- to >20-fold. Similar results were observed
for APOBEC3F, while APOBEC3B showed an inhibition of Vif-deficient HIV-1
infectivity of only about 5- and 2-fold, respectively. However, of all the APOBEC
proteins, APOBEC3B is the only member which is resistant to Vif (Doehle, Schäfer
and Cullen 2005). But APOBEC3B is not expressed in many of the natural cellular
targets of HIV-1 and hence does not normally affect HIV-1 replication in vivo. The
mechanism of action of the APOBEC proteins has been intensively studied and is
still being debated.

In the absence of Vif, APOBEC3G (and probably 3F) are incorporated into viri-
ons. They are then transferred from producer cells to target cells by the virus. Fol-
lowing viral entry and uncoating, the first step of reverse transcription is initiated
whereby APOBEC3F and 3G target the cytosines on the nascent proviral minus
strand DNA and convert them to uracil. It is speculated that such dC to dU tran-
sitions cause inhibition of viral replication via several mechanisms. First, because
uracil is not well tolerated in DNA; it is degraded by uracil N-glycosidases (UNG)
leading to the formation of nicked DNA, which are further cleaved by the host
DNA repair enzymes such as APE1 (Schröfelbauer et al. 2005). Second should the
mutated proviruses survive and integrate, the introduced dU residues would induce
the incorporation of dA residues into the proviral plus strand DNA, resulting in
a dG-to-dA hypermutation of the HIV-1 provirus (Harris et al. 2003, Lecossier et
al. 2003). It is speculated that such elevated levels of dG-to-dA mutations leads
to lethal mutagenesis due to the reduced capacity for the virus to encode func-
tional proteins (Fig. 25.5). Moreover, based on the population level analysis of
HIV-1 hypermutation and its relationship with APOBEC3G and Vif genetic varia-
tion, Pace et al. (2006) have showed that APOBEC3G-induced HIV hypermutation
represents a potent host antiviral factor in vivo. Further biochemical experiments
have confirmed the correlation between deaminase and antiviral activity (Iwantani
et al. 2006).

However, recent reports by several independent research groups have identified
APOBEC3G and 3F mutant proteins which have lost their cytidine deaminase abil-
ity but yet retain their anti-HIV-1 activity in transfection-based assays (Holmes et al.
2007 and references therein). Similar results were also observed for mutants of
APOBEC3G against the human T-cell leukaemia virus type 1 (HTLV-1) (Sasada
et al. 2005). These findings suggest that the antiviral activity of the APOBEC pro-
teins might be due to several mechanisms of action in addition to lethal mutage-
nesis. Moreover, Greene and co-workers found that when APOBEC3G levels in
CD4+ T-cells were suppressed using RNA interference (RNAi) methods, HIV-1
infection of T-cells occurred. Surprisingly, sequencing of the reverse transcripts
slowly formed in untreated CD4+ T cells reveals only low levels of dGdA hyper-
mutation, raising the possibility that the APOBEC3G-restricting activity may not
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Fig. 25.5 Effects of APOBEC3G on Vif-deficient HIV-1 particles. APOBEC3G deaminates the
deoxycytidine to deoxyuracil on minus-strand DNA causing G-to-A hypermutation during the
reverse transcription step. Alternatively, the uracil containing DNA can be potentially degraded
by uracil DNA-glycosylase and apurinic–apyrimidinic endonuclease.

be strictly dependent on deamination (Chiu et al. 2005). Recent evidence suggests
that APOBEC3G associates with ribonucleoprotein (RNP), which is present in both
the cytosol and the discrete microdomains and plays an important role as a possible
regulator of cellular RNA function (Gallois-Montbrun et al. 2007).

Mechanisms of Action of Vif and APOBEC Proteins

HIV is a complex retrovirus which encodes six accessory proteins namely, Tat,
Rev, Nef, Vpr, Vpu, and Vif. Recent attention has centered on the function of
virion infectivity factor (Vif), mainly because of its interaction with the cellular
protein APOBEC3 proteins. Vif was demonstrated to bind to APOBEC3G and
3F and generates their rapid degradation in producer cells, thus preventing their
incorporation into virions (Conticello, Harris and Neuberger 2003, Marin et al.
2003). APOBEC3G exists in two forms: an enzymatically active low molecular
mass (LMM) and an inactive high molecular mass (HMM) ribonucleoprotein com-
plex. In cells prone to HIV infection, such as H9 T cells, APOBEC3G exists as an
inactive HMM complex that does not have any anti-HIV activity. Vif induces the
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polyubiquitination of HMM APOBEC3G by interacting with an E3 ubiquitin ligase
complex consisting of the cellular proteins Cullin5, Elongin B, Elongin C, and Rbx1
(Yu et al. 2003). The latter interaction is mediated via a highly conserved suppressor
of cytokine signalling (SOCS) box-like motif (SQL(Y/F)LA) that binds to Elongin
C which in turn recruits the cellular proteins Cullin5, Elongin B, and Rbx1 to form
the E3 ubiquitin ligase complex ElonginB/C-Cul5-SOCS-box (Mehle et al. 2004).
As a result of these interactions, polyubiquitination of APOBEC3G occurs leading
to its degradation.

Potential Therapeutic Targets and Agents:
Inhibition of Vif-APOBEC Interaction

Ways to target the Vif-APOBEC protein interactions have been extensively reviewed
and discussed (Carr et al. 2006, Chiu and Greene 2006, Cullen 2006). Table 25.1
provides a summary of potential anti-HIV therapeutic strategies, including inhibi-
tion of APOBEC3G-Vif, increased APOBEC3G synthesis, inhibition of APOBEC
degradation, promoting APOBEC3G-Gag/RNA binding, inhibition of Vif synthe-
sis, and inhibition of Vif proteolysis. Vif appears to be highly species specific.
For example, it was found that human (h) APOBEC3G is non-responsive to the
Vif protein of African green monkey’s (agm) SIV and, similarly, agmAPOBEC3G
is non-responsive to HIV-1 Vif. This is due to a single amino acid differ-
ence between hAPOBEC3G and agmAPOBEC3G: D128 (hAPOBEC3G) to K128
(agmAPOBEC3G) (Bogerd et al. 2004). Switching these two charged residues
reversed the observed specificity, i.e., agmAPOBEC3G (D128) was fully respon-
sive to HIV-1 Vif. Hence small charged molecules or peptide inhibitors targeting this
region of hAPOBEC3G might interfere with its interaction with HIV-1 Vif. More
importantly, it is predicted that small molecules targeting APOBEC3G at position
128 will not affect APOBEC3G enzymatic activity, which is conferred by other
domains of the protein.

Increase in Cellular Levels of APOBEC3G

An alternative approach is to suppress virus replication by interfering with the lev-
els of Vif or APOBEC proteins in cells. Rose et al. (2004) recently reported that
APOBEC3G mRNA levels are enhanced up to 20-fold by phorbol myristate acetate
(PMA) via a mechanism involving activation of a cascade of cellular kinases includ-
ing protein kinase C (PKC), mitogen-activated protein kinase kinase (MEK), and
extracellular signal regulated kinase (ERK). Therefore a potential antiviral strategy
is to develop chemical inducers such as PMA in order to stimulate the different
kinases: PKC, MEK, and ERK lead to an increase in cellular levels of APOBEC3G
which is a natural inhibitor of HIV.
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Inhibition of APOBEC3G Degradation by Vif

Vif forms a complex with Elongin B/C, Cullin-5, and Rbx-1 to induce the
polyubiquitination and proteosome-mediated degradation of hAPOBEC3G. These
interactions serve as potential targets for anti-HIV-1 drug development. It was
reported that the addition of the proteosome inhibitor MG132 (Fig. 25.6) to cells
co-expressing APOBEC3G and Vif resulted in inhibition of APOBEC3G degra-
dation (Yu et al. 2003). Further, in vitro experiments showed that MG132 caused
increased cellular and intravirion levels of APOBEC3G and a decrease in viral
infectivity (Liu et al. 2004). More recently, Xiao et al. (2007) used a zinc-chelating
reagent to inhibit Cullin-5 E3 ubiquitin ligase. Inhibition of the zinc-dependent E3
ubiquitin ligase resulted in the inhibition of HIV Vif activity and the liberation of
natural HIV-inhibitor APOBEC3G. Furthermore, (Fang and Landau 2007) have
developed a Vif α-complementation assay for the rapid identification of small
molecule Vif inhibitors specific for the E3 Ubiquitin-ligase enzymes such as
Elongin B/C, Cullin-5, and Rbx-1.
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Fig. 25.6 Proteasome inhibitor MG132.

Enhancing APOBEC3G-Gag/RNA Binding

APOBEC3G packaging into HIV-1 virions involves assembly with the nucleocap-
sid region of the Gag viral protein and possible binding of RNA (Schäfer, Bogerd
and Cullen 2004). It has been demonstrated that both phosphorylation by tyrosine
kinases Fyn and Hck (Douaisi et al. 2005) and monoubiquitination of APOBEC3G
by Nedd4-1 (Dussart et al. 2005) are necessary for the APOBEC3G-Gag-RNA bind-
ing resulting in the incorporation of APOBEC3G into virions. Ways to enhance such
phosphorylation and monoubiquitation could lead to a potential antiviral strategy.

Gene Therapy

Antisense RNAs targeting either Vif sequences have been shown to possess anti-
HIV activity (Barnor et al. 2004). Moreover, hairpin self-cleaving ribozymes have
been designed against Vif mRNA (Lorentzen et al. 1991). In both cases the presence
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of these RNAs in HIV-infected cells leads to a decrease in p24 antigen production,
showing that reducing Vif RNA levels suppresses HIV production. This kind of gene
therapy approach offers another avenue for the development of antiviral agents.

Enhance Vif Proteolysis

Recently, a naturally occurring mutant Vif containing a two amino acids, DS, inser-
tion at position 62, has been shown to rapidly cleave in viral producer cells and
is not active in enhancing HIV replication in vitro. The two patients infected with
this HIV strain are long-term non-progressors (Alexander et al. 2002). Furthermore,
it has been revealed that amino acid residues 63–70 and 88–89 are important for
maintaining intracellular levels of Vif (Fujita et al. 2003; Fujita et al. 2004). Further
understanding of the mechanisms of ubiquitin-mediated Vif degradation, the struc-
ture of the proteolysis susceptible DS mutant Vif, and the determinants and effects
of intravirion Vif proteolysis may yield a novel drug target for anti-HIV therapy by
reducing intracellular levels of Vif.

In summary, hAPOBEC3 proteins form part of a natural anti-retroviral defense
mechanism against HIV-1 causing its lethal mutagenesis by virion incorporated
hAPOBEC3G cytidine deaminase. Unfortunately, the HIV-1 Vif protein circum-
vents this potent antiviral action. By inhibiting Vif action, the APOBEC3 proteins
are free to induce its antiviral activity in all natural target cells in vivo. Future devel-
opment of chemical agents to target actions of Vif and APOBEC3 proteins would
be greatly assisted by further understanding of the mechanisms of action of Vif and
APOBEC3 interactions.

References

Alexander, L., Aquino-DeJesus, M.J., Chan, M. and Andiman, W.A. (2002) Inhibition of human
immunodeficiency virus type 1 (HIV-1) replication by a two-amino-acid insertion in HIV-1 Vif
from a nonprogressing mother and child. J. Virol. 76, 10533–10539.

Barnor, J.S., Miyano-Kurosaki, N., Yamaguchi, K., Sakamoto, A., Ishikawa, K., Inagaki, Y.,
Yamamoto, N., Osei-Kwasi, M., Ofori-Adjei, D. and Takaku, H. (2004) Intracellular expres-
sion of antisense RNA. transcripts complementary to the human immunodeficiency virus type-1
vif gene inhibits viral replication in infected T-lymphoblastoid cells. Biochem. Biophys. Res.
Commun. 320, 544–550.

Biebricher, C.K. and Eigen, M. (2005) The error threshold. Virus Res. 107, 117–127.
Bogerd, H.P., Doehle, B.P., Wiegand, H.L. and Cullen, B.R. (2004) A single amino acid difference

in the host APOBEC3G protein controls the primate species specificity of HIV-1 Vif. Proc.
Natl. Acad. Sci. USA 101, 3770–3774.

Buckwold, V.E., Wei, J., Wenzel-Mathers, M. and Russell, J. (2003) Synergistic in vitro interac-
tions between alpha interferon and ribavirin against viral diarrhea virus and yellow fever virus
as surrogate models of hepatitis C replication. Antimicrob. Agents Chemother. 47, 2293–2298.

Carr, J.M., Davis, A.J., Feng, F., Burrell, C.J. and Li, P. (2006) Cellular interactions of virion infec-
tivity factor (Vif) as potential therapeutic targets: APOBEC3G and more? Curr. Drug Targets
7, 1583–1593.



25 Lethal Mutagenesis 585

Chang, J., Nie, X., Gudima, S. and Taylor, J. (2006) Action of inhibitors of accumulation of pro-
cessed Hepatitis Delta virus RNAs. J. Virol. 80, 3205–3214.

Chiu, Y.L. and Greene, W.C. (2006) APOBEC3 cytidine deaminase distinct antiviral actions along
the retroviral life cycle. J. Biol. Chem. 281, 8309–8312.

Chiu, Y.L., Soros, V.B., Kreisberg, J.F., Stopak, K., Yonemoto, W. and Greene, W.C. (2005)
Cellular APOBEC3G restricts HIV-1 infection in resting CD4+ T cells. Nature 435, 108–114.

Conticello, S.G., Harris, R.S. and Neuberger, M.S. (2003) The Vif protein of HIV triggers degra-
dation of the human antiretroviral DNA deaminase APOBEC3G. Curr. Biol. 13, 2009–2013.

Contreras, A.M., Hiasa, Y., He, W., Terella, A., Schmidt, E.V. and Chung, R.T. (2002) Viral RNA
mutations are region specific and increased by ribavirin in a full-length hepatitic C virus repli-
cation system. J. Virol. 76, 8505–8517.

Crotty, S., Cameron, C.E. and Andino, R. (2001) RNA virus error catastrophe: direct molecular
test by using ribavirin. Proc. Natl. Acad. Sci. USA 98, 6895–6900.

Crotty, S., Cameron, C.E. and Andino, R. (2002) Ribavirin′s antiviral mechanism of action: lethal
mutagenesis? J. Mol. Med. 80, 86–95.

Cullen, B.R. (2006) Role and mechanism of action of the APOBEC3 family of antiretroviral resis-
tance factors. J. Virol. 80, 1067–1076.

Day, C.W., Smee, D.F., Julander, J.G., Yamshchikov, V.F., Sidwell, R.W. and Morrey, J.D. (2005)
Error-prone replication of West Nile virus caused by ribavirin. Antiviral Res. 67, 38–45.
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Chapter 26
Clinical Implications of Reverse Transcriptase
Inhibitor Resistance

Kristel Van Laethem and Anne-Mieke Vandamme

Introduction

Currently, several drugs are approved by the US Food and Drug Association or
available through expanded access programs for the treatment of HIV-1 patients.
They target four distinct steps within the HIV-1 replication cycle, i.e., the entry of
the virus particle within the target cell (entry inhibitors [EI] subdivided into fusion
inhibitors and CCR5 antagonists), the conversion of viral RNA into DNA (nucle-
oside and non-nucleoside reverse transcriptase inhibitors [NRTI and NNRTI]), the
integration of the viral DNA into the host genome (integrase inhibitors [INI]), and
the maturation of the virus particle (protease inhibitors [PI]). At the moment, NRTI
remain the backbone components for antiretroviral drug combinations that generally
comprise 2 NRTI and 1 NNRTI or 2 NRTI and 1 PI (DHHS 2006).

The introduction of combination therapy in the mid-1990 s resulted in a decrease
of the morbidity and mortality in the HIV-1 patient population that has access to
therapy (CASCADE Collaboration 2003). Nevertheless, therapy failure can occur
due to severe adverse events (toxicity failure), due to rising viral load (virological
failure), or due to decreasing CD4 cell count (immunological failure) which ulti-
mately can result into clinical progression (clinical failure). As changes in viral load
mostly precede changes in CD4 count, the viral load is the most relevant laboratory
marker to monitor the short-term in vivo activity of a therapy given to an individual
patient (Mellors et al. 1997). Incomplete adherence to therapy, suboptimal therapy
potency, suboptimal pharmacokinetics, and pre-existing drug resistance can be fac-
tors that result into rising viral loads and therapy failure. Residual replication under
the continuous selective pressure of drugs will result into the gradual overgrowth of
the wild-type variants by variants with some level of resistance and into the accu-
mulation of additional mutations (Vandamme et al. 1998). Thus, the main goal of
HAART is to reduce the viral load as much as possible to prevent further clinical
progression, but its immediate goal is to reduce the viral load below the detection
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limit of current assays (<50 RNA copies/ml) to prevent the development of muta-
tions and the formation of variants that result in antiviral resistance to the current
therapy.

Increasing numbers of drug-resistant mutations have been identified within gag,
pol, and env, reflecting the genetic flexibility of HIV-1. These mutations can directly
boost the ability of the virus to specifically replicate in presence of the drug (major
mutations) or indirectly by increasing the replication capacity of the virus in gen-
eral, whether in presence or absence of the drug (minor, compensatory or acces-
sory mutations). In general, the major mutations are found at the drug-binding sites,
whereas the others can be found at distinct sites within the target protein or even
other proteins. In this respect, PI mutations have not only been observed within the
protease but also at several sites within its gag substrate (Doyon et al., 1996; Nijhuis
et al., 2007).

Resistance development against anti-HIV inhibitors is a fascinating field, resis-
tance has been reported for all currently available drugs. However, for the scope of
this book, this review will focus on resistance against RTI. For reviews on resistance
against other classes of drugs, see Clark et al. (2007), Marcelin et al. (2005), Poveda
et al. (2005), and Weber et al. (2006).

Key Drug-Resistant Mutations Within Reverse Transcriptase

Nucleoside Reverse Transcriptase Inhibitor (NRTI) Mutations

Resistance Mechanisms

After conversion into its triphosphate form, NRTI compete with the natural
deoxynucleotide-triphosphate (dNTPs) substrates of RT by binding to the active site
of the enzyme and by incorporation into the newly synthesized DNA chain. Incor-
poration of a NRTI will result into chain termination as it lacks a 3′-hydroxyl group
which prevents the formation of a phosphodiester bond between the NRTI and the
next incoming dNTP. Resistance toward NRTI can involve at least two resistance
mechanisms. Some mutations confer resistance through an enhanced discrimination
between the NRTI and the natural dNTP substrate, i.e., by a decreased affinity of the
NRTI-triphosphate for the RT active site (e.g., V75T, M184V) or a decreased rate of
incorporation of the NRTI-triphosphate (e.g., K65R, K70E, L74V, Q151M) (Feng
et al. 1999; 2006; Lennerstrand et al. 2001; Selmi et al. 2003a; Sluis-Cremer et al.
2007). The second NRTI resistance mechanism is mediated by thymidine analogue
mutations (TAMs, M41L, D67N, K70R, L210W, T215FY, K219EQ) that increase
the rate of phosphorolytic removal of the chain terminating NRTI and enable again
continued DNA synthesis (Arion et al. 1998; Meyer et al. 2000).

Mutations Associated with Discrimination Against NRTI

The mutation M184IV occurs rapidly under the selective pressure of lamivudine
and emtricitabine. In a background of a limited number of TAMs, this mutation
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resensitizes the virus to zidovudine, stavudine, and tenofovir (Larder et al. 1995;
Whitcomb et al. 2003). Similar findings have been observed in vitro for the interac-
tions between, respectively, K65R, L74V, L100I or Y181C, and TAMs (Eron et al.
1993; Miranda et al. 2005; Selmi et al. 2003b; White et al. 2006).

The most common mutation observed during didanosine monotherapy is L74V
(St. Clair et al. 1991). In addition to L74V, in vitro didanosine resistance occurs due
to mutations at codons 65 and 184 (Winters et al. 1997). The K65R has been iso-
lated from several patients receiving long-term treatment with didanosine monother-
apy. M184V also decreases susceptibility to didanosine. However, it is only rarely
observed in HIV-1-infected patients receiving didanosine.

Although the V75T mutation has been observed after in vitro resistance selec-
tion experiments with stavudine and it is associated with reduced susceptibility
to the drug (Lacey et al. 1994), this mutation is rarely detected in patients failing
stavudine therapy. Instead, other substitutions at this position, such as V75AMS,
are sometimes selected in vivo.

Combinations of the mutations K65R, L74V, Y115F, and M184V are necessary
to confer significant resistance to abacavir in vitro (Tisdale et al. 1997). Single, dou-
ble, and triple combinations of these mutations have been observed in therapy-naı̈ve
patients receiving abacavir monotherapy. The most common mutational pattern was
L74V + M184V (Harrigan et al. 2000; Miller et al. 2000). Recently, L74I has also
been linked to the use of abacavir or efavirenz (Wirden et al. 2006).

In vitro and in vivo resistance development to tenofovir has been associated with
the RT mutations K65R and K70E (Margot et al. 2002; Delaugerre et al. 2005). The
increasing prevalence of the previously rare K65R during the last years has been
associated with the clinical use of tenofovir, but also with exposure to didanosine,
abacavir, stavudine, and lamivudine whether or not in combination with NNRT nevi-
rapine or efavirenz (Kagan et al. 2004; Segondy et al. 2005; Sungkanuparph et al.
2008; Trotta et al. 2006).

During combination therapy complex resistance patterns may emerge. It has been
reported that combinations of NRTIs can select for a rare multi-nucleoside resis-
tance pathway, characterized by the Q151M marker mutation. This set of muta-
tions, A62V, S68G, V75I, F77L, F116Y, and Q151M confers cross-resistance to
all NRTIs, with levels of resistance to didanosine, zalcitabine, and stavudine that
are significantly higher than the resistance levels observed for virus mutants devel-
oped under monotherapy (Shirasaka et al. 1993; Schmit et al. 1996). The presence
of other mutations in combination with the multi-nucleoside resistance set, such as
M184V or K65R, are necessary to confer high-level resistance toward lamivudine,
abacavir, or tenofovir (Schmit et al. 1998; Van Laethem et al. 2000, 2007).

Mutations Associated with Excision of NRTI

The reverse transcriptase mutations M41L, D67N, K70R, T210W, T215FY, and
K219EQ were first ascribed to the selective pressure of zidovudine and appear tra-
ditionally step by step (Boucher et al. 1992). Afterward it was shown that stavu-
dine could also select for this resistance pathway (Lin et al. 1994) and therefore
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this particular set of mutations was assigned as thymidine-associated mutations
(TAMs). Genotypic analysis of samples obtained from patients receiving lamivu-
dine + zidovudine or lamivudine + stavudine revealed similar levels of TAMs (50
vs 45%, p = 0.79) after 72 weeks of follow-up (Kutizkes et al. 2004).

A second multi-nucleoside resistance pattern has been described with an esti-
mated prevalence of 1% in a population of patients failing antiretroviral therapy
(Winters et al. 1998). It is marked by insertions between RT codons 68 and 70
(Eggink et al. 2007). Various combinations of amino acids are observed in the insert
complex, most commonly T69S-SA, T69S-SG, and T69S-SS. In addition to the
insert, TAMs are usually observed in these strains, with T215Y appearing in all
strains. Phenotypic resistance tests of the patient isolates showed reduced suscepti-
bility toward all NRTIs which was confirmed by site-directed mutagenesis experi-
ments (Eggink et al. 2007; Prado et al. 2004; Winters et al. 1998).

Non-nucleoside Reverse Transcriptase Inhibitor (NNRTI)
Mutations

Although the NNRTI drug class is extremely potent in reducing the viral load, it is
characterized by a low genetic barrier toward drug resistance and by broad cross-
resistance which limits the consecutive use of an NNRTI after virological failure
(Richman et al. 1994; Antinori et al. 2002). In most instances, single mutations
at RT positions 98–108, 138, 179–190, 221–238, and 318 are observed at viro-
logical failure and they are sufficient for class resistance (Table 26.1). They con-
fer resistance through a reduced association and/or an increased dissociation rate
between the inhibitor and the enzyme. The K103N mutation is the most commonly
observed mutation in vivo. It is suggested that the observed cross-resistance of the
K103N mutant is due to the stabilizing effect of the asparagine side chain at 103
on the closed-pocket conformation of the unliganded RT structure. This could pro-
vide resistance to a wide range of NNRTIs by giving a reduced rate of association
between inhibitor and enzyme (Ren et al. 2000).

Table 26.1 Mutations associated with resistance toward non-nucleoside reverse transcriptase
inhibitors

Region 98–108 Region 179–190 Region 221–238 Single positions

A98G V179DEFGI H221Y E138GKQ
L100I Y181CIV P225H Y318FT
K101ENPQR Y188CHFL F227CL
K103HNRST G190ACEQSTV M230IL
V106AIM L234I
V108I P236L

K238NT

Adapted from Rimsky et al. (2007) and Rega v7.1.1 (www.kuleuven.ac.be/rega/cev).
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Compared to the FDA-approved NNRTI (nevirapine, delavirdine, and efavirenz),
etravirine that currently is available through open access programs shows a higher
genetic barrier and greater resilience to NNRTI resistance mutations (Andries
et al. 2004; Vingerhoets et al. 2005). This is probably due to the torsion flexibil-
ity and the repositioning and reorientation capacities of etravirine in the NNRTI-
binding pocket of the mutant RT and to conformational rearrangements within the
enzyme (Das et al. 2004; Rodriguez-Barrios et al. 2005). This (partial) activity of
etravirine against NNRTI-resistant virus was recently also confirmed in clinical tri-
als (TMC125 Writing Group 2007; Madruga et al. 2007; Lazzarin et al. 2007). These
data suggest that sequential use of etravirine after NNRTI failure is possible. Never-
theless, preliminary analyses have shown that in presence of an increasing number
of mutations among V90I, A98G, L100I, K101EP, V106I, V179DF, Y181CIV, and
G190AS, decreasing virological response was observed with the largest impact in
patients carrying three or more of these mutations (Vingerhoets et al. 2007).

Accessory Mutations

Based upon statistical analyses of large data sets, additional mutations within
RT have been identified (Svicher et al. 2006; Rhee et al. 2007; Nebbia et al.
2007). These accessory mutations almost always follow primary NRTI mutations.
T39A, K43EQ, E44D, V118I, K122E, E203K, H208Y, D218E, respectively
V35I, R83K, F214L have been positively and negatively associated with TAM
mutations, whereas I50V has been negatively correlated with M184V. The clinical
impact of these mutations, some of which also occur as a natural polymorphism,
remains currently uncertain, but preliminary analyses have shown that the presence
of, e.g., R83K at baseline correlates with a favorable virological response to
zidovudine or stavudine-containing regimens and with less development of TAMs
(Ceccherini-Silberstein et al. 2007).

A few studies have identified mutations within the connection and RNaseH
domains of RT. They increase resistance toward thymidine analogues in the pres-
ence of TAMs by reducing the rate of RNA degradation. This reduction leads to an
increase of time available for the excision of the already incorporated NRTI by the
TAM-mutated enzyme (Nikolenko et al. 2005; 2007; Brehm et al. 2007; Delviks-
Frankenberry et al. 2007). The majority of resistance assays do not cover this region.
However, further data concerning the additional value of these mutations in guiding
therapy choices are still required before changing present technology.

Assessing Drug Resistance

Clinical Indications for Resistance Testing

Resistance testing was at first solely performed to diagnose antiviral resistance at
therapy failure. Gradually the idea arose to use this information for subsequently
selecting new therapy combinations. A number of retrospective and prospective
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studies showed a short-term modest beneficial effect of resistance testing on
response to the following therapy (Durant et al. 1999; Baxter et al. 2000; Meynard
et al. 2002; Cohen et al. 2002; Tural et al. 2002; Cingolani et al. 2002) (Table 26.2).
These data resulted into the recommendation of resistance testing at therapy fail-
ure by all expert panels. Although an optimal first-line therapy could be critical
for long-term success, the use of resistance testing for designing first-line therapies
remained more controversial. In a retrospective study, Little et al. (2002) could show
that first-line therapy was more likely to fail in patients recently infected with drug-
resistant virus. In a prospective multi-center study, first-line combination therapies
guided by resistance testing had similar efficacy in chronically infected patients with
baseline drug resistance as compared with patients carrying wild-type virus (Oette
et al. 2006). Additionally, Sax et al. (2005) suggested that resistance testing for
chronically infected patients and not only patients with acute infection could be
cost-effective as soon as baseline drug resistance levels exceed 1%. As baseline
resistance levels vary around 10% within the United States and Europe (Little et al.
2002; Wensing et al. 2005), resistance testing for therapy naı̈ve patients is currently
also recommended in these regions (The European HIV Drug Resistance Guidelines
Panel 2006; The DHHS Panel on Antiretroviral Guidelines for Adults and Adoles-
cents 2006; Hammer et al. 2006; Gazzard et al. 2006).

Table 26.2 Trials testing the prospective use of drug resistance testing

Study Design Viral response

VIRADAPT genotype vs SOC –1.04 vs –0.46 RNA log copies/ml at
week 12

–1.15 vs –0.67 RNA log copies/ml at
week 24

GART genotype + expert advice vs SOC –1.19 vs –0.61 RNA log copies/ml
averaged at week 4 and 8

NARVAL phenotype vs genotype vs SOC 35 vs 44 vs 36% below 200 RNA
copies/ml at week 12

HAVANA genotype vs SOC 49 vs 36 below 400 RNA copies/ml at
week 24

expert advice vs no expert advice 47 vs 37% below 400 RNA copies/ml
at week 24

ARGENTA genotype + expert advice vs
SOC + expert advice

27 vs 12% below 500 RNA copies/ml
at week 12

VIRA3001 phenotype vs SOC 46 vs 34% below 400 RNA copies/ml
at week 16

Drug Resistance Assays

Phenotypic Drug Resistance Assays

Phenotypic assays measure the in vitro viral replication in the presence of increas-
ing drug concentrations and determine the concentration of drug required to inhibit
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the replication of the patient’s virus by 50% (IC50). Although the IC90 is a bet-
ter measurement for the requested in vivo effect, the IC50 is more reproducible as
it is detected at the steepest part of the dose–response curve. A small change in
response has therefore a less dramatic impact on the IC50 than on the IC90. In addi-
tion, it is not the IC50 itself that is clinically used, but a factor that compares the
IC50 of the patient’s virus to the IC50 measured for a wild-type reference strain
(fold-resistance).

Genotypic Drug Resistance Assays

Genotypic assays determine the nucleotide sequence of the viral gene that is targeted
by the drugs within the therapy combination. The nucleotide sequence is subse-
quently translated into an amino acid sequence and compared to a reference wild-
type strain to generate a mutation list. These mutations are then compared with a list
of “resistance-associated” mutations. Mutations are defined as resistance associated
(1) when they are known to be selected in vitro or in vivo in the presence of a certain
drug, (2) when they have been associated with a reduction in phenotypic susceptibil-
ity, or (3) when they have been associated with a reduced clinical response (Johnson
et al. 2006). This implies that the result of a genotypic assay always depends on
pre-existing knowledge.

Recommendations for Drug Resistance Testing

Although improvements within molecular biology technologies currently allow the
amplification of samples with very low viral loads, most of the expert panels do
not recommend the testing of samples with viral loads less than 500–1000 RNA
copies/ml as it might lead to unrepresentative selection of particular quasi-species
from the total viral population which could not fully explain the observed therapy
failure.

Additionally, it is highly important to monitor the resistance pattern of the active
replicating plasma viral population under the selective pressure of the failing therapy
as it is this population that is responsible for the failure. Therefore, resistance testing
has to be performed before stopping or changing therapy.

At an initial virological failure, patients do not necessarily display resis-
tance mutations against all drugs in that failing regimen. The loss in activity
of one single component within a triple regimen is often sufficient for subopti-
mal suppression of the viral replication and the initial rising viral load. Drugs
within the regimen that display a low genetic barrier, such as the NRTI lamivu-
dine, the NNRTI, and the EI enfuvirtide, often select for drug-resistant virus at
early viral breakthrough as one single mutation can be sufficient for reducing
or loosing their antiviral activity, whereas still no resistance against the higher
genetic barrier drugs (NRTI and boosted PI) is detected (Kempf et al., 2004).
A quick intervention is required as soon as a rising viral load is observed to
prevent the accumulation of other mutations. This could maintain the option



596 K. Van Laethem and A.-M. Vandamme

for recycling some of the components within the failing regimen. Concomi-
tantly, the chance for the development of cross-resistance against drugs within the
same classes can be reduced which should broaden the future treatment options.
Therefore, the viral load should be monitored at regular intervals in patients. A
detectable viral load is then an indication for the performance of a drug resistance
test.

Results of resistance assays represent only the genotypic or phenotypic pro-
file of the majority of viral variants present in vivo. They have difficulties to
detect minor variants that reflect less than 25% of the total viral population (Van
Laethem et al. 1999). If the sample is collected without the presence of selec-
tive pressure, the chances are high that wild type will be detected instead of the
mutant (Devereux et al. 1999; Venturi et al. 2002). In this respect, Palmer et al.
(2006) could show that minor nevirapine resistant variants persisted above pre-
dose levels for more than 1 year in more than 23% of women after receiving a
single-dose nevirapine for prevention of mother-to-child transmission. These mutant
variants were detected by allele-specific PCR analysis at levels ranging from 0.1
to 20% 1 year after therapy in samples that were negative for nevirapine resis-
tance by standard population sequencing. Mutant viruses display often a reduced
replication capacity in absence of drugs, in comparison toward wild-type, and
therefore they are rapidly overgrown by the wild-type. However, they remain as
minor variants and can rapidly re-emergence in a subsequent therapy causing ther-
apy failure. When no selective pressure is present, reversal of resistance (defined
as back-mutation to the wild-type codon at a particular position) can also occur,
although at a much lower frequency and much slower rate than the re-emergence of
wild-type.

Resistance assays are most accurate in determining resistance to the current ther-
apy combination. Not detecting resistance to any previously used drug does not
guarantee complete drug susceptibility. If a previous isolate from a patient has
been scored resistant to a particular drug, these resistant variants can still exist
as minor variants or can be archived in latently infected cells and the response
might be limited when that drug is re-used (Ghosn et al. 2006). Higher rates of
virological failure were for instance observed in women who started nevirapine-
containing therapy within 6 months after receipt of single, peripartum dose of nevi-
rapine (Lockman et al. 2007). In conclusion, the therapy and viral load histories
combined with the results from historical resistance tests could add valuable infor-
mation to the resistance results at the observed therapy failure for designing a new
potent combination. This historical information is not available at baseline and pop-
ulation sequencing could result into an underestimation of the present resistance
levels. The impact of minority drug-resistant variants is still unclear in the setting
of primary drug resistance, however, there are some indications that they can mat-
ter (Van Laethem et al. 2007a). A recent study showed that the risk of virolog-
ical failure was significantly higher for patients starting a first-line therapy con-
sisting of NRTI and NNRTI with minority NNRTI-resistant variants detected by
ultra-deep sequencing than for patients without NNRTI resistance (Simen et al.
2007).
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Genotypic and Phenotypic Drug Resistance Assays Provide
Complementary Information for Clinical Decision Making

Genotypic resistance assays are more widely spread than phenotypic assays. They
can deliver results within a few days, whereas more time is required to obtain phe-
notypic resistance results. This turn-around time can be an important factor in some
clinical situations where results are needed as soon as possible, e.g., post-exposure
prophylaxis. Additionally, they are less costly and they can be more easily imple-
mented in regular molecular biology facilities which is not the case for phenotypic
assays. Therefore, genotyping is mostly performed locally, whereas phenotyping
is commonly put out to commercial companies (Monogram Biosciences, CA, US
and Virco, Mechelen, Belgium). Nevertheless, these and other companies can also
supply genotypic results and interpretations.

Phenotypic resistance assays give a direct measurement of susceptibility toward
the tested inhibitors that includes the effect of all mutations and their interactions.
In this manner, they are ideal assays for testing the susceptibility toward new antivi-
ral drugs from which hardly any genotypic data are yet available (e.g., etravirine,
darunavir and tipranavir), for testing samples from patients who failed multiple ther-
apies, and for testing samples with atypical or less prevalent mutations.

Before the mechanism clarifying the antagonistic effect of M184V/I within the
background of TAMs was known and thus before its inclusion into genotypic drug
resistance rules, it was already measured by phenotypic assays (Schmit et al. 1998).
This reversal in phenotypic resistance is reflected by a partial virological response
(Masquelier et al. 1999). The interaction between TAMs and K103N results into
the reversal of phenotypic resistance to efavirenz. However, it is not reflected by
a change in virological response. Patients displaying this pattern of mutations still
fail efavirenz-containing therapy despite the phenotypic susceptible score (Shulman
et al. 2001). Genotypic assays can make a distinction based upon the detection of
the mutations, whereas phenotypic assays cannot.

The current phenotypic assays have difficulties in detecting resistance to some
NRTIs, especially when associated with TAMs (Zhang et al. 2005). These drugs
compete with the natural dNTPs for binding to the reverse transcriptase and incor-
poration into the growing DNA chain. The phenotypic assays use activated cells
with high intracellular dNTP pools which leads to the generation of dead-end com-
plexes at low NRTI concentrations and prevents the excision of the incorporated
NRTI (Meyer et al. 2000). As a consequence, the fold resistance values often fall
within the reproducibility range of the assay. However, these in vitro conditions do
not always reflect in vivo cell conditions with low intracellular dNTP pools and
therefore, such genotypic resistance patterns are associated with a relevant in vivo
reduced clinical response despite the low in vitro resistance levels.

Sequencing has the advantage of detecting substitutions that are considered to
be associated with a lower genetic barrier to resistance development, i.e., mutations
that are considered as markers for developing resistance patterns (e.g., K70R for the
TAM or Q151M for the multi-nucleoside resistance pathway) or reversal mutations
(215 revertants) (de Ronde et al. 2001). Variants displaying these substitutions
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require less additional nucleic acid changes than wild-type to develop a pheno-
typic resistant mutant or to obtain a reduced clinical response. Although these muta-
tions are associated with reduced clinical response, they are not always linked with
reduced phenotypic susceptibility.

Interpretation of Drug Resistance

Virologists who are responsible for genotypic drug resistance testing ought to
convert the generated mutation list into an advice for the clinician. However,
due to the complex nature of resistance patterns, it is not always possible to
keep informed of the latest discoveries. Therefore, most of them rely on geno-
typic drug resistance interpretation systems that are updated at regular intervals.
The commercial genotypic assays are concerted with an interpretation system
(TRUGENE R© HIV-1 Genotyping System (Siemens Medical Solutions Diagnos-
tics, NY, US) and ViroSeqTM HIV-1 Genotyping System (Abbott Molecular Inc.,
IL, US). However, sequences can also be submitted to commercial interpretation
systems (virco R©TYPE HIV-1 [Virco]) and ViroScore (ABL, Luxembourg) or pub-
licly available systems (e.g., geno2pheno, ANRS, HIVdb, and Rega). Their goal
is to translate complex patterns of resistance-associated mutations into a categori-
cal (e.g., susceptible and resistant) or continuous (fold change) variable that more
easily can be implemented into clinical practice. These systems can be based on
rules (e.g., ANRS and Rega) on mutation tables with additive and/or subtracting
scoring derived from literature (e.g., HIVdb and Rega), on bio-informatics’ analy-
sis (e.g., geno2pheno and Rega), or combinations thereof (virco R©TYPE HIV-1 and
GeneSeqHIVTM).

Phenotypic drug resistance assays deliver a continuous variable and this is in
agreement with the drug resistance continuum in vivo as resistance is not an all-or-
none phenomenon. However, a clinician has to decide whether or not to include a
certain drug and therefore this variable is currently categorized into a more work-
able final output (e.g., sensitive/partially sensitive/resistant (PhenoSenseTM, Mono-
gram Biosciences) or within/above normal susceptibility range (Antivirogram R©,
Virco)). Initially, arbitrary cut-offs were used, reflecting the reproducibility range
of the test. This was recognized to be inadequate and therefore biological cut-offs
were determined (Harrigan et al. 2001). These cut-offs reflect the range in sus-
ceptibilities toward each individual drug observed in therapy-naı̈ve patients. Later
on, clinical cut-offs have been determined for some drugs. They are based on the
distinction between fold-resistance levels for which a reduced virologic response
and fold-resistance levels for which no virologic response is observed. The clinical
cut-offs for the two commercial assays can be found at their respective web sites
(http://www.monogramhiv.com and http://www.vircolab.com). Bearing in mind the
drug resistance continuum, it is hypothesized that a continuous resistance score
might even improve the prediction of therapy outcome. However, a recent retro-
spective study showed that incremental phenotypic drug susceptibility scores more
accurately predicted the virologic and immunologic outcome in patients starting
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salvage therapy compared to dichotomous or continuous scores (De Luca et al.
2006).

A few studies have compared genotypic drug resistance testing, combined with
interpretation systems, and phenotypic drug resistance testing for the determination
of drug susceptibilities. In one limited study, concordance ranged between 81 and
91% with the lowest value obtained for NRTI (Dunne et al., 2001). Complete con-
cordance for all tested drugs was obtained for only 17% of the samples. Ross et al.
(2005) calculated the concordance between two commercially available phenotypic
tests and several interpretation systems and determined the kappa coefficients. Over-
all agreement between the phenotypic drug resistance tests was 86.9% with kappa
value of 0.621. The lowest concordance was again observed for NRTI. The over-
all concordance between each individual interpretation system and phenotypic drug
resistance test was greater than 80%, with kappa values ranging between 0.474 and
0.675. The highest discordances were observed for abacavir, didanosine, zalcitabine,
and saquinavir.

Epidemiology of Drug Resistance RTI Mutations
in Therapy-Naı̈ve and Therapy-Experienced Patients

In the last years, several epidemiological studies have investigated the prevalence of
drug resistance in therapy-experienced patients failing antiretroviral therapy. This
could provide insight into the extent of the need for new active antiretrovirals but
also into the potential of spreading drug resistance.

The UK HIV Drug Resistance Database was used to estimate the prevalence of
drug resistance between 1998 and 2002 (UK Collaborative Group on HIV Drug
Resistance, 2005). When resistance levels per number of performed resistance tests
were investigated, the prevalence of resistance to more than one drug class varied
between 75 and 82%, which is of the same magnitude as a prevalence of 76% in
the United States (Richman et al. 2004). Resistance to two or more drug classes
remained constant at 17% in the United Kingdom during the investigated period.
Resistance toward NRTIs was the most prevalent (∼75%). Over time, the most
frequent dual class resistance changed from NRTI and PI to NRTI and NNRTI
which reflected the change in prescription behavior. When estimates were based
on the number of patients on therapy, from whom the majority is successfully
suppressed, the prevalence of resistance to any drug class was 4.5% in 1998 and
increased to 17% in 2002. In France, resistance assays, performed between 1997
and 2002, displayed genotypic resistance to at least one NRTI in 78.3%, to at
least one NNRTI in 38.9%, and to at least one PI in 47.0%. Triple-class resis-
tance peaked at 25.9% in 2000 and stabilized at 25.5% in 2002 (Tamalet et al.
2003). In a Portuguese study more stringent definitions of resistance were used
(Vercauteren et al., 2007). Multi-drug resistance was defined as no more than one
drug susceptible and class resistance as no drug susceptible within a certain drug
class. Here, the incidence of multi-drug resistance decreased from 5.7 to 2.7% in
the investigated period 2001–2006. The incidence of NRTI class resistance also
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declined from 13.5% in 2001 to 6.1% in 2006. NNRTI class resistance initially
increased and subsequently decreased (35.6% [2001–2002] – 47.7% [2003–2004]
– 42.0% [2005–2006]). The opposite was observed for PI class resistance (10.5%
[2001–2002] – 5.6% [2003–2004] – 7.3% [2005–2006]).

In patients with primary infection followed at 10 US cities, the frequency of
resistance mutations increased from 8% in 1995–1998 to 22.7% in 1999–2000
(Little et al. 2002). In Europe, the percentage of therapy-naı̈ve patients with acute
and chronic infection who carried at least one resistance mutation was 10.4% dur-
ing 1996–2002 (Wensing et al. 2005). More than 7% showed resistance mutations
against NRTI, 2.9% against NNRTI, and 2.5% against PI. Among a Canadian study
population of newly diagnosed patients from 2000 to 2001, 8.1% displayed resis-
tance mutations: 4.1% against NRTI, 1.4% against NNRTI, and 1.5% against PI
(Jayaraman et al. 2006). More than 2000 patients in the United Kingdom were
tested for drug resistance before receiving antiretroviral therapy between 1996 and
2003 and 14.2% of them had mutations that conferred resistance against at least
one antiretroviral drug (Cane et al. 2005). In total, 9.9% had NRTI, 4.5% NNRTI,
and 4.6% PI mutations. Most samples (10.9%) were resistant to one drug class only
(mostly NRTI), 1.9% showed evidence of resistance to two drug classes, and 1.4%
showed evidence of resistance to three classes. Masquelier et al. (2005) reported
the results from a European and Canadian seroconverters cohort. In this cohort, 9.1,
0.5, and 0.7% carried drug-resistant mutations against NRTI, NNRTI, or PI, respec-
tively. In conclusion, as for therapy-experienced patients, NRTI resistance was also
the most prevalent form of class resistance in therapy-naı̈ve patients across all
studies.

Based upon a summary of manuscripts describing the prevalence of drug-
resistant mutations in therapy-experienced from Europe, America, and Asia
(Fig. 26.1), the most common single RT mutation in therapy-experienced patients
is M184IV (mean 44%), followed by T215FY (34%), M41L (30%), D67N (24%),
K103NRST (19%), L210W (18%), K70R (16%), K219EQR (14%), and Y181CIV
(14%). The most common mutations in therapy-naı̈ve patients from studies from
around the world are K103NRST (1.9%), 215 revertants (1.9%), M41L (1.7%),
K219EQR (0.9%), M184IV (0.9%), and T215FY (0.8%) (Fig. 26.1). The observed
difference in hierarchy of drug-resistant mutations within experienced and naı̈ve
patients suggests a differential selection of drug-resistant mutations during trans-
mission (Corvasce et al. 2006). In this respect, it has been claimed that M184IV
and T215FY display a low relative efficiency of transmission. In contrast, the
215 revertants are found at the same proportion in both patient populations which
could suggest an efficient transmissibility. However, the so-called disproportional
transmission of some mutants could also be a reflection of resistance reversion
in the therapy-experienced patient before the transmission event, or the reversion
after transmission but before detection efforts (in chronically infected drug naı̈ve
patients). A recent study in which sequences from primary HIV infections and
from therapy-naı̈ve and therapy-experienced chronically infections were investi-
gated, delivered an additional explanation (Brenner et al. 2007). In that particular
study, early infection accounted for approximately half of the onward transmissions.
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Half of the primary infections (293 out of 593 infections) grouped into 75 different
transmission clusters. About 49% of the clusters contained 2.7 ± 0.8 infections and
the remaining 8.8 ± 3.5 infections (mean ± SD). Forward transmission intervals
ranged from 1 to 37 months with overall transmission intervals of 15.2 ± 9.5 months
and thus reversion of some mutations in untreated patients before the onward trans-
mission might explain the different drug resistance patterns in therapy-naı̈ve and
therapy-experienced patients.

Clinical Impact of RT Mutations

As M184IV and TAMs are the most prevalent NRTI mutations in therapy-
experienced patients and TAMs confer cross-resistance to some or all NRTIs, studies
investigating the clinical impact of drug resistance within reverse transcriptase are
often confined to these mutations and their interactions. This high prevalence in the
current population of therapy-experienced patients is a reflection of the extensive
use of lamivudine, zidovudine, and stavudine often as part of suboptimal mono- and
bi-therapy combinations in pre-HAART era.

Recent studies have revealed the occurrence of at least two distinct TAM path-
ways. De Luca et al. (2006) defined three TAM profiles: TAM1 (1 of M41L, L210W,
and T215Y or ≥2 TAMs with K70 or ≥1 TAM of M41L and L210W), TAM2 (1 of
D67N, K70R, T215F, K219EQ or ≥2 TAMs with M41 and L210), and TAM3 (all
others) (Fig. 26.2). When using 41 and 210 as markers for TAM1 and 70R as marker
for TAM2, 88% of all TAM profiles within the time period 1991–2004 could be
classified. About 51% of the profiles belonged to TAM1, 37% to TAM2, and 12%
to TAM3. The six most frequent TAM profiles of the 19 profiles that were observed
were M41L, L210W, T215Y; M41L, D67N, L210W, T215Y; M41L, T215Y; K70R;
D67N, K70R, K219Q; and D67N, K70R, T215F, K219Q. About 51% of the TAM
profiles belonged to one of these six. Before 1997, TAM2 was more prevalent than
TAM1. After 1997, TAM2 was less prevalent. TAM3 remained stable. In the major-
ity of patients for whom longitudinal data was available, the initial TAM profile
was retained, especially TAM1. TAM3 tended to evolve into TAM1. In multivariate
analysis, previous treatment with NNRTI and previous experience with stavudine

Fig. 26.2 Thymidine-associated mutational profiles in sequences obtained for drug resistance
testing in the time period 1991–2004. Adapted from De Luca et al. (2006).
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+ lamivudine were associated with higher chances to display TAM1 profile. Time
on monotherapy (most often zidovudine) was associated with less chance to display
TAM1 and more chance to have TAM2. In a smaller subset of patients, patients
with TAM1 who were treated with stavudine containing HAART showed a trend
toward a higher probability of failing than did those with TAM1 who were receiv-
ing zidovudine containing HAART.

The study of Cozzi-Lepri et al. (2005) confirmed the presence of two distinct
pathways: TAM1 (M41L+L210W+T215Y) and TAM2 (D67N+K70R+K219EQ).
Patients with longer zidovudine experience tended to display TAM2 profile more
often. However, TAM2 occurred less frequently than TAM1. E44AD and V118I
tended to cluster with TAM1. M184V occurred as often with both profiles. TAM1
had a similar impact on the virological response toward stavudine and zidovudine
at 6 months. However, in the presence of TAM2 the adjusted mean difference in
the reduction of viral load at 6 months was 0.96 log10 RNA copies/ml (95% CI:
0.20–1.73) higher in patients who started stavudine-containing therapy instead of
zidovudine-containing therapy.

In vivo studies from the last years suggest that the in vivo relevance of M184V
for didanosine might be limited or that the mutation might even be advantage for
the activity of didanosine-containing therapy.

Among patients on didanosine-containing therapy, median-fold changes in phe-
notypic susceptibility to didanosine were greater in patients with the M184V muta-
tion (fold changes of 2.2 vs 1.2, p <0.001). Nonetheless, the median change in viral
load and percentage of patients attaining an undetectable viral load were similar in
those taking didanosine, irrespective of whether the M184V was present at baseline
(Sproat et al. 2005).

In the randomized, placebo-controlled Jaguar trial, the impact of RT mutations
on the virological response to didanosine or placebo, added to the failing regimen,
was investigated at a follow-up of 4 weeks (Marcelin et al. 2005). Eight mutations,
with a prevalence of more than 5%, were associated with a reduced response to
didanosine, M41L, D67N, T69D, L74V, V118I, L210W, T215FY, and K219EQ,
and two mutations were associated with a better response, K70R and M184IV.
The best prediction of the virological response at week 4 was obtained by the rule
M41L + T69D + L74V + T215FY + K219EQ - K70R - M184IV. Patients had a
viral load reduction of −1.24, −0.84, −0.61, −0.4, and −0.07 log10 RNA copies/ml
when they were ranked as having a genotypic score of −2, −1, 0, 1, and 2 or more,
respectively. Isolates with a score of −2 displayed all M184V and K70R with no
other mutations. Isolates with a score of −1 displayed or only M184V (22 iso-
lates) or M184V + K70R + K219EQ/M41L (8 isolates). Patients carrying TAM2
profile, defined as D67N, K70R, T215F, and K219Q (25 isolates), had a viral load
reduction of −0.95 log10 RNA copies/ml. Patients carrying TAM1 profile, defined
as M41L, L210W, and T215Y (24 isolates), showed a viral load reduction of −0.47
log10 RNA copies/ml. Patients with wild type at 184 displayed a worse viral load
response (−0.15 log10 RNA copies/ml) in comparison to those with 184 V (−0.61
log10 RNA copies/ml) (p = 0.042). However, only eight patients were WT at 184.
More than 90% of the population carried the mutant M184V.
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Due to the conflicting data regarding the effect of M184IV on the phenotypic
susceptibility and in vivo activity of didanosine, Eron et al. (2007) retrospectively
investigated data from patients receiving didanosine as single antiviral drug. They
hoped to enhance their ability to interpret the results as, in contrast to the other stud-
ies, no other drugs were administered and the viruses contained besides M184V (or
not) no or a modest number of other NRTI mutations. At week 8, patients naı̈ve
to lamivudine had an approximately 0.4 log10 RNA copies/ml greater decline in
viral load than lamivudine-experienced patients. The decline in viral load was less
for patients with M184V irrespective of lamivudine experience, although not sig-
nificantly. It confirms the results of others that didanosine retains partly its in vivo
activity in the presence of M184V and after exposure to lamivudine but that these
factors diminish somewhat its antiviral effect.

The antiviral efficacy of abacavir was investigated in therapy-experienced
patients where abacavir was added to a background antiretroviral therapy and the
virological response 4 weeks after addition of abacavir was investigated. It revealed
that patients with only M184V (−0.74 log10 RNA copies/ml) and patients with
M184V + 1 TAM (−0.95 log10 RNA copies/ml) showed similar responses as
patients with wild-type virus (−0.96 log10 RNA copies/ml). Patients with at least
2 TAMs or M184IV + 2 or 3 TAMs showed a reduced response (−0.38 until −0.18
log10 RNA copies/ml), whereas patients with M184V + at least 4 TAMs showed no
response at all (−0 log10 RNA copies/ml) (Lanier et al. 2004). A clinical interpreta-
tion rule for abacavir was deduced from the Narval trial (Brun-Vézinet et al. 2003).
Within this trial, patients with less than four mutations of M41L, D67N, L210W,
T215YF, M184IV, and L74V showed a decrease in viral load of −1.64 log10 RNA
copies/ml at week 12, while a reduction of −0.69 log10 RNA copies/ml was obtained
in patients with four of these mutations and −0.19 log10 RNA copies/ml in patients
with five or six mutations.

The phase 2 trials GS-99-907 and GS-98-902 were used to determine the geno-
typic marker mutations of the virological response toward tenofovir in therapy-
experienced patients (Miller et al. 2004). Patients with K65R at baseline did not
show a treatment response. Significantly reduced responses were observed for
patients with at least 3 TAMs, relative to patients without TAMs (−0.40 vs −0.80
log10 RNA copies/ml at week 24). The response, relative to the placebo group (+0.03
log10 RNA copies/ml), was however still significant. In the absence of M41L and
L210W, patients with at least three TAMs showed significant response relative to
placebo group, but the response did not differ significantly from the patients without
TAMs anymore (−0.67, +0.07, and −0.80 log10 RNA copies/ml at week 24, respec-
tively). Patients with T215FY but without M41L or L210W showed a response not
significantly different from patients without TAMs (−0.70 log10 RNA copies/ml at
week 24). A multivariate linear regression model of viral load response to teno-
fovir in therapy-experienced patients was developed by Waters et al. (2006): −0.66
log10 RNA copies/ml for tenofovir treatment, −0.2 log10 per log10 RNA copies/ml
increase baseline viral load, +0.14 log10 RNA copies/ml per mutation of M41L,
D67N, L210W, T215Y, +0.61 log10 RNA copies/ml for K65R, +0.29 log10 RNA
copies/ml for L74V and −0.13 log10 RNA copies/ml for M184V. This confirmed
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the resensitization effect of M184V on TAM towards tenofovir. A negative effect
of L74V on the virological response towards tenofovir was observed despite the
limited effect of this single mutation on the phenotypic resistance levels towards
the drug and its resensitization effect in the presence of TAMs. It is hypothesized
that L74V could be a marker for previous experience with abacavir or didanosine.
These drugs are known to select also for K65R and it is possible that its concentra-
tion within the total viral population returned below the detection limit of present
genotypic technology.

The prevalence of K65R increased from 0.4% in 1998 to 3.6% in 2003 (Parikh
et al. 2006a). Among samples with K65R, a strong negative association was evi-
dent with TAMs, but not with other NRTI mutations. K65R reduced zidovudine
resistance in a M41L, L210W, T215Y and in a D67N, K70R, T215F, and K219Q
background. TAMs antagonized the effect of K65R, reducing resistance to teno-
fovir, abacavir, zalcitabine, didanosine, and stavudine (Parikh et al. 2006b). K65R
and TAMs exhibit bidirectional phenotypic antagonism which likely explains the
negative association of these mutations, the rare emergence of K65R with therapy-
containing zidovudine and its more frequent emergence with combinations that
exclude zidovudine. Similar negative associations, although not to the same extent,
have been observed for TAMs and other resensitization mutations such as L74V
and Y181C, resulting in a lower frequency of both resistance pathways and even
the development of alternative pathways (Eron et al. 1993; Richman et al. 1994;
Shafer et al. 1994). In addition, K65R was never found on the same genome with
T215FY and at least two other TAMs, except in the presence of Q151M mutation
complex (Parikh et al. 2006a). Of the 45 single genomes that had both K65R and
T215FY, 22 also had Q151M and/or at least 2 other mutations of this complex. Of
the other 23 single genomes, all had T215FY alone or with only 1 other TAM. The
antagonism between K65R and TAMs might have a clinical benefit when simulta-
neous therapy with NRTIs that select for either mutations is prescribed which might
prolong therapy response and delay the emergence of NRTI resistance (Gianotti
et al. 2004).

Also the opposite can occur, early failure was indeed observed in a clinical trial
comparing the efficacy of the combination abacavir + lamivudine + tenofovir with
abacavir + lamivudine + efavirenz despite the fact that it was anticipated as a potent
combination (49 vs 5% non-responders, p < 0.001) (Gallant et al. 2005). This study
made clear that this combination should not be used in clinical practice. The most
likely explanation for the early failure was the low genetic barrier for resistance
to the whole regimen. In almost all non-responders, the M184IV was observed
and in the majority of them K65R was also present. K65R is selected by tenofovir
and abacavir and causes cross-resistance toward lamivudine, whereas lamivudine
and tenofovir both select for M184V. The rising prevalence of K65R within geno-
types from a clinic in the United Kingdom in the period 2000–2002 (Winston et al.
2004) was not associated with the use of one single drug, but with the dual use
of tenofovir + didanosine and the triple combination tenofovir + didanosine + aba-
cavir. Similar results have been found in a Portuguese database containing geno-
types from patients failing antiretroviral therapy between 2002 and 2005 (Theys
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et al. 2009). In that study, a significant association of K65R selection was observed
with the backbone tenofovir + didanosine and the regimens tenofovir + abacavir +
NNRTI or lamivudine/emtricitabine, didanosine + stavudine + NNRTI, and teno-
fovir + lamivudine/emtricitabine + NNRTI. After 2004 the incidence of K65R at
therapy failure decreased again which correlated with the sharp decrease of the pre-
vious mentioned regimens that currently are not recommended anymore (DHHS,
2006).

Strategies for Managing Drug Resistance

During the last years many potent antiretrovirals have become available which
enables the successful treatment of HIV-1-infected patients. Several clinical trials
have compared different combination therapies of which some showed equivalent
virological and immunological efficacies (DHHS, 2006). Although potent first-line
therapies nevertheless can fail and treatment of HIV-1 is a life-long commitment, the
choice of this first regimen in relation to its resistance costs becomes more important
as this affect future therapy options. Barlett et al. (2006) compared retrospectively
15 randomized clinical trials with 18 different triple-drug combinations. They found
that the virological success rates of NNRTI-containing and PI/r-containing combi-
nations overlap, but that failure on a PI/r-containing combination preserves more
therapy options. The results of a randomized, open-label, prospective study com-
paring class-sparing combinations (lopinavir/r + efavirenz vs lopinavir/r + 2 NRTI
vs efavirenz + 2 NRTI) have recently been presented (Haubrich et al. 2007). At
a median of 112 weeks, virological failure occurred in 29, 37, and 24%, respec-
tively, with significant differences between lopinavir/r + 2 NRTI and efavirenz + 2
NRTI. However, resistance mutations in two drug classes were more frequent in the
efavirenz + 2 NRTI arm in comparison to lopinavir/r + 2 NRTI (26 vs 1%). NNRTI
mutations were more often detected at failure on lopinavir/r + efavirenz than on
efavirenz + 2 NRTI (66 vs 44%). These findings confirm the complexity of select-
ing first-line therapies.

With the introduction of new potent drugs in the last years, some against new
targets such as integrase and envelope, the efficacy of combination therapy in
highly treatment-experienced patients with multi-drug-resistant virus has improved
impressively. A substantial proportion of these patients reached a sustainable unde-
tectable viral load in the TORO, RESIST, POWER, DUET, MOTIVATE, and
BENCHMARK trials which was previously not always feasible with the standard of
care regimens at that time (Hill et al., 2007). The RESIST trial was first to acknowl-
edge the long-standing virological impact of one additional active drug within the
backbone regimen, next to the investigated drug (Hicks et al. 2006). The time to viral
failure in the tipranavir/r treatment arm increased by almost threefold when enfuvir-
tide was also included within the regimen. However, the inclusion of enfuvirtide did
not prolong the time to viral failure in the comparator arms. This observation high-
lighted the importance of the total susceptibility score of the combination therapy
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to obtain a durable response and it led to the recommendation to include at least
two new active drugs within the subsequent regimen, supported by other drugs with
possibly some partial activity (DHHS 2006).

However, in cases of multi-drug resistance the reduction of the viral load to unde-
tectable levels cannot always be achieved with the available antiretroviral drugs.
Treatment interruption in this subset of patients was associated with a reversal to
the wild-type virus and a decrease of the CD4 cell count (Deeks et al. 2001). For
these instances a new treatment strategy, therapy simplification, was designed and
tested. The aim of this strategy was to maintain as much as possible the immunolog-
ical status of the patient by retaining the less fit, and presumed less virulent, mutant
virus with a simplified regimen (Deeks et al. 2005). Interruption of PIs or NNRTIs
was associated with stable viral loads. However, interrupting NRTIs resulted into an
immediate increase in viral load (median of 0.66 log10 RNA copies/ml during the
first 16 weeks) suggesting that NRTIs often maintained some antiviral activity even
in the presence of many NRTI mutations. Ongoing administration of a failing reg-
imen could however lead to further accumulation of resistance mutations that later
could limit the efficacy of new drug candidates within existing drug classes. There-
fore, the Experienced-184 V study was set up to compare the effects of lamivu-
dine monotherapy against complete therapy interruption in patients harbouring a
M184V mutant virus as it is presumed that lamivudine does not select for any other
mutations (Castagna et al. 2006). By week 48, 20 of 29 patients in the treatment-
interruption arm in comparison to 12 of 29 in the lamivudine arm had discontinued
the study because of immunological or clinical failure which was statistically signif-
icant (p = 0.018). Lamivudine monotherapy may thus lead to a better outcome than
complete therapy interruption. Recently, retrospective studies have investigated the
accumulation of mutations in patients left on virologically suboptimal NRTI ther-
apies and found that these combinations maintain immunological benefit with no
or minimal accumulation of NRTI mutations (Llibre et al. 2007; Cozzi-Lepri et al.
2007).

Planned or unplanned therapy interruption can occur for many reasons and there
are indications that stopping antiretroviral therapy combinations containing drugs
with different half-lives may lead to the development and selection of drug resis-
tance. The risk for drug resistance depends on the genetic barrier of the drug with the
longest half-life, the time on suboptimal drug concentrations sufficient for selecting
resistance, and the level of viral replication. Taylor et al. (2007) has classified several
stopping strategies such as simultaneous stop, staggered stop, switch or exchange
stop, and protected stop, which should preferentially be applied in different clini-
cal situations. The protected stop in which all drugs are stopped concomitantly and
replaced by lopinavir/r monotherapy during 4 weeks is considered to be a good can-
didate for a universal stopping strategy. Indeed, lopinavir/r monotherapy has already
proven to be able to maintain viral suppression with the minimal development of
resistance (Arribas et al. 2005). Of course, the potential of lopinavir/r in this respect
will probably depend on pre-existing PI resistance.
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Conclusion and Future Directions

Improvements in the potency and tolerability of prescribed therapy combinations
have resulted into more durable suppression of viral replication. Together with a
stricter viral load follow-up and more swift therapeutic interventions, it resulted into
changes of drug resistance patterns and their prevalence within, not only therapy-
experienced but also therapy-naı̈ve patients. During the last years, drug resistance
mechanisms have been more clarified and the impact of mutations or fold-resistance
levels on the virological response toward a particular drug have been better under-
stood. This has improved the clinical usefulness of genotypic and phenotypic resis-
tance testing and in the meantime resistance testing has become a cornerstone in the
management of HIV-1 therapy.

Despite our progress, continuous basic research remains crucial. New mutations
are still being identified, linked to particular known resistance mutations or to expe-
rience with a certain therapy. Each time, their mechanism of action and clinical
impact remains to be investigated. Ongoing efforts also illustrate a possible nega-
tive impact of minority drug resistant variants on the virological response, however,
these studies are still anecdotic and have not revealed any clinical cut-off in sen-
sitivity yet. More clinically oriented research also remains a high priority, since
despite the success of current antiretroviral combinations, therapy failure can still
occur resulting into the accumulation of resistance mutations. Interpretation systems
need to be improved, especially toward HIV-1 variants of different subtypes. Also,
as antiretroviral therapy of HIV-1 infection remains a long-term effort and with the
rationale to maintain potent therapy options for as long as possible, further research
is required to deliver insights on how successive regimens should best strategi-
cally be started and stopped with long term planning, taking into account their effi-
cacy, susceptibility score and potential for development of particular drug-resistant
mutations to a potential next regimen. Designing optimal ‘waiting’ regimen is often
problematic and needs further research attention, trading between too quickly burn-
ing new drug in suboptimal combinations versus risking the ultimate deterioration
of the patient’s immune system with death as result.
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Saidi, S., Brun-Vézinet, F., Masquelier, B. and the Agence Nationale de Recherches sur le
SIDA et les Hepatites Virales (ANRS) AC11 Resistance Study Group. 2007. Prevalence of
HIV-1 drug resistance in treated patients. A French nationwide study. J Acquir. Immune Defic.
Syndr., 46: 12–18.

Cozzi-Lepri, A., Ruiz, L., Loveday, C., Phillips, A.N., Clotet, B., Reiss, P., Ledergerber, B.,
Holkmann, C., Staszewski, S. and Lundgren, J.D. for the EuroSIDA Study Group. 2005.
Thymidine analogue mutation profiles: factors associated with acquiring specific profiles and
their impact on the virological response to therapy. Antivir. Ther. 10: 791–802.

Cozzi-Lepri, A., Phillips, A.N., Martı́nez-Picado, J., d’Arminio Monforte A., Katlama, C., Eg
Hansen, A.-B., Horban, A., Bruun, J., Clotet, B. and Lundgren, J. for the EuroSIDA study
group. 2007. Rate of accumulation of thymidine analogue mutations (TAM) in patients left on
virologically failing regimens containing zidovudine (ZDV) or stavudine (d4T). Antivir. Ther.
12: S81.

Das, K., Clark, A.D., Lewi, P.J., Heeres, J., De Jonge, M.R., Koymans, L.M., Vinkers, H.M.,
Daeyaert, F., Ludovici, D.W., Kukla, M.J., De Corte, B., Kavash, R.W., Ho, C.Y., Ye, H.,
Lichtenstein, M.A., Andries, K., Pauwels, R., de Béthune, M.-P., Boyer, P.L., Clark, P., Hughes,
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Ross, L., Boulmé, R., Fisher, R., Hernandez, J., Florance, A., Schmit, J.-C. and Williams, V. 2005.
A direct comparison of drug susceptibility to HIV type 1 from antiretroviral experienced sub-
jects as assessed by the antivirogram and phenosense assays and by seven resistance algorithms.
AIDS Res. Hum. Retroviruses 21: 933–939.

Sax, P.E., Islam, R., Walensky, R.P., Losina, E., Weinstein, M.C., Goldie, S.J., Sadownik, S.N. and
Freedberg, K.A. 2005. Should resistance testing be performed for treatment-naı̈ve HIV-infected
patients? A cost-effectiveness analysis. Clin. Infect. Dis. 41: 1316–1323.

Schmit, J.C., Cogniaux, J., Hermans, P., Van Vaeck, C., Sprecher, S., Van Remoortel, B., Witvrouw,
M., Balzarini, J., Desmyter, J., De Clercq, E. and Vandamme A.-M. 1996. Multiple drug resis-
tance to nucleoside analogues and nonnucleoside reverse transcriptase inhibitors in an effi-
ciently replicating human immunodeficiency virus type 1 patient strain. J. Infect. Dis. 174:
962–968.

Schmit, J.-C., Van Laethem, K., Ruiz, L., Hermans, P., Sprecher, S., Sönnerborg, A., Leal, M.,
Harrer, T., Clotet, B., Arendt, V., Lissen, E., Witvrouw, M., Desmyter, J., De Clercq, E.
and Vandamme, A.-M. 1998. Multiple dideoxynucleoside analogue-resistant (MddNR) HIV-1
strains isolated from patients from different European countries. AIDS 12: 2007–2015.

Schmit, J.-C., Martinez-Picado, J., Ruiz, L., Tural, C., Van Laethem, K., Cabrera, C., Ibanez, A.,
Puig, T., Witvrouw, M., Desmyter, J., De Clercq, E., Clotet, B. and Vandamme, A.-M.
1998. Evolution of HIV drug resistance in zidovudine/zalcitabine- and zidovudine/didanosine-
experienced patients receiving lamivudine-containing combination therapy. Antivir. Ther. 3:
81–88.

Segondy M. and Montes, B. 2005. Prevalence and conditions of selection of the K65R mutation in
the reverse transcriptase gene of HIV-1. J. Acquir. Immune Defic. Syndr. 38: 110–111.

Selmi, B., Deval, J., Boretto, J. and Canard, B. 2003a. Nucleotide analogue binding, catalysis and
primer unblocking in the mechanisms of HIV-1 reverse transcriptase-mediated resistance to
nucleoside analogues. Antivir. Ther. 8: 143–154.

Selmi, B., Deval, J., Alvarez, K., Boretto, J., Sarfati, S., Guerreiro, C., and Canard, B. 2003b.
The Y181C substitution in 3’-azido-3’-deoxythymidine-resistant human immunodeficiency
virus type 1 reverse transcriptase suppresses the ATP-mediated repair of the 3’-azido-3’-
deoxythymidine 5’-monophosphate-terminated primer. J. Biol. Chem. 278: 40464–40472.

Sen, S., Tripathy, S.P., Chimanpure, V.M., Patil, A.A., Bagul, R.D. and Paranjape, R.S.
2007. Human immunodeficiency virus type 1 drug resistance mutations in peripheral
blood mononuclear cell proviral DNA among antiretroviral treatment-naı̈ve and treatment-
experienced patients from Pune, India. AIDS Res. Hum. Retroviruses 23: 489–497.

Shafer, R.W., Kozal, M.J., Winters, M.A., Iversen, A.K., Katzenstein, D.A., Ragni, M.V., Meyer,
W.A. III, Gupta, P., Rasheed, S., Coombs, R., Katzman, M., Fiscus, S. and Merigan T.C. 1994.
Combination therapy with zidovudine and didanosine selects for drug-resistant human immun-
odeficiency virus type 1 strains with unique patterns of pol gene mutations. J. Infect. Dis. 169:
722–729.

Shet, A., Berry, L., Mohri, H., Mehandru, S., Chung, C., Kim, A., Jean-Pierre, P., Hogan,
C., Simon, V., Boden, D. and Markowitz, M. 2006. Tracking the prevalence of transmitted
antiretroviral drug-resistant HIV-1. A decade of experience. J. Acquir. Immune Defic. Syndr.
41: 439–446.

Shirasaka, T., Yarchoan, R., O’Brien, M.C., Husson, R.N., Anderson, B.D., Kojima, E., Shimada,
T., Broder, S. and Mitsuya, H. 1993. Changes in drug sensitivity of human immunodeficiency
virus type 1 during therapy with azidothymidine, dideoxycytidine, and dideoxyinosine: an in
vitro comparative study. Proc. Natl. Acad. Sci. USA 90: 562–566.

Shulman, N., Zolopa, A.R., Passaro, D., Shafer, R.W., Huang, W., Katzenstein, D., Israelski,
D.M., Hellmann, N., Petropoulos, C. and Whitcomb, J. 2001. Phenotypic hypersusceptibility to
non-nucleoside reverse transcriptase inhibitors in treatment-experienced HIV-infected patients:
impact on virological response to efavirenz-based therapy. AIDS 15: 1125–1132.

Simen, B.B., Huppler Hullsiek, K., Novak, R.M., MacArthur, R.D., Baxter, J.D., Huang, C.,
Lubeski, C., Turenchalk, G.S., Braverman, M.S., Desany, B., Simons, J.F., Rothberg, J.M.,



26 Clinical Implications of Reverse Transcriptase Inhibitor Resistance 617

Egholm, M. and Kozal, M.J. 2007. Prevalence of low abundant drug-resistant variants by ultra-
deep sequencing in chronically HIV-infected antiretroviral (ARV)-naı̈ve patients and the impact
on virological outcomes. Antivir. Ther. 12: S149.

Sluis-Cremer, N., Sheen, C.-W., Zelina, S., Argoti Torres P.S., Parikh U.M. and Mellors J.W. 2007.
Molecular mechanism by which the K70E mutation in human immunodeficiency virus type 1
reverse transcriptase confers resistance to nucleoside reverse transcriptase inhibitors. Antimi-
crob. Agents Chemother. 51: 48–53.

Sproat, M., Pozniak, A.L., Peeters, M., Winters, B., Hoetelmans, R., Graham, N.M. and Gazzard,
B.G. 2005. The influence of the M184V mutation in the HIV-1 reverse transcriptase on the
virological outcome of highly active antiretroviral therapy regimens with or without didanosine.
Antivir. Ther. 10: 357–361.

St. Clair, M.H., Martin, J.L., Tudor-Williams, G., Bach, M.C., Vavro, C.L., King, D.M., Kellam,
P., Kemp, S.D. and Larder, B.A. 1991. Resistance to ddI and sensitivity to AZT induced by a
mutation in HIV-1 reverse transcriptase. Science 253: 1557–1559.

Sukasem, C., Churdboonchart, V., Chasombat, S., Kohreanudom, S., Watitpun, C., Pasomsub, E.,
Piroj, W., Tiensuwan, M. and Chantratita, W. 2007. Surveillance of genotypic resistance muta-
tions in chronic HIV-1 treated individuals after completion of the national access to antiretro-
viral program in Thailand. Infection 35: 81–88.

Sungkanuparph, S., Manosuthi, W., Kiertiburanakul, S., Saekang, N., Pairoj, W. and Chantratita,
W. 2008. Prevalence and risk factors for developing K65R mutations among HIV-1 infected
patients who fail an initial regimen of fixed-dose combination of stavudine, lamivudine, and
nevirapine. J. Clin. Virol. 41: 310–313.

Svicher, V., Sing, T., Santoro, M.M., Forbici, F., Rodrı́guez-Barrios, F., Bertoli, A., Beerenwinkel,
N., Bellocchi, M.C., Gago, F., d’Arminio Monforte, A., Antinori, A., Lengauer, T., Ceccherini-
Silberstein, F. and Perno, C.F. 2006. Involvement of novel human immunodeficiency virus type
1 reverse transcriptase mutations in the regulation of resistance to nucleoside inhibitors. J. Virol.
80: 7186–7198.

Tamalet, C., Fantini, J., Tourres, C. and Yahi, N. 2003. Resistance of HIV-1 to multiple antiretrovi-
ral drugs in France : a 6-year survey (1997–2002) based on an analysis of over 7000 genotypes.
AIDS 17: 2383–2388.

Taylor, S., Boffito, M., Khoo, S., Smit, E. and Back, D. 2007. Stopping antiretroviral therapy. AIDS
21: 1673–1682.

The DHHS Panel on Antiretroviral Guidelines for Adults and Adolescents 2006.
The European HIV Drug Resistance Guidelines Panel 2006.
The TMC125-C223 Writing Group. 2007. Efficacy and safety of etravirine (TMC125) in patients

with highly resistant HIV-1: primary 24-week analysis. AIDS 21: F1–F10.
Theys, K., Vercauteren, J., Abecasis, A.B., Libin, P., Deforche, K., Vandamme, A.-M. and

Camacho, R. 2009. The rise and fall of K65R in a Portuguese HIV-1 Drug Resistance database,
despite continuously increasing use of tenofovir. Infect. Genet. Evol. in press.

Tisdale, M., Alnadaf, T. and Cousens, D. 1997. Combination of mutations in human immunode-
ficiency virus type 1 reverse transcriptase required for resistance to the carbocyclic nucleoside
1592U89. Antimicrob. Agents Chemother. 41: 1094–1098.

Trotta, M.P., Bonfigli, S., Ceccherini-Silberstein, F., Bellagamba, R., D’Arrigo, R., Soldani, F.,
Zaccarelli, M., Bellocchi, M.C., Lorenzini, P., Marconi, P., Boumis, E., Forbici, F., Comandini,
U.V., Tozzi, V., Narciso, P., Perno, C.F. and Antinori, A. 2006. Clinical and genotypic correlates
of mutation K65R in HIV-infected patients failing regimens not including tenofovir. J. Med.
Virol. 78: 535–541.

Tural, C., Ruiz, L., Holtzer, C., Schapiro, J., Viciana, P., Gonzalez, J., Domingo, P., Boucher, C.,
Rey-Joly, C., Clotet, B. and the Havana Study Group. 2002. Clinical utility of HIV-1 genotyping
and expert advice: the Havana trial. AIDS 16: 209–218.

UK Collaborative Group on HIV Drug Resistance. 2005. Estimating HIV-1 drug resistance in
antiretroviral-treated individuals in the United Kingdom. J. Infect. Dis. 192: 967–973.

Vandamme, A.-M., Van Vaerenbergh, K. and De Clercq, E. 1998. Anti-human immunodeficiency
virus drug combination strategies. Antivir. Chem. Chemother. 9: 187–203.



618 K. Van Laethem and A.-M. Vandamme

Van Laethem, K., Van Vaerenbergh, K., Schmit, J.-C., Sprecher, S., Hermans, P., De Vroey, V.,
Schuurman, R., Harrer, T., Witvrouw, M., Van Wijngaerden, E., Stuyver, L., Van Ranst, M.,
Desmyter, J., De Clercq, E. and Vandamme, A.-M. 1999. Phenotypic assays and sequencing
are less sensitive than point mutation assays for the detection of resistance in mixed HIV-1
genotypic populations. J. Acquir. Immune Defic. Syndr. 22: 107–118.

Van Laethem, K., Witvrouw, M., Balzarini, J., Schmit, J.-C., Sprecher, S., Hermans, P., Leal, M.,
Harrer, T., Ruiz, L., Clotet, B., Van Ranst, M., Desmyter, J., De Clercq, E. and Vandamme
A.-M. 2000. Patient HIV-1 strains carrying the multiple nucleoside resistance mutations are
cross-resistant to abacavir. AIDS 10: 469–471.

Van Laethem, K., De Munter, P., Schrooten, Y., Verbesselt, R., Van Ranst, M., Van Wijngaerden,
E. and Vandamme, A.-M. 2007a. No response to first-line tenofovir + lamivudine + efavirenz
despite optimization according to baseline resistance testing: impact of resistant minority vari-
ants on efficacy of low genetic barrier drugs. J. Clin. Virol. 39: 43–47.

Van Laethem, K., Pannecouque, C. and Vandamme A.-M. 2007b. Mutations at 65 and 70 within
the context of a Q151M cluster in human immunodeficiency virus type 1 reverse transcriptase
impact the susceptibility to the different nucleoside reverse transcriptase inhibitors in distinct
ways. Infect. Genet. Evol. 7: 600–603.

Venturi, G., Romano, L., Carli, T., Corsi, P., Pippi, L., Valensin, P.E. and Zazzi, M. 2002. Divergent
distribution of HIV-1 drug-resistant variants on and off antiretroviral therapy. Antivir. Ther. 7:
245–250.

Vercauteren, J., Theys, K., Debruyne, M., Deforche, K., Duque, J.L., Peres, S., Carvalho, A.P.,
Mansinho, K., Vandamme, A.-M. and Camacho, R. 2007. The incidence of multidrug and class
resistance in HIV-1 infected patients is decreasing over time (2001–2006). Fifth European HIV
Drug Resistance Workshop, Cascais, Portugal. Abstract 1.

Vergne, L., Diagbouga, S., Kouanfack, C., Aghokeng, A., Butel, C., Laurent, C., Noumssi, N.,
Tardy, M., Sawadogo, A., Drabo, J., Hien, H., Zekeng, L., Delaporte, E. and Peeters, M.
2006. HIV-1 drug-resistance mutations among newly diagnosed patients before scaling-up pro-
grammes in Burkina Faso and Cameroon. Antivir. Ther. 11: 575–579.

Vidal, N., Niyongabo, T., Nduwimana, J., Butel, C., Ndayiragije, A., Wakana, J., Nduwimana, M.,
Delaporte, E. and Peeters, M. 2007. HIV type 1 diversity and antiretroviral drug resistance
mutations in Burundi. AIDS Res. Hum. Retroviruses 23: 175–180.

Vingerhoets, J., Azijn, H., Fransen, E., De Baere, I., Smeulders, L., Jochmans, D., Andries,
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