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Preface 

This book contains the proceedings of the 2oth IFIP International Information 
Security Conference (IFIPISEC2005) held from 3oth May to IS' June, 2005 in Chiba, 
Japan. It was the 2oth SEC conference in the history of IFIP TC-11. The first one was 
held in Stockholm, Sweden in May 1983. After that, IFIPISEC conferences have been 
in various countries all over the world. The last IFIPISEC conference held in Asia 
was IFIPlSEC2000 in Beijing, China. 

In IFIPISEC2005, we emphasize on "Security and Privacy in the Age of 
Ubiquitous Computing". Even in the age of ubiquitous computing, the importance of 
the Internet will not change and we still need to solve conventional security issues. 
Moreover, we need to deal with the new issues such as security in P2P environment, 
privacy issues in the use of smart cards and W I D  systems. Therefore, in 
IFIPISEC2005, we have included a workshop "Small Systems Security and Smart 
Cards" and a panel session "Security in Ubiquitous Computing". 

This book includes the papers selected for presentation at IFIPISEC2005 as well 
as the associated workshop. In response to the call for papers, 124 papers were 
submitted to the main conference track. These papers were evaluated by members of 
the Program Committee in terms of their relevance, originality, significance, technical 
quality and presentation. From the submitted papers, 34 were selected for 
presentation at the conference (an acceptance rate of 27%). We also include 6 short 
papers selected by the Workshop committee. 

We would like to thank Mr. Leon Strous, chair of IFIP TC-I 1, Professor Norihisa 
Doi, Professor Hideki Imai, Professor Tsuneo Kurokawa and Professor Shigeo Tsujii, 



xii Security and Privacy in the Age of Ubiquitous Computing 

members of the SEC2005 Advisory Committee for their continuous advice. We are 
grateful to the members of the Program Committee for their voluntary efforts to 
review manuscripts. We are also grateful to the members of the Local Organizing 
Committee for their efforts in preparing this conference, especially Professor Yuko 
Murayama, chair of this committee. 

Ryoichi Sasaki, Tokyo Denki University 
(General Chair) 
Sihan Qing, Chinese Academy of Science 
Eiji Okamoto, University of Tsukuba 
(Program Chairs) 
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ACCOUNTABLE ANONYMOUS E-MAIL 

Vincent Naessens*, Bart De Decker, Liesje Demuynck' 
K.U.Leuven, Department of Computer Science, Celestijnenlaan 200A, 3001 Leuven, Belgium, 
*K. U.Leuven, Campus Kortrijk (KULAK), E. Sabbelaan 53, 8500, Kortrijk, Belgium 

Abstract: Current anonymous e-mail systems offer unconditional anonymity to their 
users which can provoke abusive behaviour. Dissatisfied users will drop out 
and liability issues may even force the system to suspend or cease its services. 
Therefore, controlling abuse is as important as protecting the anonymity of 
legitimate users when designing anonymous applications. 

This paper describes the design and implementation AAEM, an accountable 
anonymous e-mail system. An existing anonymous e-mail system is enhanced 
with a control mechanism that allows for accountability. The system creates a 
trusted environment for senders, recipients and system operators. It provides a 
reasonable trade-off between anonymity, accountability, usability and 
flexibility. 

Key words: privacy, anonymity, accountability, control 

INTRODUCTION 

Anonymous e-mail systems serve many purposes ranging from making 
public political statements under oppressive governments to discussing 
topics that might otherwise lead to embarrassment, harassment or even loss 
of jobs in more tolerant political environments [I]. However, unconditional 
anonymous e-mail systems (such as remailers) can also be used for sending 
offensive mail, sparn, black mail, copyrighted material, child pornography ... 

' Research assistant of the Research Foundation - Flanders (FWO - Vlaanderen) 
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Legal actions against this service may even force it to shut down. Therefor, 
controlling abuse is as important as protecting the anonymity of legitimate 
users. Both considerations play a central role in the design of the accountable 
anonymous e-mail system (AAEM). Anonymity should always be 
guaranteed to legitimate users but extra controls are necessary to prevent or 
at least discourage abuse. 

The paper is organized as follows: section 2 describes a general 
anonymous credential system; these credentials will be used in the e-mail 
system that is designed in section 3. Section 4 describes and evaluates a 
prototype of the system. An overview of related work is given in section 5.  
We conclude in section 6 with a summary of the major achievements. 

2. ANONYMOUS CREDENTIALS 

This section describes Idemix [I  1,121, a general anonymous credential 
system. Idemix helps to realize anonymous yet accountable transactions 
between users and service providers. The credential system is used to 
introduce anonymity control in the AAEM system. A simplified version of 
the Idemix protocols is presented here. Not all inputs of the protocols are 
described. The outputs of interactive protocols are not always visible to all 
parties involved in the protocol. 

Nym registration. A nym is the pseudonym by which the user wants to 
be known by an organization. Idemix has two kinds of nyms: ordinary nyms 
and rootnyms. The user establishes a nym with an organization based on his 
master secret2. 

Nym registration (for registering ordinary nyms). NymUo=RegNym(). 
Note that the rootNym (see below) is hidden in every nym of the user. 
RootNym registration (for registering rootnyms). RootNymUR = 
RegRootNym(SigUR, Certuc). The user signs the established nym with 
his signature key, which is certified by an external certificate (which 
links the user's public key with his identity). Hence, the organization 
holds a provable link between the rootnym and the identity certified by 
the certificate. 

Credential issuing. Credu1 = IssueCred(NymuI, CredInfouJ. After 
establishing a nym with an organization, the user may request a credential on 

Note that all the user's nyms and credentials are linked to the user's master secret. Hence, 
sharing one credential means sharing all other credentials as well. 
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that nym. Credentials can contain additional information: show options (e.g. 
one/limitedlmulti-show) and attributes (e.g. age, citizenship, expiration 
date, ...). 

Credential showing. (TranscriptuEMsgUv) = CredShow(NymuK 
Credur, CredShowFeaturesUv.S. The user proves to the verifying 
organization V that he owns a credential issued by organization I. A 
credential show can have several features: 

- The credential is shown relative to another nym. The (anonymous) 
user proves that the nym on which the credential is issued and a nym 
by which he is known by the verifier, belong to the same user (they are 
based on the same user secret). 
- Local andlor global deanonymization is allowed (cfr. below). 

In addition, a user may choose to prove any attribute (or a property of 
these attributes). Showing a credential results in a transcript for V which 
can be used later in double spending checking and deanonymization 
protocols. During a credential show, a message can be signed, which 
provably links the message to the transcript of the credential show. The 
following anonymity properties are valid: 

- Two or more credential shows of the same credential can not be 
linked together (unless the credential is a one-show credential). 
- A credential show does not reveal the nym on which it was issued. 

Deanonymization. Transcripts of anonymous credential shows can be de- 
anonymized by including a verifiable encryption of the user's nym (local 
deanonymization) or rootNym (global deanonymization). Thus, only parties 
that have the deanonymization keys can deanonymize credential shows 

Local deanonymization. 
(Nyrn~~, DeAnonTran~cript~.~~) = DoLocalDeanon(Transcriptw). If a 
credential show is locally deanonymizable, the nym for which the 
credential was issued can be revealed by a deanonymizer D. A 
deanonymization transcript contains a provable linking between the 
transcript and the nym. 

Global deanonymization. 
(RootNym~~,DeAnonTranscriptDDUV) =DoGlobalDeanon(TranscriptUV~. 
If the credential show was globally deanonymizable, the user's rootnym 
can be revealed. 
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Credential Revocation. RevokeCred(NymLr[, CredUJ. The issuer can also 
revoke credentials issued on a nyrn. 

ACCOUNTABLE ANONYMOUS E-MAIL 

First, the requirements of the players in the system are described. The 
requirements analysis results in the design of an anonymous mail system 
enhanced with a control mechanism that allows for accountability. The roles 
in the system are described in the second paragraph. Third, we describe the 
protocols used in the different phases. Finally, we evaluate the trust 
properties in the system. 

3.1 Requirements 

User requirements. These requirements depend on the role the users 
play in the the mail system. Senders want their privacy to be protected 
whereas recipients mainly have control requirements. Whereas current 
remailer systems mainly focus on the former, our design considers the 
concerns of both parties. 

The control requirements of recipients are twofold: 
Spam control measures. Recipients don't want spam in their mailbox. 
The mail system should take measures to discourage this kind of abuse. 
Accountability for criminal mail. It should be possible to prosecute 
the sender of a criminal mail. The mail system should guarantee that 
the identity of the sender can be revealed (i.e. the user is accountable). 

The anonymity requirements of mail senders will only be met as long as 
the sender abides by the rules (no spam or criminal mail). 

Unlinkability of a mail to the initiator. 
Unlinkability of different mails from the same initiator. 

System requirements. The system requirements are twofold: 
Offering good service to users. The mail system wants to offer a good 

service in order to attract users. Therefor, the mail system contracts its 
users to meet the requirements of their users. 

Limited use of resources. To be able to meet the accountability 
requirements, evidence will be stored in the system. The amount of 
evidence stored by the AAEM-system itself should be minimal. 
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Law Enforcement requirements. The government may require 
accountability of misbehaving users. Such users have sent illegal mails 
(such as illegal music files, child porn, ...) or criminal mails (such as death 
threats, bribery, blackmail ...). 

3.2 Roles 

Registrar (for registration). The registrar knows a provable link between 
a user's true identity and his rootNym. To increase trust in the system, the 
registrar is independent of the AAEM-system. Its cooperation is required to 
identify the sender of an anonymous e-mail. 

AAEM system infrastructure (core of the mail system). 

- Activation Manager (for activation). The Activation Manager 
handles the (anonymous) user registrations, and if the AAEM- 
system is not for free, also deals with payments. Payment can be 
anonymous; however, it is not a pre-requisite to fulfil the 
requirements. 
- Mail guard (for mailing). The Mail Guard imposes strict access 

control to the AAEM-system (only registered users are authorized to 
use the services of the system) and adds verifiable proofs to the 
message guaranteeing that the sender of the message can be 
identified under certain conditions. 
- Complaint handler. The Complaint Handler handles suspected 
(unacceptable/criminal) mail that is sent through the mail system. 
Complaints are sent by recipients of such mail. The Mail Guard can 
also pass suspected mail to the Complaint Handler. 

Deanonymization grantinglhandling infrastructure. 

- Law Enforcement entity (or Justice). The role of the Law 
Enforcement Entity (LE) is to verify whether the identity of a user 
behind a nym may be revealed. 
- Arbiter. The arbiter's role is to verify whether an e-mail fulfills 

the local or global de-anonymization condition. 
- Deanonymizer. This authority can retrieve the pseudonym of the 
sender of an anonymous e-mail message. 

Communication infrastructure. 
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- Anonymous connection system (AC). The connection between 
the sender and some of the other participants need to be anonymous. 
- Re 
mailers (REM). The remailers constitute the existing anonymous 

e-mail system. The AAEM system forwards mail towards the 
recipient through a remailer system. 

Users of the AAEM system. 

- (Anonymous) Sender. The sender is entitled to send e-mail 
anonymously (when he is registered to the system). As long as he 
abides by the rules, his anonymity will be respected. 
- Recipient. The owner of a mailbox and e-mail address. The 

recipient may refuse to accept anonymous e-mails unless they are 
"stamped" by a trusted Mail Guard. If the email is spam or contains 
illegitimate or criminal content, the recipient may file a complaint with 
the AAEM-system. 

-- ---- 

AAEM-system 

arbiter 

uard deanon. 

I 

Figure 1. Overview of the AAEM system. 

3.3 Protocols 

This section describes the protocols used in different phases. 

Registration. In this phase, the user contacts the registrar to obtain a root 
credential. The user first establishes a rootNyrn and signs that rootNym with 
an external certificate (issued by a trusted CA). The registrar stores the 
identity proof and issues a root credential on the rootNym. The root 
credential can be shown multiple times to the Activation Manager. 

U: Certuc from C (an external Certzfication Authorityl 
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u f3 R: R00tNymUR = RootNym (SigUR, Certuc) 
R: stoves [SigUR, CertK, RootNym LIR] 
U 6+ R: CredUR = IssueCved(RootNym UR, ['A CT]) 

Activation of Anon-Email Service. Each user has to activate the 
anonymous mail service with the Activation Manager before he can send 
mail. The Activation Manager issues a send credential, required to send mail. 
Before the user receives a send credential, he must prove that he has 
previously registered (possesses a valid root credential) and solve an 
activation puzzle. 

To achieve these goals, the user first establishes an anonymous 
communication channel and registers a nym with the Activation Manager. 
The user then shows his root credential relative to that nym. This prevents 
unregistered users to activate the mail service. The credential show is 
undeanonymizable. The Activation Manager verifies the credential show. 
The user then solves the activation puzzle. The puzzle discourages users to 
activate the service several times3. 

U t, M NymuM = RegNymO 
U h\ M. ( T r a n ~ c r i p t ~ ~ , ~ ~ - ~ ,  MsgUl,& = 

CredShow(NymUM CredUR, CredShowFeature~~~Q) 
with CredShowFeaturesuM-R=[LDeDanon=null, GDeAnon=null] 
and MsgUw = contract between U and AAEM, may contain 
explanation of acceptable use policy. 

U ~j M: activation procedure (solving puzzle) 
U t, M: CredUM = IssueCred(NymUM ['SENDY) 
M: stores [TranscriptUMR, Nymm Credud 

Sending anonymous mail. Sending mail is conditionally anonymous. A 
user is anonymous as long as he abides by the rules. If the system is used to 
send spam mail, the user's send credential will be revoked; if criminal mail is 
sent through the system, the sender can be identified and prosecuted. 

The sender is responsible for removing identifying headers before 
contacting the mail guard, who will verify the sender's send credential. 
During the credential show, the mail is signed, which provably links the mail 
to the transcript of the credential show. The transcript is locally and globally 

The activation puzzle can be omitted if the user has to go through a prior payment phase, in 
which he receives a one-show payment credential. In that case, the user must pay in order 
to activate the mail service. 
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deanonymizable. The Mail Guard verifies the credential show and attaches 
the transcript to the mail. The Mail Guard then forwards the mail to the 
recipient mailbox over a remailer network. 

U # G: (TranscriptEM MsgU)= 
CredShow(nul1, CredUM, CredShowFeaturesuG.,$ 

with CredShowFeaturesUG.,~ = 
[LDeAnon=[DCond= Unacceptablel Criminal, Arbiter=A], 
GDeAnon=[DCond=Criminal,Arbiter=A]] 

and Msgu = message to be sent anonymously to the recipient 
G: forwards [Msg, SigG(TranscriptuG.,n)] to recipient r through REM 

Receiving anonymous mail. The recipient checks the validity of the 
TranscriptuG with respect to the message MsgU. If the verification fails, the 
message is discarded. If the verification is successful, the user reads the 
message. If the message is abusive (unacceptable or criminal), the recipient 
forwards the mail to the complaint handler. 

Unacceptable behavior (Spam, ...). If a user has sent spam, the send 
credential of that user should be revoked. Revoking the send credential 
consists of three steps: 

Decision of Arbiter. The recipient sends the suspected mail (mail 
contents and transcript) to AAEM system. The Complaint Handler 
signs the mail and forwards the request to the Arbiter. The Arbiter first 
verifies the validity of the mail w.r.t. the transcript. It then verifies 
whether the mail is really unacceptable. The Arbiter returns his signed 
decision. If the mail is unacceptable, the Complaint Handler informs 
the Deanonymizer. 

Disclosing Nym. The Deanonymizer receives a signed message from 
the Complaint Handler. The message contains the Arbiter's decision 
(i.e. "Unacceptable"), the mail and the transcript. The Deanonymizer 
verifies the advice, and if positive, locally deanonymizes the transcript. 
He then returns the nym and a deanonyrnization transcript to the 
Complaint Handler. The Deanonymizer also stores the Arbiter's signed 
decision. 

Credential revocation. When the Complaint Handler receives the 
nym from the Deanonymizer, the mail system actually revokes the 
credential issued on the nym. The victim is also kept informed. 
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r J C: [ComplaintSpam, iMailu] 
with Mailu = [M~gc,  T r a n ~ c r i p t ~ ~ - ~ J  
and Transcript,, contains LDeAnon=(Unacceptablej Criminal, A] 

C J A: Sigc(Mailu Unacceptable?) 
C t A: SigA(Mailc, Unacceptable) 

C -+ D: SigA(Mailu Unacceptable) 

D: (NymUM DeAnonTr~nscr ip t~ .~~)= DoDeAnonLocal(TranscriptuG.~ 
D: stores SigA(Mailu Unacceptable) 

C: RevokeCred(NymUM Credu,d 
C stores: [SigA(MailU, Unacceptable), NymCilW DeAnonTran~cript~.~~] 

r t C: Sigc(Sender=BANNED, SigA(MailU, Unacceptable)) 

Criminal behavior. Criminal behavior can be detected by the recipient 
(e.g. blackmail, stalking, ...) or by a mail system component (e.g. illegal 
content...). In both cases, the identity of the mail sender should be revealed. 
In addition, the user's send credential can be revoked. Revocation of a send 
credential is described above. Revealing the identity of the sender requires 
the following steps: 

Decision of Arbitertsee above). 

Disclosing RootNym. If the mail is criminal, the Arbiter convinces the 
deanonymizer to reveal the rootNym behind the transcript. The 
deanonymizer globally deanonymizes the transcript and returns the 
rootNym and the deanonymization transcript to the Complaint Handler. 

Revealing identity. The Complaint Handler forwards the evidence to LE. 
LE then orders the Root Authority to reveal the identity of the user behind 
the rootNym. LE stores the evidence that proves the link between the 
sender and the criminal mail. 

r + C: [ComplaintCriminal, Mailu] 
with Mailu = [MsgU, TranscriptuG+J 
and Transcript,-, contains GDeAnon=[Criminal, A] 

C +A: Sigc(MailU, Criminal?) 



Vincent Naessens *, Bart De Decker, Liesje Demuynck 

D: (RootNymUh DeAnonTranscr@tD.r/cl = 
DoDeAnonGlobal(T~anscr@t~~.~ 

D: stoves SigA(Mailu Crimiutal) 

C -+ LE: [SigA(MailU, Criminal), RootfimuR, DeA nonTrans~ript~."~] 

LE stores [RootNymUR, Siguh CertUc, MsgUR] 

3.4 Properties 

This section focuses on the trust properties in the system. The mail 
system creates a trusted environment for senders, recipients and 
administrators of an AAEM system. 

Sender. First, the sender may trust that different mails cannot be linked 
by the AAEM system. Although send credentials are issued by the AAEM 
system, credential shows are unlinkable. Therefore, different mails from the 
same user can not be linked by AAEM. Note that an anonymous 
communication infrastructure is required. Second, the sender may trust that 
his send credential will not be revoked as long as he does not send abusive 
mail. Three parties are involved in revoking send credentials: AAEM, A and 
D. D will only locally deanonymize the transcript after permission of A. 
AAEM can only revoke the send credential related to the transcript after 
local deanonymization. Moreover, AAEM needs A's permission to revoke 
the credential. Nevertheless, trust is required in a righteous Arbiter. AAEM 
and user can possibly negotiate which Arbiter to involve before a credential 
show. Third, revealing the user's identity is only possible with cooperation 
of external entities: A, LE, D and R. D only globally deanonymizes a 
transcript after A's approval. R only reveals the link between the rootNyrn 
and the identity of the user after approval of LE. 

Recipient. A valid transcript guarantees that a mail is locally and 
globally deanonymizable. Recipients also know the verifier of valid 
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transcripts (i.e. AAEM) and the deanonymization conditions. Moreover, the 
recipient can block mail containing no or invalid transcripts. 

AAEM, D and R. AAEM can not be liable as long as it observes the 
rules (i.e. respects the decision of the Arbiter). AAEM stores evidence about 
unacceptablelcriminal mail and the judgement of A about the mail. D also 
stores such evidence. In case of criminal mail, R stores LE's judgement. 

4. PROTOTYPE 

4.1 Description 

Client side infrastructure. 
The application layer consist of three components. The 

registrationlactivation module receives registration1 activation requests 
from the user and passes them to the credential layer. The mail client is 
configured to forward mail to a local SMTP server (running at the sender's 
machine). The mail server filters any identifying headers and passes the 
message to the credential layer. 

Activation 
I SMTP server I I Interface I 

ldemix 
Architecture 

RulesDB 

CredsDB 
+ + + 

I 
+ 

Onion routing Client Proxy I 
Figure 2. Client side infrastructure 

The credential layer implements Idemix credential protocols 
(credential showing, credential issuing, ...). The credential layer requires 
two databases in order to execute a credential protocol. First, the CredsDB 
stores credentials (root credential, activation credentials, mail credentials). 
This database is updated as (new) user credentials are retrievedlrevoked. 
Second, the RulesDB specifies the rules for credential showinglcredential 
issuing during each phase (registration, activation, sending mail). The 
RulesDB is configured at set up time. Idemix requests are passed to the 
communication layer. 
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The communication layer deals with anonymous connections to the 
AAEM system. An onion routing proxy[2,3] is inserted at 
communication level. In the current implementation, the client composes 
an anonymous path to the AAEM system. In an alternative 
implementation, the communication layer can contact an external 
communication proxy that sets up anonymous connections. However, the 
latter implementation has different anonymity properties. Access 
configurations to anonymous connection systems are discussed in [2,3]. 
The client side also consists of a module that verifies transcripts and sends 
complaints to the AAEM system. 

Core of AAEM system. 
The activation manager and the mail guard are implemented as two 

different Idemix organizations. The Mail Guard verifies mail, stores the 
transcripts as attachment and passes them to a Mixmaster remailer proxy 
(running at the same machine). The remailer proxy chooses a chain of 
remailers, recursively encrypts the message and forwards the message 
through the remailer system. 

The Complaint Handler receives complaints from recipients. The 
Complaint Handler forwards them to an arbiter andlor a law enforcement 
entity. This depends on the type of complaint. 

4.2 Evaluation 

Anonymity. Anonymity at application level is achieved by using 
anonymous credentials as building block. However, anonymity at 
application level is useless without support at the communication level. A 
global passive adversary is the most commonly assumed threat when 
analyzing anonymity at this level. No current practical low-latency, bi- 
directional system (i.e. anonymous connection system) does protect against 
such a strong adversary. 

The prototype implements anonymous connections between the sender 
and the AAEM system. The credential protocols require a real-time, 
bidirectional communication channel. However, sender and recipient are the 
real endpoints of communication. The AAEM system forwards mails to 
recipients over a remailer system that resists global attacks. Thus, global 
attackers cannot link the endpoints of communication. 

UsabilityIDeployability. To be deployed and used in the real world, the 
system is not expensive to run: 

The design does not place a heavy liability burden on AAEM 
operators (as discussed in section 3.4). 
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- Decentralized storage of mail transcripts reduces the number of disk 
space required by AAEM. The number of stored activation 
transcripts is linear to the number of activations. The amount of 
evidence stored by AAEM is linear to the number of accepted 
complaints. However, the system discourages multiple activations 
and abusive behaviour. 

- The system extends an existing infrastructure. AAEM uses a pre- 
existing network of anonymous remailers and anonymous 
connections. 

- Once a user has installed the client software, he only has to change 
the location of the outgoing SMTP server in his mail client. 

Flexibilityltransparency. The components are loosely coupled by a 
layered design. Transparency is achieved between the mail component and 
the communication component. The communication component can easily 
be replaced by another implementation. Second, the system foresees a loose 
coupling between different entities: the Arbiter and the Law Enforcement 
entity do not require any knowledge about Idemix and the structure of the 
mail system to judge complaints. Even the deanonymizer doesn't require 
knowledge about the structure of the mail system. To simplify the complaint 
handling procedure, the deanonymizer itself can be the Arbiter. This 
requires additional trust in the deanonymizer. 

5. RELATED WORK 

Our work on AAEM was largely motivated by the problems of current 
anonymous mail systems and tries to be a reliable extension of current 
remailer systems. The Mail Guard functions as front end to a remailer 
system. Our implementation uses Mixmaster[S, 101 remailers. However, 
only the communication proxy at the Mail Guard has to be re-implemented 
to work well with other types of remailers. If replies should be supported, the 
SMTP server at the client side also has to be re-implemented. This server 
must know the available remailers in order to build a reply structure. The 
current implementation does not support replies: the SMTP server just 
removes the "return-path" header. 

The first anonymous mail system open to the public was anon.penet.fi [9]. 
Unfortunately, penet did not use encryption. Moreover, only one machine 
needs to be compromised in order to break the anonymity. Type-1 remailers, 
also called Cypherpunk remailers, were developed to address many 
shortcomings of the penet system. Type-1 remailers have public keys with 
which incoming messages are encrypted. A message can be sent through a 
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chain of type-1 remailers, having been successively encrypted for each of 
them. Each remailer in a chain knows only the identity of the previous 
remailer and the next remailer in the chain. The system also supports reply 
functionality. 

Type-2 remailers[5,10] offer several improvements in security over type- 
1 remailers. These improvements make hop-by-hop analysis considerably 
harder. They include fixed size messages, replay detection and better 
reordering of messages at remailers. Type-2 remailers do not support replies 
to unknown destinations. 

Type-3 remailers[8], also called Mixminion remailers, support secure 
single-use reply blocks. Mix nodes cannot distinguish Mixminion forward 
messages from reply messages. Directory servers allow users to learn public 
keys and performance statistics of participating remailers. Mixminion 
provides a mechanism for each node to specify an exit policy (open exit 
nodes versus middleman exit nodes) and describes a protocol which allows 
recipients to opt-out of receiving mail from remailers. However, this requires 
recipients to send an opt-out request to each open exit node. This is very 
difficult to realize in practice as new remailers become available. Moreover, 
if receiving mail is opt-out, non-abusive mail is also retained. Our approach 
is to discard only anonymous messages without a valid transcript. Senders 
of abusive mail can be held accountable. 

Nymsew[l] is an e-mail pseudonym server: the server keeps a public key 
and a reply block for every nym. Nymserv also functions as front end and 
back end to a remailer system. Mail sent from the server to a user leaves 
through a chain of Cypherpunk remailers; requests to create nyms and to 
send mail from them arrives through a chain of Cypherpunk remailers. 
Nyms of abusive users can be revoked. Nymserve also uses a high-latency 
anonymous communication system. However, different mails from the same 
user can be linked. Moreover, only a limited amount of control is possible: 
users can not be accountable for sending abusive mail. 

6. CONCLUSION 

The presented mail system considers both anonymity requirements of 
senders and accountability requirements of recipients. A reasonable trade- 
off between these interests is achieved. 

An acceptable level of anonymity at communication level is achieved by 
reusing existing solutions: anonymous connections and remailers. An 
anonymous credential system is used as building block for accountability of 
application specific data/actions. Moreover, the credential system is loosely 
coupled to the application. 
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Trust is achieved by splitting responsibilities over different entities and 
accurate complaint handling procedures. However, a trusted external party is 
still required in applications where conditional anonymity is a design issue. 
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Abstract: The increasing number of linkable vendor-operated databases 
present unique threats to customer privacy and security intrusions, 
as personal information communicated in online transactions can 
be misused by the vendor. Existing privacy enhancing 
technologies fail in the event of a vendor operating against their 
stated privacy policy, leading to loss of customer privacy and 
security. Anonymity may not be applicable when transactions 
require identification of participants. We propose a service- 
oriented technically enforceable system that preserves privacy 
and security for customers transacting with untrusted online 
vendors. The system extends to support protection of customer 
privacy when multiple vendors interact in composite web 
services. A semi-tuustedpvocessor is introduced for safe 
execution of sensitive customer information in a protected 
environment and provides accountability in the case of disputed 
transactions. 

Key words: Electronic commerce; privacy; security; web services. 
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1. INTRODUCTION 

Many vendors have shown poor security of customer databases, leading 
to intrusions, loss of customer privacy and even identity theft 
[internetnews.com, 20031. 

When back-end customer databases are copied, sold or linked with 
databases of other vendors, the wealth of available customer information 
rapidly increases. In some cases, customers trust a vendor with personal 
information, however the information is collected for processing by other 
(untrusted) parties along the chain, as seen in outsourcing and supply chain 
management [Medjahed et al., 20031. 

Currently, private information that customers choose to release to 
vendors, such as medical information or credit card details, cannot be fully 
controlled by the customer once released. In addressing this issue, we have 
designed a generalised application-layer privacy platform, named: TEPS, the 
Technically Enforceable Privacy and Security system. TEPS protects from 
customer privacy violations at the vendor-side by preventing an untrusted 
vendor from ever holding customer personally identifiable information (PII) 
in plain view. The customer decides which of their personal attributes to 
protect and we introduce a semi-trusted processor (STP) that is trusted not to 
disclose customer PI1 within local execution of vendor-provided business 
logic. Full trust of the STP is not required as accountability and code 
watermarking [Collberg and Thomborson, 20021 can detect other forms of 
STP abuse. Mobile code is utilised as a method of communicating messages 
of varying protection levels amongst the entities of the service-oriented 
electronic commerce architecture. 

TEPS is a generalised model, and is suitable within the Web Services 
architecture, where multiple vendors can interact to fulfill customer requests, 
typically seen with a front-end web service broker that outsources back-end 
activities to other web services. 

Our results from a fully scaled implementation withm wired and wireless 
networks, and the possibility of mobile clients, show that TEPS is suitable 
within service-oriented transactions, enforcing consumer privacy as a value- 
added service. 

2. BACKGROUND AND RELATED WORK 

Traditionally, once a vendor has access to plain-text (non-encrypted) 
customer information, there are no technical methods available to restrict its 
use of that information. 
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Anonymising layers, such as [Chaum, 198 1, Jakobsson and Juels, 2001, 
Dingledine et al., 20041, help protect the customer source identity, and 
sometimes vendor destination, but once personally identifiable information 
has been captured by the vendor it can no longer be controlled. Identity 
Management systems, such as [Waldman et al., 2000, Campbell et al., 2002, 
Jendricke et al., 20041, act as an intermediary between customer and vendor 
and provide a pseudonym of the customer instead of the customer's real 
identity. This establishes privacy as long as pseudonyms cannot be linked to 
the customer's real identity. However, pseudonyms cannot be used when a 
vendor is required to authenticate a customer in environments that provide 
services both in electronic and traditional environments, such as banking, 
voting and payment. Credential-carrying pseudonyms [EU FP6 PRIME 
Project, 20051 could be considered an alternative to strong authentication, 
but require globally present identity management mechanisms. 

Non-traceable anonymous payment systems, such as [Chaum, 1982, 
Chaum et al., 19901 for transactions requiring authentication remain to be 
problems, such as medical subscriptions and large order requests. 

The Secure Electronic Transactions (SET) protocol used hashing 
techniques to preserve privacy of payment and order information, although 
overheads of client-side certificates, implementation difficulties and lack of 
extensibility for multiple vendors within integrated transactions made it 
unsuitable for complex environments, such as Web Services [Medjahed 
et al., 20031. 

The Secure Sockets Layer (SSLITLS) [Dierks and Rescorla, 20041 
provides communication channel authentication, message confidentiality and 
integrity but protects only the communication channel between customer and 
vendor. Customer privacy from untrusted vendors is not protected once data 
has reached the vendor. 

Protection of a customer's personally identifiable information (PII) has 
been proposed [Kenny and Korba, 20021 but does not offer assurance of 
enforceability in global e-commerce. Furthermore, the proposed PII- 
protecting model [Kenny and Korba, 20021 requires full trust in the data 
controller, which is also responsible for accountability. Personnel are 
required to manually check data processing activity and the security of data 
controllers is simplified to a question of reputation. Extensible support for 
multiple vendors interacting within a transaction has not been addressed. 

Encrypting digital identifiers and enforcing associated privacy policies 
through trusted computing technologies [Casassa et al, 20031 has been 
suggested, however all participants are required to operate within the 
confines of a globally unified trusted computing platform. 

Recent developments in XML-based privacy between customer and 
vendor has seen the emergence of Platform for Privacy Preferences (P3P) 
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[W3C, 2002, Berthold and Kohntopp, 20011 for the Internet and Enterprise 
Privacy Authorization Language (EPAL) [Ashley et al., 20031 for 
organisations. P3P and EPAL provide a standardised way for the vendor to 
represent their privacy policy and allow the customer to specify their privacy 
needs but cannot provide technical assurance that the vendor will not digress 
from their stated privacy policy. EPAL provides logging and reporting 
capabilities and enforces privacy access within an organization [Goldberg, 
20021 using network privacy monitors, however, is not appropriate for 
complex transactions as customers are required to unconditionally trust 
resources governed by vendor organisations. Furthermore, P3P and EPAL 
were designed for web-based applications, using the traditional client-server 
model, and are not suitable for Web Services [Medjahed et al., 20031. 

Issues of vendors digressing from their stated privacy policy, lack of 
identification and non-repudiation in anonymous payment systems, 
overheads of client identity certificates and legal factors due to globalisation 
have encumbered electronic commerce with privacy concerns. In many 
jurisdictions, revelation of customer databases to third parties is legally 
punishable if detected, but is still prevalent due to limitations in tracking 
down the perpetrator. Globalisation increases this problem as privacy laws in 
some jurisdictions are weak or non-existent. 

The "Technically Enforceable Privacy and Security" (TEPS) system 
helps solve these core issues by operating as a generalised service at the 
application-level protocol layer, and is suitable in a service-oriented 
architecture to prevent vendors from ever gaining access to customer privacy 
information. 

3. SCENARIOS: HOW ONLINE TRANSACTIONS 
AFFECT CUSTOMER PRIVACY 

In this section we describe two realistic scenarios currently threatening 
customer privacy that TEPS aims to alleviate. 

3.1 Scenario 1: Online brokers 

A customer uses on online bookseller web service as the vendor to locate 
a textbook. After finding a suitable match, the customer decides to purchase 
the package from the vendor. Current practices require customers to log into 
the vendor's website with a previously established account that probes for 
customer identity information. SSLITLS is used for encrypting credit card 
information, which is generally handled by a payment gateway, not the 
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vendor. The vendor redirects customers to a payment gateway, and once 
payment is complete, the payment gateway returns an outcome to the vendor. 
Despite what may be stated within the vendor's privacy policy, SSLITLS 
does not prevent the vendor from disclosing consumer spending habits to 
other parties. 

3.2 Scenario 2: Composite web services 

Figure I. Composite web services 

REQUEST ( REQUEST ( 
name, address, name,addrcss, REQUEST ( 
med~cal h~story, lnedlcal history, name,address, medmne, 
complaint, complarnt, billing details) 

A customer seeks medication by lodging a request to an online health 
clinic and must log in for identification. As with Scenario 1, the previously 
established account may require a number of personally identifiable 
customer attributes deemed private in nature. The health clinic is a front-end 
only, outsourcing medical knowledge to a specialist back-end service, as 
shown in Figure 1. Furthermore, if medicine is required, the specialist 
outsources prescription services to a pharmacy. The customer may not be 
aware of multiple vendors operating to fulfil their transaction. Each of these 
back-end services will request customer details from the front-end service to 
perform their business activity, possibly without customer knowledge. 
Privacy policies of back-end services may be independent to the health clinic 
privacy policy agreed to by the customer. 

' 
RESPONSE ( - 

4. SYSTEM DESIGN 

TEPS is composed of the following entities: 

RESPONSE ( 
transaction outcome) transaction outcome) transactlon outcome) 

specialist 
(service) 

Customer (CUS): Operates a client (CL) machine through a web 
browser; 
Client (CL): Computer used by customer in transacting with a vendor; 
Vendor (V): Service-oriented online store (for example, travel agent, 
weather service); 
Semi-Trusted Processor (STP): Partially trusted intermediary 
between client and vendor in processing vendor business logic on 

+---- 2 
RESPONSE ( 
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customer PI1 data. Example STPs include payment gateways, identity 
verifiers and marketing bureaus to name a few; 
Certificate Authority (CA): Trusted certificate server used for 
distribution and revocation of digital certificates to the entities 
communicating in an online transaction. The CA can be used 
throughout online transactions for verification of certificates with 
public key encryption and signing; 
Accountability Authority (AA): Used in disputed transactions to 
provide accountability of participants in case of abuse. The AA stores 
hashes of information used within a transaction, saving space and 
providing confidentiality to the other parties. A transaction is disputed 
when enough threshold certificates are gathered from disputing parties 
or if requested by an external certified entity. 

The AA and CA are essential services for a technically-enforceable 
system that guarantees privacy and accountability. The current approach to 
online transactions (Section 3, Scenario 1) uses SSLITLS encryption and 
X.509 Certificates signed by certificate authorities (CAs) to communicate 
vendor certificates to clients. An accountability service is not provided, 
limiting the types of transactions performed online due to lack of defined 
dispute resolution mechanisms. 

4.1 Assumptions 

In formulating our system, we considered the following assumptions: 
STPs will not knowingly reveal PI1 data to another entity (with the 
exception of an accountability authority in pre-defined legal 
circumstances); 
STP, AA and Certificate Authority (CA) services are who they claim to 
be; host security has not been breached; 
Vendors comply with the privacy system by programming their business 
logic in a way that is executable by the STP; 

These assumptions show the proposed solution to be useful in providing 
customer privacy protection in scenarios where vendors are willing to 
program and communicate their business logic to STPs. This is not a major 
overhead, as vendor business logic should be a direct implementation of the 
action stated publicly in their privacy policy. In cases of rigid intellectual 
property agreements, non-disclosure agreements (NDAs) or outsourcing 
could be negotiated between vendor and semi-trusted processor. 

Additional privacy requirements, such as data minimisation and purpose 
binding can be met by the customer proactively reading the vendor's privacy 
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policy and discontinuing the transaction if the collection purpose or amount 
of requested information is not appropriate. 

We plan for TEPS to utilise existing privacy and security services where 
possible. While TEPS is a generalised model, this paper explores TEPS in a 
service-oriented environment, with Figure 2 showing the communication 
stack layering TEPS on top of web services, as web services alone do not 
protect customers from misbehaving vendors. SSLITLS can be used for 
underlying channel communication security. 

: Technically Enforceable Privacy & Security (TEPS) 
* protection agamt  misbehaving partlclpants 
* accountabllitv and d i s ~ u t e  resolut~on 

Web Services: WS-Security 
* blndlngs for XML encryption, signature, security assertions 

* authenhcatlon, confidentiality, lntegrlty of SOAP messages 
(XML-Encryption, XML-Signature) 

H* authentication. confidentialitv. intezritv of 1 . 
erson and replay attacks I 

Figure 2. TEPS communication stack: privacy and security for Web Services 

4.2 Processing of an online transaction 

Figure 3 shows the functional steps taken in a transaction using TEPS. 
Each phase within Figure 3 is described here: 
1. Whenever a vendor's form requests an input that has been marked PII, 

the client privacy reference monitor will transparently request a list of 
STPs from vendor. The vendor will compile a list of STPs (consulting a 
business registry (BR) if needed) and return this to the client with 
vendor's privacy policy (VP). The client hashes the VP and stores it 
safely in case of a disputed transaction; 

2. From a given a list of STPs, the client will choose one, and then contact it 
to download the PI1 protector mobile code, providing a name certificate 
for transfer of a temporal public key. The STP generates KSTP-CL, a shared 
secret key, encrypting it with the client's public key for confidentiality. 
The PII-protecting mobile code is signed by the STP; 
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3. The customer fills out the vendor's HTML form. The client executes 
STP's mobile code which protects the customer's PI1 by encrypting it 
with K,yTp-cL; 

4. Upon receiving the PII-Protecting mobile code, the vendor executes the 
mobile code which prompts for a business process activity (BPA); 

5. Once the mobile code cycles back to the STP, the BPA is processed with 
customer's PI1 data in a safe environment; 

6. Threshold certificates are provided by CA after providing the name 
certificates of participants in the transaction 
7. STP communicates h(VP), h(BPA), h({PII)KsTp-cL) hashes to AA. STP 

then responds to the vendor and client with the transaction outcome and 
threshold certificates in case a dispute arises; 

Legend 
Cy,CSTP = identity certificates 

~p = vendor privacy policy 

B p ~  = vendor business process 
activity 

Protocol 
1. Initial communication 
2. client downloads mobile code 
3. customer fills out form 
4. vendor provides BPA to STP 
5. STP performs BPA on PI1 
6. STP requests and receives threshold cens 

from CA 
7(a) STF gives evidence of transaction to 

accountability authority 
7(b) STP reveals outcome and gives threshold 

cert to client 
7(c) STP reveals outcome and gives threshold 

cert to vendor 

"'JJ 4%) 

Figure 3. Privacy in transactions 

The transaction will be aborted if the client is not satisfied with the list of 
STPs provided by the vendor in Figure 3 Step 1. If a party stops responding 
during the processing of a transaction, the transaction will time out and be 
aborted. 
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4.3 Composite web services 

Figure 4. Technically enforced privacy and security in composite web services 

Scenario 2 of Section 3 described a transaction involving a customer and 
multiple vendors. Web Services privacy is an open question when each 
vendor performs a separate business process activity, integrated to form a 
composite web service [Medjahed et al., 20031. We address this issue by 
forcing the front-end web service to clearly state the need of back-end 
vendors in their privacy policy, and the client agreeing to transitivity of 
semi-trusted processing of personal information. The TEPS protocol is then 
performed recursively for each back-end vendor. For instance, the example 
composite web service in Figure 1 involves a separate invocation of TEPS 
for the Health Specialist and Pharmacy services, as shown here in Figure 4. 
Each subsequent vendor has an associated, possibly different, semi-trusted 
processor to perform its business process activity, preserving privacy for the 
previous vendor. A tree-based structure is formed and includes two chains of 
information flow: (1) untrusted vendor chain which has no access to client 
personally identifiable information or adjacent vendor privacy information 
and (2) trusted chain for semi-trusted processors to communicate customer 
personally identifiable information (PII) from top STP to bottom STP. While 
trust management of the STP chain is not addressed here, we assume clients 
to explicitly agree to adjacent STPs in a chain exchanging privacy 
information between themselves (transitivity). 

4.4 Accountability and disputed transactions 

Transactions may be disputed when two or more parties out of three 
submit a dispute request with their allocated threshold certificate. 

Alternatively, external certified entities (ECEs) can initialise a disputed 
transaction by submitting a signed request with appropriate certification. An 
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example scenario for ECE involvement would be law enforcement officers 
with reason to believe one of the parties committed fraud. 

Possible disputed transactions include: 
1. (CL AND STP) AGAINST V 

2. (V AND STP) AGAINST CL 

3.  (CL AND V) AGAINST STP 

4. ECE AGAINST (STP OR CL OR 7') 

Each party gives their evidence to AA who contains enough information 
to judge whether the defendant, first claimant andlor second claimant are 
cheating. 

If the defending party is not contactable for any reason, the transaction is 
logged as 'in dispute' by AA and claimants. 

The dispute resolution mechanism is a two-step protocol , with the AA 
firstly attempting to reach an outcome without knowledge of the PII- 
protecting key, KSTP-CL. If an outcome cannot be determined at this point, 
only then will the AA request submission of KSTP.CL as evidence; both client 
and STP are asked to provide the shared secret key as either party may be a 
suspect. 

5. SECURITY CONSIDERATIONS 

We have relaxed tmst on the STP to not reveal customer PI1 and properly 
execute PI1 within the vendor business process activity. This opens up 
hostile STP possibilities, such as: 

*STP falsifying the transaction outcome: client and vendor could 
request a dispute, resulting in the AA detecting an anomaly in the 
transaction; 

STP leaking vendor's business process activity: vendor can mitigate 
risk by code watermarking [Collberg and Thomborson, 20021 the 
business process activity for detection of misuse, such as disclosure or 
reverse-engineering; 
.External denial of service (DoS) attacks: it is expected that the STP 
provides a list of replicated services to alleviate bottleneck and single 
point of failure concerns. 

Collusion between two parties (for example, vendor and STP) prevents 
the remaining party from issuing a disputed transaction request. The 
remaining party could still contact an external certified entity (ECE) for 
further investigation. 

We have assumed the STP will not knowingly disclose customer PII, 
however, in the case of compromise, a noticeable amount of information 



Protecting Consumer Data in Composite Web Services 29 

may accumulate over time. Customers can mitigate potential risk by 
choosing an STP that operates within the same data privacy laws and we 
expect that finding a reputable STP is easier than finding a reputable vendor. 

Although privacy principles of 'data minimisation' and 'purpose binding' 
are not technically enforced by TEPS, compliance has been placed in the 
customer's domain. Customers can check vendor PI1 requests against their 
stated privacy policy before opting to continue with the transaction. 
Customers and STPs can check vendor purpose binding and is considered a 
legal issue if not followed, pre-empting a transaction dispute. 

6. FORMAL ANALYSIS OF THE PROTOCOL 

TEPS has been formally verified with the Casper protocol compiler and 
FDR2 model checker [Donovan et al., 19991 to prove confidentiality on 
customer PI1 data, vendor business process activities hold against all 
currently known communication channel attacks. 

Due to combinatorial explosion of the search space, privacy assertions 
for composite web services could not be fonnally verified by FDR2. 
However, as simple web services privacy is formally verified, and composite 
web services are iterated simple web services, induction suggests TEPS 
provides technically-assured privacy of composite web services. 

7. IMPLEMENTATION AND RESULTS 

TEPS was implemented in Java with Web Services support for SOAP 
messaging and WSDL documents. Our system offers flexibility of public 
key certificate representations, supporting X.509 and SPKIISDSI formats. 
X.509 is the industry standard, providing identity certificates but it requires 
hierarchies of fully-trusted certificate authorities and cannot handle threshold 
certificates. SPKIISDSI is a simplified and flexible certificate system 
allowing identity and authorisation certificates, fine-grained access control 
and, most importantly, supports threshold certificates. We implemented a 
secured SPKIJSDSI framework, that was reported in [Pearce et al., 2004a, 
Pearce et al., 2004b1, which allows for naming, access control and 
thresholding. 

TEPS services use thread-based concurrency to support multiple 
transactions simultaneously. Business process activities (BPAs) are 
compiled Java bytecodes packaged as '.jar7 archives. Vendors could possibly 
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provide BPAs to semi-trusted processors in an encrypted form for 
confidentiality. 

Experiments were conducted on Intel(R) PI11 lGHz machines, with 
separate machines for each service, communicating over a wired lOOMbps 
switched network. We measured client connectivity on both the lOOMbps 
switched network and a wireless 802.1 1g network at speeds of lMbps and 
11Mbps. The wireless access point used media access control (MAC) 
filtering and Wired Equivalency Privacy (WEP) based encryption for 
additional security. 

Table I .  Total client-wait times using TEPS with and without TLS 
CONFIGURATION ~ I M E  (sec) 
TEPS, Wired I OOMbps b.67 
TEPS, Wired IOOMbps, SSLITLS 8.35 
TEPS, Wireless lMbps 8.01 
TEPS, Wireless 1 lMbps 1.67 

Table 1 shows protocol performance in the client perspective by 
measuring total client-wait time over the entire length of a transaction. 
Vendor privacy policies and business process activities were fixed at one 
kilobyte each. Timing of business process execution by STPs were not 
performed as they gave a constant time among each experiment and, 
pragmatically spealung, are highly dependent on the business purpose of the 
vendor. Results from Table 1 indicate that TEPS is efficient at servicing 
simple web services transactions for both wired and wireless clients, with 
overheads of around seven to eight seconds per web services transaction. In 
fact, transaction times did not significantly differ for either wireless or wired 
network speeds, never exceeding 5% of total transaction times. This suggests 
that transaction performance will remain satisfactory as network speeds scale 
down further. Tunnelling TEPS over SSLITLS incurred a penalty of nearly 
one second for total client wait-times. Service start-up times took an 

Table 2. Processing and communications costs for participant 

Party 

CL 

V 
STP 
CA 
AA 

Number 
of Messages 

Send Recv 
4 4 

3 4 
5 3 
1 1 
0 1 

Total 
Message 
Sizes (kb) 

-92 

-56 
-136 
-60 
-0.8 

Processing + 
Communication 

Times (sec) 
Send Recv Total 
3.01 3.64 6.65 

Cryptographic 
Operations 

Encrypts Decrypts 
1 (symm) 1 

0.01 6.58 6.59 
0.05 3.53 3.58 
3.09 0.04 3.13 

- 0.1 1 0.1 1 

(asymm) 

1 ( s ~ m m )  
3 (asymm sig) 
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additional three to five seconds for SSLITLS enabled sockets due to key 
randomisation and secure socket establishment. 

For a deeper understanding of practicalities within TEPS-enabled web 
services transactions, we measured processing and communication costs 
incurred by each party for each communicated message. This was collated to 
give an overview on how much work is performed by each participant, as 
shown in Table 2. 

Client and vendor have the highest costs in terms of time, due to 
encryption, communication and awaiting responses from other parties 
respectively. The STP, as is evident with the vendor, spends almost all of its 
time waiting to receive messages, whereas the certificate authority incurs 
most of its costs in generating and communicating threshold certificates. 

Our results suggest a linear extension of composite web services yields 
linear growth in time complexity. For example, the Health Clinic service 
detailed in Scenario 2 of Section 3 would involve three iterations of TEPS, 
each iteration being interleaved within its adjacent iteration with a total 
client wait-time approximately three times longer than a single iteration. 

8. DISCUSSION AND FURTHER WORK 

Through the use of a semi-trusted processor, TEPS guarantees protection 
of customer personally identifiable information (PII) against untrusted 
vendors in the application layer. This also prevents vendors from linking up 
databases and identifying customers on seemingly unlinkable attributes 
(triangulation). Introducing an accountability authority allows for externally 
certified entities to follow up unlawful activities. 

TEPS supports execution of business process activities for (1) once-off 
transactions (for example, customer using an online broker) and (2) 
transactions requiring multi-vendor integration, that being composite web 
services. 

In the first scenario, described in Section 3, the business process activity 
may require access to the vendor database (for example, an inventory table). 
It is the responsibility of vendor and semi-trusted processor to agree on 
appropriate mobile code and dependent parameters to satisfy business logic 
for execution of business process activities. One solution can involve the 
vendor attaching required data from its own database to the business process. 
Alternatively, both vendor and STP can agree on a common link for 
respective scrambled PI1 and plain-text PI1 database entries. The second 
scenario is addressed by iterating the TEPS protocol for each additional 
back-end vendor web service, creating a trusted chain for semi-trusted 
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processors and an untrusted vendor chain. Complexity is linear which 
suggests that the system is extensible for transactions of growing numbers of 
interacting services. However, for large business processes or a large number 
of co-operating vendors, long running transactions (LRTs) may be required 
to provide acceptable client wait-time. 

We expect to alleviate vendor reluctance of outsourcing full business 
processes to STPs by the use of code watermarking: detecting STP misuse, 
such as disclosure or reverse-engineering. More comprehensive solutions 
may be more applicable, such as source code escrow agreements. 

TEPS prevents vendors from profiling clients, which is another privacy 
issue. However, if customers choose to allow profiling of their activities, the 
STP can profile customers based on gathered information, anonyrnise (by 
removing identifiable elements) and pass it back to the vendor. 

We have not investigated programming challenges of aggregation and 
separation of business processes into activities that can be processed by 
separate parties. Furthermore, aggregation and separation of privacy policies 
among co-operating vendors is an area of future work. 

Investigation into the benefits and trade-offs of caching vendor business 
policies with identity and authentication details will help decide whether 
additional performance gains are worth the risk against obsolescence. 
Vendor policies negotiated on a client-by-client basis presents an open 
problem in this approach. 

9. CONCLUSION 

In this paper we proposed the Technically-Enforceable Privacy and 
Security (TEPS) system that prevents vendors from ever obtaining customer 
personally identifiable information. Major components of the system were 
the following: 

semi-trusted processor to ( I )  protect customer personally identifiable 
information (PII) and (2) execute vendor-provided business processes 
with customer PI1 data in a protected environment; 
accountability service to provide recourse when one or more parties 
abuse the protocol; 
resolution mechanism for transaction disputes; 

Furthermore, we showed how TEPS is extensible in supporting 
composite web services by iterating the protocol for multiple back-end 
vendors. 

TEPS has been verified to ensure customer privacy is maintained against 
untrusted vendors or external attackers and that vendor business process 
activities are not accessible to parties other than the semi-trusted processor. 
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Our results indicated that the solution was suitable for web services as 
client wait-times for transactions were within an acceptable range. TEPS 
also performed well in slower wireless networks and transaction times grew 
in a linear fashion as complexity of interactions rose in composite web 
services scenarios. 

TEPS gives privacy and security guarantees to prevent untrusted vendors 
from obtaining private customer information within traditional transactions 
and composite multi-vendor web services. In helping alleviate consumer 
concerns and address open issues of privacy within composite web services, 
service-oriented transactions can become a safer practice. 
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Abstract: In security management, the concept of security requirements has replaced risk 
analysis when assessing appropriate measurements. However, it is not clear 
how elicited requirements can be prioritized? State of the art methods to 
prioritize the holistic nature of security requirements are applicable only after 
major revisions. This dilemma is the starting-point for proposing a qualitative 
decision matrix approach which is quick and where the results are 
reproducible and sufficiently accurate. This article describes how the 
parameters for a prioritization are derived and how the prioritization is carried 
through. 

Keywords: decision matrix, holistic security requirement, security requirement 
prioritization 

INTRODUCTION 

In recent years the term security requirement has become more and more 
popular in the security management community. The purpose of a security 
requirement is to guide the implementation and ongoing administration in 
security management [IS0 13335-1, 19961. In earlier years, a security 
requirement was mainly interpreted as a factor that had to be derived from a 
risk analysis process - see [IS0 13335-1, 19961, [IS0 17799, ~ O O O ] .  The risk value 
then clearly indicated the importance of the requirement. The more severe 
the risk was, the higher was the incitement to realize the requirement. In that 
manner a priority order, dependent on the risk value, can be established and 
the resources can be dedicated to the most important requirements. This is 
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necessary as we assume that only limited resources are available which are 
insufficient for realizing all security requirements. 

However, for to e-commerce applications [Zuccato, 20041 suggests that 
also the stakeholder and the environment can in addition to impacts of risks 
on assets also provide valuable inputs to the holistic security requirements. 
This broadening of a security requirement implies that the conventional 
mechanism for prioritization is no longer suitable. Therefore we propose the 
decision matrix approach, which relies on a strategic management method in 
order to prioritize business activities, called the Boston Consulting Group 
(BCG) Matrix, and adapt it to the security area. The proposed approach is 
described later in the article, where also an application example is provided. 

Apart from the functional demands we proposed in [Zuccato, 2002a] that an 
approach that works in an e-commerce environment should also fulfill 
additional demands. One demand for each decision method should be that 
the results can be reproduced later4. Another demand that is specifically 
important in e-commerce is short time-to-market cycles - therefore a ranking 
method must be fast. 

To justify the proposal of a new approach we will start by discussing 
related work on requirement prioritization approaches from the security field 
as well as the software engineering community. Shortcomings that make 
those approaches unsuitable for the discussed problem will be pointed out. 

2. REQUIREMENT PRIORITIZATION TODAY 

The concept of requirements is a recent trend and currently heavily 
influenced by the previous approach of risk analysis. [IS0 17799, 20001 

mentions for example security requirements, but has risk analysis as the only 
source. This implies that risk management concepts can be applied for 
prioritization. [IS0 17799,20001 and, based on that, [CCTA CRAMM, 19961, argue 
that the asset value and the savings indicate the risks that should be mitigated. 
The problem with this assumption is that risks are taken as the only source 
for security requirements. [Zuccato, 20041 states that security in e-commerce 
cannot solely rely on risk analysis. Additional input from business and 
stakeholder have to be included in order to cover a broader picture. Such 
requirements are then no longer expressed in terms of risks for an asset. 
Therefore the old prioritization (higher risks first) is inappropriate. 

40ne  argument in favor of that is liability claim to 2 court. With a reproducible process it is 
easier to prove an honest and negligent behavior. 
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As an alternative to risk concept, sometimes business metric systems are 
used - see [Gordon et ai., 20041. Prominent examples used in the security field 
are Return of Security Invest (RoSI) [Wei et al., 20011 or Net Present Value 

(NPV). 
RoSI conducts a cost-benefit analysis almost in the same way that we are 

going to propose it. However, the fundamental difference is that that RoSI 
was designed to evaluate the effectiveness of security safeguards. The 
approach chooses a risk and then evaluates in how far a given safeguard 
prevents it. RoSI implicitly assumes that all risks (or mainly the most 
prominent risks) are considered. A similar approach is presented in [Pfleeger 
and Ptleeger, 20031, where risks are processed in order of their magnitude. In 
[Zuccato, 2002bI we argue that security (requirements) can "earn" money as a 
business enabler (i.e. generate a positive cash flow) and it would be wise to 
consider that in the cost-benefit analysis. 

The NPV approach in security anticipates the occurrence of future cash 
flows when a risk is mitigated by a safeguard. Such cash flows would 
represent the annual spending and the annual savings for the anticipated risks 
- it would be possible to replace a risk with a requirement. However, apart 
from the risk related problem mentioned above, we have another problem 
with NPV which is that future cash flows and future interest-rates (for 
discounting) must be known in advance. In a highly volatile area that 
information security constitutes such a long term prognoses seems to be 
almost impossible5 . 

A third alternative is to rely on the requirement prioritization schemes 
from the software engineering community. Three of these approaches 
should be discussed as representatives. 

We start with the extreme Programming (XP) [Beck, 20001 as a 
representative for the agile methods. With XP the customer is requested to 
define a priority for each requirement (called story). When it comes to 
security this implies a specific problem, namely that many customers do not 
realize the importance of security [Hitchings, 19951 and therefore rank it very 
low - as current experiences with security problems indicate. A second 
problem is that such decisions are hardly reproducible. 

The second approach is to ask the stakeholder how (a) satisfied with the 
availability of a security feature or (b) unhappy with its absence they would 
be [Robertson and Robertson, 19991. This approach is better than just simply 
asking the customer, as it probably mitigates the "dislike -factorn when 

5~~~ is also a quantitative method and as [Moses, 19921 argued, quantitative methods imply 
problems of data generation in the security field. 
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distributed to various stakeholders. Regarding the reproducibility, however, 
it is only slightly better. 

Finally, we look at the requirement prioritization carried through in the 
Unified Process (UP) [Jacobson etal., 19991 as a representative for the 
monumental processes. [Leffingwell and Widrog, 19921 indicates that two 
different prioritizations are required in the UP. The first one lies on the 
customer's side, where helshe has to define the features required. The 
assumption is, in conformity with approaches presented earlier, that the 
decision maker possesses some kind of oracle that supports the decision 
making. However, it can be questioned whether this is true for security, as 
we assume that the decision maker seldom has enough knowledge to conduct 
such decisions. The second prioritization in the UP is carried through by the 
software architect, who decides, based on the first prioritization, which 
requirements should be implemented first and which ones will be postponed 
to later iterations or versions. It is therefore necessary to assume that they 
are initially ranked highly enough when considering security requirements, 
so that they will be implemented also after the second prioritization. It is 
obvious that this assumption is doubtful as the same decision restrictions as 
above can be applied. 

These problems with each of the above mentioned methods indicate that 
they are not entirely suitable and could only be applied after major adoptions. 
We therefore propose a different approach used in strategic management 
when deciding which products (features) are required on the market which 
also is suitable for the security field and security requirements. 

3. PORTFOLIO ANALYSIS 

In strategic management, one of several important tasks in order to 
survive in the competitive market and to maximize the profits is to find the 
optimal product portfolio. As a result of that, the portfolio analysis was 
proposed in the 1970ies to find out the actual product's position on the 
market. Based on that information the further steps were planned. 

The first approach came from the [[Boston-Consulting-Group, 19721 (BCG) 
and today, thanks to its simplicity, it is still the most frequently used one, 
and it will be investigated further on in this article. 

3.1 Boston Consulting Matrix 

The BCG Matrix is based on two criteria: the reference market's growth 
rate (acting as an indicator for the attractiveness) and the market share in 
relation to the firm's largest competitor (measuring competitiveness). A 
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large market growth means that the product is mostly at the begin of its life 
cycle and has the potential to get large parts of the market although not 
having it yet. In the matrix - Fig. 1 - these two criteria form the axes. 
Additionally the matrix is divided into 4 zones, where each of them 
intuitively represents the products position on the market. 

Figure 1. Product portfolio matrix after BCG 

After defining the duple for each product, the value pair is going to be 
drawn in the matrix. Based on the position, different strategies are proposed 
(see for example [Lambin, 19971). 

Cash cow (a well situated, profitable product) The priority strategy is 
to earn money. 

Dog (an old product for divestment) The priority strategy is to divest. 
Star (a young product with market potential) Investment is 

recommended to make the product a cash cow. 
Problem child (product in start-up phase, which needs placement) 

Depending on the relative position in the quadrant, two strategies are 
possible: an investment strategy to make the product a cash cow, or a 
divestment strategy to make the product a dog.) 

[Lambin, 19971 argues that although the initial assumptions may be 
restrictive - but assumably correct - an accurate and valuable 
recommendation can be generated. An advantage worth to emphasize is that 
the matrix is straight forward and intuitive and therefore easy to understand 
and apply. 

4. DECISION MATRIX FOR SECURITY 
REQUIREMENTS 

In the previous section, the BCG matrix was introduced as a tool when 
deciding how a portfolio should be developed further. The problem is 
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similar when it comes to security requirements: how do we decide which 
ones should be developed first and which ones can wait? To conduct this 
decision we first need to position the requirements in the matrix. Then we 
can derive a priority list. Additionally, the position in the matrix can suggest 
a course of action for the treatment. 

The positioning mentioned is the difficult part of the approach as it is the 
non-mechanistic (creative) one. Corresponding parameters to attractiveness 
and competitiveness must be derived for each requirement. When the 
requirements are parameterized, the mechanistic part of the priority 
generation must be conducted. Before going into more detail for each step 
we will provide an overview for our approach. 

4.1 Approach 

To begin with, it is necessary to assess a requirement according to its 
potential, i.e. to generate something similar to the tuple of attractiveness and 
competitiveness used in the BCG Matrix. Each requirement should be 
represented as a tuple containing the perceived security benefit and cost- 
complexity of the realization. 

Security benefit To reflect competitiveness of a requirement we 
propose to use the perceived security benefit. Security benefit should mean 
either (a) that the requirement provides high protection of own resources 
andlor (b) that the requirement will increase the security benefit as it enables 
business. This is based on the underlying assumption for holistic security 
requirements, where they not only insure company resources but also enable 
the selling of the product because of a competitive advantage gained from 
the satisfaction of security needs from customers - for a more elaborate 
discussion of these security drivers see [Zuccato, 20021~1. Then we can say that 
the higher the security benefit of a requirement is, the more competitive it is 
in respect to other requirements. 

CostIComplexity We think that attractiveness of the requirement is 
represented best by its costs of realization and the associated complexity. 
These factors represent in how far the requirement is likely to fulfill its 
perceived function. The more it costs and the harder it is to realize, the 
higher the stake is. However, the cost-complexity measure makes only sense 
in relation to the intended security level. It is important to mention that a 
requirement that is easier and cheaper to enforce than a second one with he 
same benefit should be prioritized, and it most definitely does not mean that 
the cheap and easy way is always the best solution. 
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Cost-Lonxpl. v x v  

Figure 2. Requirement prioritization matrix 

Before applying the matrix concept, the meaning of the quadrants needs 
to be set into relation to the input values. This is necessary as the 
complexity and costs are indirect proportional to the benefit. More benefits 
and limited costs are preferable. Additionally the quadrants must be 
redefined to reflect the scope of security requirements. 

Dog means that not only the complexity and the costs are low, but 
also are the benefits. The requirement has an indifferent potential. 

Problem child means that the complexity and the costs are high and 
the expected benefit is low. The potential of the requirement is low. 

Cash Cow means that the complexity and the costs are low but the 
expected benefit is high. Such a requirement is very promising to realize as 
it has high potential. 

Star means that both the cost-complexity and the benefits are high. 
Although such a requirement is interesting its realization is also highly risky. 
Therefore, as for the dog, the potential is indifferent. 

4.2 Input data elicitation 

The approach for every security requirement is to elicit the perceived 
security benefit and the cost-complexity level. Due to several reasons of 
impracticability of quantitative methods we will use a qualitative approach. 
Firstly we think that the required empirical data for a quantitative estimation 
is hard to provide due to the high dynamics in the security field - see [Moses, 
19921. Secondly, we think that most quantitative estimates require an "oracle" 
- most likely statistical prediction or a simulation - which would not 
necessarily provide more accuracy than a qualitative estimate (i.e. an expert 
guess). And thirdly, we think that an empirical method is more prone to 
violate our quickness requirement for a prioritization method. 
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However, as the goal is to achieve reproducibility and acceptable 
accuracy, we propose the conduction of a structured elicitation. We suggest 
the use of the Delphi method [Dalkey and Helmer, 19631 in order to predict the 
security benefits and the cost-complexity parameters. Delphi is a method that 
is used to support judgmental or heuristic decision-making - i.e. creative or 
informed decision making. According to [Adler and Z ~ I I O ,  19951, Delphi is a 
suitable method when "(a) the problem does not lend itself to precise 
analytical techniques; (b) the problem at hand has no monitored history nor 
adequate information on its present and future development [and]; (c) 
addressing the problem requires the exploration and assessment of numerous 
issues". We think that all these factors are accurate in concern of our 
elicitation problem. Alternative approaches to Delphi could be 
brainstorming or questionnaires. However, both alternatives can create 
problems in the reliability and are eventually subjects to the "dislike" 
problem mentioned above. 

"The Delphi method is based on a structured process for collecting and 
distilling knowledge from a group of experts by means of a series of 
questionnaires interspersed with controlled opinion feedback [Adler and Z ~ I I O ,  

19951. In the beginning a questionnaire is sent to selected experts. The filled- 
in questionnaires are collected and aggregated as a second step. Different 
ways to derive the aggregates are possible, but here a mean value approach 
has been used. The mean-value should then be rounded to the next integer to 
avoid positioning problems in the evaluation. The aggregates constitute 
feedback to the experts, and in case of to big variation - decided by the 
method performer - the experts are requested to further state or revise their 
opinions. This process is conducted until the intended accuracy is achieved. 
Note that the higher the accuracy demand is, the higher the cost will be - 
which holds true for all decision methods. 

The design of the questionnaire mentioned above is important in order to 
achieve satisfactory inputs for the result generation - i.e. the requirement 
prioritization. To perform the subsequent prioritization process efficiently 
we need to have sufficient parameter information without adding much 
complexity to the prediction - which would require additional time. We 
therefore propose the use of an ordinal scale for the parameter. To derive the 
scale, according to [Fowler, 19951, one must design the granularity to (a) 
achieve validity, and (b) make the elements of the distribution 
distinguishable. This would indicate that the higher the granularity is, the 
better. However, [Fowler, 19951 says that 5 to 7 categories are probably as 
many categories as most respondents can use meaningfully. This means that 
we will aim for a six value scale as our scale must be a multiple of two to 
correspond with the quadrant structure of the matrix. The quadrants should 
be made explicit to the respondents by introducing a neutral point in betwecn, 
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as [Fowler, 19951 says that neutral points help to reduce ambiguity. Therefore 
we introduce a neutral point between 3 and 4 where I - 3 represent low and 4 
- 6 represent high. [Fowler, 19951 suggests to use numbers for reliability 
reasons, but to provide adjectives for clarification of the categories' meaning. 
Based on that we propose the following scale for each parameter: 

Figure 3. Ordinal scale for the survey 

To derive the categories for each requirement, two questions should be 
asked for each requirement. 

How much security benefit do you associate with the requirement? 
How much complexity and cost do you associate with the realization of 

the requirement? 
The result is then represented as a tuple: 

Requirement(Bene$t, Cost-Complexity) 

4.3 The prioritization activity 

The aim of the decision matrix is to derive, which requirements should be 
implemented at first. The position in the matrix suggests the priority of the 
requirements. 

To derive the priority, we suggest two different methods which should be 
used dependent on the accuracy demand, the quality of the inputs and the 
application place. For the first method we suggest the use of the quadrants. 
Based on the result a priority can be derived. The second method will rely 
on a more formal prioritization that eventually could be automatized. 

4.3.1 Informal prioritization 

For the start, we assume that the requirements are placed in the matrix. 
The quadrants can then be used to derive a requirement priority list. This list 
suggests which requirements should be considered first. 

In general we can say that the closer a requirement is to the right lower 
corner, the more preferable it is. Given the quadrants we therefore suggest 
the following prioritization: 

Requirement list = (Cash Cows, lower Stars, lower Dogs, higher Stars, 
higher Dogs, Problem child) 
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Problem child These requirements are likely to be problematic in the 
implementation. The expected benefit will not justify that and they will end 
up low in the priority list. 

Cash Cow These requirements are of great priority as much benefit 
is expected for the associated costs and complexity. They will all end up 
high in the priority list. 

Star We have already mentioned that this quadrant suggests 
indifference. However, we can derive a priority in the way that we imagine 
a diagonal from the source to the upper right comer. All requirements that 
are below will have higher priority than the requirements above it. 
Therefore the "lower Stars" will follow directly after the Cash cows and the 
"higher Stars", and end up in the middle of the priority list. 

Dog The "Dog requirements" are similar to the stars when it comes to 
indifference. The same diagonal as mentioned above can be used to derive 
priorities. "lower Dogs" will come after the "lower Stars" and "higher 
Dogs" after the "higher Stars" just before the "problem child" requirements. 

Figure 4. Informal prioritization matrix 

Although the informal method can be less accurate we propose it 
because: 
1. it is a good way to visualize the requirement prioritization for the 

decision maker; 
2. in cases where the input variables do not provide high accuracy - because 

the Delphi method was abandon in favor of a faster or more suitable 
method in specific situations - the informal method do not introduce a 
fictive accuracy and; 

3. in some situations - e.g. a requirement engineering workshop with 
stakeholders [Zuccato, 20041 - a visual and less technology dependent 
method is preferable 
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4.3.2 Formal prioritization 

The formal approach starts by deriving a value for each requirement, 
which defines the position in the matrix. This value is calculated by dividing 
the Benefit with the Cost-Complexity - Equ. 1. To position that in the matrix 
(aij) we assume that i=BeneJit and j=CostComplexity. 

a .  . = 
Benefit 

J CostComplexity 

For a 6x6 matrix we can construct generic values as shown in table 1. 

Table 1. Priorities for a 6x6 Matrix 
Benefit 

Cost 1 2 3 4 5 6 
6 0.16 0.33 0.5 0.66 0.83 1 
5 0.2 0.4 0.6 0.8 1 1.2 
4 0.25 0.5 0.75 1 1 .25 I .5 
3 0.33 0.66 1 1.33 1.66 2 
2 0.5 1 1.5 2 2.5 3 
1 1 2 3 4 5 6 

For prioritization we construct - as in the informal approach - a 
preference set. We compare two requirements with each other until we have 
processed all requirements6 . This comparison leads to a preference set 
where a+b means that a is preferred to b, and a-b means that they are 
indifferent. 

When the prioritization value of one requirement (ai j)  is different to the 
other requirement (akJ ,  we construct a preference order by following the 
Equ. 2. 

The prioritization value can be equal under two circumstances. In these 
cases a preference order should be achieved dependent on the requirement 

6 ~ o t e  that this is a classical sorting problem. Therefore sort algorithms should be used to 
process all requirements. 
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parameter. If the parameters are equal, the requirements are indifferent and 
receive the same priority7 - see Equ. 3. 

If the parameters are different from each other, we define that more 
security benefit (i>k) is preferable, as our overall goal is to improve the 
system security - see Equ. 4. However, when having a limited budget this 
interpretation must not correspond with the truth and could be reconsidered 
O ' q .  

a . .  1, J = a k , , ~ i > k = a i , /  +a,,, (4) 

5. E-COMMERCE SCENARIO 

We start by looking at some security requirements proposed in [Zuccato, 
20041. Those requirements have an Internet-banking scenario as a background, 
where the customers access their accounts and make money transfers. 
1. Sensitive user data (passwords, keys ...) in a database needs to be stored 

bi-directionally (not hashed) encrypted due to requirements of the voice 
recognition system. 

2. A demand of internal audit means that audit logs for the intrusion 
detection system must be stored for three months. 

3. An activity log for each transaction should be kept for six months. 
4. When saving personal information for statistical purposes, user 

pseudonyms should be used whenever possible to comply with the data 
protection legislation. 

5. User authentication for accessing bank accounts and services via the 
internet is necessary. 

6. The privacy policy must define customer profiling as one purpose for the 
activity logs. 
We start by preparing the questionnaire for the Delphi method. Then we 

select some experts representing different areas to cover all aspects of the 

7 ~ o t e  that this is an intended behavior as those requirements then form a priority group, 
where the requirements are of the same importance and the selection can be conducted 
based on project planning considerations. 
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holistic requirements. A few examples could be: a security officer, a 
product owner, a bank manager, a security implementer ... 

In this example we assume that we will receive the following parameter 
values after a number of Delphi iterations. 

Informal method 
When we conduct the informal approach we must transfer the 

requirements to the matrix - see Fig. 5. 

equ. 1 Benefit I ~ o s t c o m ~ .  
1 14 12 

Figure 5. Qualitative security requirement decision matrix 

Requ. 1 Benefit lcostcornp 
4 12 I 6 

From there we can follow our algorithm and derive a priority list. We get 
the following priority set: ({5,1),3, {6,2),4). Note that according to this 
priority list there is no priority between 5 and 1 and 6 and 2. 

Formal method 
To conduct the formal approach we need to calculate the values for each 

requirement. 

When applying the algorithm we will end up with a priority set as 
follows: (5,1,6,3,2,4). The difference to the informal method is that due to 
the higher granularity we achieved a greater accuracy in the result. 
Requirement 6 would have gained less attention in the informal approach 
than in the formal one as it is in the wrong quadrant. 



6. CONCLUSIONS 

Albin Zuccato 

It is a difficult task to make requirement prioritization easily 
understandable and reconstructible. In a market environment, where time- 
to-market cycles are measured in weeks instead of months, the speed of such 
a method is of considerable importance. The method presented in this article 
is supposed to solve these problems by enabling a prioritization based on a 
matrix approach common in strategic management. 

By choosing this matrix approach, large parts of the prioritization work 
become mechanistic and therefore easy to reproduce. The non-mechanistic 
part uses an established prediction method to derive parameter values and 
can therefore be more easily reproduced. Concerning the speed, a final 
judgment can only be made after extensive testing. However, from a 
theoretical perspective, properties as simplicity and the mechanistic 
prioritization imply acceptable speed behavior. 

In future research it would be interesting to transform this qualitative 
method into a quantitative one by providing means to derive the input 
parameters by calculatory means - as we hope that the progress in security 
management will provide a sufficient database for statistical prediction. It 
would be of great interest to learn whether this could enhance accuracy 
further by not decreasing speed and simplicity significantly. 

A predecessor of this method was, as described above, applied once in an 
Internet banking environment. However, as this approach has changed 
partially, we plan further application in order to verify the presented ideas in 
this article. 
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Abstract: 

Key words: 

The paper discusses the assignment of security clearances to employees in a 
security conscious organization. New approaches are suggested for solving 
two major problems. First, full implementation of the 'need-to-know' principle 
is provided by the introduction of Data Access Statements (DAS) as part of 
employee's job description. Second, for the problem of setting up border 
points between different security clearances, the paper introduces a fuzzy set 
model. This model helps to solve this problem, effectively connecting it with 
the cost of security. Finally, a method is presented for calculating security 
values of objects security clearances for employees when the information 
objects are connected to each other in a network structure. 

Information security, data security, security models, security clearances, fuzzy 
sets, Data Access Statement. 

INTRODUCTION 

Managing Information Security depends on business environment, 
people, information technology, management styles, and time - to list the 
most important. An analysis of the chain of security arrangements shows a 
significant weak point. It is the issue of assigning security clearances to an 
individual. This paper presents an attempt to solve this problem by the 
optimisation of an information security system subject to cost constraints. As 
a result, an optimisation procedure that assigns formally the security 
clearances to all employees of an organisation has been developed. In a 
typical business environment this procedure is based on the position of a 
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given person within the hierarchy of an organisation. The general principle 
is that "the higher you are within the company hierarchy the highest security 
clearance you must have". Such an approach clearly incurs significant 
problems. In the one extreme a person might have a security clearance that 
is too high for hislher job, which increases the total cost of the security 
system. The higher the security clearance, the higher the cost (for instance, 
of security training). On the opposite side a person with a security clearance 
too low for hislher job must obtain temporary authority for accessing 
specific documents. Such a procedure could be costly, time consuming and 
decrease the efficiency of operations. Portougal & Janczewski (1998) 
demonstrated the consequences of the described approach in complex 
hierarchical structures. 

A competing and more logical idea is to apply the "need to know" 
principle. Unfortunately, this principle does not give adequate guidance to 
the management as to how to set-up security clearances for each member of 
the staff. Amoroso, (1994) describes the "principle of least privilege". The 
recommended application is based on subdividing the information system 
into certain data domains. Data domains in the main contain secret or 
confidential information. Users have privileges (or rights to access) to 
perform operations for which they have a legitimate need. "Legitimate 
need" for a privilege is generally based on a job function (or a role). If a 
privilege includes access to a domain with confidential data, then the user is 
assigned a corresponding security clearance. It is easy to see the main flaw 
of this approach is that a user has access to the whole domain even if helshe 
might not need a major part of it. Thus the assigned security clearance may 
be excessive. A similar problem arises regarding the security category of an 
object. A particular document (domain) could be labelled "confidential" or 
"top secret" even if it contains a single element of confidential (top secret) 
information. In this paper we suggest another realisation of the "need to 
know" principle. Our method is based on the Data Access Statements (DAS), 
defined for every employee as part of their job description. DAS lists all data 
elements needed by an employee to perform herlhis duties effectively. Thus 
we shift the assignment of security clearance from the domain level to the 
element level. 

Our approach allows not only the solving of the difficult problem of 
defining individual security clearances. It also connects this problem to more 
general problems of the security of the organisation as a whole, to the 
problem of security cost and cost optimisation. 
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DATA ACCESS STATEMENT 

There is a lot of attention in literature to employee specifications and job 
analysis. It is strange though, that the one of the most important aspects of 
the job analysis, which is information use, is completely out of specification. 
We suggest that in addition to the main content of a job description a Data 
Access Statement (DAS) for every employee is added. 

Schuler (1992) defined the following components of a job description: 
Job or Payroll title, 
Job number and job group to which the job belongs, 
Department andlor division where the job is located, 
Name of incumbent and name of job analyst, 
Primary function or summary of the job, 
Description of the major duties and responsibilities of the job, 
Description of the skills, knowledge and abilities, 
Relationship to other jobs. 
The job description is the best place to define the security clearance of 

employee through DAS. It could be, for instance, an additional "bullet 
point' in the above list. 

DAS was introduced earlier by (Portougal & Janczewski, 1998), and was 
defined as follows: 
1. Data Access Statements (DAS) of a staff member is a vector, containing 

Data Access Statements Elements (DASE) as its components. 
2. Each DASE defines what type of access to informationldata is allowed 

(read, write, delete, etc) 
3. Each DASE is defined as a result of the analysis of the job description 

document related to the given position 
4. Each DASE has a confidentiality parameter CP assigned (being an 

element of the organization's database it should have the same value CP, 
e.g. 1, if we think they are all of equal value). 

An example of DAS statements is presented in Table 1. At the bottom of 
the column the total value of information accessible is shown. We shall call 
it SCV - Security Clearance Value, thus tying the assignment of a security 
clearance to the volume of accessible information. 
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Any production facility has an information system. Table 1 lists all the 
data elements used within an organization. Every data element has an 
assigned confidentiality parameter (CP), which characterizes its importance 
from the point of view of security. For more about assigning CP's refer 
(Portougal & Janczewski, 1998). 

Table 1. Database elements listing and DAS for all en~ployees of the production facility 

(by products) 
costs 1 d d d . i  d  d  
(by materials) 
TOTAL (SCV) 1 1 9 1 1 3  5 6 6  

Positions Codes: 
A: General Manager 

B: Operations 

C: Accountant General 

D: Purchasing 

E: Sales and Marketing 

F: Production Unit N 

G: Account N Manager 

H: Raw material Store Manager 

I: Finished Goods Store 

In this example we assume that each data element is independent, so 
knowledge of a particular element does not allow one to find the value of the 
other. In order not to overcomplicate the example we assume all CP equal to 
1. 
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MODELLING SECURITY CLEARANCES 

The security clearance allows a person to access a certain part of a database. 
We can assume that the optimum security clearance is assigned strictly in 
accordance with the "need to know" principle. Unfortunately, the "need to 
know" principle assigns to every employee a specific area of the database, 
and generally there will be as many different areas as the number of 
employees. At the same time, there are always a limited (2-4) number of 
security clearances. Thus the assigned clearance will practically always be 
different from optimum, below or above that optimal point. 

Clearly, the probability of an information leak goes up, when the 
difference between the actually assigned clearance and the optimum 
clearance is increasing. At the same time assigning extra security clearance 
involves extra cost. Let us analyse the cost of assigning security clearances 
to particular persons in a more detailed way. 

There is a correlation between security of the system, numbers of security 
measures, and their costs, i.e. 

more security measures 2 more secure system 2 more costs 

Many sources, e.g.: (Frank, 1992) indicate the above correlation is not 
linear but has a tendency to grow exponentially. Similar situations exist in 
the case of assigning security clearances. The higher security clearance of 
an employee means a higher expenditure to the employer. The structure of 
costs would be somehow different from the security measures listed above. 
The costs like those listed below would be of significance: 

Examination of candidate credentials, 
Security training, 
Security equipment (especially for accessing protected zones, either 
physical or system), 
Management of the system controlling the security clearances. 

Again one might expect that there is a correlation of security clearances 
with costs: 

higher security clearance granted 2 higher costs for the organization 

The security clearances should be directly related to the jobs and should 
follow the "need to know" principle. The security clearances are designed to 
subdivide the employees of the organization into classes according to data 
access privileges, e.g. secret, confidential and general. Following the usual 
approach, borderlines should be drawn, defining the minimum amounts and 
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importance of data in use for each category. It was analyzed in the 
Introduction that, before our development of quantitative measures of 
confidentiality (CP), this subdivision was performed either by employees' 
position or by assigning security categories to data domains, and then using 
these categories for defining clearances. With the CP and SCV defined the 
problem becomes much easier and more logical to solve. 

t Membership 

Min 4 8 11 

1 

Security category value (SCV) 

Figure 1. Security categories (crisp representations) 

In our example (Figure I), let us have three security categories: general, 
confidential and secret. We shall define the borderline SCV between general 
and confidential as 4, and the borderline SCV between confidential and 
secret as 8. If the total SCV of information in use by an employee is less or 
equal to four, then this person is not required to follow special security 
procedures at all, and helshe would be assigned a general clearance. If the 
total SCV is between five and eight, then the confidential clearance should 
be applied, meaning that this employee is under an obligation to use and 
follow all the security procedures defined for this clearance. Similarly, if the 
SCV of data in use is more than eight, then this employee should be assigned 
the secret clearance. 

Though this procedure is simple and easy to understand, nevertheless it 
has two weak points: 
1. This procedure implies that the security experts will be able to define the 

borderlines. In reality it is not so easy, and sometimes the decision about 
the borderlines is provided by reasons well outside the model, for 
example by position. 

2. Under this procedure it is hard to explain why employees with SCV close 
to the borderline from different sides have different clearances. What is 
the crucial reason for an employee with SCV equal to 0.79 has a 
clearance confidential, but his colleague with SCV = 0.81 has secret 
clearance? 

-b 

General Confidential Secret 
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Both points indicate an inadequacy in our security clearance modeling. 
Basically, the inadequacy comes from using a classical crisp set for 
modeling, like this used by (Pfleeger, 1997). The crisp set is defined in such 
a way as to dichotomise the individuals into two groups: members (those 
that certainly belong to the set) and not members (those that certainly do not). 
A sharp distinction should exist between members and non-members of the 
class. This is definitely not so in our case. The classes of security clearances 
do not exhibit this characteristic. Instead, the transition from member to 
non-member of one class appears gradually rather than abruptly. This is the 
basic concept of fuzzy sets. 

In the first fuzzy model we shall assume only two security clearance 
classes: general (set G) with no security cost and secret (set S) with a 
security cost A for each member of the class. The membership functions of 
class S are given in Figure 2. The vertical lines on Figure 2 represent the 
employees of the example company and the value of their membership 
function in the set S. General Manager and Accountant General have the 
value equal to 11 (A,B), Operations Manager has it equal to 911 1 (C), 
Purchasing Manager has it equal to 311 1 (I), etc. 

Membership Function 

I G,H F D,E C A, B 

SCV + 

Figure 2. Membership function for the fuzzy set "secret" 

If we assign to every manager the security clearance secret, then the 
cost of the security system will be equal to 9A (As there are 9 managerial 
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positions in the company). If this is not affordable, then some of the 
managers will be put into G class. This involves a risk of information leak. 

Let us assume that this risk is proportional to SCV (the more a person 
knows the higher is the risk). We shall introduce the risk factor (RF) for an 
employee i as: 

A good estimate for the company risk factor (CRF) would be either: 

CRF,, = maxi RFi, or 
CRF,, = Xi RFi 1 N, 

where N is the total number of employees. 

CRF,, characterises the risk of information leak from the most 
informed employee. It is better for evaluation than CRF,,, when the SCV, of 
the employees are diverse. Sometimes both are useful. 

The risk factor can not be used directly for the evaluation of real 
security threats. It is only a coefficient in a more complex equation with 
unknown chances of a breach of security and losses from it. But the 
assumption of its proportional value to the security risk gives it a good 
comparative meaning. 

Let in our example postulate that the company has a security budget of 
3A, or that it can afford to assign the secret clearance only to three 
employees: GM, AG and OP. The security risk factors will be: 

CRF,, = (3+3+4+5+6+6+0+0+0)/11/9 = 27/99. 
CRF,, = 611 1 

If we increase the security spend to 4A (33% increase, one more person 
classified as S), then the CRF,, will drop to 21/99 (22% decrease), but 
CRF,, would not change. It is worth to think whether to increase the 
security spend or not in this situation. Thus, the main benefit of the CRF is 
the possibility to use it for comparing different assignments of security 
clearances. 

Though the two class model is too simplistic, nevertheless it shows the 
main problem of a security system design. The problem is that practically no 
organisation can afford a security system with a zero risk factor, and it is 
forced to look for a suitable trade-off between the cost and the risk factor 

We shall show that introduction of intermediate classes helps in security 
improvement without cost increases. 
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Let we introduce an intermediate clearance confidential (set C). We 
shall assume that the security procedures designed for this clearance 
eliminate the risk of data leakage for all employees with SCV, no more than 
4. Let the cost of these procedures be B = A/3, and the security budget as 
before is 3A. The possible variant of assigning clearances to employees is 
shown in Figure 3. 

Membership Function 

scv 
__* 

Figure 3. Risk function and its cover by 3 classes G, C and S 

In this variant we sacrifice the clearance S for the Operations Manager 
(OP), changing it to C, which incurs a security risk factor of (9 - 4)/11. It 
allows the provision, within the limits of our budget, two more employees 
with higher risk factors, PUN and ANM, with the same clearance C. This 
will decrease their risk factors by 411 1 each. The security risk factors will be: 

This shows a significant improvement in security estimates. 
The next step will be to sacrifice the S clearance of either GM or AG 

and to provide C clearances for himher and additional two employees with 
higher risk factors. This will leave only 2 persons in the G class; 6 persons 
will be in the C class, 2 of them having a non-zero risk factor. The security 
risk factors for this distribution show the following improvement: 
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CRF,, = (3+3+0+1+2+2+5+6+0)/11/9 = 22/99. 
CRF,, = 6/11. 

The first criterion has decreased, but the second shows an increase. We 
can choose either the previous variant of clearances distribution if we prefer 
the second criterion, or to go further on if we prefer the first one. Then the 
final logical step is to use the budget for assigning all employees a uniform 
clearance C. In our case this does not show further improvement. Generally, 
an analysis of both company risk factor functions CRF,, and CRF,,, show 
the best way for their optimisation, but this analysis is outside the scope of 
this paper. 

4. SECURITY MODELLING FOR DATABASES WITH 
NETWORK DATA STRUCTURES 

In any of these cases some important problems were not addressed, 
which is commonly referred to as the 'tjigsaw puzzle" intelligence. A 
watchful analysis of the officially collected materials allows to obtain 
sometimes highly classified information. For example, close monitoring and 
analysis of the registration plates of military vehicles at barrack gates could 
detect movement of military units. The same principle may be applied to 
business facilities. It is estimated that 80% to 90% of the data collected by 
intelligence gathering organisations (both civilian and military) originate 
from entirely legal sources and are obtained without any security breakage. 

Reconstruction of classified information (without adequate security 
clearance) through an analysis of accessible data is based on the fact that the 
most of data used in business, production, services and military are logically 
connected. Knowledge of that connection algorithm allows one to 
reconstruct a relatively accurate model of the reality with the use of only few 
components. 

The main argument presented in this paper is that individual clearances 
should not be based on the position of an individual within the 
organizational hierarchy. Rather the individual clearances should be defined 
by the confidentiality of the documents the employees use in their everyday 
managerial activity. The methods for defining security clearances depend on 
the information structure in the organization. For a hierarchical model 
Portougal & Janczewski, (1998), suggested an algorithm that assigns crisp 
security categories. Later on they expanded (Portougal & Janczewski, 2000) 
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the algorithm for the case when the security categories are treated as fuzzy 
intervals. 

The models with hierarchical data structures showed some unexpected 
results. Naturally, the security clearances depended on the form of the data 
tree. A perfect data tree, having at least two branches on each organizational 
level and no overlapping of data (i.e. any data unit is known to only one 
person on a given organizational level) would produce security clearances 
directly adequate to the position of the person with respect to this level. 
Otherwise, with real-life trees, the differences were dramatic. The specific 
features of the models are as follows. 

The set of key indicators (which need to be protected). 
Data structures of all key indicators. Basically, all performance indicators 
have a hierarchical structure and thus every key indicator can be 
modelled as a tree. However, because all indicators are formed from 
elementary data feedback, the general structure of the data flow in the 
company will be a network. 
An algorithm that assigns Confidentiality Parameter (CP) to every 
element works for every DAS sequentially, matching it against data 
network also sequentially. 

An experimental implementation in a company showed the following 
results. 

Before implementation of the model described above, the company had 
three security categories: "Secret", "Confidential" and "Internal use" defined 
in Table 2. 

Key indicators showing total production volume, sales and costs were 
considered "secret". The security clearances were related to the position of 
given employee within the organizational framework. 

Table 2. Structure of the security clearances 

After the introduction of the algorithm calculating the real security 
clearance values, and the proper definition of security clearances, the 
structure of security clearances changed (Table 3, last column). Analysis of 
the information flow in the company shows that in a number of cases the 

Security level 
Secret 
Confidential 
Internal use 

Associated security clearance 
General manager 
Level 2 management 
Level 3 management 
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security clearances are not matching the amount and confidentiality of 
information the employees are having an access to. "Finished good store" 
manager is perhaps the best example. By the virtue of that person's 
activities helshe could have a total knowledge of production and sales 
volumes, while this person security clearance was set-up only on the 
"internal use" level. 

Table 3. List of individual security clearances 

5. CONCLUSION 

The main results of this paper may be summarized as follows: 
For the full and complete implementation of the 'need-to-know7 principle 
we introduced data access statements (DAS) as part of employee's work 
description. Thus the access to the information is granted to every 
employee on the data element level as opposed to the existing practice of 
granting access on a domain level. 
We suggest changing the existing practice of assigning security 
categories to data base domains, and to assign instead a confidentiality 
parameter (CP) to every element of the data base. The data base will be 
characterized from the confidentiality point of view in more detail. 
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3. We showed that current crisp models of assigning security clearances do 
not include cost and efficiency optimization. Instead we developed 
optimization models, based on hzzy sets theory. 

4. As a measure of efficiency of the security system we introduced the 
company risk factor (CRF), which makes possible to compare different 
ways of security organization under a limited budget. 

5 .  Most of information processed and stored in a database is related to each 
other. These relationships may allow calculation or estimation of, 
sometimes quite confidential, information. Knowledge of these 
relationships therefore might influence significantly content of security 
labels attached to objects and subjects. We addressed this problem under 
assumption that the database has a network structure. 
Further research in this direction might include the development of 

optimization models, based on analysis of both company risk factor 
functions CRF,, and CRF,, and the structure of the set of feasible solutions. 
Another direction of research includes the development of models 
optimizing costs of the security system under risk constraints. 
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In this paper, we present a management process we have developed for an 
Information Security Culture. It is based theoretically on action research and 
practically on expert interviews and group discussions. A Decision Support 
System, which supports the process, allows quick survey of the existing 
Information Security Culture in an organization and analysis of the results, 
thus discovering strong and weak points. This tool recommends, based on 
stored measures and rules, actions to improve the weak points. It helps security 
officers to do their work and to improve the Information Security Culture in 
their organizations. The application of the process and the Decision Support 
System in a Private Bank is presented here and major findings are discussed. 
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1. INTRODUCTION 

The intensified dependence on information processing in recent years has 
increased the organizational risk of becoming a victim of computer abuse. 
T h s  risk will continue to rise within the coming years. Existing technical 
and procedural countermeasures can be enhanced by socio-cultural measures 
to increase the security awareness and the security knowledge of staff within 
an organisation, thus improving the security level of the whole organization 
(Martins, Eloff 2002; Schlienger, Teufel 2002). Potential losses by cyber 
attacks, computer abuse and industrial espionage can be prevented. Security 
culture should support all activities in such a way that information security 
becomes a natural aspect of the daily activities of every employee. It can 
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help to build the necessary trust between the different actors and should 
become part of the organizational culture, which defines how an employee 
sees the organization (Ulich 2001: 503). It is a collective phenomenon that 
grows and changes over time and can, to some extent, be influenced or even 
designed by the management. 

This paper discusses first our management process for analyzing, 
maintaining and changing Information Security Culture. We then present a 
Decision Support System that supports this management process. This tool is 
designed to quickly analyze the existing culture and to automatically propose 
measures to improve weaknesses. It also allows comparison of the 
Information Security Cultures between different organizations 
(benchmarking) or that of a Culture within the same organization over 
different points in time. In this instance, the management process and tool 
were applied in a project at a Private Bank. We discuss the settings and 
findings of this project and the lessons learned. 

2. MANAGEMENT OF INFORMATION SECURITY 
CULTURE 

Information Security Culture, like organizational culture, cannot be 
created once and then used indefinitely without hrther action or 
modification. To ensure that it corresponds with the targets of an 
organization, culture must be maintained or modified continuously. It is a 
never ending process, a cycle of analysis and change. The first step is to 
analyze the actual Information Security Culture (diagnosis). If the culture 
does not fit with the organization's targets, the culture must be changed. If it 
fits, it should be reinforced. The necessary actions must be chosen (planning) 
and realized (implementation). The success of the actions taken must then be 
checked and learning specified (evaluation). The process is illustrated in 
Figure 1. 

2.1 Process Description 

In the following section, we give a short overview of these four 
management steps. 
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Figure I. Information Security Culture management process 

2.1.1 Diagnosis 

In order for security culture to make a substantial contribution to the field 
of information security, it is necessary to have a set of methods for its study. 
Bearing in mind the difficulties in comprehending culture at all, the use of a 
combination of measurement tools and methods as proposed among others 
by (Riihli 1991; Schreyijgg 1999) seems evident. This allows verification of 
the results with other methods and the use of different viewpoints in 
interpreting them. The researcher is thus able to pick the appropriate 
methods, which help himher assess the security culture in hislher 
organization. In our research we use: 

Analysis of security specific documents, e.g. security policy 
Questionnaires with employees 
Interviews or questionnaires with security officers 
Observation, e.g. clean desk policy verification 
A more detailed discussion of the evaluation items and methods can be 

found in (Schlienger, Teufel 2003). In this paper, we concentrate only on 
questionnaires, as they are the instruments best suited for a tool supported 
assessment. We have developed a standardized questionnaire on the basis of 
the organizational behavior model of (Robbins 2001), see also (Martins, 
Eloff 2002). This divides organizational behavior into three layers: 
organization, group and individual, with in all twenty areas (e.g. work and 
technology design, communication, attitude etc.). The questionnaire has 42 
questions, which are answered on a five point Likert scale from 1 (I strongly 
agree) to 5 (I strongly disagree). 
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2.1.2 Planning 

The diagnosis step reveals the actual culture and its weaknesses. 
Depending on the target culture, specific actions must be taken to maintain 
or even change the culture. It is important to bear in mind that changing an 
existing, inappropriate culture needs more radical measures than maintaining 
an appropriate culture. Whereas an appropriate security culture can be 
maintained by an effective awareness programme, changing a culture 
involves the reengineering of all existing cultural measures. 

Clear objectives for the development of an appropriate security culture 
must be set. We propose using the security policy as a definition of the target 
security culture. It is an overarching document for all measures concerning 
information security and defines the basics for security behaviour, see also 
(von Solms, von Solms 2004). To be able to define the right cultural 
measures, it is also essential to know which people one wishes to influence. 
A widely used approach is to define three groups: IT-staff, managers and 
lower-level employeeslsupport staff, and to implement special measures for 
each group. In our research, segmentation by function (IT vs. business) or 
hierarchical position (managers vs. lower-level employees/support staff) 
revealed statistically significant differences that suggest the need to define 
special cultural measures for specific departments or management levels. 

Comparing the actual with the target security culture, one can choose the 
right instruments to implement the target culture. Culture cannot be decreed 
by regulations; more subtle actions are possible and necessary. A number of 
possible instruments exist to influence Information Security Culture, the 
most important ones are: responsibilities, internal communication 
(awareness campaigns), training, education and exemplary action of 
managers. 

2.1.3 Implementation 

The planned actions must now be implemented. This phase can be 
organized as for every other project: it is essential to define detailed 
activities, responsibilities and resources, the schedule and the budget. We 
will not go into details concerning this phase. 

2.1.4 Evaluation 

Evaluation is the last step in our Information Security Management 
process. It provides valuable information about the efficiency and 
effectiveness of the actions implemented. It helps to improve the actions 
taken, to define necessary follow-up and also to legitimate investment in 
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Information Security Culture. This is especially important in applying for the 
following year's budget. 

To highlight the changes achieved in a culture, the same instruments, in 
our case the same questionnaire, should be used. This questionnaire can be 
complemented by specific questions on the actions taken to reveal its 
effectiveness. Evaluation also reinforces organizational learning (Argyris, 
Schon 1978): 
1. single loop learning ("adaptation"): the actions taken are evaluated to be 

improved in the future, e.g. the educational programme can be improved, 
knowing the strengths and weaknesses. 

2. double loop learning ("change"): the evaluation also has an impact on the 
Information Security Culture itself. Undertaking an evaluation affirms 
the importance of information security. Employees pay attention to this 
topic once again. 

3. deutero learning ("learn how to learn"): evaluation also helps to improve 
the evaluation process itself. Experiences from carrying out an evaluation 
will change and improve further evaluations of Information Security 
Culture. 

2.2 Scientific and Practical Foundation 

The proposed management cycle has its roots in a scientific research 
method and in practical exchange of ideas and experience. 

The scientific root lies in action research. It is an established research 
method, used in social sciences since the mid-twentieth century, and it 
gained much interest in information systems research toward the end of the 
1990s (Baskerville 1999; Bjorck 200 1 ; O'Brien 2001). Action researchers 
assume that complex social systems, like an organization and its information 
systems, cannot be reduced to components for meaningful study. They can 
be best studied by introducing changes in social processes and then 
observing the effects of these changes. This involves five steps: diagnosis, 
action planning, action taking, evaluating and specifying learning. In our 
management process we use the same steps, but have integrated the steps 
evaluation and learning, since learning normally accompanies all steps but is 
most important in the evaluation. 

The process has also been checked concerning practicability during 
discussions within the Working Group "Information Security Culture" of the 
FGSec (information security society Switzerland). The group consists of 
nine researchers, security officers and security consultants with experience 
in socio-cultural measures in information security. The process has been 
proved practical in this expert round and is now the recommended procedure 
of managing Information Security Culture. 
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A DECISION SUPPORT SYSTEM FOR THE 
MANAGEMENT OF INFORMATION SECURITY 
CULTURE 

The complexity and the interdependence of information systems and of 
information security management are steadily growing. Providing tool 
support to security officers helps them to cope with complex decision 
making under time pressure. Computer based tools impart knowledge, which 
can provide the necessary foundation for decisions. Information systems that 
help to analyze the existing culture and to propose possible actions for 
improving weaknesses can be a major asset for the information security 
officer. The problem field of Information Security Culture management is 
either not structured, or, at the least, badly structured, and therefore not 
suited to automated decision taking. It is therefore not possible to build 
complete decision trees with all actions and consequences. Although a tool 
for Information Security Culture management is therefore not a Decision 
Silpport System in its narrow sense, it is one in a broad sense. 

Decision Support Systems are not decision automatons, but they can help 
the user to prepare for decision making by surveying, filtering, completing 
and aggregating information. Decision Support Systems help to 
(Hattenschwiler, Gachet 2003): 

make decisions faster, 
improve the quality of decisions, 
reach the goals with fewer resources and 
make more rationale, robust and replicable decisions. 
The tool supports in its first stage, see also (Kneger 2004), the 

management of Information Security Culture in the steps of diagnosis, 
planning and evaluation. The architecture is illustrated in Figure 2. It surveys 
the Information Security Culture with two questionnaires, one for all staff 
(survey component A) and one for the security officer (survey component B). 
It automatically analyzes statistically the survey results, discovers 
weaknesses in the culture and proposes actions to improve weak points 
(reporting component). Thus the security officer quickly obtains status 
information and knowledge about the Information Security Culture of hislher 
organization. He/she can then choose actions from the proposition list and 
implement them. The survey component can also be used to carry out the 
evaluation. An administration component allows administrators and 
researchers to manage surveys, questionnaires, best practices and users. 

In a second stage further functions are planned. It is planned to support 
benchmarking survey results relating to one company with those of other 
companies and to improve the planning stage. 
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Figure 2. Architecture of the Information Security Culture Decision Support System 

Data 

The tool has been developed on the web technology html and ASP.NET; 
results are stored in the free runtime version of Microsoft SQL server, and 
the analysis and reporting is undertaken with Crystal Reports. The web 
based clientlserver technology allows easy distribution of the application. 

4. DEMONSTRATION AND CASE STUDY: 
APPLICATION TO A PRIVATE BANK 

The tool was applied in a Private Bank in November 2004. Whereas the 
bank has employees worldwide, most of the staff works in Switzerland. The 
company has already carried out an information security awareness 
programme this year and is now starting to analyze its Information Security 
Culture in a systematic way. The project was supported by the top-level 
management and was signed by the CEO, CFO, COO, Head of Enterprise 
Risk and Head of Information Security. The project was thus backed by the 
highest hierarchical levels. 
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4.1 Diagnosis 

We first discuss the survey setting with the online questionnaires. Then 
we present the reporting function of our Decision Support System, which 
displays the results of the survey but also findings and propositions to 
improve weak points in the Information Security Culture. The reporting 
component therefore covers the diagnosis and planning steps. 

4.1.1 Survey 

A questionnaire to survey the culture, in English and German, was 
prepared on the server of our Institute. Internet connection was secured with 
SSL. We used the standardized questionnaire, but dropped two questions 
that are not relevant for the organization and added six new questions. 
Although we always recommend and propose using the standardized 
questionnaire, it is frequently necessary to adapt it to the specific needs of an 
organization. Comparability between organizations is still given on the area 
level, where several questions concerning a specific area are aggregated. 

The employees were invited by an email from the Head of Information 
Security to fill out the questionnaire. They also received the URL to the 
questionnaire with an anonymous company login and password. On the 
questionnaire, and prior to answering the questions, each employee first has 
to authenticate him-/herself and also to indicate hislher position (3 levels), 
hislher function (7 functions) and hisher region (4 regions). The 
questionnaire then consists of 46 mandatory questions and a section for 
optional comments. Cookies are set to anticipate multiple answers from the 
same account. 

The Head of Information Security answered the security officer's 
questionnaire, which surveys the measures already taken to create and 
support an appropriate Information Security Culture. The database currently 
stores 87 answers from other security officers of Swiss organizations. 
Comparing an organisation's results with those of other Swiss organizations 
gives valuable information about the maturity of the Information Security 
Culture from the security officer's viewpoint. 

Approximately 19% of all staff in Switzerland and Liechtenstein 
responded to the survey. The confidence interval of 7.36 at a confidence 
level of 95% provides enough accuracy for a statistical analysis of this group. 
However the feedback of only 0% to 5.5% from the other three regions gives 
us not enough data for a statistical analysis of these branches. One main 
problem of the two branches in Asia was the poor Internet access. In spite of 
that, the general problem of all three branches apparently is the lack of 
interest in information security. 
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4.1.2 Reporting 

The reporting section is designed for the security officer and the senior 
management. It shows the answers on different aggregation layers: 

Overview: all questions aggregated, to give an overall picture (see Figure 

3). 
Level: the questions concerning Organization, Group and Individual are 
aggregated to give level information. 
Area: the questions concerning an area are aggregated to give a more 
detailed picture of the areas. This analysis is called the Information 
Security Culture Radar and gives a wide range of information at a glance. 
It is the favourite aggregation level for benchmarking (see Figure 4). 
Single question: the results of a single question give the most detailed 
information. 
The results can be filtered according to position, department and region 

to receive more details and to be able to define specific actions for target 
group. The report can be exported to different formats (PDF, Word and 
Html). Figure 3 shows the navigation of the reporting component and the 
entry screen with the overview. On the left side is a navigation tree, where 
the user can jump directly to the different levels, areas or questions. On the 
top are the filters and also the export function. The second top line offers 

.; Hman Rersoincer Nanagemert - O r g m h o n a l  C ~ h l r c  
3 O r g m a b o n d  Ctrachre 

r @OW 
+ Tndndwm umt INFORMATION SECURITY CULTURE TOOLBOX 
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1 Number ofsuweyed persons 144  
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Figtrre 3. Overall results and Navigation 
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possibilities for searching and navigating through the pages. 
The overall result (Figure 3) of 73% agreement is good. In discussion 

with the working group, we set the threshold for a satisfactory Information 
Security Culture at 60% agreement for each question. This number can be 
adjusted by the organisation for each question if wanted. In our survey the 
CSO agreed to the recommended threshold. Although the overall result is 
good, the analysis of areas and individual questions reveals improvement 
points. 

The Information Security Culture Radar (Figure 4) shows the results on 
the area aggregation layer. It shows at once where the strengths and 
weaknesses are. Weaknesses are on the areas Human Resources 
Management, Organisational Culture and Problem Management. Actions 
should focus on improving the worst areas and maintaining the good areas at 
the same level. 

Information Security Culture Radar 

-\ Human R e a u u m e s  Management 

MoOuat~on Perception 

Figure 4. Area results: the Information Security Culture Radar 

4.2 Planning 

The reporting function also covers some of the planning phase. Its 
function is to automatically discover weaknesses and to propose 
improvement actions, based on rules and actions stored in the database. 
These actions are based on the results of the expert group. If a single 
question receives less than the agreement threshold, improvement actions are 
proposed. Filtering on position, department and region allows checlung on 
whether the actions have to be implemented for everybody or for specific 
target groups. 

The Decision Support System helps the security officer to quickly spot 
weaknesses and to retrieve possible measures. Depending on the specific 
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situation and specific needs, he or she can then choose preferred actions and 
implement them in his or her organization. 

Figure 5 shows the result of the question "I receive training (courses, 
presentations, self-study etc.) in security applications and procedures I need 
for my work." The threshold is not reached, so the system reveals a problem 
and proposes improvement actions. In this case, employees do not receive 
the necessary information security training. The proposed measures focus on 
general information security education and specialised training in security 
procedures and tools. 

4.3 Future steps: Implementation and Evaluation 

The bank is going to implement the most promising improvement 
measures during 2005. It is also planned to evaluate the actions taken in an 
evaluation survey at the end of 2005 or beginning of 2006. The evaluation 
step is necessary to a systematic management of Information Security 
Culture. It gives valuable information about the effectiveness and efficiency 
of the implemented measures and supports organizational learning. 

We expect valuable improvement of information security in this bank and 
hope that systematically managing Information Security Culture will become 
a part of its organizational culture. 

Ich w r d e  ,n den S~cherhe~tsanwndungen und - prozedurengeschuit (Kurs, Veranstaflung, Selbst- Training ... 
I receive framing (courses, presentations, sell- stu* etc . In securlly appiications andprocedures I need for my.. I 07 

nmn& a p e  nevtd  disagree nmngly 
agree disagree n= 138 

Employees must understand, why information security 1s important for the organlzatlon and how they can operate 
securely They must know, how to use the securitffunctlons wllhln the appltcatlons and i n  their own work process 
Train~ng IS one ofthe foundation elements to create securlty awareness. 
Flnd[nEE 
Agreenient to th:s question :s 33.09 Th!s ?o:!?t skouid be IUPROS'ED 

Pronosltion(s1 

TRAINING, EDUCATION . Glve education about lnformatlon securltyln general and why ~t 1s Important for your organlzatlon Courses 
workshops presentatlons, seittralnlng, computer based tralnlng, movles etc are sulted . G~ve training to the employees how to use the speclal security sotf lare and procedures Courses, 
presentatlons, self-tralnlng, computer based tramng etc are sulted 

Figure 5. Question results with problem description and improvement propositions 
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CONCLUSIONS 

In our survey on Information Security Culture in Swiss Organizations 
(Schlienger, Rues Rizza 2004) we discovered that most of the organizations 
rate the socio-cultural dimension of information security as very important. 
However, they encounter problems in proving its value in terms of 
improvement in information security and return on investment. The 
proposed method and tool helps to bridge this gap by allowing organizations 
to systematically analyze their information security culture, to quickly 
identify weaknesses and improvement actions and to prove progress in 
Information Security Culture. The application in a real world project shows 
its usefulness and the experience shows that we have reached our goals. In 
future development we will extend the functions of the Decision Support 
System to provide benchmarking and better support in the planning phase. 
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ERPSEC - A REFERENCE FRAMEWORK TO 
ENHANCE SECURITY IN ERP SYSTEMS 

Prof. S.H. von Solms, M.P. Hertenberger 
Rand Afrikaans University 

Abstract: This paper proposes a method of integrating the concept of information 
ownership in an Enterprise Resource Planning (ERP) system for enhanced 
security. In addition to providing enhanced security, the reference framework 
ERPSEC developed for this study provides better manageability and eases 
implementation of security within ERP software packages. The results of this 
study indicate that central administration, control and management of security 
within the ERP systems under investigation for this study weaken security. It 
was concluded that central administration of security should be replaced by a 
model that distributes the responsibility for security to so-called information 
owners. Such individuals hold the responsibility for processes and profitability 
within an organization. Thus, they are best suited to decide who has access to 
their data and how their data may be used. Information ownership, coupled 
with tight controls can significantly enhance information security within an 
ERP system. 

Keywords: Database security, security policy, misuse detection, authentication, 
information flow 

1. INTRODUCTION 

The concept of information ownership has been around for some time. 
However, its full benefit has never been harnessed in the ERP software 
space5. In ERP software systems, security is critically important. ERP 
systems are fairly complex and integrate functions and data across an entire 
enterprise. The fact that human resources data and finmcial information is 
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integrated with production planning and sales data should illustrate the 
requirement for stringent security subsystems. Additionally, ERP systems in 
use by an organization contain critical business data. Hence, it is essential 
that such information be protected from unauthorized access. Unauthorized 
access to the data within the ERP system's database must be prevented, 
especially since a large percentage of fraud takes place within the 
organization4. 

In the study completed by the authors', various ERP software products 
where evaluated to determine how security is implemented. In all cases, the 
security subsystem forces centralized control by one or more central security 
administrators. It is the view of the authors that this approach, though 
practical and widely used, weakens security. In the study, a framework for 
implementing the information ownership approach to strengthen and 
enhance security within ERP software packages is proposed. This paper 
briefly summarizes some of the findings. 

2. THE TRADITIONAL APPROACH AND ITS 
PROBLEMS 

To provide the reader with sufficient information on the traditional way 
of implementing security within an ERP environment, the following brief 
discussion is provided. 

ERP implementation projects require many skilled resources from 
various disciplines. To ensure adequate knowledge transfer, staff members 
from the organization for which the ERP system is being configured are 
included in the project team. The technical skills required to implement and 
configure the software are quite different to the business and process 
knowledge that is required to change the workings of the software 
components to support the business processes and add value to the 
organization. Technical skills are generally required to assist in the 
implementation and realization of a security policy. Briefly stated, the reason 
for this is due the fact that: 
- security is generally considered an administrative, and therefore a 

technical role 
- the implementation of an adequate security infrastructure requires 

specific knowledge relating to the ERP system's technical architecture. In 
all the ERP systems reviewed, detailed knowledge of system objects and 
their use and function is a prerequisite. 
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- the ERP systems available provide only a centralized way of 
implementing and maintaining security objects and settings 

2.1 Specialization by discipline and resources 

Hence, the traditional approach to the implementation of security within 
ERP systems is based on a centralized approach. There is nothing physically 
wrong with this approach. However, the centralized approach provided by 
ERP software packages does not allow the organization to expand its 
security infrastructure to comply with information ownership principles. To 
illustrate this in a different way, consider that ERP software systems contain 
a huge variety of hnctions and configuration possibilities. To understand all 
facets of a single system in detail is virtually impossible. Hence, 
specialization of skills takes place almost naturally. Business-oriented users 
are more concerned with the real-world application of the ERP software and 
how the configuration can be changed to mirror the processes within the 
organization. In contrast, technical experts and administrators delve deeply 
into the architecture and structure of the system; they are more concerned 
with how the system has been built. The knowledge divide becomes 
apparent when a business process owner requests the configuration of a 
security object from a technical security administrator. As the focus of both 
parties is different, understanding from both sides may be lacking. 

2.2 Translation of business requirements into technical 
terms 

The requirements of the business process owner for increased security in 
order to protect the organization from fraud, for example, must be translated 
into a technical specification by the security administrator. Though this 
process may be fairly simple in some cases, more complex requirements 
may not be easy to implement technically. An example of a simple security 
requirement may be the restriction of permitting only certain users print to a 
certain printer in the organization. The requirement can be fairly easily 
understood and translated into the technical format required by the system. 
Similarly, testing such an access restriction is fairly simple and does not 
provide too many possibilities for failing. A far more complex requirement 
may include access restrictions to data for certain material types, cost centers 
and locations. In a large organization many material types and locations may 
be present. Ensuring that all users have been allocated the correct security 
objects becomes far less trivial to implement and configure than the 
preceding example involving only a single printer. 
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2.3 Possible introduction of errors and hence weakened 
security 

To restate the above concept, the assumption that a central system or 
security administrator has the ability to understand all nuances and specifics 
of each functional area is often incorrect. Instead, the security administrator 
must gather information from each area of the business. Once all these 
details have been gathered, the security administrator is able to translate the 
requirements of each business area into the appropriate roles and profiles 
within the ERP system. In many cases, the security administrator has to 
select objects manually to create the appropriate access authorization for the 
user. It should be clear that such a process is often completed with a number 
of errors and omissions. 

2.4 The security administrators as a bottleneck 

The security administrator in an ERP environment must contend with 
numerous business areas and functional areas. These include sales, finance, 
human resources and so on. Adding the various organizational layers on top 
of ths,  together with various stakeholders the business may have to support, 
creates an environment in which the centralized security administrator 
becomes a central bottleneck. Figure 1 illustrates this more vividly: 

Business a ( , ) , 

Business 

administrator 

Business 

Figure 1. Centralized security within an ERP environment 

Figure 1 indicates one of the main problems with the implementation of 
security within an ERP environment, namely that of creating a bottleneck by 
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having to route all requests for change through one or more administrators 
who possess the technical knowledge on how to deal with the request. 

3. THE APPROACH USING INFORMATION 
OWNERSHIP 

The authors are of the opinion that the support of information ownership 
can assist in enhancing the configuration of security objects in ERP software 
environments8. In addition, the approach using information ownership 
provides various additional benefits that are useful to organizations 
implementing ERP software packages to support their business processes. 
To this end, the ERPSEC framework has been developed and will be briefly 
discussed during the remainder of this paper. Prior to the discussion relating 
to the ERPSEC framework, it should be clear why the authors consider the 
approach using information ownership to be beneficial. 

3.1 Reduction of complexity 

Within traditional ERP environments, the centralized approach to 
implementing access control and access restrictions enables one or more 
security administrators to create and maintain profiles, roles and user master 
records. As has been mentioned above, this approach suffers from a number 
of problems, most notably that the security administrator cannot and usually 
does not understand the complexities of the actual business processes within 
the organization and how these have been mapped to the functionality of the 
selected ERP software package. To combat this problem and to promote 
more rigid and adequate security within an ERP environment, it is necessary 
to deal with complexity within the system as a whole. The provision of an 
integration layer to reduce complexity is a definite requirement. Such an 
integration and simplification layer is not available in any of the currently 
available ERP software packages. The ERPSEC framework proposes an 
integration layer to simplify the creation of ERP security objects. Figure 2 
illustrates the integration layer and should be compared to Figure 1 above. 
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Figure 2. Providing an integration layer to support information ownership 

As an aside, the addition of a suitable integration layer that has the ability 
to translate and present technical security objects to non-technical users 
makes the decentralization of security configuration a distinct possibility. 
This may not always be recommended, but goes a long way in supporting 
segregation of duties issues and need-to-know principles in certain 
organizations. Further comment regarding this will be made once the 
ERPSEC framework has been discussed in more detail. 

3.2 Simplification 

The sudden popularity of ERP software packages stemmed primarily 
from their ability to integrate all data within the organization, to deliver real- 
time results and reporting and to make specific functionality available to the 
user at the desktop level. In stark contrast to the adaptability and flexibility 
of being able to configure the ERP software package to the needs of the 
business, the configuration of security related objects is completed by 
technical staff. Mention has already been made of the complexity of ERP 
software packages. This complexity is necessary for the software package to 
be adaptable to different industries and legal requirements. The ERP 
software packages investigated during the course of this study provide full 
support for the configuration of the software to adapt it to support various 
business processes. Similar functionality for the configuration of security 
objects is missing. In fact, all security-related objezts are generally grouped 
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together and are not easily distinguished from one another. The ability to 
document the necessary access restrictions and security objects is hampered 
by very technical naming conventions. In ERP systems targeted at 
organizations with a smaller user population, the configuration of the 
security subsystem is often fairly trivial, offering the security administrator 
very little flexibility. The ERPSEC framework attempts to simplify the 
creation and maintenance of security related objects within an ERP 
environment. 

WHY INFORMATION OWNERSHIP? 

To enhance the concept of information ownership, the concept of an 
information owner must first be explained. The concept of permitting 
individuals within the business to manage and maintain their own 
information security is termed information ownership. Information owners 
are individuals in charge of a certain business area within the organization. 
Generally, these individuals are already in charge of a division, such as 
finance or sales, for example. In other words, these individuals are 
stakeholders within the business and carry some form of responsibility. It is 
the goal of the information ownership approach within the ERPSEC 
framework to provide the tools to individuals who are held liable or 
responsible for certain actions taking place within the business. If these 
individuals are not provided with the tools to support their decision-making 
process and the ability to ensure that their data is safe, they cannot be held 
responsible for anything that occurs within their sphere of responsibility. 
This concept aligns closely with that of segregation of duties. One 
definition2 states that segregation of duties is a method of working whereby 
tasks are apportioned between different members of staff in order to reduce 
the scope for error and fraud. 

Prior to the ERPSEC framework being discussed, some advantages of the 
information ownership approach are listed here: 
- Technical security administrators are experts at maintaining technical 

security objects, but often lack the necessary knowledge relating to the 
impact these objects have when allocated to the wrong user. Information 
owners are aware of their business area and know the impact of incorrect 
allocation of one or more security objects 

- Technical security administrators are generally not aware of the staff 
members in various organizational units. Therefore, the creation of roles 
and allocation of security objects is done based purely on feedback and 
information received from the relevant organizational unit or division. In 
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contrast, information owners are focused on their business area, know 
their staff and can make informed decisions based on their capabilities 
and possible weaknesses 
The ability to compartmentalize security objects based on their 
applicability to various sections of the business can radically reduce the 
time and effort required to implement and configure the ERP security 
subsystem. As each information owner can take care of his own section 
of the business, this permits the security administrators to take on a role 
that examines security in more detail across the enterprise. The 
integration layer provided by the ERPSEC framework supports this 
compartmentalization. 
Information ownership goes a long way to promote and control 
segregation of duties issues and improve corporate governance. Due to a 
large number of legislative requirements, this is a very important topic 
for organizations at present. At present, very little support is provided by 
existing ERP software products to assist organizations in dealing with 
these complexities. 

THE ERPSEC REFERENCE FRAMEWORK 

The ERPSEC reference framework has one primary aim, namely to 
enhance and increased the security and access control within an ERP system. 
Existing ERP system already contain a centralized security subsystem. 
Hence, retrofitting the ERPSEC framework to an existing product may not 
be an easy task. The definition of ERPSEC in the study provides an object- 
oriented definition that should ease a possible physical implementation 
sometime in the future. 

In addition to enhancing security within an ERP system, ERPSEC will 
attempt to cater for the following: 
- a reduction in complexity of the security configuration; 
- the ability to increase responsibility and accountability within the 

organization; 
- a faster implementation time by providing decentralized access to 

security objects; 
- to improve the quality of the security configuration as a whole; 

These goals can be realized by considering the current state of security 
subsystems in existing ERP software packages. A brief review is provided 
below. 
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5.1 Traditional ERP security subsystems 

The discussion presented in this paper provides the most basic details 
1 regarding the ERPSEC framework. The complete study by contains a 

detailed description including object and table definitions for the creation of 
the framework in "real-life". 

A mention of the centralized nature of the security subsystems of existing 
ERP software products has already been made. In the model employed by 
these products, a single administrator modifies and maintains the security 
objects for all users, regardless of their place within the organization. 

This is depicted in Figure 3. 

I Profile. role, user master management 

I Security objects in ERP system I 

User 3 

[A,C,Dl 

User 1 

[A,B,Cl 

Figure 3. Centralized security within an ERP environment  

User 2 

[BE1 

A simple solution to include the concept of information ownership for 
purposes of the ERPSEC framework is to define individual information 
owners. From the preceding discussion of information ownership it should 
be clear that information ownership implies a form of decentralization. The 
decentralization is such that individual stakeholders become responsible for 
groups of users within the organization. 

A 

5.2 Information owners 

Allocation and 

revocation 

The information owner is an important part in the ERPSEC framework. 
Not only does the information owner know what access is required in order 
i'or the department or organizational unit to function, but also has an in-depth 

Allocation and 

w 
Security administrator 

t 
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knowledge of the jobs and tasks performed within that department. Hence, 
the translation of a particular task to its security and access restriction 
requirements within the ERP system is far simpler to determine. A further 
advantage is that the requirements do not have to be communicated to a third 
party, such as the central security administrator. 

The information owner thus plays the role of a decentralized security 
administrator, albeit only for the area of the business the information owner 
belongs to. For this to be possible, the ERPSEC framework must cater for 
some additional requirements. From the preceding discussion, it was made 
clear that the translation of access restrictions and security requirements was 
a major factor that inhibited and decreased security within a traditional ERP 
system. The requirement of an information owner within the ERPSEC 
framework cancels this complication, but does not fully solve all problems. 
To be useful, the ERPSEC framework must provide some way of allowing 
security objects to be configured without the need for the detailed technical 
understanding of the system that security administrators generally have. 

Dealing with technical complexity 

The previous section has dealt briefly with the requirement the ERPSEC 
framework has for dedicated information owners in the organization. In 
order to permit these information owners to be able to create and maintain 
their own security objects, a high level of abstraction is required. Abstraction 
of the technical details regarding the configuration and maintenance of 
security is an absolute necessity when placing such responsibilities with the 
information owners. 

Abstraction can be achieved in the proposed ERPSEC framework. 
Instead of relying on a central security administrator who must know all 
technical details to create and maintain security objects, ERPSEC introduces 
an additional layer in the security subsystem that allows security objects to 
be configured and maintained in a very simple yet powerful fashion. It 
should be clear that retrofitting existing ERP software packages with such an 
additional software layer may not be practical. However, future versions of 
current ERP software packages could easily incorporate such an abstraction 
layer to promote and support the concept of information ownership. Figure 4 
below depicts the additional abstraction layer. The abstraction layer can also 
be considered a simple interface layer. The layer has the responsibility of 
translating the input of the non-technical information owner into technical 
object names and function codes. In effect, the interface translates 
technically detailed security objects and presents them to i he information 
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owner in a very simplistic fashion. Ideally, the interface for the information 
owner should be a point-and-click environment in which allocation of 
security objects and settings can be made quickly and easily. A technical 
implementation of such an interface is beyond the scope of this paper. A 
description may be found in the full study relating to ERPSEC. 

User 1 - 
[A,B,Cl User 2 - 

fl 
User 3 

,/' 
[A,C,Dl 

, / '  

,/. 

:'F~II access to 
.' all objects Information lnformation , owner l owner 2 

administrator 
Protile and role 

management 
Profile, role, user 
master management 

I Security objects in ERP system I 

I 
Figure 4. Decentralized security within an ERP environment 

Though the inclusion of an interface in the ERF'SEC framework allows 
the concept of information ownership to be supported more fully, additional 
requirements still exist. Most importantly, ERPSEC must validate and 
handle information owners in a slightly different way to ordinary users of the 
system. In addition, the interface for the information owner should be 
restrictive enough to ensure that only appropriate security objects for that 
information area can be configured and maintained. 

5.4 Validating information owners 

As mentioned in the section above, validation of information owners is 
important to ensure that access restrictions can be defined. The ERPSEC 
framework does not require too many special mechanisms to validate 
information owners. An information owner within the ERPSEC framework 
is simply another user of the system. The crucial difference is that an 
information owner has some additional access rights that an ordinary user 
would not have. 
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ERPSEC requires information owners to have special security settings 
added to their user master record that identifies them as information owners. 
In addition, the information they are responsible for is also identified, as well 
as the users they should be permitted to administer. This solves two 
problems, namely the ability of information owners to be able to configure 
and maintain security objects within the system, and the restriction of the 
information owner to being able to operate only within a set information area 
of the organization. 

Technically, ERPSEC requires information areas to be defined. In the 
simplest sense, an information area is a portion of the ERP system that 
corresponds to an area of the real-world organization. Examples of 
information areas are manufacturing, shipping and financials. Depending on 
the size of the organization, more information areas may exist; as an 
example, an organization with a global presence may have manufacturing 
capacity in various countries. It is unlikely that a single individual would be 
able to perform the task of information owner for the all manufacturing 
divisions worldwide. Hence, information areas may be created for each 
manufacturing location. Regardless what the information areas are deemed 
to be, ERPSEC associates the information areas with relevant users in that 
location or information area. The assigned information owner is the only 
individual other than the security administrator who is able to maintain and 
configure access restrictions for those users. The assignment of users to 
information areas and the creation of information areas themselves are tasks 
that can be completed by the security administrator. This task is not 
technically complex and does not involve detailed knowledge of business 

Information 

,yV Access to B and 
, / '  C only 

/ '  

. / '  Allocation of 
k" users and 

objects 
+,,-,. -..-'F 

administrator 
Access to D and 

E only 
Full access to 
objects V 

Interface layer 
Yr - 

Security objects in ERP system 

Figure 5. ERPSEC compartm-ntalizes users and information areas 
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processes. This information can be gleaned from the organization's structure. 
Figure 5 attempts to represent the restricted access of the information 

owners. Note that the interface layer is responsible for ensure that the access 
to all security objects takes place in a compartmentalized fashion. In 
technical terms, the security subsystem may contain a number of tables that 
list all information owners with their associated information areas. A second 
table contains the information owner and allocated system users. The 
ERPSEC framework performs numerous checks whenever access to a 
security object is required by any user. In the case of an information user, 
ERPSEC verifies that the user in question is identified as an information 
owner. Once this check has successfully been completed, ERPSEC queries 
the table containing the information areas for that information owner. Access 
is not permitted to any object that is not within the list permitted for that user 
At a higher level, ERPSEC ensures that no information area is accessible by 
more than one information owner. This ensures concurrency control and 
integrity. 

5.5 Maintaining integrity 

The concept of integrity has been briefly mentioned above. Integrity is a 
very important concept that has to be adhered to. As has been discussed, 
ERPSEC changes the traditional centralized security model to a 
decentralized one. In this decentralized approach, more than one user is able 
to modify security settings for ordinary system users. In effect, ERPSEC 
proposes multiple security administrators with one significant difference: 
each information owner is restricted to a very narrow set of users and 
security objects that may be configured and maintained. 

Integrity is maintained within the ERPSEC framework by controlling the 
allocation of information areas to information owners. As discussed 
previously, it is very important that each information area be allocated to a 
single information owner. The structure of ERPSEC ensures this by 
providing a list of available information areas that have been configured, and 
by permitting the allocation of each one to only a single information area. If 
required, a single physical user could be the information owner for more 
than one information area. This is a matter of preference and does not 
compromise the operation of ERPSEC. However, the combination of 
information areas for a single information owner reverts back to the 
traditional centralized approach with most of its inherent problems. For this 
reason, a single information owner for each information area is 
recommended. 
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The allocation of information areas to individual information areas is 
performed by a security administrator. Once this has been completed, 
security objects within the ERP system that belong to that information area 
have to be allocated to that information area. This is not a trivial exercise and 
must be performed by the information owners. 

5.6 Extending information areas to include security 
objects 

Figure 3 briefly introduced the notion of allocating security objects to 
individual information owners. To facilitate the transfer of functionality to 
ordinary users within the system, the information owner must be able to 
allocate physical security objects to users. The concept of allocating such 
security objects is similar to the allocation of information areas to 
information owners. In the case of security objects, the organization 
determines which functional blocks within the ERP system belong to which 
information area. As has been determined in the study of existing ERP 
systems, a large number of function or menu codes are present in an ERP 
system. The ERPSEC framework assumes that all functions within an ERP 
system can be represented by function codes. In technical terms, a function 
code can be a mellu item, shortcut or text entry that is linked to a particular 
program or functionality within the software system. Once the user selects a 
menu item or enters the function code, that program or functionality is 
executed. In this way, the user is able to perform tasks such as the entry of 
an order or the creation of an invoice. 

To provide information owners with the ability to distribute the required 
functionality to the users within their information area, the information 
owner must be able to allocate function codes to relevant users in the system. 
It is logical to assume that function codes can be grouped to form segments 
of basic functionality within an ERP system. This fact is supported by the 
study of existing ERP systems: groups of function codes represent 
functionality within a particular module of the ERP system. In this way, all 
material management functions are associated with a particular group of 
function codes, for example. Hence, the allocation of function codes to 
individual information areas and hence to information owners is not an 
impossible task. 

In the ERPSEC framework, the information owners determine which 
function codes belong to their information area. There may be cases where 
the ownership of a particular function code cannot be determined precisely. 
In this case, the organization should allocate that function code to the most 
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likely information area. The result of this exercise within the ERPSEC 
framework is an additional data structure within the security subsystem that 
contains all function codes that have been allocated to a particular 
information owner. By employing the integrity and concurrency rules 
discussed earlier, only one information owner is able to allocate any 
particular function code. This has important consequences for the tightening 
and enhancing of security within the ERP system. 

5.7 Enhancing security through ERPSEC 

The operation of the ERPSEC framework has been briefly discussed in 
the above sections. The allocation of information areas to information 
owners, and the allocation of particular function codes to these information 
areas enhances security automatically. The reason for this is the fact that 
only the stakeholders or owners of the information are permitted to allocate 
access to it. This has important consequences for the overall security of the 
ERP system: as the information owner is responsible for the performance of 
his business unit, restricting access to only those users in the organization 
that require access is sensible. In contrast to the traditional centralized 
approach, the approach of allocating access at the information area level 
adds an extra layer of trust and security. As the information owner is aware 
of the users to whom certain function codes are being allocated, the 
allocation of the function codes takes place in a more secure environment. In 
contrast, a centralized security administrator is not always fully aware of all 
users within the organization and cannot determine why a certain function 
code may have to be allocated. 

5.8 Support for segregation of duties 

The fact that the information ownership approach increases support for 
segregation of duties has been mentioned briefly. Segregation of duties is 
seen to be one of the most important aspects to prevent fraud and heighten 
security7.1t is important to note that this requirement is becoming a 
legislative requirement for many organizations to adhere to. Legislation at 
present mandates accountability. 

The ERPSEC framework assists by providing a non-technical platform 
for stakeholders to configure and define what security is required within 
their area. This in turn requires the stakeholder or information owner to 
accept the responsibility for the configuration and content of the resulting 
security object. Though it has to be stated that the ERPSEC framework 
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cannot guarantee increased security, the adherence to the information 
ownership principles provides a platform from which stricter security 
measures can be put in place. 

CONCLUSION 

The paper has briefly introduced the reader to the problems traditionally 
faced when implementing security within an ERP software environment. 
The most pressing problems were identified and discussed. To provide a 
solution to these problems, the paper introduced the concept of information 
ownership as a means to increasing and enhancing the security subsystem of 
an ERP software package. The proposed ERPSEC framework was 
introduced. The requirements of the ERPSEC framework to support the 
concept of information ownership were highlighted. It was briefly shown 
how ERPSEC assists in supporting the following: 
- a reduction in complexity of the security configuration; 
- the ability to increase responsibility and accountability within the 

organization; 
- a faster implementation time by providing decentralized access to 

security objects; 
- to improve the quality of the security configuration as a whole; 
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Abstract: The rapid rise of federated enterprises entails a new way of trust management 
by the fact that an enterprise can account for partial trust of its affiliating 
organizations. On the other hand, password has historically been used as a 
main means for user authentication because of operational simplicity. We are 
thus motivated to explore the use of short password for user authentication and 
key exchange in the context of federated enterprises. Exploiting the special 
structure of a federated enterprise, our proposed new architecture comprises an 
external server managed by each affiliating organization and a central server 
managed by the enterprise headquarter. We are concerned with the 
development of an efficient authentication and key exchange protocol using 
password, built over the new architecture. The architecture together with the 
protocol well addresses off-line dictionary attacks initiated at the server side, a 
problem rarely considered in prior effort. 

Key words: federated enterprise; password authentication; dictionary attack; key exchange; 
public key cryptosystem. 

1. INTRODUCTION 

Driven by the promise of cost saving, expansion of market share and 
quality improvement of service provision through consolidation and 
cooperation, industry has seen a rapid rise of federated enterprises. 
Specifically, a federated enterprise consolidates under one corporate 
umbrella multiple divisions, branches and affiliations serving different 
aspects of business continuum and senice coverage. For example, in the 
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banlung sector, a central bank has numerous branches distributed across a 
city, a region. Another example is in the healthcare area, where a federated 
hospital integrates many inside and outside units, e.g., clinical laboratories, 
departments, outpatient clinics, managed care organizations, pharmacies and 
so on. In a federated enterprise, each affiliating organization has its own 
business interest, providing service to a distinct group of users. 

Following conventional ways, each affiliating organization has to work 
independently on trust management, maintaining by itself account 
information of its users. However, this may not be optimal in practice. First, 
affiliating organizations may lack sufficient expertise and funds for a secure 
maintenance of user account. This situation deteriorates with the trend that 
organizations are becoming increasingly fond of outsourcing IT management 
to some specialized service providers. In such circumstances, system 
administrators may present themselves as a big threat to system security [I]. 
Second, from the users' perspective, a user apparently prefers assuming the 
higher credit of the entire enterprise rather than that of an individual 
affiliating organization. For these reasons, new paradigm of trust 
management that well takes advantage of the special structure of federated 
enterprises is of interest and urgency. 

On the other hand, human memorable password has historically been 
used as a main means for user authentication, due to operational simplicity. 
In particular, no dedicated device is required for storing password, which is 
deemed of particular importance as users are becoming increasingly roaming 
nowadays. We are thus interested in exploring the use of short passwords for 
user authentication and key exchange in the context of federated enterprises. 
Towards this, we are faced to first address the weaknesses inherent in 
password-enabled systems: because of a limited dictionary space, password 
is susceptible to brute-force dictionary attack, and more precisely off-line 
dictionary attach? [2]. Specifically, in off-line dictionary attack, an attacker 
records the transcript of a successful login between a user and the server, and 
then enumerates and checks every possible password against the transcript, 
until eventually determine a correct password. Tremendous effort has been 
dedicated to resisting off-line dictionary attack in password-enabled 
protocols (e.g., [3, 4, 5, 6, 7, 8, 9, 101). An assumption common to these 
methods is that the server is completely reliable, so users share with the 
server clear passwords or some easily-derived values of passwords for 
subsequent user authentication. As such, while these protocols are 
sufficiently robust to off-line dictionary attacks by the outside attackers, they 

In contrast to off-line attack is on-line dictionary attack, which turns out to be easily 
thwarted by restricting the number of unsuccessful login attempts made by a user. 
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are not intended to defend against the server, e.g., in the event of penetration 
by outside attackers. 

However, for the reasons discussed earlier (limited expertise and funds, 
outsourcing, etc.), threats posed by the server become clearer in the setting 
of federated enterprises. As a consequence, servers maintained by the 
affiliating organizations of an enterprise are no longer deemed fully trusted. 
Adapting password-enabled systems to federated enterprises has to 
additionally mitigate the concern of unreliable servers, in addition to outside 
attackers. To this end, we propose a new architecture for user authentication 
and key exchange using password, geared to the needs of federated 
enterprises. In its simplest configuration, the architecture consists of an 
external sewer managed by each affiliating organization and a central sewer 
administrated by the enterprise; each server only keeps partial information 
on a user password, such that no single server can recover the password by 
means of off-line dictionary attacks user authentication is accomplished 
together by the two servers. Our attention is given to the development of an 
efficient authentication protocol for the new architecture, rather than formal 
provable security. The proposed architecture together with the protocol 
enjoys several attractive features 

The rest of the paper is organized as follows. In Section 2, we review 
related work. We then present our new architecture and discuss extension in 
Section 3. In Section 4, we propose an efficient user authentication and key 
exchange protocol well attuned to the new architecture, and security of the 
protocol is examined. Finally, Section sec5 concludes the paper. 

RELATED WORK 

Resistance to off-line dictionary attack has long been in the core of 
research on password-enable systems. It is a proven fact that public key 
techniques are absolutely necessary so as to resist off-line dictionary attacks, 
whereas the involvement of public key cryptosystems is not essential [7]. 
Accordingly, two separate lines of research have been seen in the literature: 
combined use of password and public key cryptosystem, and password only 
approach. For the former, asymmetry of capacity between the users and the 
server is considered, so that a user only uses a password while the server has 
a publiclprivate key pair at its disposal. Examples of such public key- 
assisted password authentication include [7, 8, 1 I]. With no surprise, the use 
of public keys entails the deployment of PKI for certification, adding to the 
users the burden of checlung key validity. To eliminate this drawback, 
password-only authenticated key exchange (PAKE) protocols have been 
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extensively explored (e.g., [3, 4, 5, 6, 9, 101). The PAKE protocols do not 
involve any public key cryptosystem whatsoever. 

What common to the above methods is the assumption that the server is 
totally trustful, so a user shares a password or some password-derivative 
value with the server. In other words, these methods are by no means 
resilient to the off-line dictionary attack initiated by the server, e.g., in the 
event of break-ins by outside attackers. To address this problem, [I21 first 
proposed the so-called password hardening technique by transforming a 
weak password into a strong one through several servers, thereby eliminating 
a single point of vulnerability. Afterwards, [13] improved this multi-server 
model. Further and more rigorous extensions were due to [I41 and [15], 
where the former built a t-out-of-n threshold PAKE protocol and gave 
formal security proof under the Random Oracle Model [16], and the latter 
presented another two provably secure threshold PAKE protocols under the 
standard model. A limitation of the protocols in [I41 and 1151 is their low 
efficiency, so they may not be practical to resource-constrained users, e.g., 
mobile phones. Moreover, notice that in the above multi-server setting, 
password is still susceptible to a weaker form of a single point of 
vulnerability, in the sense that passwords are eventually reconstructed by a 
dealer at the time of user authentication. 

By contrast, in our architecture no trust exists between the central server 
and the external server, thus a single point of vulnerability is completely 
eliminated. This however adds substantial challenges to the design of the 
underlying authentication protocol. Our basic architecture (one central server 
is involved) is similar to a recent novel two-server model in [17], which was 
to overcome the deficiency of complex and computation extensive protocols 
in [14, 151. The protocol in [I71 assumes that servers use SSL to establish 
secure communication channel with users. Distinctions between our work 
and [I71 include: (a) we achieve mutual (bilateral) authentication as well as 
key exchange, whereas [17] considered merely unilateral authentication of 
the user to the servers, and no key exchange; (b) we develop a different 
protocol for testing the equality of two numbers under our presumed 
adversary model. Without a similar explicitly specified adversary model, the 
protocol in [I71 may cause trouble in case that one of the two servers 
deliberately disrupts the protocol, attempting to gain advantages over the 
other; (c) our architecture is tailored to federated enterprises, whereas the 
model in [17] was suggested for an organization outsoucing a part of its trust 
management to a security service provider; (d) we also suggest extending the 
basic architecture to an architecture including a group of central servers, 
solving the possible bottleneck caused by one single central server. 
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3. A NEW AUTHENTICATION ARCHITECTURE 
FOR FEDERATED ENTERPRISES 

Our basic architecture is shown in Figure 1 : at the server side, an external 
sewer and a central sewer coexist; the external server is the actual one 
providing service to the users, thereby standing front-end; the central server 
is to assist the external server for user authentication, staying transparent to 
the users. A main objective of this architecture is to "harden" a user's short 
password into two long secrets and each is hosted by a server, so that neither 
of the two servers can launch off-line dictionary attacks. As discussed earlier, 
a uniqueness of this architecture is represented by the fact that no trust exists 
between the two servers. This on the one hand totally eliminates a single 
point of vulnerability, while on the other hand makes the design of the 
underlying password-enabled protocol particularly challenging. In particular, 
the two servers together validate user passwords, whereas no extra 
information should be leaked to each other in facilitating off-line dictionary 
attack. 

User 

Figure I. Basic two-server architecture for federated enterprises 

Figure 2 shows the scenario when applying this basic structure to a 
federated enterprise: the headquarter of the enterprise manages the central 
server, and each affiliating organization operates an external server, 
providing service to a group of users of its own. This architecture offers 
several benefits: 

First of all, of particular advantage is that neither the central server nor 
the external servers can compromise user passwords by means of off-line 
dictionary attack. 
Affiliating organizations are relieved from strict trust management to 
some extent, so they can dedicate their limited expertise and resources to 
enhancing service provision to the users. 
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Users are afforded to assume the higher credit of the enterprise, wlde 
engaging business with individual affiliating organizations. 
The enterprise is provided a way to monitor the affiliating organizations, 
deterring them from cheating. 
As the central sever is hidden from the public, the chance for it under 
attacks is substantially minimized, thereby increasing the overall security 
of the architecture. 

Enterprise Headquarter ----------- 
Affiliating Org. I I 

I 
I 
I 
I 
I 
1 
I 

r I 
- - J  

I Sewer I - - - - - - - - 

User 

Figure 2. Typical application scenarios 

3.1 Extension 

In the basic architecture, a single central server is to collaborate with 
numerous external servers in a federated enterprise. It is thus possible that 
the central server becomes a system bottleneck. To mitigate this concern, we 
suggest extending to include several central servers as a group as shown in 
Figure 3. The group of central servers work under a 2-out-of-n threshold 
secret sharing scheme (e.g., ['8]), so that each holds a share of the secret that 
would be otherwise kept by a single central server (n is the total number of 
the central servers). When an external server requests for user authentication, 
one of the servers volunteers to manage the reconstruction of the secret 
among the group. This voluntary central server is the only one interacting 
with the requesting external server, thus the external server feels nothing 
different as with a single central server. This extension not only solves the 
potential bottleneck problem, but also addresses the issue of failures or break 
downs of a single central server. 
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Figure 3. Extended architecture including a group of central servers 

4. AN AUTHENTICATION AND KEY EXCHANGE 
PROTOCOL USING PASSWORD 

In this section, we shall detail the authentication and key exchange 
protocol using password, which is geared to the setting of federated 
enterprises. The protocol is built over the basic architecture in Figure 1. 
Extension to the extended architecture in Figure 3 is also discussed. A 
central building block of our protocol is a sub-protocol for testing the 
equality of two numbers. For ease of reference, we start with listing the 
notations that are used in the sequel. 

Table I .  Notations 

P, 4 two large primes such that p = 2q+ 1. 

g a generator of a subgroup of 2,' of order q. 
n a user's password. 
h . )  H . )  cryptographic hash functions which are modelled as random oracle [16]. 
U, ES, CS identity of a user, the external sever and the central server, respectively. 

Ed.) ,  Dd.) encryption and decryption functions (of a semantic secure public key 
cryptosystem) by entity 2 s  public key and private key, respectively. 

4.1 The setting 

Three types of entities are involved in our system, i.e., the users, the 
external servers and the central server. For the purpose of authentication, 
each user U has a short password K ,  and z is transformed into two long 
secrets, each of which is held by the external server ES that U belongs to and 
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the central server CS, respectively. CS stays transparent to the public, and ES 
acts as the relaying party between U and CS. In such a scenario, it is 
reasonable to assume authentic communications between ES and CS. 
Definitely, this assumption can be readily accomplished by the two parties 
sharing a secret, which is used to key a MAC. Considering the close tie 
between the two parties, it is also convenient for them to periodically (e.g., 
once a week) update this secret, e.g., the headquarter (CS) sends a new secret 
to the affiliating organization (ES) by normal mail weekly. CS has an 
authentic key pair that corresponds to a semantically secure public key 
cryptosystem, with the encryption function (resp. decryption function) Ecs(.) 
(resp. Dcs(.)). As discussed earlier, in a federated enterprise CS clearly 
assumes more trust than ES because of sufficient expertise, funds, and the 
fact that CS is not directly exposed to the public. Considering such 
asymmetry in terms of trust upon CS and ES, adversary model in our 
protocol is that CS is semi-honest and ES is malicious, with respect to their 
desire for off-line dictionary attack, and they do not collude. More 
specifically, CS is honest-but-curious ['9], i.e., it follows the protocol, with 
the exception that it may try to derive extra information by analyzing the 
protocol transcript; on the contrary, ES may act arbitrarily for uncovering 
user passwords. 

4.2 High level description 

Central to our protocol is to fight against off-line dictionary attack by the 
servers (Note that outside attackers are clearly no more powerful than the 
external server in this regard). The intuition behind our authentication and 
key exchange protocol is as follows: in an out-of-band registration phase, a 
user U "hardens" his password n into two random long secrets s and n + s, 
and registers them to the external server ES and the central server CS, 
respectively, where s is a random number. In authentication phase, U picks 
another long random number r and sends r and n + r to the two servers, 
respectively. Upon receiving the messages, ES computes a = r - s, and CS 
computes b = (n + r) - (n + s) = r - s. Afterwards, the two servers engage 
into an interactive protocol to test a ?= b. Note that a = b holds if and only 
if user U knows n. Upon the servers validating the user, ES and U negotiate a 
common session key for subsequent data exchanges. Clearly, from s and r 
(resp. n + s and n + r), ES (resp. CS) is unable to gain anything useful on n. 
It is thus of crucial importance to ensure the protocol for testing a ?= b could 
not facilitate the servers for off-line dictionary attack. In what follows, we 
first propose a protocol allowing two parties to test a ?= b, which will be 
invoked by our final authentication and key exchange protocol that follows. 
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4.3 A protocol testing a ?= b 

A protocol for simply testing a ?= b by two parties A (possessing a)  and 
B (possessing b), while without disclosing a and b may be quite 
straightforward. See a simple example: A sends h(a) to B and B sends h(b) to 
A, where h(.) is a hash function as defined in Table 1; each party checks 
h(a) ?= h(b). A variant is that A sends G, = go modp to B and B sends Gb = 
gb mod p to A, where p and g are defined as in Table 1; each party then 
checks G, ?= Gb. Both methods however cannot avert off-line dictionary 
attack by the two parties in our case. Take the first example and A for 
instance, A chooses a random number r and computes a = r - s for himself, 
and simply sends r to B. B will return h(r - s - x) to A. It is easy to see that A 
can enumerate every possible password until find n: such that h(a - x') = h(r 
- s - x). In a same way, the attack applies to the variant example, although in 
normal cases, it is hard to get a (resp. b) given Go (resp. Gb) according to 
discrete logarithm assumption. These examples convey to some extent the 
subtleties in designing a protocol in our case of withstanding off-line 
dictionary attack. 

Let QR, denote the group of quadratic residues modulo p ,  and a hash 
function be defined as h: {O, l}'Pi + QR,, where p, q, h(.) are public 
parameters and as defined in Table 1. Note that in practice h can be achieved 
by squaring a one-way hash function, e.g., SHAI. We outline our proposed 
protocol for testing a ?= b in Figure 4 (all arithmetic operations are 
calculated modulo p). 

Figure 4. A protocol testing a ?= b 

Specifically, A picks kA E R Z, on the fly and computes y ,  = h ( ~ ) ~ "  
mod p. A initiates the protocol by sending yA to B. Upon receiving the 
message, B chooses kB E Zq, in turn compctes yB = h(blk" mod p and 
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k ,  
w, = y, modp, respectively. B then sends y, to A. After receiving y,, A 

k ,  computes w, = y, modp and sends w, to B. With WA, B tests wA ?= WE. 

B then sends WB to A if w, = WB, and a special label otherwise. A then tests 
wg ? = w, if wB is received. 

4.3.1 Security analysis 

In line with the adversary model defined in our final protocol, we assume 
A a malicious adversary while B an honest-but-curious adversary. In addition, 
for the moment we assume A does not replay messages, and the 
communication between A and B is authentic. These assumptions will be 
clear when we come to our final protocol. 

We start by by claiming that upon completion of theprotocol, either (1) A 
and B learn that a = b or (2 )  A and B learn a * b but nothing more on the 
opposite side's secret. 

Clearly in the first case, if w~ = wB holds, A and B learn that a = b. We 
next show if a # b (this may be due to that A cheats by intentionally using a, 
which is different from his original input), both parties learn nothing more. 
Consider A first: intuitively, A gets y ,  = h ( b ) k n  mod p at the end of the 
protocol. It is easy to see that without knowing kB, A is unable to obtain 
anything on b in an information theoretic sense. Next, consider the case of B: 
when the protocol terminates, of relevance to B is ( y, =,h(a)k~ mod p, 

W~ = Y E  k~ mod p). Notice intuitively that (w,, yB = wAk'- mod p, yA, 
h(a)  = v , k ~ - '  mod p) is indistinguishable from (wA, y,, y ~ ,  Z )  under the 
decisional Diffie-Hellman assumption [20], where z is random and kAkA-' = 1 
mod q. Therefore B cannot learn anything more on a from executing the 
protocol. 

Our next claim is that f A  aborts the protocol before completion, he is 
unable to gain more advantages over B. To see this, the only place A is 
likely to abort is after receiving yB from B. But as we have discussed, y, does 
not leak anything on b. Our claim thus holds. We stress that as an honest- 
but-curious adversary, B is not interested in deviating from the protocol, e.g., 
deliberately aborting the protocol or sending in the case of w~ = wg. In this 
sense, our protocol achieves "fairness". 

4.4 Authentication and key exchange using password 

We now present an efficient authentication and key exchange protocol 
using password, built over the basic architecture in Figure 1. The earlier 
protocol for testing a ?= b is invoked in this protocol as a building block, 
where ES plays the role of A and CS takes the role of B. In the sequel, we 
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occasionally omit "modulo p" in stating arithmetic operations as long as the 
context is clear. 

System parameters are defined as follows: p and q are as defined in Table 
1, and QR, is the group of quadratic residues modulop. A hash function H(.) 
(e.g., SHAI) is employed. Moreover, g is picked from QR, as g E QRp\ (1 ). 
Clearly, g is of order of q. H(.), p,  q and g are public parameters. 

To enrol as a legitimate user in a service, it is natural that at the 
beginning, a user must authenticate to the service provider and in turn 
establish a password with the organization for subsequent service access. In 
our case, U needs to register to not only the actual service provider ES but 
also the enterprise CS that ES is affiliated to. 

4.4.1 Registration 

Suppose U has already successfully authenticated to ES, e.g., by showing 
his identity card, U picks his password 7c and selects a random number SE 

QR,. U then registers in a secure way s and 7c + s mod p to ES and CS, 
respectively. Here for purely simplicity reasons, we assume (n + s m o d p ) ~  
QR;. Consequently, ES stores the account information (U, s) to its secret 
database, and CS stores (U, + s mod p )  to its secret database. Someone 
may wonder how Uregisters n + s to CS, as CS is supposed hidden from the 
public. This is in fact not a problem in practice: U can contact CS by normal 
mail, etc. Indeed, imagine that a user enrols in a branching bank, it is not 
strange at all that the user still needs to submit a secret to a higher authority 
of the bank so as to activate his account. 

Upon completion of the registration, U can request service from ES, by 
exploiting the protocol in Figure 5 for authentication and establishment of a 
common session key. 

4.4.2 The protocol 

Let us follow the protocol (in Figure 5 )  step by step. To initiate the 
protocol, U picks x as x E Z, and computes e, = gr mod p, which will be 
used for (Diffie-Hellman) key exchange. U also selects r as r E Z,, and 
encrypts ex, 7c + r modp and Tusing CS's authentic public key as eo = Ecs(e,, 
n + r, T), where T is the current timestamp. U then sends in MI the message 
of (U, ex, r, eo, T )  to ES. Upon receipt of the message, E S  first checks 
whether T is within a pre-defined time window: if T expires, ES simply 

In our protocol, we require (n + s mod p )E  QR, Indeed, if (rr + s mod p)P  QR,, then it 
must hold that (p - n -s mod p) E QR,,. 
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returns reject to U and aborts the protocol; otherwise, ES proceeds ahead. ES 
searches his secret database for Us account. If no such an account is found, 
ES returns reject to U and stops the protocol; otherwise, ES fetches the secret 
s and computes a = r - s mod p ;  ES also keeps e, in his live buffer. 
Afterwards, ES relays (U, eo, T )  to CS in M2. 

Figure 5. An authentication and key exchange protocol using password 

In a similar way, CS checks the freshness of T and the account of U in his 
secret database. If both are correct, CS decrypts eo to get (eo', b', T) = Dcs(eo). 
CS then checks whether T = T: if not, CS rejects; otherwise, CS continues. 
CS takes out n + s and computes b = b' - (n + S) modp. Next, in M3, CS and 
ES engage in the protocol of Figure 4 to test a ?= b. If a t b, CS rejects and 
ES in turn replies reject to U. Otherwise, CS chooses z E Z, and computes 
e, = gz modp, which is in turn used to "encrypt" n + s as e2 = e,'"n + s) mod 
p. CS then sends in M4 the message of (e,,', ez, e2) to ES. Upon receiving the 
message, ES checks whether e,' = e, (e, is being kept alive in the buffer) to 
ensure that ex received in MI has not been replaced by outside attackers. 
Interestingly, here e., and e.,' are serving an extra purpose of "freshness 
nonce". If e,y' ;t e,, ES notifies CS and sends reject to U. Otherwise, ES picks 
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y~ Zy and computes e, = g" mod p. e, is then used to "encrypt" s as el = 
e,Y.s modp. Afterwards, ES sends (e,y, e,, el ,  eZ, e2) in M5 to U. Here, e,y acts 
as a freshness nonce. ES also computes a common session key K as K = 
H((e,y, U, ES). Upon receiving the message, U does the following 
calculations: computes e,y, = (e,)" mod p and obtains nl  = ellev mod p; 
computes e,yz = (eJX mod p and gets n2 = e2/en mod p;  tests n ?= n2 - nl mod 
p: if the equality holds, U is assured of the authenticity of ES and computes 
the common session K as K = H(e,,, U, ES). 

4.4.3 Security analysis 

Our architecture is different from either the standard client-server model 
(e.g., [7, 101) or the multiple-server model (e.g., [14, 15]), so formal 
provable security may be quite involved. We thus give an informal security 
analysis for the moment, yet we believe our analysis still suffices to 
guarantee the security of the protocol. Recall that the primary goal of this 
protocol is to resist off-line dictionary attacks by the two servers, where ES 
is a malicious adversary and CS is an honest-but-curious adversary under the 
adversary model that represents different levels of trust upon ES and CS. It is 
easy to see that outside attackers are no more powerful than ES in terms of 
the capability to uncover Us password. Admittedly, outside attackers can act 
as man-in-the-middle between U and ES, resulting in a legitimate user being 
deemed illegitimate by the servers. Note that such attacks are inevitable in 
any protocol, and discussion of them is beyond the scope of this work as 
they are not relevant to the password attacks. 

Resistance to CS: 
In the protocol, what relevant to CS for off-line dictionary attack is (n + r 

mod p ,  n. + s mod p), as well as the interactive protocol for testing a ?= b. 
Clearly, from n. + r mod p and n + s mod p ,  CS is unable to learn anything 
on n.; as discussed earlier, the protocol for testing a ?= b leaks nothing more 
on n. Consequently, as a passive semi-trusted adversary, CS cannot launch 
effective off-line dictionary attacks. 

Resistance to ES: 
Intuitively, if following the protocol, of help to ES regarding off-line 

dictionary attack are (r, eo) and (s, e2). However, Ecs(.) is a semantic secure 
encryption, so the first pair does not help in dictionary attack; notice then 
that (e,, e2) is a standard ElGamal encryption. As widely known, it is also 
semantic secure when g~ QR, and (n + s mod p) E QR, as in our protocol. 
Therefore, ES is not effective in off-line dictionary attack as long as he 
follows the protocol (behaving as a passive adversary). 
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As an active adversary, ES can modify or forge protocol transcript. To 
see this, ES may pick x of its choice and computes e,, and in turn makes a 
dubious eo, in an attempt to deceive CS into replying with e2 under his e,. 
This cheating however cannot succeed, due to the fact that without knowing 
x, ES is not able to convince CS of a = b. We do notice that in such a way, 
ES can launch on-line dictionary attack by repeatedly guessing passwords, 
and engaging in the protocol for testing a ?= b: each time CS returns 
(reject), ES is assured to exclude a password from the dictionary. However, 
it is clear that such attacks are unavoidable in any password-enabled system, 
but can be readily thwarted by limiting the number of unsuccessful 
authentication attempts (regarding a same user) made by ES. 

Security to outside adversaries: 
While no more effective than ES in terms of dictionary attack, an outside 

adversary could attempt to acquire the common key K established between U 
and ES. This is another common attack to authentication and key exchange 
protocols. In our protocol, as the adversary does not know x, he has no way 
to negotiate a dubious common session key with ES in the name of U. What 
remains to consider is the scenario that the adversary derives the session key 
K by watching the protocol transcript between U and ES. This in our case is 
clearly equivalent to breaking the Diffie-Hellman assumption: by given ,6' 
modp and gv modp, to compute gr" mod y without knowing x and y. 

4.4.4 Extension 

We introduce briefly how to adapt the protocol to the extended 
architecture in Figure 3 that includes a group of central servers. The 
extension turns out to be straightforward. The central servers work under a t- 
out-of-n threshold secret sharing scheme [la], each keeping a share of n + s 
that would be otherwise preserved by a single central server. At the time an 
external server requests for user authentication, one of the servers volunteers 
to be the dealer, managing the reconstruction of n + s. The voluntary dealer 
is the only one interacting with the requesting external server. While the 
dealer could become a single point of vulnerability, compromise of it 
actually affects solely those x + s that had ever been reconstructed on it. 
Furthermore, as already discussed, the chance of compromising a central 
server is practically minor. After all, this extension at the central server side 
is actually aimed at solving possible bottleneck problems and break-downs 
due to a single central server. 
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4.5 Discussions 

The proposed protocol enjoys several advantages. Among others, first, 
the protocol is particularly efficient to the users in terms of both 
communication and computation. As to computation, a user only needs to 
compute 2 one-line exponentiations, and 1 off-line exponentiation and 1 off- 
line public key encryption. This is important when consider to support 
resource-constrained users, e.g., mobile phones. The communication to the 
users is optimal: only one round of interaction is involved. Second, a user 
can use the same password to register to different enterprises or to different 
affiliating organizations in a same enterprise (by varying s). This avoids a 
big inconvenience in traditional password-enabled systems (e.g., those 
reviewed in Section 2), where a user has to memorize different passwords 
for different applications. 

We next clarify a possible argument why we do not simply rely on the 
central server(s) for full trust management of the affiliating organizations, a 
paradigm similar to Kerberos ['I]. The reasons are as follows: first, each 
affiliating organization has its own business interest, so it has a stake to 
involve into the trust management of its own; second and more important, a 
main objective of our architecture is to avoid a single point of vulnerability. 

Finally, while the assumption of CS being an honest-but-curious 
adversary well represents the different levels of trust upon an enterprise and 
its affiliating organization, it is a strong one. Design of an authentication and 
key exchange protocol in the case of CS being also a malicious adversary 
(e.g., allowed to wiretap the communication between U and ES) is an open 
problem. 

CONCLUSIONS 

We explored applying authentication and key exchange using password 
to federated enterprises. Taking advantage of the special structure of a 
federated enterprise, a new architecture comprising an external server and a 
central server was proposed. A user authentication and key exchange 
protocol using password that is geared to the architecture was presented. 
Attention was focused on resisting off-line dictionary attacks by the servers, 
a topic rarely considered in previous effort. Our proposed architecture and 
protocol enjoyed several attractive features. 



Yanjiang Yung, Feng Bao and Robert H. Deng 

ACKNOWLEDGEMENTS 

The authors would like to thank the anonymous reviewers for their 
valuable comments. 

REFERENCES 

L. Bouganim, P. Pucheral, Chip-Secured Data Access: Confidential Data on Untrusted 
Servers, in: Very Large Data Bases (VLDB), pp. 13 1- 142,2002. 

D. V. Klein, Foiling the Cracker - A Survey of, and Improvements to, Password Security, in: 
2nd USENIXSecurity, pp. 5-14, 1990 

E. Bresson, 0. Chevassut, and D. Pointcheval, Security Proofs for an Efficient Password- 
Based Key Exchange, in: ACM. Computer and Commzrnicafion Security, pp. 241-250, 
2003. 

S. Bellovin, and M. Merritt, Encrypted Key Exchange: Password- Based Protocols Secure 
Against Dictionary Attacks, in: IEEE Symposium on Research in Security and Privacy, pp. 
72-84, 1992. 

S. Bellovin and M. Merritt, Augmented Encrypted Key Exchange: A Password-Based 
Protocol Secure Against Dictionary Attacks and Password File Compromise, in: ACM. 
Computer and Communication Seczrrity, pp. 244-250, 1993. 

J. Katz, R. Ostrovsky, and M. Yung, Efficient Password-Authenticated Key Exchange Using 
Human-Memorable Passwords, in: Advances in Cpptolog)., Euvoclypt'Ol, LNCS 2045, pp. 
475-494,2001, 

S. Halevi, and H. Krawczyk, Public-key Cryptography and Password Protocols, in: ACM 
Computer and Communication Security, pp. 122- 13 1, 1998. 

M. K. Boyarsky, Public-key Cryptography and Password Protocols: The Multi-User Case, 
in: ACM Conference on Computer and Communication Security, pp. 63-72, 1999. 

J. Katz, R. Ostrovsky, and M. Yung, Forward Secrecy in Password-Only Key Exchange 
Protocols, in: Security in Communication Networks, 2002 

l o  M. Bellare, D. Pointcheval, and P. Rogaway, Authenticated Key Exchange Secure against 
Dictionary Attacks, in: Advance in cryptology, EurocryptlOO, pp. 139-155,2000. 

L. Gong, M. Lomas, R. Needham, and J. Saltzer, Protecting Poorly Chosen Secrets from 
Guessing Attacks, IEEE Journal on Seclected Areas in Communications, 11(5), pp. 648- 
656,1993. 

l 2  W. Ford, and B. S. Kaliski Jr, Sever-assisted Generation of a Strong Secret from a 
Password, in: IEEE. 9th International Workshop on Enabling Technologies, 2000. 

l 3  D. P. Jablon, Password Authentication Using Multiple Servers, in: RSA Security Conference, 
LNCS 2020, pp. 344-360,2001. 

l 4  P. Mackenzie, T. Shrimpton, and M. Jakobsson, Threshold Password-Authenticated Key 
Exchange}, in: Advances in Cryptology, Cryptor02, LNCS 2442, pp. 385-400,2002. 

l5 M. D. Raimondo, and R. Gennaro, Provably Secure Threshold Password-Authenticated 
Key Exchange, in: Advances in Cryptology, Ezrrocrypt103, LNCS 2656, pp. 507-523,2003. 

l 6  M. Bellare, P. Rogaway, Random Oracles are Practical: A Paradigm for Designing 
Efficient Protocols, in: ACM. Computer and Communication Sectrvity, pp. 62-73, 1993. 

l 7  J. Brainard, A. Juels, and B. Kaliski, M. Szydlo, A New Two-Server Approach for 
Authentication with Short Secret, in: USENIX Security, 2003. 



A New Architecture for User Authentication and Key Exchange ... 111 

l 8  A. Shamir, How To Share A Secret, Commt~nications of the ACM, Volume 22, pp. 612-613, 
1979. 

l 9  0. Goldreich, Secure Multi-party Computatlon, Working Draft, Version 1.3, June 2001. 
*' D. Boneh, The Decision Diffie-Hellman Problem, in: 3rd International Algorithmic 

Number Theory Symposium, LNCS 1423, pp. 48-63, 1998. 
2' J. Kohl, and C. Neuman, RFC 15 10: The Kerberos Network Authentication Service, 1993. 



A SECURE QUANTUM COMMUNICATION 
PROTOCOL USING INSECURE PUBLIC 
CHANNELS 

I-Ming Tsail, Chia-Mu YU*, Wei-Ting TU', and Sy-Yen KUO' 

' ~ e ~ a r t m e n t  of Electrical Engineering; ' ~ r a d u a t e  Institute of Computer Science and 
Information Engineering; National Taiwan University, No.1, Sec. 4, Roosevelt Road, Taipei, 
106, Taiwan 

Abstract: 

Key words: 

Due to the discovery of Shor's algorithm1, many classical crypto-systems 
based on the hardness of solving discrete log and factoring problem are 
theoretically broken in the presence of quantum computers. T h ~ s  means that 
some of the classical secret communication protocols are no longer secure and 
hence motivate us to find other secure crypto-systems. In this paper, we 
present a new quantum communication protocol which allows two parties, 
Alice and Bob, to exchange classical messages securely. Eavesdroppers are 
not able to decrypt the secret messages and will be detected if they do exist. 
Unlike classical crypto-systems, the security of this protocol is not based on 
the hardness of any unproven mathematic or algorithmic problem. Instead, ~t is 
based on the laws of nature. 

Quantum Cryptography; Encrypted Conlmunication; Quantum Entanglement 

1. INTRODUCTION 

Quantum information science is a highly interdisciplinary field of 
research and hence has applications in nearly every field of computer science 
and electrical engineering. Cryptography, most notably key distribution, is 
one example. Classical cryptography enables two parties, Alice and Bob, to 
exchange confidential messages such that the messages are illegible to any 
unauthorized third party. The problem is that it is difficult to distribute the 
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secret key securely through a classical channel. This is known as the key 
distribution problem. Classical key distribution protocols based on the 
hardness of mathematical or algorithmic problems2*%re conditionally secure 
i. e. theoretically insecure. However, quantum cryptography allows a number 
of applications that are not possible classically. An example is the Quantum 
Key Distribution (QKD) protocol -- a protocol dealing with secure key 
distribution using quantum mechanics. 

Theoretical study and physical implementations of QKD have been 
developed rapidly after Bennett and Brassard proposed the standard BB84 
protocol4. Basically, QKD schemes can be categorized into two classes -- 
non-deterministic QKD and deterministic QKD. For non-deterministic QKD, 
the sender and the receiver have no control over what bit string is used as the 
key. Typical non-deterministic QKD schemes include BB84, ~ 9 1 ~  and ~ 9 2 ~  
protocols. In contrast, in a deterministic scheme, the sender and receiver 
have a total control of what bit string is used. This is actually, in classical 
cryptography terms, a secure communication, or an encryptionldecryption 
process7-'0. 

A secure communication protocol allows the sender (Alice) and the 
receiver (Bob) to exchange messages securely without running the risk of 
being decrypted by an eavesdropper (Eve). As a secure communication 
protocol, two requirements must be satisfied. First, upon a successfill 
transmission process, the secret messages shall be able to be read out as its 
original form by the legitimate receiver. Second, in the presence of an 
eavesdropper, the encrypted message shall give her absolutely no 
information even if she may have total control of the channel. In the 
following sections, we present a protocol which not only fulfills these two 
requirements, but also can detect the eavesdroppers, if they do exist. 

2. BACKGROUND 

The state of a single quantum bit can be written as a linear combination 
of two states in a two-dimensional complex vector space as 

2 2 
where a and /? are com lex numbers and la1 +l,8l = 1 . The two 
orthonormal states 10) and r) forms a computational basis of the system 
and the contribution of each basis state to the overall state ( a  a n d p  in this 
case) is called the probability amplitude. According to quantum mechanics, 
when the system is measured, the state c,dlap,~es to one of the basis states 
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( 1  0) or 11) ). The probability of collapsing to a particular basis state is directly 
proportional to the square of the probability amplitude associated with it. 
More specifically, when a measurement is erformed on a quantum state, the P 
probability of getting a result of 10) is nl and the probability of getting a 
resylt of, 11) is 1,812 . Obviously, due to the rule of probability, 
Jal +l,8l = 1 . The symbol for a quantum measurement is shown in 
Fig. 1 (a). 

input ++ output input ,+ output 

control 

input output 

target 

Figure 1. The symbols for quantum measurement and various quantum gates 

The state described above exhibits a unique phenomenon called quantum 
superposition. When a particle is in such a state, it has a part corresponding 
to 10) and a part corresponding tol l) ,  at the same time. However, when a 
measurement is performed, it collapses to one of the states in the basis 
(eigenstates). To distinguish the above system from a classical binary digit, 
such a unit is called a quantum binary digit, or qubit. An easy way to 
describe a qubit is to use column matrices. For example, Eq. ( I )  is equivalent 
to the notation 

Similar to classical bits manipulated by classical logic gates, a qubit can 
be manipulated using quantum gates. Like a qubit, a quantum gate can also 
be written in matrix form. In its matrix form, a quantum gate G must be 
unitary, i.e. satisfyng GG' = GcG = I , where G+ stands for the 
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transpose conjugate of G . This is because any such gates can be pictorially 
described as a rotation on the Bloch sphere. When a qubit goes through some 
quantum gates, the state vector is rotated to another direction. An example of 
quantum gate is the quantum NOT gate, which has the matrix representation 
of 

Using the matrix form, the new state after a quantum NOT gate can be 
calculated using matrix multiplication. For example, when a qubit 

2 2 
la1 + 1,8I = 1 goes through a quantum NOT gate, the state changes to 

The symbol for a quantum NOT gate is shown in Fig.l(b). Another 
important quantum gate is the HADAMARD (H) gate. The matrix form of a 
HADAMARD gate is 

and is able to make the following state changes: 

The symbol for a HADAMARD gate is shown in Fig. 1 (c). 
The space of a multi-qubit system can be modeled by the tensor product 

of each individual space. For example, a two-qubit state is a linear 
combination of four basis states: 
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with a , P , y , 6 complex numbers and In12 + 1 ~ 1 '  + Id2 + 1612 = 1 . 
Similar to the single qubit case, a two-qubit system can be represented using 
a 4 x 1 column matrix and a two-qubit gate can be represented using a 4 x 4 
matrix. An example of two-qubit gate is the CONTROL-NOT (CN) gate, as 
shown in Fig. l(d). A CN gate consists of one control bit x and one target 
bit y . The target qubit will be inverted only when the control qubit is / 1). 
Assuming x is the control bit, the gate can be written as CN 
[ x, y ) )  = I x, x 63 y )  , where @ denotes exclusive-or. This actual1 performs 
a permutation on the basis as follows: / 00) i / 00) , 1 0  lf 1 10 1) , 
11 0) i 1 1 1) , and 11 1) i 11 0) . In column matrix, this is equivalent to 

An interesting phenomenon in quantum mechanics is entanglement. 
Imagine that Alice and Bob share a two-qubit system in the state 

where a and b denote Alice and Bob respectively. According to quantum 
mechanics, if Alice takes a measurement on qubit a ,  the state of the qubit 
will collapse to 1 0 )  with a probability of // . Moreover, Alice immediately 
knows that the state of the other qubit (qubit b ) must be 10) . In other words, 
once the measurement result of one qubit is decided, the state of the other 
one is perfectly correlated and can be instantaneously decided, no matter 
how far away Alice and Bob are separated. A similar result happens if the 
result of Alice's measurement is 11) . This non-classical correlation among 
multiple quantum systems is called quantum entanglement, because they can 
not be written as separable states and are considered to be entangled. Studies 
of different types of entanglement and their applications are an important 
issue in quantum information science. 

3. ENCRYPTED COMMUNICATION PROTOCOL 

The proposed protocol uses one entangled qubit pair to transmit one 
encrypted classical bit, then an n -bit classical message can be transmitted 
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bit-by-bit via this protocol. At the end of the transmission, an error checking 
process is employed to check the integrity of the whole message. 

3.1 Resource requirement 

In this paper we assume Eve has unlimited technological and 
computational power. She can perform any operation on the transmitting 
qubit as long as it is allowed by the laws of nature. Under these 
circumstances, the propose protocol can protect both the privacy and 
integrity of the message using a classical public channel and a quantum 
channel. The natures of these channels are described in the following 
paragraphs. 

A classical channel is a communication path that can be used to transmit 
classical information from a sender to a receiver. For example, an optical 
fiber which allows Alice to send her voice to Bob is a typical classical 
channel. Depending on whether the channel is readable or writable by an 
unauthorized third party, classical channels can be further categorized into 
classical private channels and classical public channels. 

A classical private channel is a channel, together with some appropriate 
mechanisms, which are capable of maintaining the privacy and integrity of 
the messages transmitted via that channel. The term privacy refers to the fact 
that the data carried in the channel cannot be read or revealed by anyone 
without authorization. It involves mainly data encryption algorithms and 
secret keys. An encryption mechanism, together with a secret key, can be 
used to translate the message into a form that is unreadable without the 
secret key. The term integrity means the message from the source can not be 
either accidentally or maliciously modified, altered, or destroyed. In other 
words, the messages exchanged between Alice and Bob are identically 
maintained during the transmission process. 

As a contrast, a classical public channel is a classical channel that 
maintains only the data integrity, regardless of the privacy. In other words, a 
classical public channel can be used to transmit classical information from 
Alice to Bob without being modified by eavesdroppers. However, anyone, 
including eavesdroppers, can read the original message. Radio broadcasting 
in a non-jamming environment is an example of a classical public channel. 
In general, a classical public channel is a weaker assumption compared to a 
classical private channel. 

A quantum channel is a communication channel which can be used to 
transmit quantum information from a sender to a receiver, as opposed to a 
classical channel transmitting only classical information. In other words, a 
quantum channel can be used to transmit a quantum state as described in Eq. 
(I), from the sender to the receiver. An example of quantum channels is an 
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optical fiber that can be used to transmit and maintain the polarization of 
photons. 

3.2 Bit encryption protocol 

In the following paragraphs, we give the specific steps and associated 
examples of the encrypted quantum communication protocol. All the steps 
are illustrated in Fig. 27 

j h  Alice 

lvii 
I" ; - -  

; :... Classical 
i la) = 10) i '.. channel 
i ............................................. &.. ................................. ; 

Quantum \ I ....................................... :; ................................................... 
Bob channel \ ! 

5 :  . . 

Figure 2. The encrypted quantum communication protocol with each step indicated 

1. Assuming Alice has a classical secret bit b E {0,1) which she wants to 
send to Bob. To do this, Alice encodes her classical secret bit b into a 
quantum state / 0) in case b = 0 ,  or / 1) in case b = I .  

2. Then Alice applies a HADAMARD gate on lb) to get a quantum state 
I v) . Depending on the classical secret bit, the state will be 

in case b = 1 .  
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3. Alice then prepares an ancillar qubit la) = 1 0 )  and a lies a 
CONTROL-NOT gate CN Y), I a f. The notation CN [ Y), 13 stands 
for a CONTROL-NOT gate with y) as the control bit and la) as the i 
target bit. This creates an entanglement between 1 y )  and 1 a) , since 

in case b = 1. The subscript iy and a denote the order of the qubits. 
4. Alice sends ubit la) to Bob through the quantum channel. After Bob 

gets qubit la7, he tells Alice through the classical public channel that he 
has received the qubit. 

5 .  Both Alice and Bob apply HADAMARD gates to their own qubits. If 
b = 0, this gives 

However, in case b = 1, it gives 
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6. Alice takes a measurement of her qubit with respect to ( 0 )  and 11) . 
Eq.(15) and Eq.(16), she will get a result of either 

11) with a probability of . Alice then translates the 
corresponding classical bit: p = 0  if i p )  = 1 0 )  or 

7. Alice sends the result p to Bob through the classical public channel. 
8. Similarly, Bob takes a measurement of his qubit with respect to / 0) and 

1 )  . According to Eq.(15) and Eq.(16), he will get a result of either 1 y) = 1" or 1 ') = 1 )  with a probability of , . Bob then translates the 
result 1 y  into the corresponding classical bit: q = 0  if y )  = 10) or 
4 = 1  if ' )=11).  

9. Unlike Alice, who sends her result through the classical public channel, 
Bob keeps the result secret and performs 

to recover the classical message b . 

3.3 Protocol description 

In the protocol described above, the information of the secret bit b is 
encoded as the phase of the entanglement state after Alice applies the 
CONTROL-NOT gate. This can be seen ffom the phase (plus vs. minus sign) 
in Eq.(13) and Eq.(14). If Alice sends only one qubit to Bob, the information 
is shared between them and can not de retrieved via any local operation. In 
other words, the only qubit sent by Alice via the quantum channel does not 
contain enough information to recover the secret bit b . 

To recover the original secret bit, either a joint operation (for example, a 
CONTROL-NOT gate) or classical message exchange between the two 
parties is necessary. In this protocol, Alice does not send both qubits to Bob, 
she keeps one qubit in her hand to avoid a joint operation performed by the 
eavesdropper. Instead, two HADAMARD gates are performed by Alice and 
Bob separately. Since after these operations, the measurement results of 
these qubits become perfectly correlated (as in Eq.(15) and Eq.(16)) and the 
secret bit can be deduced by a simple calculation over the two classical bits 
according to Eq.(17). However, one of the two classical bits is now in Bob's 
hand. All Alice has to do is to reveal her classical bit p to Bob. To do this, 
Alice can send her classical bit p  to Bob via the classical public channel. 
Note that the result announced by Alice is completely random, so it does not 
contain enough information for Eve to deduce the secret bit. At the end of 
the protocol, Bob can count the number of '1's and decrypt the secret bit 
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according to Eq.(17). If the number of '1's is even, the message b is 0 . On 
the other hand, if the number of '1's is odd, the message b is 1. 

4. ANALYSIS OF THE PROTOCOL 

In this section, we assume the existence of an eavesdropper and show 
that the protocol is secure as long as the qubit sent by Alice reaches Bob. 

4.1 Analysis on eavesdropping 

As described previously, step (1)-(3) are performed by Alice locally. 
Basically these steps prepare an entanglement state depending on the secret 
bit b . The only chance Eve can get information from the channel is step (4) 
and (7). A typical attack is shown in Fig. 3. 

' ................................................................ 
j b  Alice i 

Figure 3. The encrypted quantum communication protocol with eavesdroppers 

Since step (4) is the only chance for Eve to attack the quantum channel, 
we discuss this first. As Eve has the capability of performing quantum gates 
to that qubit, without lose of generality, we assume that Eve prepares an 
ancillary qubit ,!? = 1 0 )  and performs a CN (a, /?) to get some information 
from the flying qubit. 

The state is now 
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for b = 0 ,  and 

in case b = 1 . The notation CNap stands for a CN gate with a as the 
control and p as the target. In the following steps, if Eve performs a 
HADAMARD gate as Alice and Bob do in step (S), the state will evolve as 
follows. 
1. If b=O, i tg ives  

2. if b = 1 ,  it becomes 

From Eq.(20) and Eq.(21), we see this still makes the total number of '1's 
even in case b = 0 and odd in case b = 1 . After Alice announces her 
measurement result in step (7), if Bob knew the result of all three qubits he 
could still count the total number of '1's to deduce the secret bit. 
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Assuming the secret bit b = 0 , the total number of '1's is even 
( 1 000) ,I 0 1 1) ,I1 0 1) , / 1 10) ). However, there is a probability of ( 1 0 1 1) 
and 11 0 1) ) that Eve has a '1' in her hand. The silent eavesdropper has no 
way to get rid of this bit and push this information back to Alice or Bob. 
This makes the total number of '1's belonging to Alice and Bob odd and will 
hence flip the secret bit. As for Eve's qubit, it carries no information because 
it can be either 10) or 11) , each with a probability of . In summary, the 
intrusion introduces an error but gives Eve no information. Similar analysis 
holds for other unitary operations performed by Eve. 

Since the existence of eavesdropping will inevitably introduce errors, 
Alice and Bob can detect the intrusion by appending an error checking code 
in the message. A simple error checking algorithm that allows two parties to 
perform message encryption is shown in the following section. 

4.2 Message encryption protocol 

The bit encryption protocol allows two parties to transmit one classical 
bit each time. The result is either a successful transmission or a bit-flip 
induced by eavesdropping. With the bit encryption protocol described above, 
an n-bit message can be sent using the following procedure to protect its 
integrity. 
1. Alice sends the message bit-by-bit using the bit encryption protocol. 
2. They negotiate publicly to decide a hash function. 
3. Alice sends the hash result, bit-by-bit, using the bit encryption protocol. 
4. Bob gets both the message and hash result. He can check the integrity of 

the message using the hash. If they don't match, the message is corrupted. 
Otherwise, the message is valid. 

4.3 Channel analysis 

In this protocol, two communication channels are used. One is a classical 
public channel; the other is a quantum channel. As described previously, the 
classical channel is a public channel, so the data is public readable. However, 
we did not discuss whether the channel can be publicly writable. Actually, if 
the classical public channel is contaminated, the result decrypted by Bob will 
be flipped and hence cause an error. From this point of view, the classical 
public channel is publicly writable, but any incorrect value inevitably causes 
an error. This is because an attack in the classical channel is protected by the 
quantum channel and will be detected. Moreover, this implies that the 
protocol still works even if a man-in-the-middle exists only in the classical 
channel. Similarly, the quantum channel is publicly writable as long as the 
classical channel is not contaminated. This is because even the flying qubit is 
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replaced by an uncorrelated new qubit, the eavesdropping will still be 
detected by the integrity checking process. However, if both classical and 
quantum channels are controlled by Eve, then she will be able to do 
whatever she likes as a man-in-the-middle. This becomes an authentication 
problem, which is outside the scope of this paper. 

5. CONCLUSION 

In this article, we propose a new cryptographic protocol based on a 
phase-encoding scheme. Local operation and classical communication can 
be used to achieve private communications between the sender and the 
receiver. In case eavesdroppers exist and have total control of the channel, 
the protocol not only gives absolutely no information but also can detect the 
existence of eavesdroppers. Unlike its classical counterpart, the security of 
the protocol does not depend on any unproven hard problems. It is based on 
the laws of physics. 
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Abstract: As information systems became ever more complex and the interdependence 
of these systems increase, the survivability picture became more and more 
conlplicated. The need for survivabiiity is most pressing for mission-critical 
systems, especially when they are integrated with other COTS products or 
services. When components are exported from a remote system to a local 
system under different administration and deployed in different environments, 
we cannot guarantee the proper execution of those remote components in the 
currently working environment. Therefore, in the runtime, we should consider 
the component failures (in particular, remote components) that may either 
occur genuinely due to poor implementation or the failures that occurred 
during the integration with other components in the system. In this paper, we 
introduce a generic architecture and mechanisms for dynamic component- 
failure detection and immunization for survivable distributed systems. We 
have also developed a prototype system based on our approaches as a proof of 
our ideas. 

Keywords: Component Immunization; Recovery; Survivability. 

1. INTRODUCTION 

Although advanced technologies and system architectures improve the 
capability of today's systems, we cannot completely avoid threats to them. 
This becomes more serious when the systems are integrated with 
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Commercial Off-the-shelf (COTS) products and services, which usually 
have both known and unknown flaws that may cause unexpected problems 
and that can be exploited by attackers to disrupt mission-critical services. 
Usually, organizations including the Department of Defense (DoD) use 
COTS systems and services to provide office productivity, Internet services, 
and database services, and they tailor these systems and services to satisfy 
their specific requirements. Using COTS systems and services as much as 
possible is a cost-effective strategy, but such systems-even when tailored to 
the specific needs of the implementing organization-also inherit the flaws 
and weaknesses from the specific COTS products and services used. 
Traditional approaches for ensuring survivability do not meet the challenges 
of providing assured survivability in systems that must rely on commercial 
services and products in a distributed computing environment3" 299 30. 

The damage caused by cyber attacks, system failures, or accidents, and 
whether a system can recover from this damage, will determine the 
survivability characteristics of a system. A survivability strategy can be set 
up in three steps: protection, detection and response, and recover$" 16. I*. TO 
make a system survivable, it is the mission of the system, rather than the 
components of the system, to survive. This implies that the designer or 
assessor should define a set of critical services of the system to fulfill the 
mission. In other words, they must understand what services should be 
survivable for the mission and what functions of which components in the 
system should continue to support the system's mission25. 

2. DEFINITION OF SURVIVABILITY 

The definitions of survivability have been introduced by previous 
 researcher^^^'^^. In this paper, we define survivability as the capability of an 
entity to continue its mission even in the presence of damage to the entity. 
An entity ranges from a single component (object), with its mission in a 
distributed computing environment, to an information system that consists of 
many components to support the overall mission. An entity may support 
multiple missions. Damage can be caused by internal or external factors such 
as attacks, failures, or accidents. If the damage suspends the entity's mission, 
we call it critical damage (CD), and if it affects overall capability, but the 
mission can still continue, we call it partial damage (PD). Since we believe 
survivability is a mission-oriented capability, there are basically three 
abstract states of the system: normal, degraded, and suspended. A system is 
in the normal state (So) when it is running with full capability. It is in the 
degraded state (S1) when it is running with limited capability because of PD, 
which does not suspend the overall mission. Finally, the system is in the 
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suspended state (S2) when it cannot continue its mission because of CD. 
When partial recovery (PR) occurs to an infected component, only the 
mission-related service is recovered, so the service is still in a degraded 
mode with limited capacity. When there is a total recovery (TR) such as that 
resulting from component substitution, service is provided at full capacity. 
As understood intuitively, PR and TR on So, PD and PR on S1, and PD and 
CD on S2 do not change their current states. From the survivability point of 
view, we may put up with partial damages (PD) on the system as long as the 
mission carries on. We may simply insulate the damaged components from 
others instead of recovering them, although the performance of the overall 
system may degrade. However, if the damage is so critical that the system 
cannot continue its mission, we must recover the damaged components as 
soon as possible in order to continue the mission. We describe the concept of 
survivability using a finite state machine. Abstractly, we can consider the 
damages and recovery actions as inputs to a survivable entity. Furthermore, 
we can classify the outputs of the entity into two abstract cases, one for the 
outputs when the mission performed (M) successfully, and one for the 
outputs when the mission failed (F). This generates Table 1, which shows 
the transitions and outputs for each pair consisting of a state and an input. 
Based on this table, we generate a finite state machine in Figure 1. 

The finite-state machine M = (S, I., 0, f. g, so) consists of a finite set S of 
states (where So is an initial state), a finite input alphabet I, a finite output 
alphabet 0, a transition function f that assigns each state and input pair to a 
new state, and an output function g that assigns each state and input pair to 
an output. In this state diagram, we have three states (normal state (So), 
degraded state (S,), and suspended state (Sz)), four types of inputs (partial 
damage (PD), critical damage (CD), partial recovery (PR), and total recovery 
(TR)), and two outputs (when mission performed (M), and when mission 
failed (F)). 

To continue the mission, the system must stay in either So or S1. Some 
strict missions do not allow the critical components to stay even one moment 

Table I .  State Table for Survivable Systems 

State 

(s)  

Transition Function ( f )  
Next State 
Input (I) 

Output Function (g) 
Output ( 0 )  
Input (I) 
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in the suspended state (S2) until the mission is completed. However, in 
reality, we believe most missions may allow critical components to stay in 
the suspended state (S2) for a moment until they are recovered and the state 
is changed to the degraded state (S,) or normal state (So). 

TR, M 

- 
Start 

<States> <Inputs> <Outputs> 
So Normal State PD Partla1 Damage M Successful Results 
S1 Degradedstate CD Critical Damage F Failed Results 
S2 Suspended State PR Partial Recovery 

TR Total Recovery 

Figzrre I .  Abstract State Diagram for Survivable Systems 

We could decompose S1 and S2 into sub-states to represent detailed 
transitions based on the actual missions and applications described in2'. In 
this paper, however, we introduce a generic approach to describe the concept 
of survivability with the abstract inputs, states, and outputs. We believe the 
three states (So, S,, and S2), the four kinds of inputs (PD, CD, PR, TR), and 
the two kinds of outputs (M, F) can represent the state transitions of a 
survivable entity based on our mission-oriented survivability definition. 

3. RELATED WORK 

3.1 Black-box and white-box testing 

Currently, existing technologies for identifymg faulty components are 
more or less static in nature. One of those approaches employs black box 
testing for the components. In this technique, the behavioral specification2 is 
provided for the component to be tested in the target system. The main 
disadvantage of this technique is the specifications should cover all the 
detailed visible behavior of the components, which is impractical in many 
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situations. Another approach employs a source-code analysis, which depends 
on the availability of source code of the components. Software testability 
analysis35 employs a white-box testing technique, which determines the 
locations in the component where a failure is likely to occur. Unlike black 
box testing, white box testing allows the tester to see the inner details of the 
component and later help him to create appropriate test data. Yet another 
approach is software component dependability a ~ s e s s m e n t ~ ~ ,  a modification 
to testability analysis where each component is tested thoroughly. These 
techniques are possible only when the source code of the components is 
available. 

3.2 Fault injection 

In the past'9 we have employed a simple behavioral specification 
utilizing execution-based evaluation. Their approach combines software 
fault injection'' 24' 33' 34 at component interfaces and machine learning 
techniques to: (1) identify problematic COTS components; and (2) 
understand these components' anomalous behavior. In their approach of 
isolating problematic COTS components, they created wrappers and 
introduced them into the system under different analysis stages to uniquely 
identify the failed components and to gather information on the 
circumstances that surround the anomalous component behavior. Finally, 
they preprocess the collected data and apply selective machine learning 
algorithms to generate a finite state machine for better understanding and 
increasing the robustness of the faulty components. In other research7 the 
authors have developed a dynamic problem determination framework for a 
large J2EE platform, employing a fault detection approach based on data 
clustering mechanisms to identify faulty components. This research also 
employed a fault injection technique to analyze how the system behaves 
under injected faults. 

3.3 Bytecode instrumentation 

Performing fault injection analysis and providing immunization to the 
components either by rewriting the existing code or by creating additional 
wrappers is a non-trivial task when the source code for the component is not 
readily available. Source code may not be available at all when we are 
dealing with COTS components and externally administered components 
downloaded dynamically in runtime at local machme. This is an issue that 
needs to be addressed before proceeding further. Providing immunization 
and performing fault injection at the component interfaces require 
modification of the component code; however, we assume that the source 
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code is not available in a large disturbed application. Instead, we provide the 
immunization to the runtime code (e.g., JAVA Bytecode) by extending the 
code instrumentation technique5. 6, 8' lo, 1 5 '  " . Instrumentation techniques have 
previously been used for debugging purposes; to evaluate and compare the 
performance of different software or hardware implementations such as 
branch prediction, cache replacement, and instruction scheduling; and in 
support of profile-driven optimizations3' 93 ' I '  22. 

4. RUNTIME COMPONENT TEST AND 
IMMUNIZATION 

4.1 Generic system architecture 

Figure 2 shows the generic architecture of our component failure 
detection and immunization system. It consists of a Monitoring Agent, an 
Immunization Agent, and a Knowledge Base. The monitoring agent is 
further divided into two subsystems: the fault injection subsystem and fault 
detection subsystem. Before a component is run on a host (especially a 
mobile component downloaded from another machine under different 
administration), the fault injection subsystem injects faults into the 
component, while the fault detection system analyzes component behavior in 
response to the injected faults. The component's internal structure 
information, such as method interface, arguments, local variables, etc., is 
accessible in runtime; thus, this information can be used in the dynamic 
component analysis. 

If there is no abnormal behavior, the monitoring agent allows the 
component to run in the local machine. For the performance reason, we can 
finish this analysis with the local components and fix the failures in the 
source codes before the operation starts (if the source codes are available). 
However, this is not possible for the remote components because their 
source codes are usually not available to the local machines. When the 
monitoring agent detects abnormal behaviors in the mobile component 
through the fault injection analysis, the fault detection subsystem identifies 
the reason for failure and informs the immunization agent to immunize the 
faulty component accordingly. 

The immunization agent builds and deploys immunized components to 
the target system. The immunization agent possesses a knowledge base that 
consists of a list of procedures for how to provide immunization for 
component failures. The immunization agent provides immunization and 
increases the survivability of the faulty components. Basically, there are two 
options to increase the survivability of the vulnerable components and to 
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make it more robust12: (1) inform the vendor of the software problems and 
wait for a patch; or (2) immunize the components with wrappers or 
instrument the faulty methods with updated and modified methods for more 
robust behavior4, 26. The first technique is not feasible for dynamic runtime 
recovery from errors; consequently, we have adopted the second approach to 
provide immunization and increase the survivability of vulnerable 
components. 

rebu,lds the faulty immun,zation - - -  CO"'","S solutlorl t o  ,mmunize 

component by p iond~ng  generlc knobwd:2e the components for paiflculai 

or spec,nc lmmunlzaflon fa the 
attack scenrr ,os 

components 
%. . H o s t  M a c h i n e  

Monltor lny Agent 

Monl for lny agent incorporates t h e  Fault lnpct lon 
module t o  inject faults and Fault Detectsun 
module t" help analyze an* detect the faults 

Figure 2. Component Failure Detection and Immunization 

4.2 The strategy 

Figure 3 summarizes the steps involved in the entire process of detecting 
and immunizing faulty components. When we download a component from 
the remote location we perform the first test to determine if there are any 
dependent components. If so, we also download the dependent component. 
The component that is downloaded is an executable file for which we don't 
have the source code. By using an additional tool in runtime (e.g. Jikes B T ' ~  
for JAVA bytecode), however, we can determine most of the intricate 
structure details of the component that we have downloaded. The test as well 
determines the structure of the code (including the data flow and the 
interdependencies of the functions inside the component) that is required to 
do a runtime test in the local environment. Then, we go into the next phase 
of monitoring the component performance. 

In the next phase we inject the faults and observe the performance of the 
component. The fault injection module injects test inputs (faults) and 
analyses the behavior of the component. Different machines (or applications) 
may have different fault injection modules based on their test criteria. For 
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instance, one module may test internal failures, while another may test the 
robustness against cyber attacks. After the test inputs are injected we collect 
evidences and reasons for the failures, specific methods, classes that are 
affected. If there are any failures detected we check if we can provide some 
immunization to that failure from the knowledge base that we have built and 
updated regularly. If we have a specific solution for the failure we provide it 
from the knowledgebase, otherwise we provide it a generic imm~nizat ion~~ '  
28. After the immunization is done we send the immunized component to the 
monitoring phase again. Now if the component is not having any problem 
we go to the next phase where we see if all the fault injections are performed 
and the component is functioning without any problem then our goal is 
achieved. However, if there is any problem in the monitoring stage after the 
immunization we may simply drop the component off. 

Download 
Component 

Download 
dependant 
component 

N O  

Monltoi 
components 

1 
pelrorm Fault 

ln,ecton 

I 

-_*-::.::,] Faults 1 Fully Tested? 

Figure 3. Strategy for Identifying Component Failures and Immunization 

We can provide component immunization in runtime by either class-level 
modifications or method-level modifications. By class-level modification the 
references to the original class definitions are replaced by another subclass 
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of the original class. By method-level modification, we modify some of the 
runtime (executable) code in the original method by adding new runtime 
code (i.e. Java bytecode in our implementation) or deleting some runtime 
code or both at the same time. The latter provides more flexibility to build 
more powerful immunized class. At the same time method level 
modification is more difficult to implement than class level modifications 
because it involves direct modification of already existing Java bytecode 
whereas the class-level modification just involves rearranging references in 
the class file. The main advantage of using method level instrumentation 
techniques is that all the modifications are transparent to other components, 
which make calls to the modified components because the semantics and 
syntax are still maintained after modifications. 

PROTOTYPE DEVELOPMENT 

Although the detailed techniques for component-failure detection and 
immunization are slightly different based on the programming languages, 
applications, and local policies, we believe our approach is applicable to 
most of distributed systems, which require survivability. We focus on the 
component failure scenarios here, but we believe our approach can be 
extended with cyber attacks. In our experiment, we detect component 
failures such as naming collisions, infinite loops, multi-threading problems, 
and array out-of-bound problems, and successfully immunized them in 
runtime so that the component's service can continue in a reliable manner. In 
the following description, we mainly concentrate on the problems of naming 
collisions because they cannot be rectified in the programming time and this 
particular paper has a space constraint. The other problems might be avoided 
when the programmer takes extra care during programming. However, we 
still need to check those problems in a remote component during runtime 
under a strict component-sharing policy. 

5.1 Detection and immunization of naming collisions 

When we perform tests for a local component, naming collision across 
other spaces cannot be detected. However, when we perform the test after 
the component is downloaded from a remote machine and integrated with 
local components there can be naming collisions occurring. There are 
possibilities that two or more components, which are being integrated 
together, might have the same variable name or even within the same 
component the same variable name can be used in different contexts. When 
the client program tries to access these variables there are possibilities that it 
might get the wrong value. 
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Integration After downloading 
Remote Organization1 

I 

pubilc class ComponentA { 
publ~c ComponentAO { 

r return I 

public statlc void maln(String0 args) { 
ComponentA componentA1 = new 
ComponentA() 

Remote Organization2 
par:,oge :iar-ior:ii.is;i?r 

publlc statlc vold maln(Str1ngO args) { 
Component8 component61 = new 
ComponentBO. 

1 

Local  integrating Organization 

package namecoillsion. 

publlc class NameColllslon { 

publlc static vold main(StrlngO args) { 
-'ComponentA compa = new remotea ComponentAi). 

System out prlntln("value of I from component A " + coinpa newname()). 
Component6 compb = new remoteb CornponsntB(). 
S p t e m  out pnntln("value of I from component 8 " + compb newnameB0). 

Figure 4. Detection and Immunization of Naming Collision 

The downloaded component's internal structure information such as 
method interface, arguments, local variables, etc. is collected in runtime after 
analyzing the Java bytecode. Using the sti-ucture information and fault 
injection module, the local machine performs a fault injection test to 
determine all the return values in the component. This enables the local 
machine to figure out the architecture of the component and then to decide, 
which are all the function values required. Once the functions are selected 
the component is passed into the naming collision test stub where we test if 
there is any other component with the same variable name returning the 
value. If the testing says there are no variables with the same variable name 
then integration is taken to the next level. 

Now if there are variables with the same variable name from different 
component then our immunization code for t h s  scenario will be creating an 
instance for the remote class. Using this instance we access the method name 
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and through that we access the variable value(e.g. compa.newnameA()). The 
renaming process to avoid naming collision is to be performed mainly when 
we convert the private function to public function. The original source code 
writer's intension would have been that the function was a private function 
its scope is well defined and hence he can reuse the variable name. If there is 
a private function then this will not affect our processing as that variable it 
limited to the scope of that class. However, if there are two variables from 
the same component with the same name then we can go about changing the 
name as per the naming convention so that it becomes easier for the 
programmer who is working with the source code generated from the 
bytecode to differentiate from the other common variable named item. 

The main advantage of this system is that we can get access to the 
variables which where initially not possible to access and then by renaming 
them we are able to distinguish between the two similarly name variable. 
This as well helps in the optimal code re-usage. In reality, performing 
instrumentation is a non-trivial task because it involves precision handling of 
instructions. In most of the cases the instrumentation requires dealing with 
intermediate-level code (e.g., Java bytecode) or low-level code (e.g., 
Assembly), which requires ultra care when modifying these kinds of code. 
Basically our principle can be applied to more complex problems but the 
complexity of the immunization code increases quite considerably when 
dealing with complex problems. An important point should be noted here 
that it is not always possible to apply immunization by changing the code 
(Java bytecode in this case). In some cases the reason for the failure is not 
known even after performing thorough fault injection analysis. In other cases 
code segments can be inherently complex to be discerned for further 
modifications (immunization). In such scenarios specific immunization is 
not possible, so we need to provide generic immunization by rebuilding the 
faulty component or deploying it in a new conducive environment. 

As depicted in Figure 4, we download two components from remote 
location A and remote location B. After the download we first modify the 
package name so that the downloaded component can also become a part of 
the new component being developed. Supposing the programmer is 
interested in the method newnameB() after loolung into the component's 
architecture. He simply modifies the private method to a public method and 
then finds out that there exists a naming collision within the same 
component. In order to access the variable value the method has to be made 
public. Now that the fault injector has made the method public with a return 
value, he can access that variable value by simply creating an instance of the 
remote object in the local component and hence being able to access that 
newly converted public methods' return variable value. 
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Evaluation results 

We implemented the prototype for the component evaluation phase of 
our fault detection and runtime immunization approach to determine the 
existence of naming collisions. After we generate the source codes we 
perform three stages of tests to: (1) identify the variables in use; (2) ascertain 
the scope of each variable; and (3) determine if naming collisions will occur 
when their respective intermediate values are accessed. 

There are two scenarios of accessing the variables in other components. 
Suppose component A tries to access a variable "i" in component B, and 
they both are in the same package, where class1 is in component A and 
class2 is in component B. The procedure followed to access that variable is 
by classname.methodname.variablename-in our example, class2.func2.i. 
Through this method component A will be able to access the variable "i" in 
component B. Still, there is a possibility that the variable "i" may not be 
accessible as it could be in the private member function of the component B. 
For this reason, we need to extend the scope of that method to public. When 
we extend the variable's scope there is a chance that there is another variable 
( 6  >) ' i in the same component, which is globally defined or within the same 
method with another initialization to the same variable. Consequently, the 
accessing component might be getting the last assigned value to that variable. 
In order to access the initial value, we will have to assign different names to 
those variables that cause naming collisions. 

The second scenario occurs when a component is trying to access the 
variables from different components. Suppose component A is accessing the 
variable "i" from component B, as well as variable "in from component C. 
The first step for the component to access the variables from different 
components will be to put them all into the same package. After this, we 
have to check the scope of the variable to determine if it is possible for 
another component to access this variable; if not, then we will have to extend 
the scope of the variable and then verify it doesn't cause any naming 
collisions, and then provide access to the component attempting to access 
that variable. Suppose class 2 is in component B and class 3 is in component 
C, and methods func2 is in class2 and hnc3 is in class3, to access the value 
of the "i" in component B, the code will be class2.func2.i. Similarly, the 
variable "i" in component C can be accessed using the code class3.func3.i. 
To avoid further confusion, we can assign these variables to different names 
after abstracting them in component A so that naming collisions do not occur 
in the root component. 
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Table 2. Namine Collision Results 

Number 
of 

Components 
Tested 

Number 
of 

Components 
with 

Naming 
Collision 

Total 
Number 

of 
variables 
reused 

Naming 
collisions 
without 
Scope 

Extension 

Naming 
Collisions 
with Scope 
Extension 

Detected 
and 

Immunized 

Table 2 shows the test results for the components that were tested in our 
experiment. Most of the components that where tested were downloaded 
from IBM's Alpha works website, while the rest were from various other 
sources. Each component has a minimum of 100 lines of code or more. 

The total number of components tested was 81. Out of the 81 
components, 37 components experienced naming collision problems, both 
before and after their respective scopes were extended. A total of 104 
variable names were reused in different scopes in the various components. 
Out of these 104 variables, 30 variables had scopes that were not well 
defined, causing naming collisions even without an extension in scope. 
There were a total of 36 variables that caused naming collisions after their 
scope was extended. We were able to detect all 66 instances where variables 
caused naming collisions. 

6. CONCLUSION AND FUTURE WORK 

Although many current systems are being developed using Java, there 
are also many other distributed software components developed using other 
technologies such as Windows C O M ' ~  (e.g., DLLs), Unix Shared Libraries 
(e.g., SO files), and even .Net libraries. The .Net platform is relatively new 
and is a major competitor for Sun's Java. The .Net uses Intermediate 
Language (IL), which is very similar to the Java Intermediate Bytecode and 
uses a Common Language Runtime (CLR) also very similar to Java Virtual 
Machine (JVM) to load the code in to memory. Since .Net and Java share 
common object oriented model, memory models, semantics and architecture. 
Our instrumentation and immunization techniques can be directly applied 
with little modifications. In contrast, DLLs and Shared Libraries are quite 
different from the bytecode (intermediate code) because these are libraries in 
assembly code (low level). In the past there has been some research 
conducted in this area, and in13 they have formulated a technique to intercept 
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and instrument COM applications. We can apply our methodologies 
theoretically to these platforms but in reality we may face some technical 
challenges. Instrumenting Windows COM applications is more difficult than 
instrumenting Java bytecode because of the inherent complexity of the COM 
technology. Our future goal is to apply our current immunization techniques 
to other platforms by overcoming these complexities. 

Furthermore, we consider that cyber attacks may involve tampering of 
existing source code to include undesired functionality, replacing or 
modifying a genuine component with a malicious one. Software components 
can be subject to two major kinds of attacks, (1) An attack involving the 
modification of existing source code to introduce additional malicious 
functionality, and, (2) An attack involving the introduction of a malicious 
piece of code independent of the original program that can be started when 
the original component is used and run independent of it (e.g. a Trojan 
Horse). Our goal is to detect this unauthorized integrity change in code by 
extending our previous work3* and extract the malicious parts out of the 
component while retaining its originally expected functionality. 
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DESIGN AND IMPLEMENTATION OF TPM 
SUP320 

Jiangchun Ren, Kui Dai, Zhiying Wang, Xuemi Zhao and Yuanman Tong 
School of Computer, National University of Defense Technology, Changsha, Htman, 
P.R.China, 41 0073 

Abstract: Security of computer in network is becoming more and more challengeable. 
The traditional way of applying a common smart card to application can not 
meet the requirement of high degree of security in critical systems. Trust 
Computing Group (TCG) drafts out specifications on trust computing platform, 
which have been acknowledged by specialists in this field. Following these 
specifications, we designed and implemented a chip named SUP320 with SOC 
technology. This paper gives the chip's hardware architecture, firmware 
modules and method for low power. Performance of SUP320 is tested in the 
end. We find that SUP320 is better than traditional smart cards in both security 
and efficiency. 

Key words: TCPA(TCG); TPM; SUP320; SOC; low power; smart card; keys management. 

1. INTRODUCTION 

Computer systems in network are often attacked by viruses and trojan 
horses, the basal platform can not build up a trust and secure environment 
for applications on it. Most systems resist hacker's attack by technologies 
such as digital certificates and public key infrastructure to authenticate 
participants and provide cryptographic keys. But the arithmetic of 
cryptography reduces system's efficiency heavily. A smart card then is used 
to accelerate the arithmetic by hardware component. 

The smart card surely increases the system security to some extent, but it 
can not meet the requirement of high degree of security. For it has some 
okvious disadvantages: firstly, the comrnimication protocol between the card 
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and the host is too easy that users' privacy may be hijacked in the middle; 
Secondly, the card's processor and memory are isolated and just connected 
by wires, the data in memory is possibly decrypted by hacker who can steal 
the card; and thirdly, the mode of smart card is single, administrator can not 
apply different security policies to different applications. Just for these 
reasons, Compaq, IBM, Intel, HP and Microsoft launched and formed Trust 
Computing Platform Alliance (TCPA, renamed TCG later), TCG drafts out a 
specification on the subsystem for security in universal The 
specification suggests a Trust Computer Base (TCB) should be used in the 
platform and the whole system's security infrastructure should be built up on 
it. The TCB combines a highly secure chip with its outside circuit. The 
secure chip is often named Trust Platform Module (TPM)[ '~[~~[~ ' .  

In this year, we designed and implemented a TPM chip named SUP320, 
and designed an architecture of subsystem which can be embedded in the 
common computers. Platforms with this subsystem can get assistance for 
security in all kinds of levels: hardware, OS kernel and application[51. 

User Space 

Kernel Space 

4 
I 

f I Hardware 

Figzrre I. Framework of Secure Subsystem 

The subsystem is composed of physical chip SUP320 including outside 
circuitry, device driver, Trust Platform Service (TPS) and libraries assisting 
for applications. Among those four levers, SUP320, a system on chip is the 
core of the subsystem. SUP320 has two kinds of important functions: 
accelerating security arithmetic and intercommunicating with host according 
to a robust protocol (explained in the broken line)["[71. This paper firstly 
presents the hardware architecture of SUP320; then describes the firmware 
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modules in detail; following that, introduces the method for low power; 
Finally, tests the chip's performance. 

2. HARDWARE ARCHITECTURE 

The SUP320 was implemented by O.18um 1P6M CMOS technology, Its 
die size is 4 .9~4 .9  mm2, The cost of power is about 0.6W. Its hardware 
architecture is presented in figure 2. 

Figure 2. Hardware Architecture of SUP320 

The core of SUP320 is a 32 bit RISC processor named "TengYue-I", 
which is designed by ourselves. The processor works well under frequency 
of 200 MHz, with a five-lever pipeline, an independent data cache and an 
instruction cache. Cache sizes are both 2K bytes. 

MMultp, AES, DES and SHA are co-processors, which accelerate 
arithmetic of RSAIECC, AES, DES and SHA. Because the operations of 
modular multiplication and modular power are frequently used in public-key 
arithmetic of RSA and ECC, we design a co-processor "MMultp" to speedup 
operation of modular multiplication, then speedup operation of modular 
power based on that. It is easy to realize the arithmetic of RSA (the length of 
key can be 512bit, 1024bit and 2048bit) and ECC (the length of key can be 
160 bit and 192 bit) by different procctdures[81'911'01. 
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TRNG is a true random numbers generator which produces numbers 
through noises in physical matter. These true random numbers are used in 
the module of communication protocol and public-key arithmetic to get big 
modular number pairs. 

There are three kinds of memories on the chip: FLASH, EEPROM and 
S U M .  The size of flash is 128K bytes, in which the whole firmware is 
stored. The size of EEPROM is 128K bytes too, in which all kinds of keys 
and privacy data are stored. The SRAM's size is 16K bytes. It acts as a work 
room for the system on chip. These memories are all managed by a memory 
controller. 

Peripheral interfaces include UART, GPIO, USB and LPC (Low Pin 
Count). LPC is designed according to TCPA specification, which can be 
connected with Intel CPU'~'. Other interfaces are designed to improve the 
flexibility of this chip so that SUP320 can also be used in other devices such 
as USB-KEY, secure disk and etc. 

FIRMWARE 

The firmware of SUP320 plays a critical role in the SOC. It is composed 
of many modules such as initialization, self test, interfaces abstract, 
arithmetic accelerating, community protocol, keys management, session 
management and method for low power. The ability of real-time and high 
efficiency always affects the system on chip to great extent. There are two 
approaches to this problem: one is to clip real-time OS such as RtLinux; 
another is to code sub-procedure for each module and set them up. The first 
method has an advantage that programmer can use all kinds of functions 
supported by OS and ignore the work of task scheduling, but the code size of 
OS is often too big. The second method has advantage inversely. Our chip 
would be used in a complex platform, efficiency is very important to the host. 
And the size of memory on chip is limited. For these reasons, we adopt the 
second method to organize the firmware. The firmware's architecture is 
presented in figure 3. 

The main job of SUP320 is to wait for commands and do them, so the 
module of communication protocol is the schedule center of firmware. 
Command issued by outer entity enters the chip through the module of 
interfaces abstract, which is aroused by interrupts from peripheral interfaces. 
The module of communication protocol checks the integrity of command 
and explains it according to TCPA specification. After that, it arouses other 
modules to run. The result of operation is also sealed and sent out by it. In 
the following section, we give more details of some critical modules. 



Design and Implementation of TPMSUP320 

Initalize @-+&I 
v 

Self-Test 
LPC Int 

Interfaces 

Abstract 

Keys 

Manage Manage 

Low Power 

Mmultp AES 

Figure 3. Firmware Modules 

3.1 Interfaces Abstract 

In operating system, all kmds of interfaces to peripheral devices are 
described abstractly as file interface. Sending and receiving data from device 
by applications are just like writing and reading data from a special file. The 
module of interfaces abstract uses a kind of data structure to describe 
communicating data in peripheral interfaces. The data structure is presented 
in figure 4. 

I I Block Length I Valid Data , Reserved I 
p- Defined Max Length -9 

Figure 4. Data Structure Described In Interface Abstract Module 

SUP320 has lots of peripheral interfaces, so it can be used in devices 
such as USB-KEY and secure disk. The module of interfaces abstract lets 
system on chip pay more attention to data processing but not data receiving 
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or sending. Of course, the chip will use only one interface in a practical 
device, other interfaces is disabled. However, our method of abstracting 
interfaces could let the firmware reliable in a same copy for different cases. 

3.2 Keys Management 

The module of keys management is the securest module in SOC. Keys 
can been classified into two groups by their functions: stored keys and 
signing keys. They can also been classified by their capability in migration 
into two groups: migratable keys and non-migratable keys. Keys have the 
following attributes: 
1. Some key is bound to a chip or a platform; 
2. Each key has a multi-lever access control, one key may not be open to all 

processors in the platform; 
3. All keys are managed in hiberarchy. Each key has a blob and naturally 

leads to a tree. The root of tree is the "Storage Root KeyM(SRK) which is 
generated inside the TPM and is non-migratable. 

Table I. Data Structure of Key Blob 

ID ClassID Content Authorize Parent ID Next ID 

To describe key blob in the key tree, a data structure presented in table 1 
is adopted. All keys are managed in a thread tree (figure 5 ) .  

Figure 5. Key Tree 
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The key tree has a sub-tree marked "root". It managed all the migratable 
keys in the chip. The "root" key is assigned by user's command, for he 
always wants to set a "password" to protect his privacy. 

The module of keys management is composed of three parts: keys 
generator, keys storage management and keys import and export. In 
asymmetrical arithmetic, the true random number generated by TRNG is 
used to produce big modular number pairs, and the user's public key and 
private key are produced by procedure according to them. In symmetrical 
arithmetic, the true random number is directly used for key. Key is managed 
by sub-module of keys storage management as soon as it is produced. Only 
public key and key of symmetrical arithmetic which are wrapped by parent 
key can be exported from chip. SOC provides two basic functions: 
Export-key and Load-key. In theory, SUP320 can produce unlimited keys 
through its capability of key generating. But the size of memory on chip is 
limited, we just design the chip as a portal for keys management. The host 
must use the two functions to maintain consistency of key view inside and 
outside the chip. 

3.3 Session Management 

The module of session management maintains the session information of 
processes in platform. Any process that wants to intercommunicate with 
SUP320 must start a session at the very start. A session is discarded when 
the conversation ends. But we must notice that the number of sessions is 
changing momentarily. There are lots of processes using the chip in the host, 
the capability of real-time must be considered. In this project, a list is 
adopted to manage the session handles. A new session is put ahead of the list 
when it is created, and a time-out session or an unused session is deleted 
from the list soon. When looking for a session which belongs to a special 
process, system searches the list from the head to the end. Other information 
belonging to a session is saved with the session handle. 

3.4 Communication Protocol 

The module of communication protocol does two kinds of things. One is 
to restrict SUP320 to explain input command in specific format. Another is 
to perform access control on the command according to current session, 
function and target key. 

Different commands have different parameters. We don't intend to 
describe the format of each command. But each command includes fields 
such as TAG, Command ID, session information, key information, 
authorization data, nonce and etc. Table 2 shows most fields of a command. 
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Table 2. Fields o f  Command 
TCG TAG Paramsize CMD ID KeyHandle JnArg Nonce .. . 

SUP320 provides two protocols for authorizing the use of entities without 
revealing the authorization data on the network or the connection to the 
SUP320. The first protocol is the "Object-Independent Authorization 
Protocol" (01-AP), which allows the exchange of nonces with a specific 
SUP320. Once an 01-AP session is established, its nonces can be used to 
authorize any entity managed by the SUP320. The session can live 
indefinitely until either party request the session termination. The 
TPM-OIAP function starts an 01-AP session. The second protocol is the 
"Object Specific Authorization Protocol" (0s-AP)". The 0s-AP allows 
establishment of an authentication session for a single entity. The session 
creates nonces that can authorize multiple commands without additional 
session establishment overhead, but is bound to a specific entity. The 
TPM-OSAP command starts the 0s-AP session. 

To depict problem easily, we suggest: inParamDigest is the result of the 
following calculation: SHAl (ordinal, inArg); outParamDigest is the result of 
the following calculation: SHA 1 (returncode, ordinal, outArg); 
inAuthSetupParams refers to the following parameters, in this order: auth 
Handle, authLastNonceEven,nonceOdd, continueAuthSession; 
OutA~~thSetupParams refers to the following parameters, in this order: auth 
Handle, nonceEven, nonceodd, continueAuthSession. Then steps of 01-AP 
list below: 
1. The caller sends command TPM-OIAP to start a conversation with 

SUP320; 
2. SUP320 creates a new session, gets a new authHandle, associates session 

with authHandle. Gets a true random number to use for 
authLastNonceEven, saves authLastNonceEven with authHandle. 
Returns both authLastNonceEven and authHanle to the caller. 

3. The caller receives anthHandle and authLastNonceEven and saves them. 
Gets a true random number to use for nonceodd, computes inAuth = 
HMAC(Key.usageAuth, inPararnDigest, inAuthSetupParams). Saves 
nonceodd with authHandle, sends a command TPM-example, whose 
message include nonceodd, authHandle and inAuth. 

4. SUP320 receives command TPM-example, verifies authHandle is valid, 
retrieves authLastNonceEven from internal session storage, computes 
HM = HMAC (key.usageAuth, inParamDigest, inAuthSetupParams). 
Compares HM to inAuth, if anything is ok, executes TPM-Example and 
creates returncode. Generates nonceEven to replace authLastNonceEven 
in session. Sets resAuth = HMAC ( key.usageAuth,outParamDigest, 
outAuthSetupParams). Returns autput parameters, message returned 
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includes nonceEven, resAuth and continueAuthSession. If 
continueAuthSession is FALSE, then destroys the session. 

5. The caller saves nonceEven, HM = HMAC (key.usageAuth, 
outParamDigest, outAuthSetupParams). compares HM to resAuth. This 
verifies returncode and output parameters. 

6. The caller can use key authHandle to a new key, just follows step 3 to 
step 5 until the command of Terminate-Session is executed. 
The difference of 0s-AP and OA-IP is that: OS-AP names the entity to 

which the authorization session should be bound. More detail information 
can be found in [I]. 

3.5 Self Test 

The task of self test module is to test the state of hardware components 
according to the configure parameters when the chip initializes. System on 
chip reports error information and exits once it finds any component is bad. 
To test a component effectually, we choose typical test programs for 
different components. Get test results after execution completed, then we can 
judge the state of component by the results. 

METHOD FOR LOW POWER 

The method for low power is paid more attention to the embedded system 
than any other problem. Although SUP320 has four co-processors, it nearly 
do not use two of them at the same time. So we can disable some co- 
processor to reduce the cost of chip power when it is not been used. The 
module of Low Power just does this kind of things, it manages all the states 
of co-processors and enables or disables the co-processors on behalf of other 
modules. To simplify the problem, we do not put the true number generator 
into consideration, for the true number is frequently used in module of 
communication protocol. In the following, a sub-routine of key-pair 
generating in RSA arithmetic is used as an example: 
1. After SUP320 having done self test, all co-processors are disabled; 
2. SUP320 receives the command of Key-Pair generating, procedure of 

RSA initialization calls module for low power, who enables the co- 
processor of MMultp; 

3. When the operation finished, module for low power disables the co- 
processor of MMultp in the end of procedure of RSA; 

4. SUP320 stores the keys and returns result to the caller. 
The method is simple, but test result indicates that the cost of power is 

almost reduced by 50%. 
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PERFORMANCE 

In a Pentium 2.4GHZ, Windows XP installed machine, SUP320 is tested 
by USB interface. We did some typical operations and compare efficiency of 
it with that of a common smart card, Compare results list in table 3. 

Table 3. Performance Test 
Arithmetic KeySize Function Smartcard SUP320 

SH A 160 HASH N.A. 500M bps 
3DES 3 *64 EncryptiDecrypt 1 OOMbps 2 10Mbps 
AES 128 EncryptiDecrypt N.A. 500M bps 

1024bit Sign 61s 3001s 
RSA 1024bit(e=216+1) Authentication 241s 280001s 

ECC 
lhObitGF@) Sign N.A. 1200is 
16ObitGF(p) Authentication N.A. 6001s 

* The symbol "N.A." denotes the device has not this kind of function. 

It is obvious that chip of SUP320 is better than a common smart card in 
both security and efficiency. It is a good choice to build up trust computing 
platform. 

CONCLUSION 

Building up a secure subsystem based on a physic chip, the whole 
platform gets security assistance in all levers of hardware, OS kernel and 
application. We can build a secure system out of insecure environment. Chip 
of SUP320 is designed by SOC technology, which can bind data and 
programs together in one chip. It can be used in many fields such as TPM, 
PKI and etc. The hardware architecture, software modules and method for 
low power is recommendable to design the system on chip. In the following 
days, we plan to consider the problems on cooperation of chip and platforms 
such as PC, PDA etc. 

ACKNOWLEDGMENTS 

The authors are extremely grateful to the members in trust computing 
group for their effort on the specifications. This research has been supported 
in part by The Chinese National Science Foundation(NSF 90104025). 



Design and Implementation of TPMSUP320 

REFERENCES 

1. Trusted Computing Platform Alliance (TCPA), Main specification, February 2002. Version 
1.lb. 

2. Trusted Computing Platform Alliance (TCPA), PC Specific Implementation Specification 
version 1 .O. 

3. Trusted Computing Platform Alliance (TCPA), Trusted platform module protection profile, 
July 2002. Version 1.9.7. 

4. Intel Low Pin Count (LPC) interface Specification Revision 1 . l .  
5. J.E.Dobson and B.Randell, Building Reliable Secure Computing Systems Out of Unreliable 

UnSecure Compinents, IEEE July 2003. 
6.  Ross Anderson, TCPApalladium frequently asked questions, http://www.cl.cam.ac.uk/ 

users/ ja14/tcpafaq,html accessed 13 March 2003. 
7. W. A Arbaugh, D J Farber, and J. M Smith. A secure and reliable bootstrap architecture, In 

Proceedings 1997 IEEE Symposium on Security and Privacy, pages 65-7 1, May 1997. 
8. Jean-Francois, Design of an Efficent Public-key Cryptographic Library for RISC-based 

smart cards. Ph.D. Thesis, University Catholique de Louvain,May 1998. 
9. Koc,C.K,Acar,T., Burton S.kaliski Jr, Analyzing and Comparing Montgomery 

Multiplication Algorithms, IEEE Micro 16(3):26-33, june 1996. 
10. Tung, C., "Signed-Digit Division Using Combinational Arithmetic," IEEE Trans. On 

Comp., vol. C-19, no. 8, pp. 746-748, Aug, 1970. 



MATHEMATICAL MODELS OF IP TRACEBACK 
METHODS AND THEIR VERIFICATION 

Keisuke Ohmoril, Ayako ~uzuki ' ,  Manabu ~ h m u r o ' ,  Toshifumi ~ a i ~ ,  
Mariko ~awaba ta '  , Ryu   at us hi ma' and Shigeru ~ i s h i ~ a m a '  
' N ~ T  Advanced Technology Corp. Systems Development Unit,l-19-3, Nakacho, Musashino-shi, Tokyo, 
180-0006, Japan; 2~atsushita Electric Works, Ltd. Systems Technology Reserch Laboratory, 4-8-2, 
Shiba, Minato-ku, Tokyo 108-0014, Japan 

Abstract: IP traceback is a technology for finding distributed-denial-of-service (DDoS) 
attackers. Various IP traceback methods have been proposed. When a new 
method is proposed, a performance comparison with the conventional methods 
is required. In this paper, mathematical models of ICMP, probabilistic packet 
marking, hash-based, and Kai's improved ICMP method are proposed. The 
mathematical models proposed can be applied to arbitrary network topologies, 
and are applicable for evaluating the performance of a new traceback. The 
mathematical models are verified by comparing the theoretical values with 
actual measurements of a network of about 600 nodes. 

Key words: ICMP traceback,; Probabilistic packet marking traceback; 
Hash-based IP traceback; Mathematical model 

1. INTRODUCTION 

Distributed-denial-of-service attacks (DDoS attack) cause serious damage 
to the Internet community; programs for implementing such attacks are 
typically propagated using worms or viruses. Research and development to 
prevent such attacks is necessary. 
P traceback can look for the attack routes, even if the IP address of the 

attacker is forged. It is one technology that may be employed to defend a 
computer system from DDOS attacks. ICMP traceback', probabilistic 
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packet marking traceback2, and hash-based traceback3 are typical IP 
traceback methods; new traceback methods are also being proposed. 

When a new traceback method is proposed, we need to compare the 
performance with the conventional IP traceback methods. Ideally, one 
would install the conventional IP traceback systems and evaluate the 
performance; however, the systems are difficult to install. Therefore, 
performance estimation by mathematical modeling becomes desirable. 

The conventional mathematical models4 apply to simple network 
topologies such as linear and binary trees. They are not applicable to 
arbitrary network topologies. 

In this paper, we propose mathematical models of typical traceback 
methods: ICMP traceback (iTrace), probabilistic packet marking traceback 
(PPM), and hash-based traceback. We also propose a mathematical model 
for improved ICMP traceback method, which does not use probabilistic 
packet sampling. These models can be applied to arbitrary network 
topologies and we show the validity of the mathematical models by 
comparing them with actual measurements of a large-scale verification 
network. 

This paper is organized as follows. We propose mathematical models of 
the IP traceback methods in Section 2. We present the verification method 
and a verification network in Section 3. We compare the theoretical values 
with actual measurements in Section 4. Finally we summarize our results 
and present areas for future research in Section 5. 

2. THE MATHEMATICAL MODELS 

2.1 Summary of IP traceback methods 

First, we present an overview of IP traceback. An IP traceback looks for 
DDoS attackers by examining the flow of attack packets. An agent of the IP 
traceback is sent to each router. It generates traceback information, which 
includes the packets that pass through the router. This traceback information 
is sent to a collector and is used for the traceback. 

An example of a traceback is shown in Fig. 1. V is a victim, and Al ,  A2, 
A3, A4 are attackers.The attackers A l ,  A2, A3, A4 attack the victim V 
through routers. For example, attack packets from the attacker A1 reach the 
victim through the edge e6, e3, and e l .  Therefore, a trace back to the 
attacker A1 becomes possible when traceback information about e l ,  e3, and 
e6 is generated. 
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Figure I. Example of IP traceback 

IP traceback methods may be divided into those that use probabilistic 
packet sampling, such as ICMP and probabilistic packet marking, and those 
that do not, such as hash-based traceback and improved ICMP traceback. 

In ICMP and probabilistic packet marking, traceback information is 
generated probabilistically for packets, both normal and attack packets. 
Therefore, the discovery probability of the attackers can be calculated from 
the generation probability of the traceback information about each edge of 
the attack routes. For example, the discovery probability Pr (A1 n A2 n A3 
n A4) of the four attackers Al ,  A2, A3, A4 can be calculated with the Eq. 
(I), using the probability that traceback information is generated for the edge 
ei. 

The hash-based traceback and improved ICMP traceback methods are 
not probabilistic packet sampling methods. They have no collector; a 
manager controls the agents on the routers. 

In hash-based traceback, an agent of each router calculates the hash value 
of every packet and registers it in a hash table. The manager asks agents 
whether they routed an attack packet using the hash value of the attack 
packet. The attackers can be found using the answers from the agents. 

In improved ICMP traceback, the manager sends a request packet asking 
the router to inform it if it routes an attack packet. The agent informs the 
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manager when the attack packet is routed. The manager decides where to 
send the next request packets using the link information of the routers. 

2.2 ICMP traceback 

2.2.1 Outline 

An agent which generates traceback information is installed in each 
router. A traceback information collector is placed just before the victim. 
The agent generates an iTrace packet with a probability p (usually, one in 
20000) for packets destined for the victim. The iTrace packet includes the 
original packet, and the collector looks for the attackers. 

2.2.2 Implementation 

Implementation is based on the ~nternet-  raft'. In a normal ICMP 
traceback, a single iTrace packet including an attack packet means that the 
attack packet was routed down the edge. To reduce false positives, it was 
decided that two iTrace packets must include an attack packet before 
attributing the attack to the edge. 

2.2.3 Mathematical model 

We find the probability that the agent of a router generates two iTrace 
packets including the attack packet on an edge. Let p be the probability of 
generating an iTrace packet and N be the number of attack packets arriving 
on edge ei; then the probability of generating two or more iTrace packets 
becomes 

Here (1-p) is the probability that no iTrace packets are generated and Np 
(1-p) N'l is the probability that only one iTrace packet is generated. We can 
calculate the discovery probability Pr (n Aj) of all the attackers by using the 
iTrace packet generation probability on each edge ei of the attack routes. 

~ r ( f i  Aj) = fi Pr(ei) 
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Changing the number of packets N in Eq. (2) and Eq. (3) allows us to 
calculate the discovery probability for different attack scenarios. Traceback 
time is calculated from the number of packets found with the formula Eq. 
(3). 

For example, we may apply Eq. (2) and Eq. (3) to the scenario illustrated 
in Fig. 1. In Fig. 1, the attackers A l ,  A2, A3, A4 carry out a DDoS attack; 
each sends a attack packets per second. We may calculate the probability 
that the attackers are discovered after t seconds as shown in Table 1. Here 
the number of packets on edges e l ,  e2, e5 is twice that of the other edges 
because two edges join into one. For example, suppose that each attacker 
sends 1000 attack packets per second. In this case, the traceback takes 96 
seconds for the discovery probability to reach 95% for Al ,  A2, A3, and A4. 

Table I. Example for how to calculate the discovery probability of the attackers in ICMP 
traceback 
Edge Number of attack packets Probability that two or more 

after t seconds iTrace packets are generated 
at each edge 

e l ,  e2, e5 2at F(2at) 
e3, e4, e6, e7, e8 at F a t )  
the discovery probability of attackers A l ,  A2, A3, A4 ~ ( 2 a t ) ~ * ~ ( a t ) ~  

2.3 Probabilistic packet marking traceback 

2.3.1 Outline 

The agent, which marks routed packets, is installed in each router. The 
collector, which collects marked packets, is arranged just before the victim. 
A hash value for a packet is stored at each router with probability p (usually, 
1/20). The collector can look for the attackers using marked packets sent to 
the victim. 

2.3.2 Implementation 

Implementation is based on Song and Perrig's AMS-II(Advanced and 
Authenticated Marking Scheme-11). The probabilistic packet marking 
traceback evaluated here divides the 64-bit hash value into 8 individual 
fragments; one of these is chosen at random and marked. The collector 
considers an attack packet to have been routed when the 64-bit hash value 
(16 marked packets) arrives twice. 
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2.3.3 Mathematical model 

We assume that the d individual routers are found in a direct route 
between the attacker and the victim. First, a router Ri marks a packet, and 
the probability that the other routers do not rewrite the marked packet is 
calculated. 

Attacker 

Figure 2. For mathematical model computation of PPM 

For example, in Fig. 2, if router R1 marks one packet, the probability that 
it is not marked by other routers is p (l-p)d-'. The hash value is divided into 
8 individual fragments and one of those is sent at random. Therefore, the 
generation probability of a marked packet is p18. One mark is generated, and 
the probability Fd, that the mark is not rewritten by other routers, becomes 

The probability Pr(ei), that two or more marked packets arrive on edge ei 
as set of eight individual fragments is 

Here N is the number of packets, N*Fd (1-Fd) N-' is the arrival probability 
of one marked packet, and (1-Fd) is the probability that no marked packet 
reaches the collector. By deducting the two values from 1, the probability 
that two or more marked packets arrive at the collector can be calculated. It 
is raised to the eighth power because eight fragments are necessary for the 
traceback. The discovery probability of the attackers and traceback time can 
be found with Eq. (3) in the same way as for ICMP traceback. 

We may apply Eq. (3) and Eq. (5) to the scenario illustrated in Fig. 1. In 
an IP marking system, there are routers which may rewrite marked packets 
between a router to mark and the victim, unlike the ICMP system. Let a be 
the number of attack packets per second from A l ,  A2, A3, and A4. The 
discovery probabilities of the attackers after t seconds are shown in the Table 
2. 

For example, suppose that each attacker sends 25 packets 1 sec; then the 
traceback time takes 65 seconds for the discovery probability to reach 95% 
for A l ,  A2, A3, and A4. 
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Table 2. Example for how to calculate the discovery probability of the attackers in 
probabilistic packet marking traceback 
Edge d Number of routed Probability of generating two or more 

packets after t seconds marked packets on each edge 
el,e2 1 2at G(1,2at) 
e5 2 2at G(2,2at) 
e3,e4 2 at G(2,at) 
e6,e7,e9 3 at G(3,at) 
e8 4 at G(4,at) 
Discovery probability of ~(1,2at)'*~(2,2at)*~(2,at)'*~(3,at)~*~(4,at) 

2.4 Hash-based traceback 

2.4.1 Outline 

The agent of each router registers the hash value of every packet. The 
manager asks the agents whether attack packets with the same hash value 
were routed through each router. An example of hash-based traceback is 
shown in Fig.3. In this example, the manager is tracing A3. The agent of 
each router returns the answer to manager's inquiry by yes or no. 

Figure 3. Example of Hash-based traceback 

2.4.2 Implementation 

W e  use the system of BBN technologies. Because of hash collisions, we 
let the hash table size be 14 bits in the evaluated system. 
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2.4.3 Mathematical model 

The traceback time depends on the total number of inquiries from the 
manager. The number of inquiries increases very much as the attackers 
increase. It is difficult to derive the mathematical model because the 
traceback is done by the parallel processing. Therefore, the regression 
analysis was done based on the measurement data this time. 

The measurement data and regression analysis are shown in Fig.4. The 
measurement data was obtained by the verification item shown in 
paragraph 4.2 . The number of attackers is changed from 1 to 100. 

total number of inquires 
500 1000 1500 

Figure 4. Regression analysis of hash-based traceback time 

2.5 Improved ICMP traceback 

2.5.1 Outline 

Improved ICMP traceback places an agent on each router and has a 
manager. We show the flow of improved ICMP traceback in Fig. 5. First, 
the manager sends a traceback request to an agent on the router just before 
the victim. The traceback request has information about the attack packet. 
When the agent detects the requested attack packet, it generates a uTrace 
packet, which includes link information, and sends the uTrace packet to the 
manager. The manager receives the uTrace packet and sends a traceback 
request to the routers which link to the previous router. The manager then 
repeats these transactions. 
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Victim 

\ /Atraceback request 

Figure 5. The flow of improved ICMP traceback 

2.5.2 Implementation 

An agent usually generates an uTrace packet when one attack packet 
comes on an edge. An exception is the edge just before an attacker. In this 
case, the agent generates an uTrace packet when two attack packets come on 
the edge to prevent false positives. 

2.5.3 Mathematical model 

The traceback time T of an attack route is the following. 

Here T,,it(i) is the waiting time that an agent waits for an attack packet on 
an edge ei. The traceback time is the sum of the waiting times of each router 
on the attack route. When there are many attack routes, the traceback time is 
the one route with the longest traceback time. 

In Fig.1, when A l ,  A2, A3, A4 attack with 50 packets per second, the 
traceback of the attack route from A3 takes the most time. The average 
waiting time of an attack packet on edges e2, e5, e7 and e8 are looms, 
looms, 200ms, 200ms x 2, respectively. The average traceback time is 
800ms. 
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3. VERIFICATION METHOD AND NETWORK 

3.1 Verification method 

In order to verify our mathematical model against actual measured values, 
we constructed a verification network. The network had 600 nodes. The 
network has the following parameters: 

The number of the hops between the victim and the attacker 
The number of attackers, arranged at random. 

In the measurement of the verification network, the traceback time was 
measured when the false negative rate and the false positive rate were within 
5% of each other. 

3.2 Verification network 

The specification of the verification network is shown in the Table 3. 

Table 3. The specification of verification network 
Item Specification 
Network scale 300 servers, 600 nodes 
0s Linux 
Network speed 1 OOMbps 
The number of DoSlDDoS attackers at most 100 
Attack packet amount per a machine at most 25000 packetlsec 
Network topology a mesh at the core, trees at the edges 

When a large-scale network is constructed, we must consider the cost, the 
setting, securing a power supply, and the problem of heat in the room. In 
this research, these problems are solved by virtual OS technology. We 
selected UML (User Mode ~ inux) '  because the specified OS is Linux. We 
assigned 32 MB to each virtual 0s. The maximum number of virtual 
servers is six. We chose not to use the virtual OS for the router because of 
the limitation of the input and output interface speed of the PC. The 
structure of the verification network is shown in Fig. 6. We had 380 servers 
and clients and 110 routers. Each router was a PC router using zebra6. The 
number in parenthesis is the actual number of PCs. 
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server 

attacker client 
} 

1 OO(20) 380(70) 

I 

' management terminal vlctlm 

Figure 6. The structure of the verification network 

4. EVALUATION 

4.1 The number of the hops 

We measured the traceback time of a linear topology by changing the 
number of hops; we used the values 1, 3, 5, 10, 15, and 20. The 
measurement conditions are shown in Table 4. The number of trials was 
decided from both the standard deviation in measurement values and the test 
efficiency. 

Table 4. The measurement condition 
Traceback method Number of hops Number of attack Number of trials 

packets per second 
ICMP 1,3,5,10,15,20 125Opps 10 
PPM 5 0 ~ ~ s  100 
Hash 5 0 ~ ~ s  5 
Improved ICMP 5 0 ~ ~ s  60 

We evaluate the relationship between the number of the hops and 
traceback time. Actual measurement values and the theoretical values from 
the mathematical model are shown in the Fig. 7. Character M and T in 
parentheses mean the measurement values and the theoretical values 
respectively. The theoretical value is about the same as the actual 
measurement value. The hash-based and improved ICMP traceback are 
different from tracebacks where traceback information is generated 
probabilistically, such as ICMP and PPM traceback. They are very fast, 
because they can trace back with the arrival of a single attack packet. 
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Traceback time for these is under 2 seconds and increases with the number 
of the hops. 

traceback time(sec) I 1°00 7 7  

Figure 7. The relation between the number of hops and the traceback time 

4.2 The number of attackers 

We also measured the change in traceback times in relation to the number 
of attackers. The numbers of attackers were 1, 10, 20, 50, and 100. We 
fixed the total number of attack packets sent to the victim. The measurement 
conditions are shown in Table 5; the topology of the verification network is 
shown in Fig. 8. 

Figure 8. Topology of the verification network 
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Table 5. The measurement condition 
Traceback method Number off attackers Total number of attack Number of trials 

packets per second 
ICMP 1,10,20,50,100 25OOOpps 10 
PPM 1 OOOpps 60 
Hash 1,10,25,50,100 5 0 ~ ~ s  5 
Improved ICMP 10,20,50,100 1 OOpps 60 

The actual measurement values and the theoretical values from the 
mathematical model are shown in Fig. 9. Character M and T in parentheses 
mean the measurement values and the theoretical values respectively. The 
theoretical values are about the same as the actual measurement values. The 
traceback time for ICMP traceback with 100 attackers is not shown because 
it took longer than the measurement time limit of 10 minutes. 

In the Hash-based and improved ICMP traceback, traceback times were 
almost the same even when the number of attackers changed, because the 
maximum number of hops is about the same even if the number of attackers 
is different. 

traceback time(sec) 
1000 I-- 

1 0 . J  
the number of attackers 

Figure 9. The relation between the number of attackers and the traceback time 

5. SUMMARY AND FUTURE RESEARCH 

Mathematical models of IP traceback 
We proposed mathematical models of ICMP, probabilistic packet 

marking, hash-based and improved ICMP traceback methods. In improved 
ICMP traceback, the manager sends a request packet to inform it if an attack 
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packet is routed through each router. The agent informs the manager when 
the attack packet gets routed. We constructed a verification network to 
verify the mathematical models. We evaluated the relationship between the 
number of hops and traceback time and the relationship between the number 
of attackers and traceback time. We confirmed that the theoretical values of 
the mathematical models are almost same as the values actually measured, 
and the improved ICMP performance is about the same as hash-based 
traceback. 

The models can be applied to any network topology; therefore, the models 
can be used for the performance comparison of a new traceback model. The 
models can also be used to predict the performance of a typical traceback. 

The large-scale verification network 
The verification network had 600 nodes made by 152 PCs. We used a 

virtual OS to increase the number of "machines." In order to prevent 
performance decline, we chose to use PC routers rather than virtualize. 

Future research 
This time, we verified the mathematical models on a verification network 

with one autonomous system (AS). We plan to evaluate them on a 
verification network which has multiple ASS. 

ACKNOWLEDGEMENTS 

National institute of information and Communications Technology 
(NICT) funded this research (2002 - 2005). 

REFERENCES 

1. Steven M. Bellovin, "ICMP Traceback Message", Internet Draft, Oct. 2001, 
http://mark.doll,name/i-d/itrace/obsolete 

2. Dawn Xiaodon Song, Adrian Perrig, "Advanced and Authenticated Marking Schemes for 
IP Traceback", IEEE INFOCOM 2001, 

http://vip.poly,edu/kulesh/forensics/docs/advancedmarkingpdf 
3. Alex C. Snoeren et al., "Hash-Based IP Traceback", Proc. of the ACM SIGCOMM 

conference 2001, San Diego, CA, Computer Communication Review Vol. 31, No 4, 
October 2001. http://nms.lcs.mit.edu/-snoere~papers/spie-sigcomm.pdf 



Mathematical Models of IP Traceback Methods and Their Verification 169 

4. Vadim Kuznetsov, Andrei Simkin, Helena Sandstrom, "An evaluation of different IP 
traceback approaches", ICICS, 2002, 37-48 

5. The User-mode Linux Kernel Home Page. http://user-mode-linux.sourceforge.net 
6. Zebra Home Page, http://www.zebra.org 



TRANSFERABLE E-CASH REVISIT 

Joseph K. ~ i u ' ,  Sandy H. wong' *, Duncan S. wong3 

'Department of Information Engineering 
The Chinese University of Hong Kong 
Shatin, Hong Kong 
ksliu@ie.cuhk.edu.hk 

'wireless Technology 
Hong Kong Applied Science and Technology 
Research Institute Company Limited, 
Hong Kong 
sandy@astri.org 

3~epartment of Computer Science 
City University of Hong Kong 
Kowloon, Hong Kong 
duncan@cityu.edu.hk 

* The work described in this paper was clone when this author was at the Department of Information 
Engineering, The Chinese Universiry of Hong Kong 

Abstract: Incorporating the property of transferability into an offline electronic cash (e- 

cash) system has turned out to be no easy matter. Most of the e-cash systems 
proposed so far do not provide transferability. Those who support 
transferability are either inefficient or requiring to be online with the help of a 

trustee. In this paper we present an efficient offline transferable e-cash 
system. The computational complexity of our system is as light as a single 

term e-cash system [13]. Besides, no trustee is involved in the transfer 
protocol. In addition to it, we propose two e-check systems constructed using 

similar techniques to our e-cash system. One is as efficient as a single term e- 

cash system and supports partial unlinkability. The other one provides 

complete unlinkability with a more complex setting. 

Key words: electronic payment systems, secure electronic commerce, transferable e-cash, 

e-check 
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INTRODUCTION 

An electronic cash (e-cash) system provides a digital way to mint and 
transfer money, or so-called e-cash/e-coins. According to 1171, an ideal e- 
cash system consists of six properties: independence, security, untraceability, 
offline payment, divisibility and transferability. Independence implies that 
the security of the e-cash system does not depend on any physical location, 
medium, time or users. Security means that an e-cash cannot be forged or 
double spent without being detected. Untraceability refers to the 
maintenance of the anonymity of any honest user. Offline payment does not 
need the bank to be involved during the payment process conducted by a 
customer and a merchant. Divisibility refers to the ability to divide an e-coin 
into smaller pieces provided that the total amount of those pieces equals the 
value of the original e-coin. Transferability allows a user to spend an e-coin 
received in a payment to another user immediately without having contact 
the bank. 

Most of the e-cash systems [12,13,4,16,7,20] focus only on the first five 
properties but not on the last one: transferability. The first transferable e- 
cash system was proposed by Okamoto, et al. [17]. It is based on the costly 
cut-and-choose methodology. Chaum, et al. [ I  I ]  outlined a method to extend 
[22] for transferability. Their idea is similar to ours. In this paper, we 
actually build a transferable one based on an entirely different and efficient 
scheme. In addition, we also illustrate how it can further be extended to 
construct e-check systems. Other transferable e-cash systems include the one 
proposed by Pagnia, et al. [18] and another one proposed by Anand, et al. 
[I]. However, this first one requires a trusted third party in the system to 
maintain users' anonymity while the second one requires the payment 
process to be online. Jeong, et al. also proposed a transferable cash system in 
[15] using group signatures [6,5,2]. However, the system needs an additional 
third party - the group manager. It can recover the identity of any group 
member and therefore it has to be trusted by all the users. 

In addition to e-cash, a more convenient means of payment is the 
electronic check (e-check). An e-check can be used for only once but can be 
used for any amount up to a maximum value and then be returned to the 
bank for a refund of the unused part. Therefore an extra protocol, the refund 
protocol is needed. It is convenient because a customer can 'withdraw' some 
token with the bank and decides how much it wants to use later on. The 
leftover can be redeemed afterwards. 

E-check was first proposed by Chaum, et al. in 1988 [8,10]. In [8], an 
online e-check system was proposed. Although [10,14] proposed offline e- 
check systems, they use the cut-and-choose methodology which appears to 
be quite inefficient in practice. The systems proposed in [3,21] avoid using 
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the cut-and-choose technique. However, [21] requires a trustee which knows 
the owner of each e-coin in the system even without double-spending. In this 
paper, we propose two e-check schemes by direct extension from a e-cash 
scheme [13]. The second scheme which provides complete linkability is as 
efficient as that in [3] in terms of computational complexity. 

In this paper, we propose an efficient offline transferable e-cash system. 
It extends directly from Ferguson's single term e-cash scheme [13] which is 
described in Section 2. In our proposed system, only users and a bank is 
present. A shop is eliminated because a payment to a shop can be regarded 
as a transfer of an e-coin from a user to anther user. The scheme is 
untraceable but secure. Moreover, we also propose two offline e-check 
systems which are as efficient as the one in [3]. One is highly efficient and 
supports partial unlinkability. The other one is completely unlinkable with a 
more complex setting. 

The rest of the paper is organized as follows. In Sec. 2, the Single Term 
offline e-cash scheme proposed by Ferguson [13] is reviewed. In Sec. 3, we 
describe our proposed transferable e-cash scheme. This is followed by the 
proposed two e-check schemes in Sec. 4 and conclude the paper in Sec. 5. 

2. FERGUSON'S SINGLE TERM OFF-LINE COINS [13] 

It is an offline untraceable e-cash system without providing 
transferability. The scheme is efficient and does not use the cut-and-choose 
methodology. Here we give a brief review of the scheme. 

Preliminaries. Let {0,1}* denote the set of finite binary strings. To denote 
that an element a is chosen uniformly at random from a finite set A ,  we 
write a E, A .  Let n be the public RSA modulus [19] of the bank and v be 
its public exponent. It is required that v is a reasonably large prime (say 128 
bits). Let g:, g,, g,, h,, h, be publicly known numbers such that 
ga,g,,g, E Z,, have large order and h,,h, are of order n in G F ( p )  , 
where p-1 is a multiple of n . Let U be an identity which is the 
concatenation of the user's identity and a unique coin number so that U is 
distinct for each e-coin. Let f, : (0,  I } *  + Z ,  and f, : (0 ,  I } *  -+ Z,* be 
cryptographic hash functions. 

2.1. Withdrawal Protocol 

The withdrawal protocol consists of three parallel runs of the randomized 
blinded RSA signature scheme [9,13]. It is proceeded as follows. 
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1. The user picks c , , a , , b , ~ ,  Z,", o , r , @ ~ ,  Z, ,  y , a , P ~ ,  Z, ,  
and computes 

0 

Gc = yVc1 gc mod n, 

G, = aval  go 'mod n, 

G, = Pvbl g, 'mod n. 

2. It sends MI = (U, G,, G,, GI))  to the bank. For simplicity, we 

omit the notation of modular reduction in the rest of the paper when 
it gets clear from its context. 

3. The bank picks c,, a,, b, E, Z," and sends 

M ,  = (h, " mod p, a,, h, " mod p) to the user. 

4. The user picks tl E ,  Z: and computes 

ec = f ,  (h,"'"') - omod v, 

5. It then sends M, = (e,, e,, e,) to the bank" 

6. The user also signs ( M I ,  M,, M,)  and sends the signature to the 

bank' ' . 
7. The bank computes 

- 
C = Gcc2 g c  ec, 

''Note that the exponents e, , eb and e, are computed modulo v . Certain 

corrections in the final signature (So ,  S,) are needed to make the blinding perfect. 

This is done by multiplying the final signature by a suitable powers of g,, g, and 

g, [13]. Corrections are not shown in this paper. 

"This corresponds to a signature of the user for all the data in the first three 
transmissions. It is used to protect the user against framing by the bank. We refer 
readers to 1131 for detail. 
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-u- l i v  and selects t, cR  2:. It sends (c, , b,, t, , ( ~ ' 2 ~ ) " " ,  (C B )  
to the user. 

8. The user computes 
C = C1C2,  

b = b,b,, 

t = tlt2 mod v, 

and checks whether S, " = Ct A and S,' = C" B . If these two 

equalities hold, it accepts. 
The user stores (a,  b,c,t,S,,S,) as an e-coin. (a ,  b,c) are the base 

numbers of the coin. 

2.2. Payment Protocol 

To spend an e-coin (a ,  b, c, t ,  S,, S,) , the user executes the following 
protocol with the shop. 

9. The user sends (a ,  b, c )  to the shop. 
10. The shop randomly chooses a challenge x and sends it to the 
user. 
1 1. The user computes and sends r = tx + U and S = (S,) '(S,)  
to the shop. 

12. The shop computes C =  cg, f , ( h C C )  f i  (0) , A = a g a  , 

B = bghf,'hbb' and checks if S v  = CrA'B . If the equality holds, the 

shop accepts the coin and stores ( a ,  b, c, x, r ,  S )  . Otherwise, it 
rejects. 
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(x , r ,S )  is a proof of the user's ownership to the e-coin with base 
number (a ,  b, c )  . Obviously, the user can only provide one proof in order to 
prevent from revealing its identity. 

2.3. Deposit Protocol 

To deposit an e-coin, it sends (a,b, c,  x,  r,  S )  to the bank. The bank 
verifies the coin by following the steps below. 

13. Compute C = cgc A = ago hi'' and B = bg, f , ( h h b )  

14. Check if S" = CrA"B . If it is false, the bank rejects the 
deposit. 
15. Otherwise, it checks if (a,b,c)  are already existed in its 
database. If yes, the bank rejects the deposit. Otherwise it accepts 
and stores (a ,  b, c )  in its database and it credits the shop. 

Double-spending is detected if the bank finds the same triple (a ,  b, c )  are 
already in its database. If the corresponding ( x , r ,S )  are the same as the 
ones stored in the database, the bank concludes that the shop is cheating. 
Otherwise, it concludes that the user double spends the coin. The identity of 
the user, U can be obtained easily by solving the two linear equations. 

3. OUR PROPOSED TRANSFERABLE E-CASH 

Let the bank issue e-coins with N different denominations. For the i -th 
denomination, the bank has a distinct and reasonably large prime vi be the 
corresponding public exponent. Define a zero-value coin with the 
corresponding public exponent v, as a distinct large prime. A zero-value 
coin is an e-coin which is worth nothing. It preserves all the properties of a 
non-transferable e-coin. Essentially, if the zero-value coin is double spent, 
the identity of the user would be revealed. For distinction, we call other 
nonzero-value coins as positive-value coins. Note that coins with various 
denominations are sharing the same public RSA modulus n . 



Transferable E-CASH Revisit 

How It Works. Each user obtains a number of zero-value coins from the 
bank using the withdrawal protocol described below during the system setup. 
When an owner, Alice, of a positive-value coin transfers the coin to a user, 
Bob, she carries out the payment protocol described below which is similar 
to the original payment protocol reviewed in Sec. 2.2. That is, Bob obtains 
the coin's base numbers and a proof of Alice's ownership. When Bob wants 
to transfer this coin to another user, Carol, Bob has to send, through a 
transfer protocol, the coin's base numbers and the proof of Alice's ownership 
appended with the base numbers of one of his zero-value coins and a proof 
of his ownership to Carol. Now when Carol wants to transfer the coin to 
another user, Daniel, Carol sends, through the transfer protocol, the coin's 
base numbers, the proof of Alice's ownership, the base numbers of Bob's 
zero-value coin, the proof of Bob's ownership, appended with the base 
numbers of one of her zero-value coins and a proof of his ownership to 
Daniel. The procedure repeats until the final receiver of the coin decides to 
deposit it. 

We refer to this transfer mechanism as a 'transfer-chain'. We will see 
shortly that this 'chain' is linked by a special relation between the proof of 
the sender's ownership of the coin and the base numbers of a receiver's zero- 
value coin. As long as a user provides only one proof of its ownership to a 
zero-value coin, the user's identity would not be compromised. This implies 
that each zero-value coin can only be appeared in at most one transfer-chain. 
Using twice or more will result in identity revocation. 

When a user receives a transfer-chain, it can only transfer the chain to 
one user. Transferring to more than one user is equivalent to double- 
spending. On the other side, multiple transfer-chains can be combined into 
one transfer chain when they are transferring to one single user. That is, 
multiple coins can be transferred to a receiver in one run of the transfer 
protocol. This is accomplished by building up many-to-one relation of the 
proofs of multiple senders' ownerships of several coins and the base 
numbers of a receiver's zero-value coin. 

In the system, a payment process is considered as a transfer of some e- 
coins from a user to a shop. It has no difference from a transfer process and a 
shop has no difference from a conventional user. Hence there are only users 
and a bank in the system and the payment protocol is replaced by a transfer 
protocol. 

In the following, we describe the three protocols of our scheme, namely 
the withdrawal protocol, the transfer protocol and the deposit protocol. 
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3.1. Withdrawal Protocol 

This protocol is executed when a user withdraws a coin from the bank, no 
matter the coin is a zero-valued or a positive-valued. The corresponding 
public exponent is used for each denomination of the coins. The protocol is 
similar to Ferguson's described in Sec. 2.1. For a user i , a zero-value coin 
and a positive-value coin are denoted as Zi and q ,  respectively. 

3.2. Transfer Protocol 

As explained before, a transfer-chain is formed when a coin is 
transferred. Without loss of generality, let the transfer start from user 1, then 
to user 2, and so on. That is, user 1 withdraws a positive-value coin 
4 = (al,bI,c,,t,, S,, , S,, ) from the bank with corresponding identity U, . It 
is later transferred to user 2 and then to user 3, and so on. Let the zero-value 
coin of user k , for k > 1 , be' 2, = (a, ,b, ,~, , t , ,S ,~ ,Sbk )  with 
corresponding identities U, . In this section, we will see that a transferred 
coin is derived directly from the concept of transfer-chain. Below is the 
structure of a transferred coin Coin, when it is transferred from user 1 all 
the way to user k , for k > 1. 

Structure of a Transferred Coin. Suppose the value of 4 is d -th 
denomination which corresponds to the public exponent v, , where 
15 d 5 N .  After the coin has been transferred for k -1 times for k > 1 ,  
user k has the coin and the following components constitute the transferred 
coin Coin,. 

S, = s, I 1  $2 I I  I I  s,-1 
%=q11a211' "Ilak-lllak 

Bk=b111b211' "Ilbk-lllbk 

C,=c,llc2lI . .Ilc,-,lk, 

Rk=~llr211' "/lrk-l 

where 
si = ( S  )"IS h, ' 1 l i l k - 1 , xi = H(a,+,, b,+,, ci+,) and H is 

some appropriate cryptographic hash functions. Hence 
(a,,  b,,c,, S,, , Sb ) are from 4 and ( a j ,  b j , c j ,  S, , S, ) are from 

J I 

Z j  for j > 1.  
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For the boundary case (when k = l  ) we define 
Coinl = (S1 ,  4, B,, Cl ,  R l )  , for Al = q , B, = bl , C, = c1 and S, = R, = /Z , 
where A represents empty content. 

Validation of a Transferred Coin. We describe the validation of a 
transferred coin Coin, as a function, valid(Coin,) which outputs accept 
if the coin is valid, otherwise, it outputs reject: 

valid = "On input Coin, = (S ,  , A,, B, , C, , R, ) , for any k 2 1 , 
& ( a , )  f i ( h b 4 )  f , (hCc1)  1. Compute 4. = a, ga , B, = b, g, , c, = Cigc 

and xi = H (a,+l, b,+, , c,,,) , for 1 5 i 5 k - 1 . 
2. Check whether 

s1 '* = C, ' Al *I B, , 

siv" C , " ~ x ' B i , f o r 2 ~ i ~  k - 1  
3. Output accept if all the equalities hold, otherwise output 
reject." 

The Protocol. When user k (for any k  2 1 ) transfers Coin, to user k + 1 , 
they execute the following transfer protocol. Here we assume that user k  + 1 
has an unused (fresh) zero-value coin Z,,, with base numbers 

('k+l, bk+l 9 ' , + I )  ' 

1. User k  sends Coin, = (S ,  , A,, B, , C, , R, ) to user k  + 1 . 

2. User k + l  executes valid(Coin,) to validate the coin. It 

continues if the function output accept. Otherwise, it halts with 
failure. 
3. User k  + 1 computes and sends x, = H (a,,, , b,,, , c,+, ) to user 

k .  
r, = tkxk + Uk 

4. User k computes and sends r,, s, to user 
s, =(So, P Shk 
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S, V d  = C, ' A ,  4Bl, ifk = 1 

skVo = CkrkAkXkBk,i fk  >1. 
6. It continues if the equality holds. Otherwise, it halts with 
failure. 
7. User k + 1 constructs 

Ak+l = 1 1  ak+l 

Bk+l=Bk IIbk+l 

ck+l=ckllck+l 

Rk+l=Rkllrk 

s,,,=s,Ils, 
and stores them as the new transferred coin Coin,,, . 

3.3. Deposit Protocol 

The Deposit Protocol is straightforward. When user k deposits Coin, to 
the bank, the bank executes valid(Coin,) to validate the coin. Then it 
checks if (a,, b,, c ,)  are already in its database. If not, the bank stores Coin, 
and credits user k . Otherwise, it means someone has double spent the coin. 

Detection of Double-Spending. We use the following example to illustrate 
the detection mechanism of double-spending. Suppose user 1 withdraws a 
coin ( U ,  ) from the bank and transfers to user 2 ( U ,  ) and so on, until it 
reaches user 6 ( U ,  ). User 6 deposits the coin. Also suppose that user 3 ( U , )  
and user 5 (Us  ) double spend the coin. Their double-spent coins are finally 
transferred to user 6' and user 7", respectively, and then deposited to the 
bank. Hence the bank has three copies of the coin with the same initial base 
numbers (q,b, ,c ,)  . Let the transferred coin deposited by user 6, user 6' 
and user 7" be Coin,, Coin,, and Coin,,, , respectively. The bank finds 

I(a,,b,,c, ,q),  , (a,,b,,c,,r,), . . a ,  ( ~ s , b s , c s , r s ) ,  . . . I  from 

Coin, ; 

{(a, ,  b, , c, , 5 )  , . . . , (a,, b, , c,, 9 )  , . .) from Coin,, ; and 

{(a,,b,,c, ,r,) ,  ..., (a,,bs,cs,r,.), from Coin,#. 
From Coin, and Coin,, , the bank finds the double spender to be user 3 

and from Coin, and Coin,. , the bank finds the double spender to be user 5. 
Their identities are easily obtained by solving the corresponding linear 
equations. For example, U,  is obtained by computing x, = H(a,,b4,c4) 
and x,, = H (a,,, b4,, c,,) and solving the following equations: 
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Also, it is important to see that the identity of other honest users would 
not be revealed by the bank. 

4. OUR PROPOSED E-CHECKS 

In this section, we present two e-check systems. The first one is highly 
efficient and supports partial unlinkability. The second one support complete 
unlinkability with a more complex setting. 

W e  base on Ferguson's e-cash system again and therefore use the same 
notations as before. In this e-check system, there is a list of reasonable large 
prime numbers (vl,...,vk) as public exponents of the bank with vi 
corresponding the value of $2'-' . Define that multiplying any set of vi , 
1 l i l k , represents to the sum of their corresponding values, v, denotes 
the public exponent of the bank representing $d such that 

i=l 

where d > ,  denotes the value of the i -th least significant bit of d . For 
example, <6>, = 0, <6>, = 1, <6>, = 1 . In this way, we can represent any 
amount up to $2k - 1 .  

4.1.1. Withdrawal Protocol 

Without loss of generality, suppose a user wants to withdraw an e-check 
of $2k -1 as its maximum value. The withdrawal protocol is the same as 
Ferguson's one (Sec. 2.1) by setting the public exponent to v = v, . v, .v,. 
Note that the maximum value of the e-check must be in the form of $2' - 1, 
for any i > 1 .  That is, all the bits of the maximum value of the e-check 
should be 1 in its binary representation. This ensures that the devaluation of 
v, (first step of the Payment Protocol below) is always computable. Let the 
e-check be denoted as K = (a, b, c, t, S,, S,) where (a, b, c) are the base 
numbers of the check. 
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4.1.2. Payment Protocol 

Suppose the user wants to spend $d to the shop, where 1 I d  I 2k -1. 
The corresponding public exponent of the bank is v, which can be publicly 
computed using equation (1). In the first step of the protocol, the user 
'devalues' the check from $2k - 1 to $d . The protocol proceeds as follow. 

- 
1. The user computes v, = v, vkdivv, , and 

- - 
stu = sSlb = (Sb)vd .  

2. Note: div is normal division without taking modulo. 
3. The user then sends the base numbers of the check (a ,  b,c) to the 
shop. 
4. The shop randomly picks a challenge x and sends it to the user. 

5. The user computes r = tx + U , S = (s',)"(s',) and sends r, S 
to the shop. 

6. The shop computes C = cgc f, ( u )  "'", A z a g ,  , B = bg, f i ( h h h )  

and checks whether Svd = C r A x B .  If the equality holds, the shop 
accepts and stores (a ,  b, c, x, r ,  S ,  d )  . Otherwise, it rejects. 

4.1.3. Deposit and Refund Protocols 

The deposit protocol of our e-check system is the same as Ferguson's 
deposit protocol reviewed in Sec. 2.3, with the public exponent v = v, . 

The user can refund the remaining $2k -1-d from the bank by 
executing a refund protocol. The protocol is almost the same as the deposit 
protocol, except the checking of double spending. In the refund protocol, the 
user sends the used check-tuple (a,b,c,x ,  r ,S ,d )  to the bank. The bank 
verifies user's ownership of the e-check by first carries out the steps similar 
to the payment protocol, namely it sends a challenge x' and obtains a 
response pair (r',S') . Then it checks if the base numbers (a,b,c) are 
already in its database. If it exists and the amount is d , the bank refunds the 
remaining $2k - 1 - d to the user and updates its database to record that the 
e-check has already been refunded. 

Note that this part is not anonymous. The bank knows the identity of the 
user who asks for refund. The bank can also link the e-check which has 
already spent by the user in earlier time. 
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The e-check system proposed in last section is linkable at the refund 
stage. In this section, we propose another scheme which is completely 
unlinkable. In this scheme, the bank has only one public exponent v . 
Instead, we use different elements g, E Z,*,l l i l k of large order to 
represent different values of the e-check. Like the representation system in 
E-Check I, we use go, to represent $2'-I. In this way, with k consecutive 
elements, the e-check has a maximum value of $2k - 1. We further use g, 
to prevent a user from using the e-check twice or more. Thus goo is included 
in the payment of an e-check regardless of the payment amount. 

E-Check I1 is similar to Ferguson's e-cash system. However, there are 
k+l signatures in each e-check if its maximum value is $2k -1, one is for 
embedding the identity of the user to prevent double-spending while the 
others are for composing the value of the e-check. 

4.2.1. Withdrawal Protocol 

Without loss of generality, we assume a user wants to withdraw an e- 
check of $2k -1 . We follow the notations of Sec. 2.1. Let 
~ , o ~ ~ o l ~ ~ ~ ~ ~ ~ , k ~ ~ ~ ~ ~ C  be public where goo,  gal ,. . . , g O k ,  g h ,  gc are of large 
order in 2:. The Withdrawal Protocol proceeds as follows. 

1.The user picks b 1 , c l , q ~ , y , , . . . , 4 ~  E R  Z: , 

4 G,, =ai "qt go, ,fori=O,.. .,k 

2. and sends M, = (U, G,, G,, Goo , a .  a ,  Gak ) to the bank. 

3. The bank picks b,, c,, a 4 ,  aq , . . . , E ,  2,' and sends 

M, = (h, ", h, ", a20, a 2  ,..., 4k ) to the user 

4. The user picks tl0, tl, ,..., tlk E ,  Z: . computes 
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eb = f, (hb ' l b 2 )  - 4 mod v 

e, = f, (hc "" )  - o mod v 

and sends M ,  = (e,, e,, coo, e,, , . a  a ,  eUk ) to the bank. 

5. The user also signs ( M , ,  M 2 , M 3 )  and sends the signature to the 

bank. (Note: refer to Sec. 2.1 for discussions). 
6. The bank computes - 

C = Gcc2 g ,  ec 

- 
B=Gbb2 g, ' h  

- 
q = G ,  y, f2(i,ec,e,)g,, ",fori=O,...,k 

7 . T h e  bank selects t 2 0 , t 2 1 , . . . , t 2 k ~ , Z ~  and sends 

- Ci2! q ) l ' v  

S; =(  )'" , fori = 0,. . . , k r'" ct;. 
and checks whether S, " = C" B and Si " = C" q., for i = 0; .  . , k . If 
all the equalities hold, he accepts. 

The user stores (a,, . . , a,, b ,  c ,  to, .  . , t, , Sb , So, S 1 ,  . . , S ,  ) for the 
payment of the e-check. 
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4.2.2. Payment Protocol 

Without loss of generality, suppose the user wants to spend $2' -1, for 
some 1 I j < k , to the shop. The payment protocol proceeds as follows. 

1 .The user sends b, c,  a,,.. a ,  a j  to the shop. 

2. The shop selects a challenge number x and sends it to the user. 

3. The user computes 5 = tix + U and Sti = (S,)(Si)" , and sends 

(q , S t i ) ,  0 I i I j , to the shop. 

4. The shop computes 
f , ( h C C )  C = cg, 

B=bg, f , (h,,h) 

q=q g ,  "'",oG< j, 

and checks whether f i V  = C'; 4. "B for 0 5 i l j . If all the 

equalities hold, the shop accepts and stores 
(a,,...,aj,b,c,x,ro,...,rj,S',,...,S'j) . Otherwise, it rejects. 

4.2.3. Deposit Protocol 

The deposit protocol is constructed in its natural way. When the shop 
deposits the e-check, it sends the check-tuple 

( a  o,...,aj,b,c,x,ro,...,rj , S t ~ , . . . , S t j )  
to the bank. The bank verifies of the tuple as follows. 

1. Compute C = cg, f ( h C C )  f ( h h h )  , B=bg ,  , 4. = ai gu, f ( u l )  , for 

i = o ,  ... , j .  

2. Check whether sfi" = CC'; 4. "B , 0 I i I j . If not all equal, the 

bank rejects the deposit. 
3. Check whether the same values of (a,,b,c) already exist in its 

database. If yes, the bank rejects the deposit and the double-spender 
can easily be found. Otherwise, it accepts and credits the shop. 

4.2.4. Refund Protocol 

If the user wants to refund the remaining amount of the e-check, that is, 
$2k - 1 - (2' - 1) = $2k - 2' , he has to inform the bank his account number 
and his identity U for the refund purpose and execute the following steps. 
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1. The user sends U, aj+l,  -, a, and tj+,,..  . , t, to the bank. 
-- 

2. The bank retrieves B, C from the withdrawal record. 

3. The bank checks if any of aj+, , . . - , a, are already in the database. 

If yes, it rejects. Otherwise, the bank selects a challenge number x 
and sends it to the user. The bank also computes q = t ix+ U , for 

j + l I i S k .  

4. The user computes q = tix + U and Sai = (S , ) (Si)x  r); p , and 

sends Sai , j  + 1  5 i I k  , to the bank. 

5 .  The bank computes 4 = ai g,, ( )  and checks whether 
- 

saiV = CqA, ' B  for j  + 1 I i S  k  . If not all of them are equal, the 

bank rejects. Otherwise, the bank records that the e-check has been 
refunded in its database and refunds $2, - 2' to the user. 

Unlike E-Check I, in this e-check system, the bank is unable to link the 
refunded e-check with the e-check that the user has already spent to the 
shop. 

5. CONCLUSION 

We have proposed an off-line transferable e-cash system. Unlike [15], we 
do not require any group manager or trustee. Our scheme does not use cut- 
and-choose technique, thus more efficient than those using cut-and-choose 
such as [17]. In addition, we have also proposed two e-check systems. One is 
almost as efficient as a single term e-cash such as [13] with partial 
unlinkability only. The other one provides complete unlinkability with a 
more complex setting. 
We do not address divisibility in our transferable e-cash system. We may 
consider divisibility to be less important in practice as this can be easily be 
solved as in the world of physical cash. That is, using various denominations 
and conducting changes in transactions as the coins are transferable. Hence 
we consider that with transferability, divisibility becomes a less important 
property of e-cash. 
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Abstract: Current digital rights management systems typically bind the right to use 
content to a particular device whose location cannot be changed easily. Users 
may find it difficult to acquire a new license for each device. We propose a 
license transfer system that allows the user to share a license between devices 
and uses transaction track files to ensure that only one device can use the 
license at a time. We analyze the security properties of the proposed system. 
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1. INTRODUCTION 

Digital rights management (DRM) systems are used to prevent 
unauthorized access to digital content and to manage content usage rights. 
Rather than trading the content as in traditional physical methods of 
distribution, the subject of trade is a license that grants certain rights over the 
content. Typically, the content, which is sold by the content provider, is 
encrypted with cryptographic algorithms to protect it from illegal copying 
and consumption. Protected content can be obtained by the user through 
various delivery channels. However, without possession of a valid license, 
the content cannot be decrypted.' To access protected content, the user's 
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device needs to contact the license server, which is used by the license issuer 
to issue licenses, to acquire a valid license. 

We define content portability as the ability to access the same digital 
content on multiple suitable devices. Traditional content distribution models 
bind the right to use the content to the physical object that carries the content, 
such as a CD, which can be easily moved to wherever the owner wishes to 
go. One of the problems in current DRM implementations is that most 
solutions offer licenses that are bound to a playback device, which is often a 
desktop computer whose physical location cannot be changed easily. Usually 
digital content is locked to the device that it was downloaded to. Having 
purchased the right to use the content for one device, the user still needs to 
acquire a new license to access the same content on a different de~ ice ,~"  
which discourages the use of DRM. It would be welcomed by the users if the 
usage rights can be shared among multiple devices, so that the users do not 
need to re-acquire the rights when they have a new device, or when they 
want to use the content at different physical places. 

In this paper we propose a license transfer system that allows the user to 
share a license among multiple devices while ensuring that only one device 
can use the license at a time. We present surveys of existing DRM models 
that support content portability in Section 2. Section 3 describes our 
proposed license transfer system. We analyze the security properties of the 
proposed system in Section 4. Section 5 describes our demonstration system 
that supports content portability using the proposed license transfer protocol. 
Finally, we give conclusions in Section 6. 

2. RELATED WORKS 

Several existing DRM systems or proposed schemes provide a limited 
degree of content portability. We identified three DRM models as follows. 

2.1 Rights Locker Model 

A rights locker4 is a storage system that contains the digital rights 
purchased by a user. It is implemented as a central server to facilitate 
consumers' access to their rights anywhere anytime. 

In a DRM rights locker model, permissions to use content are no longer 
bound to a particular device, but to the consumer himself. Each consumer 
has an account with the locker service that allows him to redeem his content 
usage rights from multiple locations using any DRM enabled device. Every 
time the user wants to access the content on his device, he needs to log on to 
his locker account via a web browser by typing in his username and 
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password. After the central server has verified the authenticity of the request, 
it grants the access rights for the content to the user. Digital World services5 
and ~ ~ 3 . c o m ~  use such a model. 

The rights locker model requires Internet connections between users' 
devices and the central server. Users, especially those who do not have 
permanent Internet access, may find it difficult to access their rights using 
this model. Another drawback of this approach is that the central server can 
easily become a bottleneck. There may be a single point of failure: if the 
server were crashed or compromised by an attacker, e.g. under denial of 
service attacks, all the consumers would not be able to access their rights. 
Moreover, cracking a DRM rights locker would violate user's privacy4. 

2.2 Rights-Sharing Model 

In the rights-sharing model, content can be shared among a collection of 
devices, which is called an authorized domain. Usually, a domain represents 
a set of devices belonging to a consumer. The content can only be accessed 
in the domain for which it has been authorized. Several schemes have been 
proposed to address the need for content protection in the authorized domain, 
such as the Family Domain concept7, the xCP Cluster ~ r o t o c o l ~  and OMA 
DRM domain sharing9. The disadvantage of such model is that it introduces 
the overhead of setting up the domain prior to using it. Only when the 
domain is formed and the devices are enrolled in the domain, can content be 
sharing among devices in the domain. If user wants to access the content 
using devices that are not part of the domain, he is required to register each 
of these devices as a member of the domain. 

2.3 Rights Transfer Model 

The rights transfer model allows the consumer to transfer the rights to use 
the content to machines on the condition that the original copy of the content 
cannot be used. A few content protection schemes use this model. 

~ l e x i ~ o k e n "  proposed by NTT Laboratories is a generic copy prevention 
scheme for trading digital rights. In this scheme, a digital right is represented 
using two types of information: the rights description object and the token 
object. The token object represents the "genuineness" of the rights object 
and is stored and circulated using tamper-proof devices such as smart cards. 
The rights object can be held in any storage medium, but to redeem the 
rights, the user must present the token of the rights to the service provider. 
The rights transfer protocol proposed in this scheme takes place between two 
svart cards of the user, using public key cryptography. The token object 
must be deleted from the original card after the rights transfer procedure. 
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FlexiToken assumes that neither participant flees from the other, i.e. the 
sender will delete the token object after it receives the receipt from the 
receiver. However, this assumption may be violated if the operation of the 
rights transfer protocol is interrupted either intentionally or accidentally. For 
example, a dishonest user may cut power from the sender before it deletes 
the token object. 

Aura and ~ol lmann"  proposed a simple license transfer procedure for 
transferring software licenses between smart cards. Since this protocol is 
based on the assumption that there is no communication interruption 
between two the cards, it shares the same problem as FlexiToken. 

The license transfer model has several advantages over the rights locker 
model and the license-sharing model: First, in the license transfer model, the 
digital rights portability among various devices does not depend on the 
availability of the central server. And it does not require Internet connection 
if licenses are transferred using local area network (LAN) or between PC 
and PDA. Second, the license transfer model is a low cost solution because it 
does not require domain set-up and management process, as the license- 
sharing model does. We consider using the license transfer model to support 
content portability in DRM. 

3. ROPOSED SOLUTION 

We assume that encrypted content can be obtained by the user in any way 
the user wishes. Access to the content will be provided if the device has a 
valid license and can extract the content key from the license. Suppose that 
the user has purchased a license for a content file using one of his devices. 
Encrypted content is allowed to be copied to any device. To access the 
content on a particular device, the user needs to transfer the license from the 
original device to this machine. We require that at any one time, a license 
should only be used by one device to consume the digital content. Rogue 
users may try to make copies of one purchased license, then exchange or 
resell the license copies, thus allowing many devices to consume the digital 
content at the same time with the cost of a single license. In our system, the 
management of a single copy is done by the player software by using a 
transaction flag to record the state of the license: there are four different 
transaction flags, only when the license has an 'Active' flag, can the content 
be played. When the transaction flag changes to one other than 'Active', 
playing stops. Each device keeps a transaction track file that records the 
current state of each license stored on the device. Only the player can read 
and update transaction flags. In our proposed license transfer protocol, 
suppose that license L is for user U to use content C on device Dl, L's usage 
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rules allow a new license to be created for the same user U to use the same 
content C on another device D2, subject to the condition that after transfer of 
the new license from DL to D2, L becomes invalid. 

3.1 System Overview 

Figure 1 shows the components of our system: The license database is a 
conceptual database, such as a file directory, on the user's device, which 
stores all the licenses that the user has purchased. The transaction track file 
is a digital data file that records the current state of these licenses. The digital 
library is a digital content repository on the user's device that stores 
protected content files obtained by the user. To decrypt and use the protected 
content, there must be a valid license in the license database and the 
transaction flag for that license must be 'Active' in the transaction track file. 
The player is a content viewer responsible for content decryption and 
playback, and for providing an interface with which the user can 
requestltransfer a license fromlto another device through a network. 

licersc . . . . . . . . 0 
T m a c h  ,,' 
Track Fik J "' 

Figure 1. Components of license transfer system 

Following is a use scenario of our system: The user has acquired a 
license from the license server and stored the license on his home PC. If he 
wants to consume the content on multiple devices, he must transfer the 
license to the appropriate device. Transfer can be through mobile phones or 
other handheld devices with wireless connections. The user carries the 
mobile phone wherever he goes. Using the mobile phone to transfer licenses 
to a DRM-enabled device is a convenient solution to the above scenario. 
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3.2 Assumptions 

In DRM, end users cannot be assumed to be trusted. Player software 
executes in a hostile environment, taking control of how the content is used, 
by whom and under which conditions. Rogue users may try to modify the 
player software to circumvent the enforcement of usage rules. 

We assume the player is trusted. The trusted player is responsible for 
rendering digital content while enforcing the permissions and constraints 
associated with the content. By "trusted", we mean trusted by the content 
provider. The integrity of the trusted player can be protected by using a 
trusted computing platform'2, for example, Microsoft's Next-Generation 
Secure Computing ~ a s e ' ~  (NGSCB). If a trusted computing platform is not 
available, there are techniques such as encryption or code obf~scation'~ exist 
to make it hard for rogue users to tamper with the player. 

We assume each device has a certified publiclprivate key pair. The 
corresponding private key and the transaction track file stored on the device 
are only accessible to the trusted player. 

We assume that license transfers take place between two trusted players 
and that there exists a mechanism for players to authenticate each other 
before engaging in communications and transactions. 

3.3 Requirements 

Our license transfer system has the following requirements: R1: The 
content key in the license must be hidden from the user. R2: Players must be 
able to verify the authenticity and the integrity of the license, and extract the 
content key from the license. R3: The license transfer protocol must ensure 
that only the authorized user can access the license. R4: At one time, a user 
should only be able to use a license on one device. Using copies of the 
license on other devices does not give access to the protected content. R5: 
The license transfer protocol must satisfy the atomicity property, which is to 
ensure that exactly one device (Dl or D2) has a valid copy of the license at 
the end of the transfer procedure regardless of any communication failure 
between two devices. 

3.4 License Transfer Protocol 

In our system, the license transfer protocol is run between two trusted 
player programs. Consider the scenario there are two devices Dl and D2 with 
trusted players PI and P2 respectively. Suppose the user uses device D2 to 
request the license L stored on device Dl. The user should first authenticate 
himself to P2. PI and P2 will perform a mutual authentication protocol to 
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authenticate their mutual identities. PI only allows transfer of the license if 
the identity of the user matches the identity of the licensee stored in the 
license on Dl. 

We use a flag mechanism to define license status. Each license is 
associated with a transaction flag that describes the status of the license. 
There are four different transaction flags: Active, Deactivated, Request and 
Recover. The meaning of these flags is as follows: 

Active: the player can use the license to decrypt the content. 
Deactivated: the license is deactivated, so the player cannot use it to 
decrypt the content. 
Request: the license is not physically stored on the device. The player can 
request it to be transferred from another device. 
Recover: the license is physically stored on the device. The player can 
request its status to be changed from 'Deactivated' to 'Active'. 
We assume PI and P2 share an authenticated session key K, which can be 

obtained by executing an authenticated key establishment protocol.15 In the 
following license transfer protocol, Req(P1, P2, L) denotes the license request 
that P2 sends to PI for license L. IDL is L's identifier. Flg denotes the 
message type, which is to show that the message is for license request or 
license recovery. PKI/SKI and PK2/SK2 are publidprivate key pairs of 
device Dl and D2 respectively. Let ENCK(X) denote encryption of a message 
X using a symmetric key K. T is the timeout value of the protocol. The 
license transfer protocol is described as follows: 

Stepl: P2 sends to PI: ENCK(Req(PI, P2, L)), P2 writes (IDL, 
'FlagzRequest') 

where Req(P1, P2, L) = PI, P2, IDL, Flg. 
Step2: If Flg = 'Request' and the transaction flag for L on Dl is 'Active' 

or 'Deactivated by P2', PI sends to P2: ENCK(L), P1 writes (IDL, 
'Flag=Deactivated by P2'); else PI quits. 

Step3: If L is valid, P2 stores L and writes (IDL, 'Flag=Active7); If L is 
invalid or P2 does not receive L within time T, P2 quits. 

In step 1, P2 sends a license request Req(P1, P2, L) to PI, which is 
encrypted using the shared session key K. This encryption provides privacy 
for the user against eavesdropping and also possible theft and misuse of the 
license. The message type Flg in Req(P1, P2, L) is 'Request'. At the same 
time, P2 writes (IDL, 'Flag=Request7) as the entry for L in the transaction 
track file on D2, which indicates that L is being requested by P2. 

In step 2, PI uses the session key K to decrypt the license request Req(P1, 
P2, L) and checks the message type Flg in Req(P1, P2, L). If Flg is 'Request', 
PI checks transaction flag for L on Dl. If L has the 'Active' flag, PI sends 
license L to P2 and updates L's transaction flag on Dl from 'Active' to 
'Deactivated by P2'. If PI finds that L was deactivated by P2, which indicates 
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that P2 failed to receive the license in the previous license transfer procedure, 
PI will send L to P2 again. Once L is deactivated, it cannot be used by PI 
anymore, although L is still physically kept on device Dl, i.e. PI will refuse 
to use L to decrypt the content if PI finds that L is marked as deactivated in 
the transaction track file. If PI finds that L does not have the 'Active' flag or 
was deactivated by other players, PI quits. 

In step 3, P2 receives L from PI and verifies L's integrity and authenticity 
using the public key of the license issuer. If this succeeds, P2 stores L and 
sets the transaction flag for L as 'Active', i.e. L's entry in the D2's 
transaction track file is changed from (IDL, 'Flag=Request') to (IDL, 
'Flag=Active'). If the license verification fails or P2 does not receive L from 
P1 within time T after sending the license request, P2 quits. To get the license 
L, P2 needs to request the license again, starting from step 1. 

The license recovery protocol is similar to the above approach. A license 
recovery scenario is that both Dl and D2 have a copy of the license L. The 
transaction flag for L is 'Active' on device D2, but is 'Deactivated by P2' on 
device Dl. PI requests L's transaction flag on Dl to be set to 'Active'. In this 
procedure, PI  sends the license recovery request to P2 in which the message 
type Flg is 'Recover'. At the same time, PI writes (IDL, 'Flag=Recover7) as 
the entry for L in the transaction track file on Dl. The transaction flag 
'Recover' indicates that L is physically stored on Dl but cannot be used and 
PI requests reactivation of L. After P2 receives and verifies the license 
recovery request, it sets the transaction flag for L on D2 from 'Active' to 
'Deactivated by PI ', so P2 will not be able to use the license L. On receipt of 
the respond message from P2, PI updates L's transaction flag on Dl, 
changing it to 'Active', so L can only be used by PI to decrypt the content. If 
PI does not receive the response from P2 within time T, PI  quits. To activate 
L on Dl, PI  needs to send the license recovery request to P2 again. 

Using transaction flags rather than deletion of licenses guarantees 
atomicity property, i.e. at any one time, exactly one device can use the 
license to get access to the content. In comparison with the FlexiToken 
scheme, our license transfer protocol is robust against communication 
interruption between two devices. 

3.5 Content Key Management in License Transfers 

In current DRM implementations, a license includes the content identifier, 
the identity of the licensee, usage rules, and the encrypted content key. The 
content key is usually encrypted with the public key of the user's device. 
Only the device that possesses the correct private key is able to decrypt the 
encrypted content key and gain access to the content. The license is usually 
digitally signed by the license issuer to enable its integrity and authenticity 
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to be verified. A problem with this in the license transfer system is that the 
content key, which is encrypted with the original device's public key, in the 
transferred license cannot be accessed by the receiving device. We need to 
design a mechanism that protects the license in such a way that enables the 
content key to be successfully extracted by the target device in license 
transfer while ensuring that the license integrity can be verified. We consider 
using broadcast encryption and point-to-point encryption for content key 
encryption. Let Kc denote the content key and PENCpK(X) denote 
encryption of a message X using a public key PK. Let PK1lSK1, PK2/SK2, . . . 
PKnlSK, be publiclprivate key pairs of devices Dl, DZ, . . .Dn respectively. 

3.5.1 Broadcast Encryption 

In broadcast encryption, the user needs to register all the devices he 
intends to use with the content provider. During license transfer, the sender 
does not need to modify the original license. Only legitimate devices can 
access the content key after receiving the license. We consider two types of 
broadcast encryption: 

Public key broadcast encryption16: The content provider generates a 
public key (PKG) for the group of devices that the user will be using. Each 
legitimate device has a different private key (SKI, SK2, . . . SK,) stored in a 
secure storage on the device. The license contains the encrypted content key 
PENCpK,(Kc). Player PI (i = 1, 2, . . . n) on device Dl uses D,'s private key 
SKi to decrypt the content key Kc and then uses Kc to decrypt the content. 

Using a public key infia~tructwe'~: The content key in the license is 
encrypted with each device's public key: PENCpK,(Kc)PENCpK2(Kc) . . . 
PENCpK,,(Kc). When player PI (i = 1, 2, ... n) on device D, receives the 
license, it uses Di's private key SK, to decrypt PENCpK,(Kc) and then uses 
Kc to decrypt the content. 

The disadvantage of using broadcast encryption is that new devices must 
be registered to the content provider. When the user replaces old devices 
with new ones, he wants to continue to use the content he has purchased. 
The new devices must receive a private key. If a device is compromised, the 
content provider must change the public key and update the private keys of 
all devices. Thus, the content provider will have to save and periodically 
update a record of the user and the device set. Moreover, if the user wants to 
subscribe content from different content providers, the user has to register 
his devices with each content provider, which is inconvenient for the user. 
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3.5.2 Point-to-Point Encryption 

Suppose that the license issuer's public key and private key pair is 
PKLI/SKLI. When the license is distributed to device Dl ,  the license issuer 
encrypts the content key Kc with Dl's public key, i.e. PENCpK, (Kc). In the 
license transfer procedure from Dl to D2, player PI on device Dl needs to use 
Dl's private key SKI to decrypt the encrypted content key first and then re- 
encrypt the content key using D2's public key, i.e. PENCpKz (Kc), so that 
player P2 on device D2 can decrypt the content key using D2's private key 
SK2. 

A problem with this scenario is that the license integrity cannot be 
verified, because the encrypted content key in the license has changed from 
PENCpK,(Kc) to PENCpK,(Kc). When player P2 on device D2 checks the 
integrity of the license using the license issuer's public key, the verification 
will fail. 

- Part 1 

- Part 2 

License Identifier 

Licensee's Public Key 

Content Identifier 

Hash(&) 

Usage Rules 

Metadata 

Figure 2. License format on device Dl 

- 

To solve the above problem, we propose a license format as shown in 
Figure 2. A license is split into two parts: the first part of the license includes 
the license identifier, licensee's identity, the content identifier, the hash 
value of the content key, usage rules and other related licensing information. 
The license identifier is used to link the license with its entry in the 
transaction track file. The licensee's identity shows the identity of the user to 
whom the rights are granted, using the user's public key. The content 
identifier, which may be in the form of a Uniform Resource 1dentifierI8 
(URI) or a Uniform Resource ~ o c a t o r ' ~  (URL), is used to uniquely identify 
the protected content file associated with this license. The first part is 
digitally signed by the license issuer to enable its integrity and authenticity 
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to be verified. We use SIG(SKLI, Part 1) to denote the license issuers 
signature on the first part of the license. The second part includes the content 
key encrypted with the public key of the device. The reason for constructing 
the license in this way is to prevent usage rules from unauthorized 
modification and to ensure that the license issuer's signature can be verified 
when the content key is encrypted with another device's public key during 
license transfer. 

One may ask: what happens in the case of a dispute when the user claims 
that the license issuer put the wrong content key in the license? To avoid 
such dispute, the hash function has to be one-way and collision-free, so it 
would be infeasible for the license issuer to generate two content keys with 
the same hash value. When the player receives the license, it checks the 
signature of the first part of the license. If the verification succeeds, the 
player checks the transaction flag for the license in the transaction track file 
according to the license identifier specified in the license. If the transaction 
flag for the license is 'Active', the player verifies the user's identity, checks 
the content identifier, decrypts the encrypted content key using the device's 
private key and passes the resulting content key to the hash function. If the 
computed result is the same as the hash value contained in the license, the 
player will accept the license. Otherwise, the license will be rejected and the 
player will contact the license server for license reissue. If the license is 
accepted but the key cannot be used to decrypt the content, the license issuer 
needs to reissue a license that contains the correct content key. 

3.6 Transaction Track File 

Each device has a transaction track file that records the current state of 
each license stored on the device. There are two fields in a track entry: the 
license identifier and the transaction flag. If the license identifier in the track 
entry matches that in a license, the track entry is for the corresponding 
license. Each time the user wants to use the license to access the content, the 
player checks the transaction flag of the license. Access to the content can be 
granted only when the transaction flag for the license is 'Active'. 

There is only one entry in the track file for a specific license. When a 
license is delivered to the user's device for the first time, the player adds an 
entry for the license to the track file after the license integrity is verified. The 
transaction flag for the license is set to 'Active'. When a license transfer 
happens, the player reads the license identifier specified in the transferred 
license and checks the track entry for the license according to the identifier. 
The player will update the transaction flag for the license after the license 
has been transferred to another device. 
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To prevent track entries from unauthorized manipulation, the transaction 
track file is only accessible to the trusted player. Rogue users may take a 
snapshot of the hard disk drive, perform one or more license transfers to 
another device and then restore the transaction track file to the state before 
license transfers happen. To prevent this attack, software tamper resistant 
techniques need to be deployed. We do not discuss this topic here, because it 
is out of the scope of this paper. 

4. SECURITY ANALYSIS 

This section analyzes the security properties of our system according to 
the requirements listed in 3.3. 

Requirement R1 is satisfied, because the content key in the license is 
encrypted using the device's public key (or the group key of authorized 
devices). The corresponding private key of the device is only accessible to 
the trusted player, so the user cannot decrypt the content key. 

Requirement R2 is satisfied. The license is digitally signed by the license 
issuer, so the integrity and authenticity of the license can be verified by the 
trusted player using the license issuer's public key. As discussed in 3.5, the 
proposed license format ensures that the license issuer's digital signature 
will work properly when a license transfer happens using point-to-point 
encryption. The content key in the license is encrypted using the device's 
public key (or the group public key of authorized devices), which can be 
decrypted by the trusted player using the device's private key. 

Requirement R3 is satisfied. The license is transferred through a secure 
communication channel between two devices. The shared session key of the 
two trusted players is unknown to any third party, so rogue users cannot 
intercept and get access to the license during license transfers. Moreover, 
license transfers can only be allowed if the license requestor is the licensee. 

Requirement R4 is satisfied. Unauthorized devices will not be able to use 
copied licenses to consume the protected content, because the content key in 
the license is encrypted using the authorized device's public key (or the 
group public key of authorized devices). Only the authorized device has the 
knowledge of its own private key and hence can decrypt the encrypted 
content key, which then can be used to decrypt the content. 

Requirement R5 is satisfied. After a license transfer procedure takes 
place, exactly one device has the license with 'Active' flag. This property is 
analyzed on a case-by-case basis, as follows: 

Case 1: There is no communication problem between PI and P2. 
Exchanged messages are not disrupted by an attacker. The protocol runs 
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successfully. At the end of the license transfer, only P2 gets the license with 
'Active' flag. 

Case 2: PI fails to receive a valid license request from P2 in step 2. L is 
still kept on device Dl. PZ does not get the license. The transaction flag for L 
on Dl is kept unchanged, which is still 'Active'. 

Case 3: P2 fails to receive the license from PI  in step 3. The protocol 
aborts after timeout. The transaction flag for L in the transaction track file on 
Dl is marked as 'Deactivated by Pz7. However, P2 can get the license from PI 
through a negotiation procedure, i.e. P2 re-starts the license transfer protocol 
by sending the license request Req(Pl, P2, L) to PI again. The message flag 
in the license request shows that the current transaction flag for L on D2's 
transaction track file (i.e. 'Request'). From the message flag and L's 
transaction flag on Dl, PI gets to know that P2 did not receive the license 
previously. Since L is still physically stored on Dl,  PI sends L to P2 again. 
Finally, P2 gets the license L and changes the transaction flag for L on D2 
from to 'Request' to 'Active'. 

Case 4: The trusted player P3 on the third device D3 initiates the license 
transfer protocol, requesting L stored on Dl. Upon on the receipt of the 
license request, PI checks L's transaction flag on Dl that indicates that L was 
deactivated by P2 due to the previous license transfer procedure that transfers 
L from Dl to D2. The deactivating device is D2 rather than D3, which tells PI 
that this is not a negotiation procedure due to the previous communication 
failure between PI and P3. Therefore, PI refuses the license request from P3 
by terminating the license transfer protocol. 

In conclusion, our license transfer system satisfies all the requirements 
listed in 3.3. Our license transfer protocol is robust against intentional or 
unintentional communication failures of the protocol. The license is not 
bound to a particular device so it can be easily transferred within a 
household if required. Finally, our scheme is an offline solution, so the user 
does not need to be connected on the Internet when he wants to share a 
license between devices. 

5. IMPLEMENTATION 

We have developed a functional DRM demonstration system that 
supports content portability among different devices using the license 
transfer mechanism defined in this paper. The player is implemented in Java, 
which allows the user to access protected content using the licenses stored 
on the device and supports transfers of licenses from one device to another 
using the license transfer protocol. In our system, licenses are generated 
based on the MPEG-21 REL data model. We use the Java cryptography 
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extension library provided by Cryptix Foundation Limited to implement 
cryptographic operations, such as encryption, hashing and digital signature. 

Our implementation of license transfer includes a client program and a 
server program. The client requests licenses to be transferred from the server. 
We use the following software modules, as shown in Figure 3. 

Figure 3. Software modules of license transfer 

The license request module connects to the server and creates a secure 
communication channel between the client and the server using secure 
socket layer. The user authentication module uses a "challenge-response" 
mechanism to authenticate the user's identity. It includes signature 
generation and verification modules. The signature generation module takes 
the challenge and the user's private key as input and generates a digital 
signature using the user's private key. The signature verification module 
verifies the user's signature on the challenge using the user's public key. We 
implemented these modules using RSA digital signature scheme. The license 
lookup module is called by the server. It takes each license stored on the 
server machine and the user's public key as input and checks if the identity 
of the user matches the identity of the licensee (i.e. the public key of the key 
holder) in the license. It also consults the status maintenance module to 
check the status of the license. The license processing module is called by 
the server. It processes the requested license to make the content key inside 
the license accessible to the client machine. It uses the private key of the 
server machine to decrypt the content key in the requested license, and re- 
encrypts the content key using the public key of the client machine. The 
license transfer module accepts the output of the license processing module 
and transfers the license to the client through the secure communication 
channel created by the license request module. The license verification 
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module is called by the client. It verifies the integrity and authenticity of the 
license by checking the digital signature on the license using the license 
issuer's public key. The status maintenance module maintains status of all 
the licenses stored on the device. It updates transaction flags for the 
transferred licenses in the transaction track file. 

CONCLUDING REMARKS 

This paper describes the requirements for a digital rights management 
system that supports content portability. We propose a license transfer 
system that allows the user to share a license between multiple devices, 
which satisfies these requirements. We describe the license transfer protocol 
and analyze content key management problem in license transfers. We 
propose a new license format by which the integrity of the license can be 
verified. We use a transaction track file to ensure that at one time, exactly 
one device can use the license to decrypt content. We evaluate the security 
properties of our solution. The development of our DRM test bed shows a 
working implementation of possible DRM services that could be offered to 
the customers. Through implementation, we get better understanding about 
how DRM components work together to provide a secure DRM solution. We 
believe that DRM systems can be widely used only if customers find it easy 
to use. 

Currently, our system only supports transfers of licenses that grant 
stateless rights to the user. Stateless rights are usage rights for which the 
device does not have to maintain state information. Permissions that require 
maintenance of state by the device, for example a limited number of plays or 
a maximum period of metered usage time, are considered stateful rights. To 
make our license transfer system correctly enforce stateful rights expressed 
in the license, we need to design a mechanism that keeps track of the uses of 
the associated content. 

In the future, we will work on the loan application to make our system 
support the loan right. The loan right represents the right to lend the content 
to another user for a specific period of time. While the content is on loan, the 
original copy of the content cannot be used. At the end of the loan period, 
the loaner copy deactivates and the original copy reactivates. Currently, our 
system supports license transfers for a single user between different devices. 
To support the loan application, the license transfer protocol needs to handle 
license transfers between different users and take the loan period into 
account, which provides a challenge for us to conduct future work on this 
field. 
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Abstract: User authentication is the first and probably the most challenging step in 
achieving secure person-to-person communications. Most of the existing 
authentication schemes require communicating parties either share a 
secret/password or know each other's public key. In this paper we suggest a 
novel user authentication scheme that is easy to use and overcomes the 
requirements of sharing password or public keys. Our scheme allows two 
human users to perform mutual authentication and have secure 
communications over an open channel by exchanging biometrics signals (e. g., 
voice or video signals). In addition to user authentication, our scheme 
establishes a secret session key between two users by cryptographically 
binding biometrics signals with users's Diffie-Hellman public values. Under 
the assumption that the two communicating persons are familiar with each 
other's biometrics signals, we show that the scheme is secure against various 
attacks, including the man-in-the-middle attack. The proposed scheme is 
highly suitable for applications such as Voice-over-IP. 

1. INTRODUCTION 

The explosive growth of computer systems and their applications has 
considerably increased the dependence of both organizations and individuals 
on the information communicated using the Internet. However, the Internet 
is an interconnection of open public networks. Without security measures, 
communications over the Internet, such as Voice-over-IP (VOIP) and video 
conferences, can be eavesdropped without much difficulty. This in turn has 
led to a heightened effort to protect data from disclosure and to guarantee the 
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integrity of data and messages communicated over open networks. User 
authentication is the first and probably the most challenging step in 
achieving secure communications in the Internet. 

To date, the most pervasive user authentication schemes are based on 
cryptographic techniques which require that the parties either share a secret 
key (e.g., a password)1 or know each other's public key2. Although password 
based authentication protocols are widely used, there are many potential 
difficulties for a human user to share passwords with a large number of 
remote users. First of all, establishing a shared password between two users 
requires a secure secret distribution mechanism to be in place. This is very 
challenging. Second and more importantly, human users are not good at 
remember passwords of good quality, not to mention remembering multiple 
passwords shared with many remote users. Public key based authentication 
protocols require users to know each other's public key in authenticated 
manners in the form of public key certificates. This turn requires the 
existence of a public key infrastructure in the Internet, an impossible task at 
least in the near to medium terms3. 

In this paper our focus is on human user authentication in person-to- 
person communications in an open environment such as the Internet. In this 
case, it is much more convenient and natural for human users to authenticate 
each other using biometrics techniques. 

Most of the existing research on biometrics based user authentication 
techniques allows a human user to authenticate himself or herself to a local 
machine. Little effort has been spent to study biornetrics based methods 
which perform authentication between two remote human users. To our 
knowledge, the only work related to our effort is the Pretty Good Privacy 
Phone or ~ ~ ~ f o n e ~ .  PGPfone implements an authentication protocol based 
on the exchange of voice signals. However, PGPfone is vulnerable to replay 
attack. If an attacker is able to collect sound samples of all the 256 octets by, 
for example, eavesdropping on someone's phone calls, the attacker is able to 
impersonate the victim at will. 

As in PGPfone, our scheme requires that communicating users be able to 
identify each other based on the other party's biornetrics signals (such as 
acoustic waves or face expression). Based on the exchange of biometrics 
signals, the proposed scheme not only authenticates remote human users but 
also enables them to have secure communications over open channels. 
Specifically, to achieve authentication and agreement of a secret session key, 
the Diffie-Hellman public key values are cryptographically committed or 
bound with biometrics signals such that the trust on the biometric 
information is extended to the Diffie-Hellman public values. The trusted 
Diffie-Hellman public values are then used to perform the Diffie-Hellman 
Key Exchange Protocol so as to defeat the man-in-the-middle attack. Since 
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our scheme does not require users to share any password or know each 
other's public key in advance, it is attractive for applications such as secure 
VOIP or secure video conferences. 

The reminder of the paper is organized as follows. Section 2 addresses 
the primaries for clarity. Section 3 elaborates the proposed scheme and its 
variant. Section 4 discusses the availability and security. Section 5 contains 
our concluding remarks. 

2. PRILIMINARIES 

2.1 Notations 

A: shorthand notation for Alice (or her communication device) who initiates 
the communication unless stated otherwise. Preminatary 

B: shorthand notation for Bob (or his communication device) who responses 
to Alice's communication request. 

C: shorthand notation for Clark who tries to attack the communications 
between Alice and Bob. 

Cx: a challenge biornetrics signal. Without loss of generality, we will use 
voice signals as the representative biornetrics signals throughout the 
paper. Thus, Cx is the acoustic wave or digital representation of a 
challenge statement spoken by user X (either A or B); whether it is the 
acoustic wave or the digital representation should be clear from the 
context of discussion. 

Ry: an acoustic wave or digital representation of a response statement 
spoken by user Y in reply to CX. 

Ry-Cx: The response Ry matches challenge Cx. For instance, the content of 
Ry is the same/similar to that of Cx, or Ry is a correct answer to CX. 

I Cx 1: the time duration of Cx. 
I Ry I: the time duration of Ry. 
e(K, m): encryption of message m with a symmetric key cryptosystem (e. g., 

AES) using a secret key K. 
d(K, c): decryption of a ciphertext c with a symmetric key cryptosystem 

using a secret key K. 
h(.): a one-way hash function (e.g., SHA-1). 
T: the required minimum time duration (e. g., 10 seconds) of any statement 

spoken by a user. 
6: a threshold value which is much less than T, (e.g. 6=0,1T). The value of 6 

(or equivalently that of T )  plays an important role in deciding the 
security strength of the protocol (refer to Eq.(l)). 
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To keep our notation compact, only residue modulo is shown in the 
following. That is, we will write gx mod p, gY mod p and gq mod p simply as 
gx, gY and gq respectively, where p is a predefined large prime. 

2.2 System Architecture 

The system architect for person-to-person communications between two 
remote users, Alice and Bob, is depicted in Figure 1. We assume that Alice 
and Bob are aware that they will have an authenticated and confidential 
communication session and Alice will start the present secure protocol. This 
awareness assumption can be satisfied easily via any non-secure channel. 
The transmission channel includes but is not limited to any communication 
systems or media such as computer networks, public telephone switching 
networks and radio links. 

Device A 

Transmission 
Attacker I 

Channel 

Alice 

Device B I Fl-f=-py 
Clock 2 Coder 

Figure I. The communication system architecture. 

Alice and Bob communicate with each other by interfacing with Device 
A and Device B, respectively. Device A (or Device B) accepts audio input 
from Alice (Bob) and outputs Bob's (Alice's) audio signal to Alice (Bob). 
The signals are sent and received via the Network Interface (NI). Each 
device has a clock for timing purpose, a coder performing audio 
encodingldecoding operations, and a crypto-engine executing the Diffie- 
Hellman and symmetric key cryptosystem operations. We assume that the 
Diffie-Hellman parameters, g and p, are negotiated on-line or hard coded in 
the software. Without loss of generality, Alice is assumed to be the initiator 
and Bob is the responder of a communication session. 
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2.3 Assumptions 

The attacker Clark sits in the middle of the channel between Alice and 
Bob. He is able to perform both passive (eavesdropping) and active 
(message tampering, delay, replay). He may know biometrics data of Alice 
and Bob recorded from their past conversations. Clark may have much more 
powerful resources (e.g. super-computers and large storage devices) than 
Alice and Bob. The only restriction is that Clark is not able to mimic the 
natural speech of Alice or Bob in real time. 

Alice and Bob neither share any secret data (e.g., password) nor have 
each other's public key. In order to achieve user authentication, we make the 
following assumptions: 
S I :  Alice and Bob are familiar with each other's voice (biometrics 

characteristics in general) and able to recognize each other by listening 
each other's speech. This assumption is reasonable and practical since 
there are generally no confidential topics between two strangers unless 
there is the involvement of a trusted third party. 

S2: It is difficult for a human being to mimic the dynamic biometrics 
features of others in real time without being detected. 

S3 It is difficult for a machine to mimic the dynamic biometrics features of a 
human being without being detected. Text-To-Speech (TTS) technology 
targets for creation of audible speech from computer readable text. A 
high quality TTS has to select text units from large speech databases in 
an optimum way5. To make use of TTS, an attacker needs to organize a 
database of large samples. On the other hand, although speech syntheses 
technology has made significant advancement in minimizing audible 
signal discontinuities between two successive concatenated units, and 
prosodic variation, it is still not satisfactory to mimic natural speech6. For 
example, in the TTS demo7 of Microsoft Research, the speech is not 
nature although each word or short phrase is pronounced accurately, such 
that it is easy to distinguish the voice of a machine from that of a natural 
human. Similarly, the concatenation artifacts of TTS from AT&T' can be 
detected easily. In other words, presently, synthesized speech is still 
distinguishable from human speech after many years of research and 
development. 

S4: Each participant can speak fresh sentences whose durations are sufficient 
long (e.g, at least 7). 

S5: The RTT (round-trip-time) of the communication channel can be 
estimated (e.g., command ping www. y a h o o .  corn). It is required that 
RTT << T. This requirement must be met in order for the conversations 
between the communicating parties to be audible. 
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3. AUTHENTICATION PROTOCOLS BASED ON 
BIOMETRICS SIGNALS 

In this section, we present authentication protocols based on the 
exchange of users' biometrics signals. The protocols are designed to perform 
mutual authentication between two parties called Alice and Bob and at the 
same time allow them to share a secret session key for securing their 
subsequent communications. 

3.1 Basic Idea 

To start a secure communication session with our proposed scheme, 
Alice initiates the session by speaking a challenge statement, such as 

"This is Alice! The time is 21 minutes passed 9am. How was your mid- 
term examination, Bob? " 

Bob receives and listens to Alice's challenge, and makes sure that the 
message is indeed spoken by Alice. He then speakes a response statement, 
such as 

"Hi, Alice! Bob's here. My mid-term exam was not very good. But thank 
God, it was over! ". 

Upon hearing Bob's response, Alice decides whether the response is 
spoken by Bob and whether it is related to her challenge. If the answer is 
positive, Alice authenticates Bob. Bob can authenticate Alice in the same 
way. 

In order to establish a secret session key during the above authentication 
process, we incorporate the Diffie-Hellman key exchange into our scheme. 
By cryptographically binding biometric signals with Diffie-Hellman public 
values, the proposed scheme is protected against the man-in-the-middle 
attack. The above conceptual description seems very simple, the scheme is 
more complicated. To demonstrate the above concept, we present two 
protocols, a sequential protocol and a parallel protocol in the following. 

3.2 A Sequential Protocol 

The authentication protocol consists of three phases: Authentication of 
Bob, Authentication of Alice. Additionally, a Key Confirmation will be 
executed so as to guarantee that both share the same session key. 

3.2.1 Authentication of Bob 

This phase, shown in Figure 2, allows Alice to authenticate Bob and 



Secure Human Communications Based on Biometries Signals 

2.Generate x, 2. Speak CB 

Figure 2. Authentication of Bob. An underlined step is performed by Alice or Bob, while 
other steps are executed by devices. RE - CA means that the reply RB matches the challenge 
CA. For instance, the content of RB is the same/similar to that of CA, or RB is a correct 
answer to CA 
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obtain Bob's Diffie-Hellman public value gy in an authenticated manner. 
Alice's Challenge. Here Alice sends a challenge statement to Bob. This 
biometrics signal is cryptographically bound to Alice's Diffle-Hellman 
public value. 
(1) Alice speaks a challenge statement CA which is input to Device A. It 

is highly preferred that CA contains some "freshness" elements such 
as the date and time, news headlines of the day. 

(2) Device A generates a random number x, computes gx and a key 
KA=h(gx). Next, Device A encrypts CA using KA with a symmetric 
key cryptosystem (e.g. AES) and sends the ciphertext A1=e(KA, CA ) 
to Bob over the transmission channel. 

Bob's Commitment. In the next 2 steps, Bob sends commitment to 
Alice so that Alice discloses her challenge. Bob's commitment contains 
the encryption of his challenge statement which will be opened by Alice 
at a later stage. 
(3) Device B receives message Al and prompts Bob to speak a challenge 

statement CB. 
(4) Device B generates a random number y, computes g" and a key 

KB=h(g"), encrypts CB using Kg with a symmetric key cryptosystem 
and transmits the ciphertext BI=e(KB, CB) to Alice. 

Bob's Response. The next 4 steps allow Bob to send his response 
statement to Alice. 
( 5 )  Device A receives B1, sends A2 = gx to Device B and starts a clock. 
(6) Device B computes KA=h(gx), recovers CA =d(KA, A1), and computes 

a key KBA = h(gX)'). 
(7) Device B plays back CA to Bob who listens to it and verifies if the 

voice belongs to Alice. If the verification fails, Bob terminates the 
session; otherwise, Bob speaks a response statement RB in reply to CA. 
Device B encrypts RB with KBA to obtain B2 =e(KBA, RB ), and sends 8 
and B2 to Device A. 

(8) Upon receipt of message B2, Device A stops the clock and obtains tA 
the elapsed time of the clock. 

Alice's Verification. In the next 3 steps, Alice verifies the originality of 
the response and checks the elapsed time used in obtaining the response. 
(9) Device A computes KAB =h(f) and KB =h(gY), and then she recovers 

CB =d(KB, B1) and RB =d(KAB, B2), and computes ICA( (the duration of 
CA) and ]RBI (the duration of RB ). 

(10) Note that within the time tA, Bob has to listen to CA and speaks a 
response RB. Hence, tA 2 (ICA I + I RB I+ AB), where AB is the delay 
due to transmitting messages A2 and B2, and processing time 
introduced by Device B in steps (6) and (7). AB can be estimated by 
device A. Then, Device A calculates 
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6~ = t~ - (ICA I + I RB I+ AB) (1) 
If 6A > 6, Device A terminates the session; otherwise, Alice listens 

and verifies RB. If Alice recognizes that either RB is not in Bob's 
voice or RB is not a reply to CAI she stops the session. 

( 1  1)Alice concludes that gY comes from Bob and authenticates Bob. 

3.2.2 Authentication of Alice 

To provide mutual authentication and key agreement, Bob will proceed 
to authenticate Alice and obtain Alice's Diffie-Hellman public value gx in an 
authenticated manner. The process is similar to that given above with the 
exception that Bob is the initiator and Alice is the responder. Note that Bob's 
challenge statement CB was sent to Alice in step (4). This is done 
intentionally so as to prevent the man-in-the-middle attack during the 
process of authenticating Alice. 

After both Alice and Bob have obtained the each other's authenticated 
Diffie-Hellman public key values, they are confident that the agreed Diffie- 
Hellman key KAB is shared only among them. After mutual authentication, 
Alice and Bob can confirm their shared key easily. 

3.3 A Parallel Protocol 

A careful reader might have noticed that certain steps in Figure 2 can be 
executed in parallel so as to speed up the protocol. Figure 3 depicts the flow 
chart of the parallel protocol which has the same phases as those of the 
sequential protocol. 

Challenges 
(1) Alice starts the session by speaking a challenge statement CA. 
(2) Device A generates a random x, computes a key KA =h(gX), encrypts 

CA as A1=e(KA, CA) and sends the ciphertext Al to Bob. 
(3) After receiving message A], Bob speaks a challenge statement CB. 
(4) Device B generates a random number y, computes a key KB=h(gY), 

encrypts Ce as BI=e(KB, CB) and sends the ciphertext B1 to Alice. 
(5) After receiving B1, Device A sends A2=gx to Bob and starts clock 1. 
(6) Upon receipt of message A2, Device B starts its clock 2 and sends 

message B2=gY to Alice. 
Responses 
(7) After receiving message B2, Device A computes KB=h(8), recovers 

Bob's challenge message CB =d(KB, Bl). On the other hand, Device B 
computes KA =h(gX), recovers Alice's challenge as CA =d(KA, A]). 

(8) Alice listens CB and stops the protocol if she believes that CB is not in 
Bob's voice; Bob listens to CA and terminates the protocol if he 
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A2 = gX 
5. Start clock 1 Start clock 2 

3. Receive A ] .  

Speak CB 
1. Speak CA 

Figure 3. Parallel protocol. 
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doubts on the originality of CA. 
( 9 )  Alice speaks a response RA to the challenge CB. Device A computes 

KAB=h(gY"), encrypts RA and sends the ciphertext A3=e(KAB, RA) to 
Bob. Meanwhile, Bob speaks RB in reply to CA. Device B computes a 
key KBA=h(gV), and sends the ciphertext B3=e(KBA, RB)  to Alice. 

(10) After receiving message B3, Device A stops clock 1 ,  recovers Bob's 
response RB=d(KAB, B3) and calculates the elapsed time tA. After 
receiving message A3, Device B stops clock 2, recovers Alice's 
response RA =d(KBA, A3),  and calculates the elapsed time tB. 

Verifications 
(1 1 )  Device A calculates 6A as 

6A= tA - (ICA I + I RBI+ AB) 
where AB is the delay due to transmitting messages A2 and B3, and 
processing interval introduced by Device B in steps (7)-(9). Device A 
terminates the session if >6. 
Simultaneously, Device B calculates 6~ as 

~ B I  t~ - (ICBI + I RAl+ AA), 
where AA is the delay due to transmitting messages B2 and A3, and 
processing interval introduced by Device A in steps (7)-(9). Device B 
terminates the session if 6B > 6. Alice listens and verifies RB. She 
stops the session if she is not convinced that RB is Bob's response to 
CA. Bob listens and verifies RA. He stops the session if he is not 
convinced that RA is Alice's response to CB. 

3.4 Variant 

An alternative approach in the protocol is that the symmetric key 
cryptosystem for messages CA and CB can be replaced by a cryptographic 
commitment function. For example, the commitment function is using a 
cryptographic one-way function h(.). To commit to an item m, the 
committing party computes the commitment h(k 11 m), where k is a secret key 
and 11 is the concatenation. To verify the commitment, the verifying party 
must have k and m, compute h(k I( m) and compare it with the commitment. 
In other word, A, can be replaced with h(KA 1 1  CA) , then CA will be 
transmitted along with A2. Similarly, the parallel protocol can be 
implemented with the commitment variant too. 
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4. DISCUSSION 

4.1 Availability 

In the present protocols, time restriction plays an important role for the 
availability. The scheme requires the responsor produce a related response in 
real time, otherwise, the authentication fails. To relieve this burden, the 
responsor may merely repeat the challenge in hidher own voice. Here, the 
challenge can be prepared in advance and has no impact on the availability. 

Another factor related to the availability is the variability of the network 
delay T. An inappropriate parameter T may disable to set up an authenticated 
channel. Thus, the proposed scheme is applicable such as in VOIP where the 
quality of the service itself is required to be high. 

Despite the proposed protocols may reject some genuine communication, 
no forgery is possible. In other words, although false rejection ratio FRR+O 
due to network traffic, FAR (false acceptance ratio) is negligible. From the 
viewpoint of security, FAR is much more important than FRR. 

4.2 Impersonating Bob 

In the proposed protocols, an important condition for Alice (Bob) to 
authenticate Bob (Alice) is that Bob's (Alice's) response to her (his) 
challenge must arrive within a defined time interval. Therefore, if Clark can 
obtain the correct answer in the voice of Bob (or Alice) in the predefined 
time interval, he can impersonate Alice (Bob) successfully. To this end, 
Clark may adopt one of the following three methods to provide the response 
in the voice of the impersonated party. 

Clark replays recorded speeches of the impersonated party. 
Clark or his device responses to the challenge by emulating the speech of 
the impersonated party. 

Clark lures the impersonated party to answer the challenge. 
The first two methods are not possible based on security assumptions S1- 

S3. To defend against Clark's attack using the third method, it is crucial to 
check the lengths of the elapsed time of the clocks. 

Assume that an attacker would like to impersonate Bob, Figure 4 
illustrates a possible way to lure Bob to respond with RB. To this end, Clark 
performs a man-in-the-middle attack shown in Figure 4 so as to obtain CA 
and RB. In this simulated attack, Alice proceeds in the same way as that 
shown in Figure 2. For the sake of simplicity, we will only show the main 
steps which are related to the attack. 
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Alice Clark Bob 

Obtain CA 
generate y, 

Obtain CA, 

Figure 4. Impersonate Bob. Clark shares a channel with Alice and Bob simultaneously so that 
he can eavesdrop messages between them. 

4.2.1 Obtaining Alice's challenge CA 

In Figure 4, Alice starts a session and sends the ciphertext AI=e(KA, CA ) 
to Bob. After intercepting the ciphertext A,, Clark generates a number z ,  
computes a key Kc=h(gz)). Based on Assumption S2, Clark can not mimic 
Bob to speak a challenge, but he may reuse Bob's recorded speech. Clark 
encrypts an old statement CrB spoken by Bob, and sends to Alice the 
ciphertext e(Kc, CtB). 

Alice receives the ciphertext, replies with g.' and starts a clock. Clark 
derives a key KA =h(gX) and recovers CA = d(KA, CA ). 

4.2.2 Obtaining Bob's response RB 

Because Clark can not mimic Bob's voice to produce an appropriate 
response RB, he has to lure Bob to respond to Alice's challenge CA. To this 
end, he impersonates Alice and starts a new session with Bob by sending 
Bob e(Kc, CA ). Next, upon receipt of e(Kc, CA ), Bob generates a random y, 
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computes a key KB =h(gy), speaks a challenge statement CB, and sends the 
ciphertext e(KB, CB)  to Alice. Clark intercepts the ciphertext. 

To continue to impersonate Alice, Clark sends gz to Bob. Bob computes 
Kc =h(gZ), decrypts e(Kc, CA), listens to CA which was indeed spoken by 
Alice. Bob speaks a response statement RB, computes a key KBC =h(gZY), and 
transmits gY and the ciphertext e(KBc, RB) to Alice. Clark again intercepts the 
ciphertext, computes KBC = h ( f )  to decrypt e(KBc, RB ). Now he gets RB ! 

4.2.3 Calculating the elapsed time 

Clark computes KAc=h(gxZ), encrypts RB with KAC, and sends the 
ciphertext e(KAc, RB) to Alice. Alice stops the clock and calculates the 
elapsed time tA, decrypts the ciphertext e(Kc, C f B )  and e(KAc, RB) to recover 
CrB and RB, respectively. Alice makes sure that CtB and RB are in Bob's 
voice. Since RB is indeed a response to CA from Bob, Alice will be fooled 
into believing Clark as Bob! Luckily, our protocol prevents this from 
happening by checking the clock's elapsed time tA in the following. 

4.2.4 Checking the elapsed time 

Consider the man-in-the middle attack shown in Figure 4. Within the 
time interval tA, Bob has to speak his challenge statement CB, listens to CA, 
and speaks the response RB; therefore, tA 2 1 CBJ + [CAI + [RBI + Ah, where Ab 
is the time used in computation and transmission. With reference to Eq.(l), 
Alice checks 6~ = tA - (ICA I + I RBI+ AB) 2 1 C B ~  2 T > 6. 

Therefore, by checking the value of tA, Alice detects the man-in-the- 
middle attack and stops the session. 

4.3 Impersonating Alice 

The other kind of possible attack is to impersonate the initiator Alice. To 
this end, Clark has to obtain the original challenge CB and then Alice's 
respond RA to Bob's challenge CB. Figure 5 shows the second scenario of the 
man-in-the-middle attack, where Clark impersonates Alice to Bob. Therefore, 
Clark must start the communication with Bob at first. 

4.3.1 Obtaining Bob's challenge CB 

Clark generates z ,  computes a key Kc= h(gZ), and encrypts C'A - an old 
statement from Alice. Clark starts the impersonation by sending the 
ciphertext e(Kc, CIA) to Bob. 
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Upon receipt of Clark' message, Bob generates y, and a key KB =h(gY). He 
then speaks a reply Cg, and transmits the ciphertext e(KB, C g )  to Alice. 
Clark sends gZ to Bob. Bob derives Kc =h(gZ), decrypts e(Kc, CIA) with Kc to 
recover CIA. Bob listens to CIA and believes that CtA was indeed spoken by 
Alice. He then speaks a response statement Rg, derives a key KBC=h(gZY), and 
transmits gY and the ciphertext e(KBc, Rg)  to Alice. Bob then starts a clock. 

Next, upon interception of e(KBc, Rg)  and 8, Clark derives KB=h(gY) and 
KBC =h(gZY), decrypts e(KB, C g )  to recover CB! 

Alice Clark Bob 

generate y, 

Figure 5. Impersonate Alice. 

4.3.2 Obtaining Alice's response RA 

Since Clark is not able to reply Cg in Alice's voice, he starts a session 
with Alice by sending e(Kc, CB)  to Alice. Upon receipt of e(Kc, CB), Alice 
generates x, and computes a key KA=h(gx). She speaks a challenge CA, and 
sends the ciphertext e(&, CA) to Bob. 

Clark intercepts the ciphertext and sends gz to Alice. Alice derives a key 
Kc =h(gz), decrypts e(Kc, Cg) to recover Cg. She listens to Cg and believes 
that it is in Bob's voice. 

Alice speaks a response statement RA, computes KAC =h(gXZ), sends gx 
and the ciphertext e(KAc, RA) to Bob. Clark intercepts the message from 
Alice and decrypts the ciphertext to obtain RA! 
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4.3.3 Checking the elapsed time 

After obtaining RA, Clark sends the ciphertext e(KBc, RA) to Bob. Bob 
receives e(KBc, RA), stops the clock and calculates the elapsed time tB. 
Without checking the elapsed time tg, Bob would have been fooled into 
believing that he is talking to Alice since RA is Alice's reply to CB. However, 
within interval tg, Alice has to speak CA, listen to CB and speak RA, thus, 

6 g = t B - ( I C ~ I + I R ~ I + A ~ ) 2  1 C ~ l > T > 6 .  
Therefore, by checking the elapsed time tg, Bob detects the man-in-the- 
middle attack and hence stops the session. 

CONCLUSIONS 

The present paper describes a scheme for mutual authentication and key 
establishment between two remote human users. Unlike most of the existing 
authenticated key establishment protocols where remote authentication is 
based on sharing a secretJpassword or knowing remote party's public key, 
our scheme is based on exchanging of signals representing remote user's 
biometrics information. Although clock timing plays an important role in our 
protocols, only relative time is used so that synchronization between two 
parties is not required. Our technique is especially useful for securing 
telephony or videoconference communications over open networks. We 
illustrated our scheme with protocols using audio signals to represent users' 
biometrics information. It should be noted that security of the protocols can 
be improved with additional biometrics information such as facial image and 
mouth movement. Such additional information adds few burdens to the 
human users, but greatly increases the difficulty of attacking the protocols. 
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Abstract: Traditional authentication is based on proving the knowledge of a private key 
corresponding to a given public key. In some situations, especially in the 
context of pervasive computing, it is additionally required to verify the 
physical proximity of the authenticated party in order to avoid a set of real- 
time attacks. Brands and Chaum proposed distance-bounding protocols as a 
way to conlpute a practical upper bound on the distance between a prover and 
a verifier during an authentication process. Their protocol prevents frauds 
where an intruder sits between a legitimate prover and a verifier and succeeds 
to perform the distance-bounding process. However, frauds where a malicious 
prover and an intruder collaborate to cheat a verifier have been left as an open 
issue. In this paper, we provide a solution preventing both types of attacks. 

Keywords: Real-time attack, distance-bounding, authentication, proof of knowledge 

INTRODUCTION 

The impressive development in the areas of web technologies, wireless 
networks, mobile computing, and embedded systems in the past decade has 
lead to an increasing interest in the topics of pervasive computing and open 
environments computing. In these contexts, authentication of communicating 
parties is considered as a major security requirement. As described in [8], a 
careful authentication may require the verification of the physical proximity 
of the authenticated party in order to prevent some real-time attacks. A 

12 The work reported ir, this paper is suppolted by tine IST PRIME project and by Institut EurCcom; 
however, it represents the view of the authors only. 
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typical example is applications where digital authentication is required to 
access a building. 

In the scenario depicted in Figure 1-a, a researcher carries around a 
mobile device (a mobile phone with extended functionalities or a PDA 
enhanced with communication capabilities) that takes care of computing, 
storage and communication on his behalf within the laboratory environment. 
Whenever the researcher approaches the door of a confidential research area, 
a communication is established between his mobile device and a lock device 
installed at the door. If the researcher is authorized to access the research 
area, the door is unlocked. Whenever the combination of the physical 
proximity and the cryptographic identification is not carefully addressed, 
some frauds could be performed such as the one depicted in Figure I-b. In 
this fraud, a distant researcher (prover) that is allowed to access the 
confidential research area helps a friend (intruder) that is close by to access 
the area. For instance, a radio link could be used to establish the 
communication between the prover and the intruder. 

Prover Verifier 

hover 

(a)  Legitlinatr Access 

(b) F~oudulent A x e s \  

Figure I .  Access to a Confidential Research Area 

The scenario described above falls under a quite recurring family of 
security protocols where a prover tries to convince a verifier of some 
assertion related to his private key. In order to address this problem, Brands 
and Chaum introduced the concept of distance-bounding protocols in [4]. 
Such protocols allow determining a practical upper bound on the distance 
between two communicating entities. This is performed by timing the delay 
between sending out a challenge bit and receiving back the corresponding 
response bit where the number of challenge-response interactions is 
determined by a system-specific security parameter. This approach is 
feasible if, on one hand, the protocol uses very short messages (one bit) on a 
dedicated communication channel (e.g. wire, IR) and if, on the other hand, 
no computation is required during each exchange of challenge-response bits 
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(logical operations on the challenge bit). These conditions allow having 
round-trip times of few-nanoseconds. 

The protocols given in [4] allow preventing ma$a frauds where an 
intruder sits between a legitimate prover and a verifier and succeeds to 
perform the distance-bounding process. In this paper, we provide an 
extension of such protocols. Our solution allows preventing terrorist frauds 
[S] that have not been addressed so far. In these frauds the prover and the 
intruder collaborate to cheat the verifier. Note that even if the prover is 
willing to help the intruder to cheat the verifier, we assume that he never 
discloses his valuable private key. The key idea in our solution consists of 
linking the private key of the prover to the bits used during the distance- 
bounding process. This relies on an adequate combination of the distance- 
bounding protocol with a bit commitment scheme and a zero-knowledge 
proof of knowledge protocol [12]. 

The remainder of this paper is organized as follows. In Section 1, we 
define the frauds being addressed and give some related work. In Section 2, 
we draw a general scheme for distance-bounding proof of knowledge 
protocols, while we give a description of our protocol in Section 3. In 
Section 4, we analyze the security properties of the proposed protocol. At the 
end, we conclude and describe further work. 

1. PROBLEM STATEMENT 

In this section, we provide the definitions of the three attacks we tackle in 
this paper, namely distance fraud, majiafiaud, and terrorist fraud. Next, we 
present related work and we show why the existing approaches are not 
satisfactory. 

1.1 Definitions 

Distance-bounding protocols have to take into account the three real-time 
frauds that are depicted in Figure 2. These frauds can be applied in zero- 
knowledge or minimal disclosure identification schemes. The first fraud is 
called the distance fraud and is defined in the following (Figure 1-a). 

DEFINITION 1 (DISTANCE FRAUD) In the distance fraud two parties are involved, 
one of them (v the veriJier) is not aware of the fraud is going on, the other 
one (P the fraudulent prover) performs the fiaud. The Ji-aud enables P to 
convince V of a wrong statement related to its physical distance to prover V. 

The distance fraud has been addressed in [4]. This fraud consists of the 
following: if there's no relationship between the challenge bits and the 
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response bits during the distance-bounding protocol and if the prover P is 
able to know at what times the challenge bits are sent by the verifier V, he 
can make V compute a wrong upper bound on his physical distance to V by 
sending out the response bits at the correct time before receiving the 
challenge bit, regardless of his physical distance to V. 

/ / : Honest patTy - . Close 

I / Fraudulent party - Remote / 
(c) Terrorist Fraud 

Figure 2. Three Real-Time Frauds 

The second fraud is called the mafia fruud and is defined in the following 
(Figure 1 -b). 

DEFINITION 2 (MAFIA FRAUD) In the mafia fraud three parties are involved, two 
of them (P the honest prover and V the verifier) are not aware of the fraud is 
going on, the third party (I the intruder) pet$orms the fraud The fraud 
enables I to convince V of an assertion related to the private key of P. 

The mafia fraud has been first described - - in [8]. In this fraud, the intruder I 
is usually modeled as a couple ( P , V )  where P is a dishonest prover 
interacting with the honest verifier V and where V is a dishonest verifier 
interacting with the honest prover P. Thanks to the collaboration of y ,  the 
fraud enables P to convince V of an assertion related to the private key of P. 
The assertion is that the prover is within a certain physical distance. This 
fraud was also called Mig-in-the-middle attack in [2]. 

The third fraud is called the terroristfraud and is defined in the following 
(Figure 1 -c). 

DEFINITION 3 (TERRORIST FRAUD) In the terrorist fratrd three parties are 
involved, one of them (V the verifier) is not aware of the fraud is going on, 
the two others (P the dishonest prover and I the intruder or terrorist) 
collaborate to perform thepaud. Thanks to the help of P, the fraud enables I 
to convince V of an assertion related to the private key of P. 

The terrorist fraud has been first described in [8]. In this fraud, the prover 
and the intruder collaborate to perform the fraud whereas in the mafia fraud 
the intruder is the only entity that performs the fraud. Note that the 
prevention of terrorist frauds implies :he prevention of mafia frauds. 
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1.2 Related Work 

In this section we review different techniques that have been proposed 
and show why they are not sufficient when it is necessary to verify that some 
entity knowing a private key is indeed physically present. 

Constrained Channel [13] aims at exchanging some secret between two 
physical entities and thus ensures the proximity of two devices. An obvious 
implementation is to have a physical contact [16] between the two artifacts. 
This scheme works only when the attacker is not physically present. It can 
protect a system only against distance frauds. 

Context Sharing is a straightforward extension of constrained channels 
where some contextual data is used to initiate the key exchange. For instance, 
in [lo], the pairing mechanism is done by shaking artifacts together in order 
to create a common movement pattern that is subsequently used to bootstrap 
the security of communications. This approach prevents distance frauds and 
can partially avoid mafia frauds when the context is difficult to reproduce. 

Isolation [3] is a widely deployed solution to check whether a physical 
entity holds a secret. The device is isolated in a Faraday cage during a 
challenge-response protocol. This solution prevents distance frauds, mafia 
frauds as well as terrorist frauds. However, it is difficult to deploy, it is not 
user-friendly, and does not allow mutual authentication. 

Unforgeable Channel aims at using communication channels that are 
difficult to record and reconstruct without knowing some secret. For instance, 
channel hopping [I] or radio frequency watermarking [ l l ]  makes it difficult 
to transfer data necessary to create the signal in another place. This scheme 
protects against distance frauds and the solution proposed in [I] can prevent 
mafia frauds as well when it is not possible to identify communication 
sources. Quantum cryptography can also be envisioned as an unforgeable 
channel. 

Time of Flight relies on the speed of sound andlor light. Sound and 
especially ultra-sound [15] is interesting to measure distance since it is slow 
enough to authorize computation without reducing the accuracy of the 
measure. Sound-based approaches cannot protect against physically present 
attackers and thus can only prevent distance frauds. Some works also rely on 
the speed of light when measuring the round trip time of a message to 
evaluate the distance to the prover. However, one meter accuracy implies 
responding within few nanoseconds and thus it cannot be done through 
standard communication channels and cannot use cryptography 1171. Such 
schemes prevent distance frauds and the solution proposed in [4] prevents 
mafia frauds as well. 

As shown above, only isolation allows preventing distance, mafia and 
terrorist frauds all together. In this paper, we focus on distance-bounding 
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protocols and propose a solution that prevents the three real-time attacks. In 
contrast with isolation, our approach is easy to deploy and allows mutual 
authentication. 

THE GENERAL SCHEME 

In this section, we present a general scheme (denoted DBPK) containing 
the basic building blocks of distance-boundingpvoof of knowledge protocols. 

2.1 Description 

The DBPK scheme is depicted in Table 1. It relies on a set of global 
settings that have to be performed before the execution of any interaction 
between the prover and the verifier. Besides the cryptosystem's public 
parameters, these global settings allow the prover to have a valuable private 
key and a certificate on the corresponding public key. That is, before any 
interaction with the verifier, the prover holds a private key x which 
importance, by assumption, is so high that the prover should not reveal it to 
any other party. In addition, the prover holds a certificate (generated by a 
globally trusted authority) on its public key y = T(x). 

The first stage of the DBPK protocol is called the Bit Commitment stage. 
During this stage the prover first picks a random one-time key k E K and 
uses it to encrypt its private key x according to a publicly known symmetric 
key encryption algorithm E. This leads to the ciphertext e = ER(x). Once the 
encryption performed, the prover commits to each bit of both k and e 
according to a secure bit commitment scheme commit. For each bit Hi] (resp. 
e[i]), a string v, (resp.vJ,) is randomly chosen by the prover to construct the 
commitment blob qk,,) (resp. q,,)). 

Once the Bit Commitments stage is completed, the actual distance- 
bounding interactions are executed during the Distance-Bounding stage. 
Basically, N interactions are performed between the prover and the verifier. 
In the ith interaction, the prover releases either kfi] or e[i] depending on 
whether the challenge bit is equal to 0 or to 1. Note that Hi] (resp. e[i]) 
denotes the ith bit in the binary representation of k (resp. e) where kfO] (resp. 
e[O]) is the least significant bit of k (resp. e). During each bit exchange, the 
round trip time (few nanoseconds) is measured in order to verify the distance 
to the prover. 
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P 
Prover 

(private keys) 
(public key y = T(s)) 

v 
Verifier 

(P's public key y) 

Bit Commitments 
secret key k E R  !?( 

N=/log2(lKI)1 , M = {  O, . . . .N-1)  
e = !&(.Y) t (0.1)" 

for all I E !?d v,,vi ER { O , 1  j* 
for all 1 E M cc(,, ,) = comm~t(k[~] .  v,) 
for all r E !M cc(, ,I = corntmf(e[l], v:) 

for all i E M c j i  ,) . ,I 
C 

Distance-Bounding (for all i E 34) 
EK (0% 1)  

Commitment Opening 
for all i E 94 

vi (if 6(ai) = 0) 11: (if 6(n, )  = 1) 

Proof of knowledge 

Figure 3. A general scheme for DBPK[c( : y = r(a)] 

After the execution of the N successful challenge-response bit exchanges, 
the prover opens the commitments on the released bits of k and e. The 
Commitment Opening stage consists of sending the string v, if q i ]  has been 
released and v', otherwise. Only half of the bits of k and e are released to the 
verifier. This must not allow the verifier to get any significant information 
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about the valuable private key x. In the case where the verification of c(k,i) 
(resp. q,,)) fails, the verifier sends back an error notification of the form 
errork(i) (resp. error,(i)). 

The last step in the DBPK protocol is the Proof of Knowledge stage. 
During this stage, the prover convinces the verifier in a zero-knowledge 
interaction that he is the party who performed the three previously described 
stages. That is, the prover proves that he has generated the different 
commitments, that the generated commitments correspond to a unique 
private key, and that this private key corresponds to the public key y that is 
used by the verifier to authenticate the prover. Before the proof of 
knowledge process can be performed, the verifier must compute a one way 
function on the private key x: z = Q(x,y) where v and x are known only by the 
prover. As z depends on and only on the commitments on the bits of k and e, 
it may even be computed just after the Bit Commitments stage. The proof of 
knowledge we use is denoted PK[(a,P) : z = Q(a,P) A y = r(a)] where the 
Greek small letters denote the quantity the knowledge of which is being 
proved, while all other parameters are known to the verifier. The functions R, 
r, 6, E, and commit are adequately chosen to meet our security requirements, 
namely the prevention of the distance, mafia, and terrorist frauds. 

The distance-bounding proof of knowledge of a secret x such that y=T(x) 
is denoted DBPK[a : y = r(a)]. 

3. OUR PROTOCOL 

This section presents a concrete distance-bounding proof of knowledge 
protocol that consists of exactly the same building blocks of the DBPK 
protocol. The protocol will be denoted DBPK-Log = D B P a a  : y =gal. 

3.1 Global Settings 

We first describe the global settings on which relies the DBPK-Log 
protocol. These settings consist of two main phases: Initialization and 
Registration. In the Initialization stage, a trust authority (TA) provides the 
public parameters of the system. 

Initialization: 
TA sets up the system's global parameters 

TA chooses a large enough strong prime p, i.e. there exists a large 
enough prime q such that p = 2qt 1 
TA chooses a generator g of z,* 

9 TA chooses an element h E z,* 
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The randomly chosen element h will be used by the commitment scheme. 
The only requirement is that neither of the prover and the verifier knows 
log,(h). This can be achieved either by letting the trusted authority generate 
this element, or by malung the prover and the verifier jointly generate h. The 
two alternatives rely on the intractability of the discrete logarithm problem 

D41. 

In the Registration stage, a user chooses a private key and registers at the 
trust authority so to get a certificate on the corresponding public key. 

Registration: 
The following steps are taken by P to get a certified public key 
corresponding to a valuable private key 

P selects an odd secret x E R  z,., I Jq], then computes y =,d'. The 
public key of P is y and his private key is x 
P registers his public key with TA so TA publishes a certificate on 
this public key 

Note that the two phases described above are executed only once. They 
allow generating the prover's public and private keys that will be used in the 
different subsequent distance-bounding proofs of knowledge. 

3.2 Interactions 

Our distance-bounding proof of knowledge protocol starts with the Bit 
Commitments stage where the prover P generates a random key k, and uses 
this key to encrypt the private key x. Then, P performs a secure commitment 
on each bit of the key k and encryption e. 

Bit Commitments: 
The following steps are performed 

Given a security parameter m', P picks at random k E R  (0, ..., y-I},  
where N = m'tm and m = rlog2(p)1. 
P computes e E (0,. . ., 2N-~}  such that e - x-k modp-1. 
For all i E JO, ..., N-I], P chooses vk,, Vsi E R  Zp-,, computes 
c ~ , ~  = gqj .hvk,'mod p and c , ~  = ge['l .hYe,'mod p ,  then sends ck,, as well as 
c j  to V 

Once the verifier V receives all the commitment blobs corresponding to 
the bits of k and e, the Distance-Bounding stage can start. Thus, a set of fast 
single bit challenge-response interactions is performed. A challenge 
corresponds to a bit chosen randomly by V while a response corresponds 
either to a bit of k or to a bit of e. 
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Distance-Bounding: 
For all i E 10, ..., N-I}, 

V sends a challenge bit ai€,  J0,I) to P 
P immediately sends the response bit b, = Zik[i] + ale[i] to V 

At the end of the Distance-Bounding stage, the verifier V is able to 
compute an upper bound on the distance to P. In order to be sure that P holds 
the secrets k and e, the prover P opens, during the Commitment Opening 
stage, the commitments on the bits of k and e that have been released during 
the Distance-Bounding stage. 

Commitment Opening: 
The commitments of the released bits are opened. If all the checks hold, all 
the bit commitments on k and e are accepted, otherwise they are rejected and 
an error message is sent back 

For all i E JO, . . ., N-I}, P sends 3vk,;  + a,v,,, to V 

For all i E JO, . . ., N-I}, V performs the following verification: 
a,c , + a,c , = g C k [ ' l + w [ i l  k . t + o r ~ e , !  

I k , ~  I r,i . hzv  mod p 
? 

The proof of knowledge allows the verifier V to be sure that e is indeed 
the encryption of the private key x corresponding to the public key y of the 
prover. From the bit commitments, V can compute: 

Note that V is able to compute z as soon as all the commitments on the 
bits of k and e are received. 

Proof of Knowledge: 
Given z = gT. hv, the following proof of knowledge is performed by P and V: 
PK[(a,P) : z = $hP A y = gal. 

4. SECURITY ANALYSIS 

In this section, we discuss the relevant security properties of the DBPK- 
Log protocol. First, we show that our protocol prevents distance, mafia, and 
terrorist frauds. Next, the security properties of the encryption scheme that is 
used to hide the prover's private key are studied. 
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4.1 Preventing Distance, Mafia and Terrorist Frauds 

The first security requirement for our distance-bounding proof of 
knowledge protocol is a correct computation of an upper bound on the 
distance between the prover and the verifier. This requirement is being 
already achieved in the DBPK general scheme according to the following. 

Proposition 4.1 Ifthe DBPKprotocol is performed correctly, then the distance 
fraud has a negligible probability of success. 

Pro08 Assume that the prover P knows at what times the verifier V will send 
out bit challenges. In this case, he can convince V of being close by sending 
out the bit response bi at the correct time before he receives the bit ai. The 
probability that P sends correct responses to V before receiving the 
challenges is equal to 

In Proposition 4.1, the correct execution of the protocol means that each 
party performs exactly and correctly the actions specified in the different 
steps of the protocol. 

The DBPK-Log protocol is an implementation of the DBPK protocol 
where the function 6 corresponds to the identity function, i.e. b'i 6(a,)= a,. 
This leads to the following proposition. 

Proposition 4.2 Ifthe DBPKprotocol is performed correctly, then the distance 
fraud has a negligible probability of success. 

Respecting the notations of Section 2, we introduce the three following 
properties. 

Property 4.1 Let T : {0, I)* -+ (0, I)* be the filnction such that y = T(x), then 
the following holds: 

Given y, it is hard tofind x such that y = T(x). 
It is hard tofind x # x  'such that T(x)  = T(x 3. 

Property 4.2 Let R : (0, I)* x JO, I)* -+ {0, I )*  be the filnction such that z = 
R(x,v), then the following holds 

Knowing z and R ,  it is hard toJind (x, v). 
I t i shardtof ind(x ,v)#(x~v ' )suchthatR(x ,v)=R(x ' ,v ' ) .  

Property 4.3 Let E be the function such that e = E,(x), then the following holds 
(a) E is an encryption scheme: knowing e and E, it is hard to find x 

without knowing k; and given e and k, x = D,(e) is eficiently 
computable. 
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(b) Given either k[il or e[i] for all i E {O, ..., N-l), it is hard to find x. 
(c) It is eSficient to compute z = Q(x,v)Ji.om the commitments on the bits 

of k and e. 

The second security requirement for distance-bounding proof of 
knowledge protocols consists in preventing terrorist frauds. This requirement 
can already be achieved in the DBPK general scheme according to the 
following proposition. 

Proposition 4.3 If Property 4.1, Property 4.2, and Property 4.3 are respected 
and if the DBPKprotocol is performed correctly, then the terrorist fraud has 
a negligible probability of success. 

Prooj A successful execution of the Proof of Knowledge stage proves that 
the entity knowing the private key corresponding to the public key y have 
performed the Bit Commitments stage. Assume that the latter has been 
performed using k and e. Then, the probability for an intruder to perform the 
Distance-Bounding stage successfully using (k', e') #(k,e) is equal to 

This shows that without knowing (k,e), i.e. without knowing x = Dk(e), the 
probability of success of a terrorist fraud is negligible. 

The DBPK-Log consists of the same building blocks than those of the 
DBPK protocol. Moreover, the three following statements hold 

(1) The function I- : x 4 gx respects Property 4.1 thanks to the 
intractability of the discrete logarithm problem. 

(2) The function R : (x,v) + gx . hv respects Property 4.2 thanks to the 
intractability of the representation problem. 

(3) The one-time pad Ek(x) = x-k mod p-1 respects Property 4.3 (see 
Section 4.2). 

The properties listed above lead to the following. 

Proposition 4.4 If the DBPK-Log protocol is performed correctly, then the 
terroristfraud has a negligible probability of success. 

Recall that the prevention of terrorist frauds makes the prevention of 
mafia frauds straightforward. 

4.2 Encryption of the Private Key 

Since some bits of the key k are revealed, it is straightforward that a one- 
time key is necessary. To be compliant with Property 4.3, we propose a 
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dedicated one-time pad: e = Ek(x) = x-k mod p- 1 where k E (0, .. ., 2"-l} is 
randomly chosen before each encryption. The parameter N is such that N = 
mtm', where m is the number of bits of the private key x and m' is a systern- 
specific security parameter. The prime number p is a strong prime, i.e. p = 
2qtl  where q is an enough large prime. This scheme is compliant with the 
following: 

Property 4.3.a: with this encryption scheme, revealing e still ensures 
perfect secrecy of x: P,,,,(X = xl E = e) = P, (X = x) = 2-N for all x,e 
Property 4.3.b: in the following, we show that the knowledge of 
either Hi] or e[i] for all i E {O, ..., N-l), allows to retrieve information 
on x with probability less than 2-2m'. We basically study the impact 
of the security parameter m' on the probability of revealing 
information on x. Knowing b such that b = x-b', information on x 
can be statistically obtained when a large enough number n of 

samples can be collected to have a sample mean 7, close to the 

mean p i.e. I -pi < p - I .  The Central Limit Theorem states that the 

sum of a large number of independent random variables has a 
distribution that is approximately normal. Let Y,,Y,, ..., Y, be a 
sequence of independent and identically distributed random 

variables with mean p and variance $ and = (1 / n ) z n  ): then, 
1=1 

That is 

Since the following holds 

then, the probability of having a sample mean close to the mean is - 

The mean is ,LL=x+~~-'  and the variance is d, where o= (2N)2/12. 

Hence, ( 2  "-' &) 10 = (6&) / 2 "+'"' >> 1 . In other words, 

We study the number of s a q l e s  necessary to get information on x: 
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Here no is the number of sample necessary when m' = 0, i.e. when 
the parameters x, k, and e are of equal length. In the worst case, no is 
equal to 1 and the number of samples necessary to get information 
on x is 24'n'. 

Note that the security parameter mo ensures a probability of 
successful attack less than 2-4m' at the expense of m' additional 
challenge-response bit exchanges. For instance, for m = 1024 bits 
and m' = 50 bits, the probability of retrieving information about x is 
less than 2-200 at the expense of around 5% of additional challenge- 
response bit exchanges. 

Property 4.3.c: it is possible to deduce a representation of z 
depending on x from commitments on bits of k and e (Section 3): 

= n:; (ck , l  . ce,; I*' = gr . hv mod p 

CONCLUSION AND FURTHER WORK 

In this paper, we addressed the problem of terrorist frauds in application 
scenarios where cryptographic authentication requires the physical proximity 
of the prover. Our solution consists in distance-bounding proof of knowledge 
protocols that extend Brands and Chaum's distance-bounding protocols [4]. 
We first presented a general scheme that shows the main building blocks of 
such protocols. We then presented a possible implementation of such 
protocols and analyzed its security properties. Even though we have not 
reached perfect secrecy, our solution remains secure in the statistical zero- 
knowledge security model. 

The general scheme presented in this paper (DBPK) could be used with 
any public key scheme T i f  adequate commitment scheme commit, 
encryption method E, and representation function Q exist. We proposed a 
solution relying on a public key scheme based on the discrete logarithm 
problem, bit commitment based on discrete logarithm, group addition one- 
time pad, and representation problem: DBPK-Log = DBPK[a : y = gal. This 
scheme could directly be used with ElGamal's and Schnorr's identification 
schemes that both rely on the discrete logarithm problem. 

The integration of distance-bounding with Fiat-Shamir identification 
scheme [9] is not straightforward. The public key x is chosen in Z n  where n = 
pq and the public key is m mod n. It is necessary to define D B P a a  : y = a2].  
Using the commitment scheme presented in this paper, the following proof 
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of knowledge is required: PK[a,P : z = ga.hp A y = a2]. In other words, the 
parameter g has to be a generator of a cyclic group of order n. 

We are also studying whether such a scheme can be used in a privacy 
preserving way. DBPK could be integrated in a group signature scheme2 e.g. 
the initial one proposed in [7] would be: DBPK[a : ? = g'" '1 ; 
PK[P : ?g = g"(P ) ]  .This way, the verifier can verify that he is in front of a 
member of some group. However the verifier does not get any information 

- - 

on the identity of this group member. In this case, the encryption has to be 
done modulo n. A further step would be the integration of distance-bounding 
protocols in unlinkable and/or pseudonymous credentials schemes such as 
Idemix [6]. 

An alternative way to address terrorist frauds would be by combining 
trusted hardware with any protocol preventing mafia frauds [5] .  In other 
words, a tamper-resistant hardware trusted by the verifier has to be used by 
the prover to execute the protocol. However, our approach is more general 
and easier to deploy since it neither relies on tamper-resistant hardware nor 
requires device certification process. 
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Abstract: 

Key words: 

The point coordination function of IEEE 802.1 1 is defined to support time 
bounded traffic in wireless LANs. However, current WLAN standard does not 
consider the traffic characteristics such as time bound traffic, null poll, and 
priority. In the case of time bounded traffic, PCF must evolve to support 
degrees of priority. In this paper, we proposed an adaptive polling scheme to 
increase the performance of wireless LANs. Moreover, we focused to a polling 
schedule to serve voice traffic. The simulation results show that the proposed 
scheme is more efficient than using only standards. 

WLAN, IEEE 802.1 1, Polling, PCF, Real-time 

1. INTRODUCTION 

The dramatic increasing of wireless devices has recently generated a lot 
of interest in wireless networks that support multimedia services, such as 
streaming video and audio that has critical quality of service requirements 
such latency, jitter and bandwidth [6]. 

IEEE802.11 WLAN standard protocol supports two kinds of access 
methods: distributed coordination function and PCF [I]. The DCF is 
designed for asynchronous data transmission by using CSMAICA (carrier 
sense multiple access with collision avoidance) and must be implemented in 
all stations. On the other hand, the PCF is a polling-based scheme which is 
mainly intended for transmission of real-time traffic. This access method is 
optional and is based on polling controlled by a PC (point coordinator). 
Currently, the polling mechanism for IEEE 802.: 1 PCF mode is based on 
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the round robin principle which polls every station in sequence regardless of 
whether it has packets to transmit or not. Real-time applications are 
characterized by QoS parameters such as delay, jitter, etc [a]. These 
applications generally have higher priority than non-real time traffic and 
hence they are allocated a significant portion of the bandwidth. 

In our knowledge, since the round robin polling scheme does not 
consider traffic characteristics in each station, the PCF suffers from 
performance degradation such as delay since empty poll which a happen 
when the AP polls to stations in silence state [2, 31. However, current 
WLAN standard does not consider the traffic characteristics such as time 
bound traffic, null poll, and priority. In the case of time bounded traffic, PCF 
must evolve into support priority and to reduce packet drop due to buffer 
overflow, traffic to the bottleneck node must be controlled. This can be 
achieved by decrease of the number of polling. 

In this paper, we proposed dynamically adaptive polling scheme that 
reducing the unnecessary polling overhead for service real-time data in IEEE 
802.1 1 WLAN efficiently. Thus, our scheme is to increase the bandwidth 
effectively without losing fairness at the MAC layer in wireless local area 
networks. 

The remainder of this paper is organized as follows. In Section 2, we 
briefly describe the related works. In section 3 presents an adaptive polling 
scheme. In section 4, we evaluate the performance of the proposed scheme 
deriving the packet discard ratio and maxitnum number of real-time stations 
handled by PCF. Finally, section 5 concluded in this paper. 

RELATED WORKS 

This section briefly summarizes the some of the features of the 802.11 
WLAN sub-layer with the emphasis on the PCF mode of operation. 

CFPR hterval b 

Contenbon Free Penod 

. . . . . . . . . . 

NAV 
-- . . -- --n 

DX = Fmmes sent by Point Coordinator 
Ux = F m r w  sent by Polkd Stations 

Figure 2. Example of PCF frame transfer 
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A typical medium access sequence during PCF is shown in Fig. 1. A 
station being polled is allowed to transmit a data frame. In case of an 
unsuccessfid transmission, the station retransmits the frame after defer or 
during the next contention period. A PC [I]  polls the stations in a round- 
robin fashion. A polled station always responds to the received a poll. If 
there is no pending transmission, the intended station responds to a null 
frame without payload. This frame is called empty poll. In the PCF 
mechanism, prior to all stations polling, if the CFP-Max Duration 
terminates, next polling sequence resumed at a station not called station. If 
transmission failed, the station retransmits the frame after delay or during the 
next contention period. 

If contention traffic from the previous repetition interval carries over 
into the current interval, the CFP-Max Duration may be shortened. Also, if 
a station lasts longer than the remaining contention periods, the PC has to 
defer the start of its real time traffic transmission until the medium becomes 
free for a PIFS. This is because of bandwidth of shared medium. Therefore, 
recently. bandwidth has been a major design goal for wireless LAN. 

In the last few years, many researchers actively explored advanced 
bandwidth reuse approaches for wireless LAN. A set of related research 
issues needs to be addressed before our approach called as adaptive polling 
scheme which is technically feasible and economically practical. 

In 12, 3, 41 scheme, in the case of real time traffic, the existence of 
transmission delay and packet discard by empty poll is not assumed in order 
to decrease transmission delay. However, our adaptive polling scheme 
predicts an adaptive (optimal) priority for the current transmission, based on 
queue sizes in each station. Most of the known wireless MAC protocols are 
not specifically designed to support multimedia traffic QoS such as 
transmission delay, which severely impairs the system performance, can be 
averaged out. 

Eustathia et al. [2] proposed a scheme called cyclic shift and station 
removal polling process (CSSR) in which the AP's polling list temporarily 
removes stations that enter silence state. However, when it leaves silence 
state, its voice packet may be discarded in the next round because it does not 
receive a poll in the maximum allowable delay. 

0.Sharon et al. [4] proposed an Efficient Polling MAC Scheme in which 
stations are separated into two groups, active group and idle group, 
according to whether there are any pending data ready to be sent. a station in 
active group and a station in the idle group can simultaneously respond to 
the polling from the PC by using signals of different strengths. 

In contrast, our polling scheme, each station has a priority and AP multi- 
polls in each station, which is dynamically assigned by the PC based on the 
queue size of each station. 
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3. AN ADAPTIVE POLLING SCHEME 

3.1 Overview 

IEEE 802.1 1 PCF mode has been addressed many issues, very important 
one of these issues which is empty poll problem, this is happens during 
polling to stations under the silence state. For example, if any station leaves 
silence state, voice packet of the idle station may be discarded in the ongoing 
next round, since excess maximum delay for receiving a poll. 

Figure 2. The polling list used for the re-setup 

Therefore, an adaptive polling scheme for avoidance null-poll without 
transmitting delay is an important challenge to serve real-time traffic. When 
large frames are transmitted in a noisy channel, they accumulate bit errors 
that triggers retransmissions. These retransmissions consume valuable 
bandwidth and degrade the efficiency of the entire system. Thus, an adaptive 
polling scheme achieves two benefits: 1) the priority of a frame is 
guaranteed; and 2) avoid to waste bandwidth, which increases the throughput 
of the system. Fig. 2 shows basic operation of adaptive multicast polling list 
re-setup. 

3.2 Management of Polling List 

In this section, we propose an adaptive polling scheme in the IEEE 
802.11 PCF to reduce polling overhead. It is occur because of managing the 
polling list based on the amount of packets at each station. A station with 
many data is expected to having a higher priority. For each intended station, 
its priority is given depending on an amount of payload, which is 
dynamically assigned by the PC based on the queue size of each station. The 
PC received a packet which includes the information of queue size and an 
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amount of payload of each station. At this time, idle stations without data are 
assigned the lowest priority level. and then at one time they will be received 
a multicast poll instead of separated poll. For that reasons, a number of 
empty poll can be reduced as many as the number of idle stations, since 
using a multicast poll. 

Figure 3. Multi-polling illustration 

When an idle station receives the poll frame, it can transmit its packet 
after a designated constant time. We use silence detection mechanism to 
avoid empty-poll of the silence terminals. 

Fig. 3 shows the illustration of the multi-polling. Frequently, any station 
within silence period will to be less polled. The use of silence detection can 
increase the number of voice stations supported by the network. The PC 
transmits sequentially a poll frame to each station based-on polling priority 
of polling list, and then the PC receives queue length information by a poll- 
feedback. Using poll-feedback, the PC allows priority to stations based on 
the queue length. In the Fig.4, we will describe how node determines that its 
priority given own. 

3.3 An Adaptive Multicast Polling Scheme 

We now describe an adaptive multicast polling scheme for idle station to 
avoid empty polling. As discussed above, the main objective of this scheme 
is to reduce delay depending on an empty poll and packet loss due to buffer 
overflow, as well as maintain the network bandwidth. 

Our scheme can be expressed in an example of the management for 
polling list shown in Fig, 4. The arrow mark with small circle indicates 
multicast poll and general poll without circle, respectively. In Fig. 4, SA, Sb, 
S,, and Sd represents its station A, B, C, and D. The rectangular indicate 
pending packet. The multi column boxes represent polling list. The PHY 
show the sequence of packet transmission in physical layer. 
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Figure 4. An example of the management for polling list 

First, in the nth PCF round, SB and Sc enter silence state following packet - - 

generation interval and have no more data to send (that is, because of the 
poll interval is longer than the packet generation interval), then SB and S, are 
added to the idle station group in the next (n+l)th round which will receive 
the multi-poll. If the idle station group has no data to send, it still leaves the 
idle station group. 

PROCEDURE ii','~>Li.\t!& (iJ { 

for each s t a t m  i m currenf round 
for ( 8  = 0. r < n, ,++) 

dpoll was sent by AP 
return STA-POLLFEEDBACKO 

PROCEDURE 'VUATF PRIORiT';'(,,poil~list~) { 

dqueue_length, >queus_length ,-, 
poll_lst[n] stallon, 

poU_kt[n+l] station,., 

elis queue-length s e n p t y  poD_mtcnal >packet generatm u~tsn.al 

idle k t  gmup polbble STA 

Figure 5. Basic operation of multicast polling scheme 
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In the (n+l)th PCF round, SB leaves the idle station group because it has a 
packet to be sent when receiving the multi-poll at the same time. Assuming 
Sd transmits its packet in the (n+l)th PCF round, the PC gives the highest 
priority to Sd in the next PCF round since its queue is the longest of all 
stations. At time (n+2)th, Sb can transmit its packet. In other hand, S, is 
remained idle station status. In the Fig. 5 shows an algorithm of basic 
operation of multicast polling scheme. 

4. ANALYSIS AND SIMULATION RESULTS 

The system parameters for the simulation environment are listed in 
TABLE 1 as specified in the IEEE 802.11b standard. To simplify the 
simulation, the radio link propagation delay is assumed zero with no 
transmission errors. Fig. 6 shows the simulation model. 

Figure 6. Simulation model 

We consider onloff model of voice traffic. In the simulation, we assume 
that a voice packet is generated by exponential distribution [7]. While the 
previous packet has been transmitted, the older packet is discarded since a 
new packet is generated. In this model, the talk spurt period over silence 
period is 1.0 sec and 1.35 sec, respectively. The frame length of real-time 
traffic is set to 200 bytes considering the overheads of upper layer protocols. 

Assuming the ratio of PCF duration within a super-frames, r, throughput 
of an adaptive polling scheme is approximately as follows, 

r * F p ( n ) + ( l - r ) * F d ( n )  (1) 

Actually r can be dynamically modified by changing priority re-setup, 
CFPDuration. For any given n, we want to set appropriate CFPDuration 
to maximize the total throughput, as shown below [3]. 
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, where Fd is generally throughput, this parameter is function of n, 
denoted as Fd (n) and F, is a fbnction of the total number of associated 
stations T, the number of current active stations n, and r shown re-try limit. 

Table 1 System parameters for simulation 

R I Channel rate I I lMbps 

Symbol 

T P I ~  1 PIFS time 1 30us 

Mtanings 

CW,,,,,, 

CW,,,,, 

T H ~ ~  I CFP repletion interval I 30ms 

Value 

The parameters for the real-time traffic are summarized in TABLE 2. The 
maximum delay between a station and the point coordinator, Dm, is set by 
35ms [6, 71. Namely, real-time packets are discarded if their waiting time 
exceeds 35ms. The CFP-Max-Duration is set to 28ms considering the 
maximum size of MPDU. 

Minimtwi contention M indow 

Maximtnn contention window 

3 1 

1023 

Figure 7. Average delay according to number of stations 
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In Fig. 7, the simulation shows the effects of changing the number of 
stations versus the average delay. If the number of node increases, the entire 
average delay increases. The average delay of proposed scheme is shorter 
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than the original IEEE 802.1 1 scheme because the proposed scheme can 
reduce the amount of the empty polls. 

..-n-..EEE 802.11 PCF - Mumcast Pdiing 

X 

0 I0 20 30 40 50 hO 70 80 

Number of sbtions 

Figure 8. Discard ratio according to number of stations 

In Fig. 8, we see that the performance of the proposed scheme for the 
packet discard ratio. Reflecting the end-to-end delay bound of real-time 
traffic, remaining time to service deadline between a station and the point 
coordinator is considered which is instead of end-to-end delay between two 
communicating stations. The discard ratio for real-time traffic using the 
proposed scheme stayed low. The maximum delay between a station and the 
point coordinator is set by 35ms [6]. 

10 15 20 25 30 

CFPR Inte~al(ms) 

Figure 9. Maximum number of station according to CFPR interval 

In Fig. 9, we see that the maximum number of supported stations, while 
the CFPR interval is increased. This is due to the reduction of delay and 
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packet discard ratio with our scheme. Fig. 10 shows an increase of 
throughput of the proposed scheme in the same simulation setting. 

. - . X - - . E E E  802.11 PCF 

-Multicast Polling 

Number of stations 

Figure 10. Throughput according to number of stations 

5. CONCLUSION 

To reduce the number of empty poll in IEEE 802.11 PCF mode, this 
paper proposed a multicast poll scheme. Multicast poll scheme spreads a poll 
to the silence station group at the same time. Simulation studies revealed that 
our scheme could improve the average delay and packet discard ratio by 
preventing serious empty poll. 

REFERENCE 

1 IEEE: Draft and standard for wireless LAN Medium Access Control (MAC) and Physical 
Layer (PHY) Specification, IEEE 802.1 1, (May 1999). 

2 Eustathia Ziouva and Theodore Antonakopoulos, A dynamically adaptable polling 
scheme for voice support in IEEE 802.1 1 networks, IEEE Computer Communications, vol. 
26, no.2, 129-142, (Feb. 2003). 

3 Shou-Shin Lo, Guanling Lee and Wen-Tseun, An Efficient Multipolling Mechanism for 
IEEE 802.1 1 Wireless LANs, IEEE Trans. on Computers, vol, 52, no. 6, 764-768, ( h e .  
2003). 

4 Oran Sharon and Eitan Altman, An Efficient Polling MAC for Wireless LANs, IEEE/ACiM 
Trans. on Networking, vol, 9, no. 4,439-451, (Aug. 2001). 

5 Moustafa A. Youssef and Arunchandar Vasan, Specification and Analysis of the DCF and 
PCF Protocols in the 802.1 1 Standard Using Systems of Communicating Machines, Proc. 
of the 10th IEEE IIVCP, (Nov. 2002). 



An Adaptive Polling Scheme fov IEEE 802.11 Wiveless LAN 

6 R. S. Ranasinghe, L.L. H. Andrew and D. Everitt, Impact of polling strategy on capacity of 
802.11 based wireless multimedia LANs, IEEE Inter. Con$ on Network (ICON ' 9 9 ) ,  96- 
103, (Oct. 1999). 

7 Sven Wietholter and Christan Hoene, Design and Verification of an IEEE 802.1 1 EDCF 
Simulation Model in ns-26, (Nov. 2003). 

8 S. Agarwal and S.V.Krishnamurthy, Distributed Power Control in Ad Hoc Wireless 
Networks, in Proceedings ofIEEE PIMRC '01, vol. 2,59-66, (Oct. 2001). 



THE PAIRING PROBLEM WITH USER 
INTERACTION 

Thomas Pcyrin 
EPFL 
Lousanne, Smtzerlar~d 
thomas.peynn@grnail corn 

Serge Vaudenay 
EPFL 
Lausanne. Swztzerland 

serge vaudenay@epfl ch 

Abstract Bluetooth-like applications face the paring problem two devices want to estab- 
ltsh a relationship between them without any prior private infomlation. Hoep- 
man studied the ephemeral pairing problem by regarding the human operator 
of the devices as a messenger in an authenticated andlor private low-bandwidth 
channel between the nodes. Here we study the painng problem with user interac- 
tion In which the operator can parttcipate by doing extra (smple) computations. 

Keywords: Authentication, pairing, key exchange 

1. Introduction 

A typical problem in wireless networks is that we do not know if two com- 
municating devices are actually talking to each other, The pairing problem 
consists of securely establishing a private key between two or more specific 
physical nodes in the network. We assume that no secret information is shared 
between the nodes before the pairing. Furthermore, we want a high level of 
security and a minimal human interaction. Pairing between Bluetooth devices 
is a typical setting. In HoeM. Hoepman studied the ephemeral pairing problem 
(denoted (pKE): given a low bandwidth authentic and/or private communica- 
tion channel between two nodes (callecl Alice and Bob), and a high bandwidth 
broadcast channel, can we establish a high-entropy shared secret session key 
without relying on any a priori shared secret information? The low bandwidth 
channel can be a (passive) human user who can read a PIN code on one de- 



252 Thomas Peyrin and Serge Vaudenay 

vice and write it on the other in a secure way. However there are many cases 
where this model is not sufficient: first, the standard Bluetooth pairing in which 
the user generates the PIN code; second, cases where the devices have no in- 
put keyboard or no output screen; third, when confidentiality (for instance) is 
guaranteed from the user to one device but not the other; etc. In this paper, 
we extend the model by introducing the user as a real participant who can fur- 
ther do simple con~putations. We call it the user-aided key exchange (UAKE) 
problem. 

Gehrmann and Nyberg gave in GNOl two schemes. They also created a new 
scheme in GN04 using a MAC function and Jakobsson provided a variant of 
this scheme in JakOl. Those schemes are adapted to cases where one device 
has no input keyboard or no output screen. 

The pairing problem is highly related LO the authenticated key exchange 
problem (AKE): two users want to establish an authenticated high-entropy pri- 
vate key from scratch. Bellovin and Merritt BM92 gave a class of protocols 
called EKE (Encrypted Key Exchange) that solves the AKE problem using the 
assumption that the two peers already share a low-entropy password. EKE is 
basically an encrypted Diffie-Hellman DH76 key exchange. Jaspan Jas96 ana- 
lyzed the Diffie-Hellman parameters in order to avoid partition attacks against 
EKE (in the case where the password is not ephemeral). Then Boyko et al. 
BMPOO specified a slightly different version of Diffie-Hellman based EKE 
called PAK (Password Authenticated Key exchange). MacKenzie Mac02 pro- 
vided proofs in the Bellare-Rogaway model BR94. (A survey on authenticated 
key establishment protocols is available in BM03.) Note that in this paper, 
"EKE protocol" denotes independently the EKE or PAK protocol. 

2. The pairing problem models 

2.1 The pairing problems 
In the pairing problem, two nodes in a (wireless ad-hoc) network, that do not 
yet share any secret, want to establish a secure association. They may be able 
to exchange small amounts of information reliably andlor in a private way by 
being attended by a human operator. The ephemeral key exchange ((pKE) prob- 
lem considers the human operator as a simple messenger between the nodes. In 
this paper we consider the user-aided key exchange (UAKE) problem in which 
the operator really participates. The nodes can communicate through the inse- 
cure channel and the user can securely exchange small amounts of information 
with the nodes and perform simple operations. Protocols must be such that: 

1 both nodes and the user are ensured that the secret is shared with the 
correct physical node 

2 no other node learns any part of the shared secret 
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3 a user needs lo perform only simple and inhlitive steps 

For the third requirement, we allow the following operations: pick a random 
string, compare two strings, copy a string. XOR two strings. Avoiding the 
(quite complicated) XOR will be addressed in Section 4.1. We further limit 
user channels to a small bandwidth. The second requirement will be made 
clear by formaIizing the security model. Once achieved, the first requirement is 
satisfied by standard key confirmation techniques. Note that we do not consider 
denial of services attacks. 

By directly introducing the user in the problem, we can consider many dif- 
ferent situations that can be encountered in practice, For example, we can eas- 
ily describe the Bluetooth pairing in many different scenarios such as devices 
with no output screen or no input keyboard, pairing in a hostile environment 
when anyone can look over the user's shoulder, etc. 

2.2 The communicatiori model 

Two nodes Alice and Bob are connected through a high bandwidth channel 
network. The adversary Eve has full control over this channel. Both nodes 
however share with the user two communication channels (one in each direc- 
tion) which can have specific security properties: 

1 confidentiality: the sender is guaranteed that the messages she sends 
can not be read by anyone but the right receiver (Eve can not read it). 

2 integrity: the receiver is guaranteed that the message he receives was 
actually sent as is (Eve can not modify it). 

3 authentication: the receiver is guaranteed that the message he receives 
was actually sent by the right sender (Eve can not modify or insert a 
message in the channel but can delay or replay a message). (Note that 
our definition of authentication implicitly assumes integrity.) 

These properties may hold in both directions, or only in one direction. In this 
paper, we will not consider the integrity property except in our final discussion 
in Section 4.1 to simplify the protocols. Note that lack of integrity protection in 
confidential channels means that it could be possible for Eve to replace a con- 
fidential z message by a message z&, 6 with a 6 of her choice. (This is typically 
the case when the confidentid channel is implemented by a stream cipher, e.g. 
in Bluetooth.) We further assume independence between the channels in the 
sense that it is impossible for an adversary e.g. to take a message from a secure 
channel and to insert it into another. 

We thus have 4 unidirectional channels that can have one of four attributes: 
AC (authenticated and confidential channel), A (authenticated channel), C (con- 
fidential channel) and 0 (no security property). Those channels represent all 
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the interactions with the user. For example, a screen on a device represents a 
channel of type A from the device to the user who is watching the screen, a de- 
vice holder typing a code on the device's keyboard in a private way represents 
a channel of type AC from the user to the device. Moreover, we can consider 
channels with an extremely low bandwidth (typically one bit) if we use a single 
light, or a single Boolean button for low cost devices. 

2.3 The security model 
We use the adversary model of Bellare et al. BPROO. Each participant p may 
engage in the protocol many times in a concurrent way. For each new protocol 
run where p is asked to play a role, a unique instance xb is created. Eve has the 
entire control of the network and about who is running a new step of a protocol 
run, In a UAKE protocol with participants p, q, and r playing the role of Alice, 
Bob, and User respectively, we create new instances x',, xi,  and x5 with input 

(p, q, r). x; and should terminate with a key. (The (pKE protocol is similar: 
r is simply hidden.) The attack is formalized by giving access to oracles for 
the instances of the network to the adversary: 

H ~xecute(n',,ni,n:): execute a complete protocol run with x i ,  xi, and 
$. This query models passive attacks. 

H Cormpt(p,x): get all internal information about p and force its secret 
data (if any) to become x. 

Reveal(7cb): reveal the key generated by $, to the adversary. 

Send($ m): send a message m to the instance .nb and run a new step of 
the protocol. 

~est($): this query can be called only once. A bit b is flipped at random 
a random key (if b = 0) or the key from K> (if b = 1) is output. 

Eve makes a Test query and tries to correctly guess the bit b. The attack is 
successful if p,q, r are not corrupted and if ~es t (zb)  or ~ e s t ( x i )  led to the 
right guess for b. Thus we define the advantage of Eve attacking the protocol 
by AdvE = 2Pr[correct] - 1. Note that we can not send a ~est(x;) query if a 

~evea l (x i )  or ~evea l ( z i )  query has already been sent, otherwise finding the 
value of the bit b would be trivial. We do not consider long term passwords as 
in regular EKE schemes but rather ephemeral ones. So oracles Reveal($,) and 
Cormpt(p,x) are not relevant in our context. 
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3. Key exchange with user interaction 

3.1 The ephemeral pairing problem 

In the original (pKE problem, we have 24 = 16 different possibIe configura- 
tions (2 channels and 4 possiblc security propertics for each channel). We can 
represent each of those configurations by a 2 x 2 Boolean matrix: each row 
corresponds to a security property (A and C), and each column corresponds 

to a channel. For more readability, we represent the matrix by M = [A & B] 
h 

where a,  b E {O,A,C,AC) are the columns of M. We denote (pKE(M) the ( ~ K E  
problem with the configuration represented by the matrix M. If a secure pro- 
tocol can be found for the (pKE(M) problem, we say that (pKE(M) is possible. 
Otherwise, we say that it is impossible. First of all, we can see that the (pKE 
problem is symmetric: (pKE(M) is equivalent to cpKE(sym(M)) where sym(M) 
is the M matrix with the columns inverted. Furthermore, if a (pKE(M1) prob- 
lem represented by the configuration matrix MI is possible, we can solve the 
problem with additional security properties by using the same protocol. We 
denote M1 5 M2 for corresponding configuration matrices M2. 

FACT 1 Let MI and M2 be two (pKEproblem configuration matrices. I fMl < 
M2, any protocol which solves qKE(Mlf solves cpKE(M2) as well. 

FACT 2 Let M be a cpKE probiem conJiguration matrix. (pKE(M) i~ possible 
if and only if (pKE(sym(M)) is possible. 

C 
THEOREM 3 (H0~0.5) (pKE(A + B) is impossible. 

A 

Hoepman provided protocols for all minimal possible configurations. We can 
see that two types of protocols are used: we can try to make Alice and Bob 
share a low-entropy password and compute the EKE protocol with that pass- 
word (see Figure 1 and Figure 2). The two devices can also try to run a Diffie- 
Hellman key exchange with commitment and authenticate with the low band- 
width channel (see Figure 3). 

C 
THEOREM 4 (H0~04)  (pKE(A 5 B) and (pKE(A + B) are possible by us- 

C 
ing the protocol from Figures I and 2 respectively. The advantage of an adver- 
sary which is limited to q orac1e.s queries is at most the best advantage of an 
adversary to the EKE protocol with the same parameter q. 

THEOREM 5 ( H o ~ 0 4 )  We consider a group G of order at least 22s in which 
the decisional Difie-Hellman problem is hard. We consider$ve hash functions 
hl : G + G, h2 : G -t (0,  I)', h3,h4,hs : G + {0,1)0 such that h l ( X )  and 
h2(X) are independent .for X EU G, h2 is balanced, and h3, h4, and h5 are 
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(independent) painvise independent random hash function qKE(A 1 B) is 
A 

possible by using the protocol from Figure 3. The advantage of an adversary 
which i s  limited to q oracle queries is O(1 - e-q.2-') + 0 ( 2 - S ) .  

Alice 

p~ck  p E {O, 1)' 
send p on AC 

run EKE(p)  mn i K E i p )  ~ 

Alice Bob 

3.2 The user-aided key exchange problem 

In the UAKE problem we have 44 = 256 different possible configurations (4 
channels and 4 different states for each channel). We can represent each of 
those configurations by a 2 x 4 matrix as in the (PKE problem. For more 

u d 
readability, we represent the matrix by M = [A + U f B] where a,  b.c,d E 

b c 
{O,A, C,AC) correspond to the columns. We denote UAKE(M) the UAKE 
problem with the configuration represented by the matrix M. The UAKE prob- 
lem is symmetric: UAKE(M) is the same problem as UAKE(sym(M)) where 
sym(M) is the M matrix with some columns inverted so that the role of Alice 
and Bob is exchanged. 

FACT 6 Let M I  and M2 be two UAKE problem configuration matrices. If 
M I  5 Ma any pmtocol solving UAKE(M1) solves UAKE(M2) as well. 

FACT 7 Lef M be a UAKEproblem configuration matrix. UAKE(M) is possi- 
ble if and only i f  UAKE (sym(M)) is possible. 
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I Alice Bob 

~ommit~nentJ  

plckxc  {Q,l, ,#C- 1) pick)e{O, l  . ,#G-I )  

send hl (g') on BC ....... ........................ , a g  rron1 BC 
send hi (g\ ) on BC recciveaA frornBC -....... m............... 

send h41max) on BC ....................... , recewe IIB fmm BC 

....... receive n~ from BC -".?d..hk?J.%?C 

We consider two participants Alice and Bob of UAKE(A & U 5 BB) protocol. 
b c 

By simulating the interaction between Alice and User by a participant C. We 

obtain a protocol for pKE(C $ B). We deduce: 

d 
FACT 8 Let a ,  b, c, d E (0, A, C, AC). I f  UAKE(A > U + B )  is possible then 

b c 
d 

(pKE(A $ BB) and pKE(A + B) are also possible. 
b 

Considering a messenger U who forwards messages, we obtain: 

FACT 9 Let a ,  b E {O,A, C,AC). I f  pKE(A 2 B) is possible then UAKE(A & 
b b 

U $ B)  is alro po,ssible. 
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THEOREM 10 Let a, b, c,d E {O,A,C,AC). UAKE(A 2 U $ B) is possible if 
b 

d 
and only ifqKE(A & B) and (pKE(A + B) are possible. Channels with securily 

h c 
A C  A C  

property 0 can be removed, except for (A + U -- B) which is impossible. 

P r o o ~  Let us prove that UAKE(A 5 U B) is impossible. In that con- 
figuration, Alice and Bob can not receive anything from any secure channel. 

By removing any interaction with U ,  we obtain a qKE(A 4 B) protocol which 
0 

contradicts Theorem 3 and Fact 1. Other impossible cases follow from Fact 8. 
d 

Let us now show that UAKE(A 2 U + B) is possible for all con~binations of 
b c 

A C 
(pKE limit cases: (pKE(A + B), (pKE(A + B),  (pKE(A 5 B) and * ( A  

A C 
B). By using synlmetries, we restrict to the following limit cases: 

C C A . ~ ~ ~ ~ 1 :  ( A A C U A C D ) , ( A + U ~ B ) , ( A $ ~ I ~ B ) .  c A A 

C c 
w Type2: (A 'C U 5 3 ) .  (A + U Z B ) ,  (A $ U B). 

C 

Fact 9 addresses limit cases of type 1, Theorem 11 and 12 below provide a 
solution for limit cases of type 2 and 3 respectively. 

Ahce User Bob 

P p~ck p E {O,l)' P 

EWP) E K W  

C 
THEOREM 11 UAKE(A 'C U  5 B), UAKE(A U 5 B) and UAKE(A + 

C C 
AC 

U  t B) are possible by using the protoco1.s from Figures 4, 5 and 6 respec- 
tively. The advantage of an adve~saiy which is limited to q oracles queries is 
at most the best advantage of an adversary to the EKE protocol with the same 
parameter q plus 2-'. 

Proofi The Figure 4 case is trivial: we assume we can set up a password in a 
secure way prior to EKE. For the cases of Figures 5 and 6, we note that if the 



The Pairing ProbIem with User Interaction 259 

Al~ce 
- . -- - 

pai E {o, I)' 

compute y 

EKE@)  

User Bob 

C 
Fzgure 5. UAKE(A + U 5 B) 

C 

Ahce User Bob 

pick r E {0,1}' 

~k(b i l -  ...~.+ receive ;B ,PB and if 
; # ia thenabort 

4 IC 
Fagure 7. Authentication step in Figure 3 for UAKE(A + U + B )  

A C 

adversary impersonates User to Alice, since she has no clue about (Bob's) p, 
Alice will receive an incorrect p with probability 1 - 2-' and EKE will fail. 0 

A IC, 
THEOREM 12 Wth the same hypotheses as in Theorem 5, UAKE(A + U T- 

A C 

B), UAKE(A 4 U 5 B), UAKE(A 1' U B), and UAKE(A U *?4 8) 
A A 0 

are possible by using the sub-protocols from Figures 7, 8, 9, and I 0  respectively 
in the protocol of Figure 3. The advantage of an adversary which is limited to 
q oracle queries is O(q.2')  f O ( T S ) .  Thejrst part ofthe protocol on Figure 
7firnher assumes integrity in the U -+ B channel. 



260 Thomas Peyvin and Sevge Vaudenay 

Alice User Bob 

[~uthenhcahon I-. - 

rcCClYC pn ........................................................................... hk')  

Ba - PA _ * h > ( g ' ) # P ~  
then abort 

p ~ k ;  E {O, 1)' - 
il i f - f  z,, 

"OK' 
then abort - 

A 
Fzgure 8. Authenticated channel from Bob to Alice in A + U 5 B 

A 

I Ahce User Bob 

h ? W )  ........................................................................ mcLVe BE 
ktd) 

if h2 (8) i BE A 
then abort 

- - p i ~ k  2 e {O, 1)' 

I ..................................... L ................................... rerewem rod if 

z # ZB then abort 

A AC Fagwe 9. Authenticated channel from Alice t o  Bob in A + U + B 
A 

A C  
A heavier protocol for UAKE(A ,' U + B) without the integrity assumption 

A C 
is provided in Section 4.5. 
Proof (sketch): In Figure 8 (resp. Figure 9), if the adversary impersonates 
Bob to Alice (resp. Alice to Bob), the random z will never be released, so the 
protocol cannot succeed but with a probability of 2-'. Figure 10 is similar. 

In Figure 7 second part, the adversary has no clue about h2(gY) and z until 
User discloses z. So, if she impersonates Bob to Alicc, she can not predict 
which h2(@) Alice will obtain. Consistency check with the commitment phase 
in Hoepman's protocol will thus reject with a probability of 1 - 2-' (Note that 
this works because h2(gY) is unknown prior to the protocol).O 

4. Discussions 

4.1 Removing the XORs 

We can see that the user has to compute the XOR of two values in protocols 
from Figures 5 and 6. Those cases have a common particularity: we have a 
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Al~ce User Bob 
r -  -- 
,Authernlcat~on ,I 

z; ......................................................................... recclvc 2: and if 
i g  # ii thcn abort 

AC AC 
Fzyure 10. Authentication step in Figure 3 for UAKE(A + U + 5) 

0 

confidential non-authenticated channel between the user and Alice or Bob. In 
pairing situations those cases may not be relevant: such a channel would e.g. 
mean for example that the user types some digits on one device in a private 
way but the device is not sure that the typed digits actually come from the user! 
Nevertheless, those XORs can be removed by assuming integrity in addition 
to confidentiality. (Virtual confidential channels achieving this can typically 
be implemented by using encryption with strong security properties, e.g. IND- 
CCA2. Using less secure encryption, e.g. CBC encryption requires extra care.) 
In that case we replace the XORs by the concatenation. 

4.2 User operations and bandwidth 
One of the crucial points of our protocols are the ease of use for the user, we 
can thus analy~e the number of operations computed by the user on the devices. 
In Figure 11 is shown the user operations according to h e  different protocols. 
According to the previous section, we can remove the XORs; in our table that 
would mean adding two copied values for each XOR. 

4.3 Applications 
A typical application of the UAKE problem would be the Bluetooth authenti- 
cation scheme. The standard Bluetooth pairing assumes the same configuration 
as the protocol shown on Figure 4: the user types a password on both devices 
in a private and authenticate way. But according to our analysis of the UAKE 
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Fzgure 11. User operahons in UAKE protocols (in blts) 

problem, we can consider many other cases. For exanlple, the user can read 
a password on device Alice and copy it on the device Bob. Moreover, we can 
imagme as explained on Figure 9, that the device Bob has only a private and 
aulhenticate screen but no keyboard and that the user can read and type data on 
device Alice in an authenticated way but not in a private way. 

Another application could be the establishment of a secure SSL or SSH 
A  A  

session without certificates. In the A f U + B case, the user could indeed be 
A  A 

two human operators talking (in an authenticated way) over the telephone, i.e. 
A A A  

a A + UA UB B scenario. 
A  

Note that problems arise if we do not consider mutual belief in the key as 
shown by Lowe in Low96. The UAKE protocols should similarly be followed 
by an acknowledgment protocol. 

4.4 Manufacturer aided key exchange 
We can consider that a password p~ has been written in the non-volatile mem- 
ory of one device by the manufacturer, for example for a low-cost device with- 
out any keyboard. That would mean a fourth node M in our pairing scheme 
representing the manufacturer. AC channels from M to Bob and to User can be 
considered. Note that those channels can only be used once in the first setup. 
That new assumption would change protocols shown on Figures 4,5 and 6: we 
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C AC AC 
use now p~ for the EKE protocol. This works in a A c 71 c- M --+ B set- 
ting. Note that obviously this scheme leads to weaker versions of our protocols 
since the passworcl used for each instance remains always the same. 

A 
We can also easily adapt the qKE(A + B)  protocol in Figure 3 to solve the 

A 
A A  A A 

pairing problem in a A =+ U + B or A f. U +- B configuration with a prior 
A A 

A 
U 'AC M % B setup. We can even restrict one of the two A $ U channels to 

A 
a single bit. 

We now consider the protocol on Figure 12 as a replacement for the authenti- 
cation phase in the protocol of Figure 3 using GF(2') arithnletics. 

In the first part of the protocol, we consider an optimal adversary who tries to 
make Bob accept a P of his choice for X - ha(g'). (This follows a commitment 
phase in Hoepman's protocol, so an attack which makes Bob accept a random 
value is thwarted by the consistency check when opening the commitment.) 
Note that the right value of X is unknown to thc adversary prior to the protocol. 
Without loss of generality, the adversary replaces (u ,  v )  by (u',  v') = f (u ,  v) , the 
returned (u' , 6) by (14'' , v") = g (u' , d )  , X by 0, and w = d + v'p by wJ - hx (w ) 
for some chosen functions f, g, and hx. 

Let Sw be the set of all (u ,  v) such that g(ur , v') = ( u ,  v )  for (u', v') = J (u ,  v), 
and z i t +  v'p = w. Note that #Sw 1 2'. The attack is successful if and only if 
(X, u,  v )  is such that there exists w such that u + vX = hx (to) and (u ,  V )  E S,,. 
Hence the probability of success p is 

Given w, let now ni be the number of X's such that ( ( u ,  v )  E S,;N + VX = 
hx(w))  has cardinality i. We can view the (u ,  v) pairs as straight lines. Given a 
set of i straight lines such that u -t vX = hx (w) for one fixed X and w, we have 
i(i - 1)/2 pairs of straight lines intersecting on the same point. If we sum all 
pairs over all X's, we obtain an overall number of intersecting pairs of at most 
#Sw x ( # S ,  - 1)/2. Hence 

We have -* 
i 

C # { ( u , v )  E S,;u + vX = hx (w)} = C i.ni 
X i= 1 
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with the constraint &n, 5 2'. By linear programming results we obtain that 

L # { ( U , V )  E S , ; U + V X  = hx(iv)}  5 o ( 2 ~ 1 2 )  
X 

hence p < 0 (2-f/2). This big 0 is thus a new term to add in Theorem 12 for 
our protocol &tho& the integrity assumption. 

Alice User Bob 

mcwc U",vr and u', v' 

if u # a'' or v # v" 
then abort 

rccewe wr and ~f - u a Y  mcewe 
W - compute w = "'7 v'$s 

w ' #  u + r h > ( ~ )  
rhenabod ok .-* 

i fBh?(d) 
1.. ........................................................................ compute;' $ h z ( 2 )  

"OK * 

A C 
Fzgure 12. Authenticated step in Figure 3 for UAKE(A f U + S) 

A C 

5.  Conclusion 
We have extended Hoepman's ephemeral pairing problem by introducing the 
User Aided Key Exchange problem. We studied the minimal assumptions and 
provided pairing protocols in all cases. 
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NETWORK SMART CARD 
A New Paradigm of Secure Online Transactions 

Asad Ali, Karen Lu, and Michael Montgomery 
Axalto, Smart Cards Research, 8311 North FM 620 Road, Austin, TX 78726, USA 

Abstract: This paper describes the functionality and practical uses of a network smart 
card: a smart card that can connect to the Internet as a secure and autonomous 
peer. The network smart card does not require any special middleware on the 
host device. It uses standard networking protocols PPP and TCPIIP to achieve 
network connectivity. Network security is accomplished by an optimized 
SSLITLS stack on the smart card. The combination of TCPIIP and SSLITLS 
stacks on the smart card enables the smart card to establish a secure end-to-end 
network connection with any standard (unmodified) client or server on the 
Internet. This opens the door to seamless, secure and novel applications of 
smart cards in the most ubiquitous network: the Internet. Some of these 
applications that use the network smart card in confidential online transactions 
are explained. 

Key words: Internet; smart card; network; TCPIIP; SSLITLS; secure online transaction. 

INTRODUCTION 

Smart cards have been in use for more than two decades. However, their 
use has so far been on the fringes of mainstream computing. Smart card 
advantages such as security, portability, wallet-compatible form factor, and 
tamper resistance make them increasingly useful in many applications. 
Smart cards are used as agents in off-line transactions, as tokens for 
controlling access to physical resources, as SIM units in GSM phones, and 
as secure tokens for storing confidential and personal information. Current 
applications of smart cards, though useful in their own right, are hindered by 
the mismatch between smart card communication standards and the 
communication standards for mainstream computing and networking. When 
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smart cards are connected to computers, host applications cannot 
communicate with them using standard mainstream network interfaces. 
Specific hardware and software in the form of smart card reader device 
drivers and middleware applications are needed to access the smart card 
services. 

The network smart card solves this mismatch of communication 
standards by implementing standard mainstream networking protocols on the 
smart card. It supports PPP [I] and TCPIIP [2,3,4,5] as the underlying 
communication layer. It also supports the SSLITLS [6,7,8] protocol that adds 
application level network security. Using this combination of TCPIIP and 
SSLITLS protocols, which are ubiquitous in the Internet, a variety of 
mainstream application frameworks can be supported by the smart card. 
Currently, a working prototype of the network smart card supports a Telnet 
server and a secure web server using HTTPS. To the host device or a remote 
application, the smart card appears as another PC on the network. This 
seamless integration of network smart card with existing PC applications 
could pave the way for an unprecedented growth in the use of smart cards by 
enhancing the security of online web transactions. 

MOTIVATION 

Smart cards are extremely secure hardware tokens with a programmable 
microprocessor chip. Although they are useful in a variety of security critical 
applications, there are two main impediments to widespread acceptance of 
smart cards for use in online web transactions. The first is the necessity to 
install middleware on the host PC where the smart card is physically 
connected. Without this middleware, smart card services cannot be accessed. 
The second is the lack of end-to-end security between the smart card and any 
remote application: for example, an online merchant's web server. A key 
motivation for developing the network smart card was to address both these 
drawbacks, and thereby achieve the vision of widespread smart card 
acceptance. 

The root cause of both these drawbacks is the communication protocol 
mismatch between smart card and the host PC. Current smart cards use 
APDUs and smart card-specific IS0 78 16 standards for communication. 
Host PCs, on the other hand use standard mainstream network standards like 
PPP and TCPIIP. Middleware software is installed on the host PC to act as a 
bridge between these two sets of diverse protocols. This software is not only 
cumbersome to develop, install and maintain across multiple host platforms, 
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it also breaks the end-to-end security model when smart cards are accessed 
from remote applications. Figure 1 illustrates this break in security as a 
conventional smart card is accessed from a remote PC. 

TCP / IP + secur~ty IS0 7816 

Remote PC 

>/!?-3 
Host PC I deuce Smart card 

Figure I .  Network connectivity of conventional smar t  cards. 

The remote PC cannot directly communicate with the smart card. It first 
connects to the host PC using standard mainstream network and security 
protocols. The host decrypts the information and then passes it to the smart 
card using IS0 7816 protocols. Due to this protocol conversion, the host PC 
needs to be trusted. However, PCs are known for their vulnerability to 
hardware as well as software attacks. As such, even if the IS0 7816 
communication is encrypted, the host PC becomes a weak link in the end-to- 
end security between the remote PC and the smart card. 

Remote PC Host PC I device Network smart card 

Figure 2. Network connectivity of the Network Smart Card. 

Figure 2 describes the same scenario of accessing a smart card from a 
remote PC using the network smart card. Since the network smart card 
supports the same mainstream communication protocols as the remote PC, 
there is no need for any protocol conversion at the Host PC. There is a direct 
secure connection using the SSLITLS protocol from the remote PC to the 
network smart card. The host PC merely acts as a pass-through router and 
need not be trusted. The OS on the host PC provides services that allow it to 
be configured as a pass-through router. This eliminates the need for 
installing any smart card specific middleware. The use of network smart card 
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in an end-to-end secure connection with a remote client creates a much more 
secure model of conducting online transactions than is possible with current 
approaches that either do not use smart cards, or use them as auxiliary tokens 
connected to the host PC. 

3. RELATED WORK 

For years, efforts have been underway to connect smart cards to the 
Internet. Early pioneers [9,10,11,12] have made major contributions to 
enhancing the connectivity paradigm of smart cards. However, they did not 
make the smart card a truly independent node on the Internet. These 
developments relied on some form of host middleware or software service to 
be installed on the host machine. In addition, they did not support any 
mainstream network security protocol on the smart card. The network smart 
card addresses these shortcomings in the earlier efforts by implementing a 
standard network protocol stack on the smart card. With this approach the 
smart card can establish an end-to-end secure connection with standard 
unmodified remote applications. In addition, the use of smart card does not 
require any smart card specific middleware to be installed on the host PC. 
The freedom to use the smart card on any PC without requiring smart card 
specific software on the PC is one of the major contributions of the network 
smart card. 

ARCHITECTURE & DEPLOYMENT 

The architecture of the network smart card is based on two key 
principles: the use of standard TCPIIP and SSLITLS protocol stacks inside 
the smart card; and utilizing standard interfaces and drivers built into most 
operating systems, thereby eliminating the need to install smart card specific 
software. This allows the network smart card to seamlessly integrate in the 
existing mainstream computing infrastructure. The deployment of smart 
cards is no longer encumbered by the middleware. Figure 3 shows some of 
the ways a network smart card can be connected to the network where 
unmodified clients can seamlessly access it. The card can be used in the 
standard credit card size form factor when connected to a host computer or a 
smart card hub. It can also be used in the SIM form factor when placed in 
GSM phones and wireless PDAs. 

Figure 4 shows details of the network smart card protocol stack. The 
network smart card is connected via the "direct connection to a host 
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computer" deployment option. It contains a complete network stack 
consisting of PPP, TCPIIP, and SSLITLS, and various network applications. 

Host computer 

Remote computers 

Figure 3. Deployment options for network smart card in various form factors. 

The host computer can be any platform that is configured to permit 
network access from a serial or USB port. This includes most workstation, 
desktop, and laptop platforms including Windows, Mac, Linux, and Unix 
platforms, as well as some mobile devices. In the case of Windows 
platforms, configuration is a simple task requiring a few simple steps via the 
New Connection Wizard (a standard utility that comes with all Windows 
operating systems). This establishes a direct connection to another computer. 
The host is unaware that the computer being connected is a smart card: it 
treats the smart card as any other computer requesting a connection. 
Specific details of the network smart card architecture and various 

Unmodified remote computer 
with standard network 

I 
applications 

Reader 

Connector 

Secure Network Applications I 

Unmodified host computer Network smart card 

Figure 4. Network protocol stack and connection through a host computer. 
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connectivity models are described in a separate paper [13]. 
The host computer functions simply as a router to connect the smart card 

to the network, where other remote computers may access it. Since the smart 
card has its own IP address, any remote client or server anywhere on the 
network can securely communicate directly with this card using standard 
network applications. As far as the remote computer can tell, the smart card 
is just another standard computer on the Internet. This kind of seamless 
network interaction with unmodified remote applications is not possible with 
conventional smart cards. In figure 4, the solid line boxes (e.g. TCPIIP, 
SSLITLS) represent components and services that have already been 
implemented in the network smart card, whereas the dotted line boxes (e.g. 
SOAP) are application frameworks that can easily be added using the 
underlyng communication layers. 

5. APPLICATION FRAMEWORKS 

A variety of standard application frameworks can be supported on top of 
the underlying implementation of TCPIIP in the network smart card. 
Applications running on the smart card do not communicate directly with the 
TCPIIP layer. Instead they go through a socket interface layer. Since this is 
how mainstream applications on a PC connect to the network, applications 
on the smart card can seamlessly integrate with other remote applications on 
the network. Standard unmodified client applications can connect to the 
smart card services as if they were connecting to another computer on the 
network. 

The utility of this seamless integration is further augmented by the 
SSLITLS layer, which adds application level network security to all remote 
connections to the smart card. SSL and TLS are the de-facto standards for 
securing communication between web servers and web clients (the browsers). 
These protocols have been in use for several years and no critical flaws have 
been discovered in them. Adding these protocols to the smart card 
substantially increases the security of network access to smart cards. The 
SSLITLS library developed for the network smart card provides a simple 
API that can be used by on-card applications to establish secure end-to-end 
network connections with any remote unmodified client on the Internet. This 
provides authentication, confidentiality, and data integrity for all network 
communication. Figure 5 shows some of the application frameworks that can 
be supported on top of socket layer and the SSLITLS layer. Solid boxes 
represent components that have already been implemented and demonstrated. 
Other boxes with dotted outlines can easily be added. 
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rEqm 
Socket Interface Layer 

TCP 1 IP 

Figure 5. Application frameworks that can be supported in network smart card. 

The current version of the network smart card supports a Telnet server 
and a secure web server that can serve static as well as dynamic HTML 
content. The static HTML content is served by reading the requested file 
from the smart card file system and returning its contents. The Dynamic 
content is supported by a more elaborate mechanism. The web server 
invokes the requested application, or library through a CGI interface and 
then redirects the resulting output to the browser. This allows the web sever 
to generate web pages on the fly, and implement various forms of access 
control for data stored on the smart card. No smart card specific application 
is needed to access the network smart card services. The user can simply 
open a standard Internet browser (IE, Netscape, Mozilla Firefox, etc.) and 
connect to the smart card in a secure manner over an HTTPS connection. 
From an administrator's point of view, programming the card can be as 
simple as creating a new HTML file and uploading it to the smart card using 
the same browser. 

The network smart card also supports a Linux-like shell interface that can 
be accessed either through Telnet or through a secure HTTPS connection. 
This provides a very powerful way of interacting with the card, both as a 
user and as an administrator. New application frameworks such as .NET, 
SOAP, and Web Services can be easily added. 

6. SECURE ONLINE TRANSACTIONS 

Because the network smart card supports mainstream networking 
protocols, it can be seamlessly integrated into any network application. One 
example of such applications is the web-based online transaction. PC users 
have become accustomed to conducting online transactions as part of their 
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normal daily activity. However, a closer look at these transactions reveals 
that they are not as secure as people believe them to be. There are three 
players in any online transaction: the client application, e.g. a standard 
Internet browser running on local PC; the remote web server representing the 
merchant we do business with; and finally, the Internet infrastructure over 
which our data is carried back and forth between the client application and 
the remote web server. 

Let us analyze these three players. The Internet infrastructure is 
considered open and any data traversing it can be viewed by anyone who 
cares to examine the packets. However, security protocols such as SSLITLS 
that are used in online transactions encrypt the data in a way that data 
integrity and confidentiality are not compromised while the data traverses 
the Internet. The remote web server is under the control of the trusted 
merchant with which we are conducting our online transactions. We trust the 
merchant, otherwise, why would we conduct business with them? This 
leaves us with our local PC on which we run the client application, the 
Internet browser. PCs are extremely vulnerable to both hardware and 
software attacks, and therefore form the weak link in any online transaction. 
Any information that is entered through them can be compromised even 
before the SSLITLS layer encrypts it. Similarly, an attacker can capture any 
data that may have originated on a different device but simply flows through 
the PC in the clear. 

Trusted merchant 
Remote web sewer 

Figure 6. Online transactions: a) without a smart card, b) with a conventional smart card. 

Figure 6-a shows this typical scenario of conducting online transactions 
without any smart card support. Using an Internet browser, B2, the user 
establishes a secure SSL connection with a trusted merchant. Any 
confidential data entered by the user is secure while in transit, but is open to 
attack while it resides on the Local PC. This is because information can be 
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captured before the SSL layer can encrypt it. Current use of smart cards to 
augment the security of PCs is described in Figure 6-b. It is a step in the 
right direction but does not completely solve the security problem. The 
confidential data now resides on the smart card where it is secure. However, 
in the process of being SSL-encrypted for transmission to the trusted 
merchant, the data has to flow through the PC in the clear. Since PCs are 
open to attack, so is any information that flows through them in the clear. 
Due to their vulnerabilities, PCs are the weak links in any online transaction. 

The use of the network smart card in an online transaction solves the 
problem introduced by the vulnerable nature of PCs. Instead of passing 
information through the PC, the network smart card establishes a secure 
connection directly with the remote server of the merchant. All confidential 
information is passed from smart card directly to the merchant. The PC is 
used only as an initial means of connecting the smart card to the Internet. 
Once that connection is established, the PC merely acts as a router that 
physically passes encrypted information back and forth between the network 
smart card and the remote merchant. Logically, the smart card has a direct 
connection with the remote merchant that completely bypasses the PC. 

Figure 7 shows this use of network smart card in conducting a truly 
secure online transaction. The local PC, the trusted merchant, and the 
network smart card are three independent nodes on the Internet that are 
capable of establishing secure connections using SSLITLS. Any two nodes 
can communicate with each other without disclosing the contents of the 
communication to the third node, or any other party that happens to be 
listening. The fact that network smart card is one of these nodes, is a critical 
distinction that elevates the security of online transactions to a level not 

card: 
! Internet node 

Figure 7. Network smart card in a secure on-line transaction. 



276 Asad Ali, Karen Lu, and Michael Montgomevy 

possible with conventional smart cards. 
Various interactions outlined in Figure 7 are described below. All the bi- 

directional arrows in this figure represent secure HTTPS connections using 
the SSLITLS protocol. The steps listed here represent a simplified set of 
interactions when using network smart card in an online transaction. More 
details are covered in a separate paper 1141 that talks about the use of 
network smart card in preventing online identity theft. The sequence of steps 
in chronological order is as follows: 

1. The user opens a web browser on the local PC. This instance of the web 
browser is referred to as B1. From B1 the user connects to the secure web 
server running on the network smart card and authenticates himself 
through some form of card holder verification: a PIN, biornetrics, etc. 
This connection is established over a secure HTTPS link. Once 
authenticated, he is presented with a list of trusted merchants. The user 
picks a trusted merchant and asks the network smart card to establish a 
secure connection with this service provider. 

2. The user clicks on a link in B1 to start a new browser. This instance of 
the web browser is referred to as B2. 

3. When browser B2 is launched, it automatically connects to the remote 
web server of the trusted merchant that was selected by user in step 1. 
Since the browser was launched from B 1, the network smart card address 
can be passed to the trusted merchant. Alternatively, the smart card can 
initiate a connection to the trusted merchant and pass its address, as well 
as other login credentials to it. 

4. Regardless of the method used for mutual discovery, the trusted merchant 
web server and the network smart card can now communicate directly 
without involving any third party - including the local PC. This direct 
SSL connection is represented by link 4 shown in figure 7. 

Once the mutual discovery and authentication of the network smart card 
and the trusted merchant is complete, the user can use browser B2 to interact 
with the web server of the trusted merchant. During this interaction, all 
confidential data interchange can be deferred to the direct connection 
between the trusted merchant and the network smart card. Such confidential 
data can be sent from the network smart card directly to the trusted merchant. 
The data is as safe during transit as it was when stored on the smart card. 

Some scenarios of secure online transactions that have been prototyped 
with the network smart card are listed in the following sections. These 
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applications have been demonstrated at various smart card conferences 
[15,16,17]. See Figure 8 for a sample screen-shot from these demonstrations. 

Figure 8. Screen-shot of secure web server running on network smart card. 

Figure 8 shows the list of secure services (trusted merchants) that is 
presented to the user once he has logged on to the network smart card. All 
information displayed in this browser window is coming directly from the 
web server running on the network smart card using an HTTPS connection. 
As evident from the URL, the network smart card has been assigned its own 
IP address: in this case 172.27.97.130. Standard unmodified Internet client 
applications can communicate with the smart card using this IP address. The 
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Mozilla Firefox browser shown in Figure 8 corresponds to the browser B1 in 
the scenario outlined in Figure 7. 

6.1 Online Stock Trade 

In this scenario, the trusted merchant is a stock brokerage house where 
the user wants to sell some stock from his portfolio. As shown in figure 7, 
the user uses browser B2 from the local PC and selects the stock that need to 
be sold. As the final submit button is pressed, the brokerage house will not 
automatically complete the transaction. Instead it would use link 4 to contact 
the network smart card directly. This is done for two reasons: Firstly, the 
remote merchant wants to make sure that the network smart card, which 
represents the user in this online transaction, is still connected to the network. 
Secondly, it allows the user to manually approve any information that is 
disclosed by the network smart card. This secure close-back loop is a critical 
step that is missing in all current on-line transaction scenarios that use 
conventional smart cards, or are conducted without any smart card support. 

6.2 Online Shopping 

In the online shopping scenario the network smart card provides a secure 
way of transferring one's credit card information without having to type it 
manually. Such confidential details like credit card number and expiration 
date are stored on the network smart card. Storing this information on a 
smart card provides a greater level of security than storing it either on the 
remote merchant server, or on the local PC. Once the user is ready to pay for 
online shopping, the user instructs the network smart card to send the credit 
card details to the selected merchant. This secure transfer of credit card 
information between the smart card and the merchant using an end-to-end 
SSL connection solves one of the most critical issues with online shopping 
today. The path of confidential data transfer is shown as link 4 in figure 7. 

6.3 Online Auction 

The online auction scenario is quite similar to the online stock trade 
scenario. Instead of trading stocks, the user participates in an online auction 
by placing bids. However, before the merchant accepts any bids, the user's 
identity is confirmed by a secure direct connection between the merchant 
web server and the network smart card. In conventional online auctions, 
attackers can impersonate the user by compromising the user's username and 
password. The use of network smart card eliminates such fraudulent bids. 
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CONCLUSION 

The network smart card presented in this paper enables smart cards to 
participate as autonomous nodes on the Internet with no host or remote 
application changes required. Smart cards may, finally, be accommodated 
within the existing mainstream computing infrastructure. This innovative 
technology combines the best aspects of two worlds of computing: the world 
of PCs, and the world of smart cards. In the world of PCs we have 
ubiquitous infrastructure access and very strong network security protocols 
for remote access. However, a PC is a very weak hardware device that is 
vulnerable to security attacks. Smart cards on the other hand are very secure 
hardware tokens, but suffer from lack of seamless access to the mainstream 
communication networks. The network smart card combines the hardware 
security of smart cards with the ubiquitous access and network security of 
PC. The result is a new paradigm of portability, enhanced security, and 
tamper resistance. We foresee this new paradigm triggering an 
unprecedented growth in the deployment of smart card applications for the 
Intemet and other network environments. The network smart card can bring 
a level of security to online transactions that has so far not been possible. 
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Abstract: Spam turns out to be an increasingly serious problem to email users. A number 
of anti-spam schemes have been proposed and deployed, but the problem has 
yet been well addressed. One of those schemes is challenge-response, in which 
a challenge is imposed on an email sender. However, such a scheme 
introduces new problems for the users, e.g., delay of service and denial of 
service attacks. In this paper, we introduce apre-challenge scheme that avoids 
those problems. It assumes each user has a challenge that is defined by the 
user himselflherself and associated with hislher email address, in such a way 
that an email sender can simultaneously retrieve a new receiver's email address 
and challenge before sending an email in the first contact. Some new 
mechanisms are employed to reach a good balance between security against 
spam and convenience to email users. 

Keywords: electronic mail; anti-spam; internet security. 

INTRODUCTION 

Email is one of the most valuable tools for Internet users, with which 
people at anywhere can communicate instantaneously regardless of the 
distance. However, this tool can be used for bad purposes too, and there is no 
doubt that the worst use of email is spam. 

Spam, or unsolicited commercial email, can be defined as advertising 
messages (mostly for fraudulent products) neither expected nor desired by 
the intended receivers. Since it is very easy to flood users' mailboxes with 
little investment, spam is a big threat to email systems, resulting in the loss 
of time and money to email users. 
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A lot of research in the area of anti-spamming has been done in the past 
years, trying to seek effective solutions to the spam problem. One of those 
solutions is challenge-response. When a sender sends an email, helshe is 
first given a challenge from the receiver that must be solved before the email 
reaches the receiver's mailbox. However, such a scheme introduces new 
problems, for example, delay of sewice (when a sender waits for arrival of a 
challenge from a receiver), and denial of sewice (when challenges are 
redirected to a victim's address that is spoofed by spammers as the sender). 

Our Contribution. In this paper, we propose a pre-challenge scheme, 
which is based on challenge-response mechanism, preserving its benefits 
while avoiding its drawbacks. It assumes that each user has a particular 
challenge associated with hw'her email address, in such a way that an email 
sender can simultaneously retrieve a new receiver's email address and 
challenge before sending an email in the first contact. Our scheme enables 
management of mailing list and error messages. Ow scheme is easy to be 
integrated into existing email systems as it is a standalone solution, without 
changing the other party's software and configuration. 

The rest of the paper is organized as follows. In section 2, we summarize 
the existing solutions against spam and analyze their limitations and/or 
problems. After that, we present a new solution in section 3, and further 
discuss it in section 4. Finally, we conclude the paper in section 5. 

PREVIOUS WORK 

The original SMTP protocol ['I was introduced in 1982, with only minor 
modifications 12' in the past 20 years. The main problem in SMTP is the lack 
of authentication. When an email is received, it is not possible to know 
whether the source of the email is who claims to be. This is precisely the 
flaw that spammers make use of. However, as the SMTP protocol has been 
standardized and widely deployed, most of the research focuses on avoiding 
spam while maintaining the actual SMTP protocol and email infrastructure 
in order to ensure compatibility. This implies that anti-spamming solutions 
must be based on the operation with email headers and contents or on 
specific implementations at the application level. 

One of the headers that can provide information regarding an eventual 
spam of the incoming email is the "Received" headers, which give 
information about the client MTA. There are some projects [31 that try to 
identify misconfigured email MTAs or major sources of spam. However, it 
does not work effectively against individual spammers, and innocent client 
MTAs might be blocked. 
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Another header that can be used against spamming is the receiver's 
address, with policy or password-like extensions. In policy-based systems [41, 

policies are encoded inside the address and an email is discarded at its 
destination if the policy is not fulfilled. In password-based systems [5-71, the 
receiver's address is extended with a sequence of characters that act like a 
password, which can be obtained with a proof of computational task [lo]. 
These solutions work well in some scenarios (e.g., using mail addresses in 
computer-based systems like web forums). However, as the email addresses 
created in such schemes are very hard to remember, they may cause 
problems when used by humans. 

There are several works dealing with email content analysis based on 
artificial intelligence (AI) and statistical techniques [8991. They try to 
distinguish whether an email comes from a legitimate user or from a 
spammer by assigning a "spam score" to any incoming message. This 
approach may lead to false positives, and spammers may try to bypass the 
classifier algorithms. 

Other implementation approaches against spam include micropayment, 
challenge-response, and obfuscation schemes. Micropayment schemes [lo-131 

are applied to email systems in order to prevent spammers sending millions 
of emails. They require the user or client MTA to compute a moderately 
hard function in order to gain access to the server MTA. As a result, a 
spammer will not be able to send a large number of emails to a certain server 
MTA. Such an approach is difficult to be applied to those client devices with 
very weak computing capability (e.g., mobile phones). 

In challenge-response schemes "42'51, whenever an email from an 
unknown user is received, a challenge is sent back to that user. The solution 
to that challenge can be simple (e.g., just reply), complicated (e.g., solve a 
CAPTCHA [''I), or time consuming. Only when the correct response is 
received, the emails from that user are allowed to enter into the receiver's 
mailbox. These schemes do not work when a human user is not involved in 
sending emails (e.g., in the case of mailing lists). Moreover, these schemes 
may introduce new problems such as delay of service and denial of service. 

In the obfuscation scheme, email addresses are displayed in an 
obfuscated format (e.g., John HIPHEN Smith AT yahoo DOT com), from 
which senders can reconstruct the real email addresses. It does not require 
any software from the user side or from the server side. However, the 
problem with this scheme is the constraints that the human users face when 
constructing the obfuscated addresses. As the combinations are limited, it 
allows AI-based harvest programs to easily retrieve real addresses. Moreover, 
once the email is captured by the spammer, there is no protection against 
spam (unless other solutions are utilized). 
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3. A PRE-CHALLENGE SCHEME 

3.1 Overview 

As stated, our pre-challenge scheme is based on challenge-response 
mechanism in the sense that both of them impose a challenge that must be 
solved by a potential sender. However, in the pre-challenge scheme, the 
sender retrieves the receiver's email address together with hislher challenge 
simultaneously (see Fig. 1). Once the challenge is solved, the answer will be 
included inside the email. 

Challenge = 3 + 4 
Tel: 999-12345 

Figure I .  Basics of the pre-challenge scheme 

When a mail from an unknown sender arrives, the receiver's system tests 
whether that mail contains an answer to the challenge. If the test turns out 
positive, the sender is white-listed. That means future mails from this sender 
will get into the receiver's mailbox without being checked again. 

The goal of our scheme is to check whether there is really a human 
behind a sender's computer. The reason is that spammers use automatic 
programs to send their propaganda, and they feed these systems with email 
addresses obtained by searching web sites and mail servers. However, it is a 
bit hard for these programs to retrieve a challenge that matches an email 
address and even harder to answer each of these challenges. Therefore, 
whenever a spam arrives to destination, it will be automatically discarded if 
no correct answer to the challenge is attached. 

In comparison with a challenge-response scheme, our pre-challenge 
scheme preserves its benefits while avoiding its drawbacks, as we explain in 
the following: 

In a challenge-response scheme, there is a delay in obtaining the 
receiver's challenge. On the contrary, in our pre-challenge scheme, 
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because the receiver's challenge is available in advance, the sender can 
directly solve the challenge and send the email to the receiver 13. 

With a challenge-response scheme, if spammers forge a sender's address 
in their mails, the challenges will be sent to that address, launching a 
possible DDoS attack [I6'. This attack will not take place in the pre- 
challenge scheme because a receiver need not reply an unknown sender's 
request for a challenge. 
A challenge-response scheme can work with mailing lists only if some 
rules are manually introduced, and it cannot handle mail error messages 
properly. As we will show in section 4.1 and section 4.4, the pre- 
challenge scheme manages mailing list systems and processes mail error 
messages without any problem. 

Another benefit of the pre-challenge scheme is the continuous protection 
against email harvesting. When a correct email address is retrieved by a 
spammer, helshe needs to get the solution of the current pre-challenge at the 
same time to make the address usable, but the user can change the pre- 
challenge at any time (see section 3.2), making the combination 
<email,solution> useless. 

3.2 Challenge Retrieval and Update 

A challenge is defined by an individual human user. Each user has one 
challenge at a time to be used by all incoming emails, and the challenge can 
be updated at any time at hislher own discretion. The challenge can range 
from a simple question or mathematical operation to a hard-A1 problem that 
only a human can solve [I7' .  

Normally a user's challenge is published next to this user's email address. 
Since any potential sender must retrieve the email address of the receiver 
before contacting hirniher, challenge and email address can be accessed at 
the same time. However, in certain cases, a challenge may not be accessed 
directly. Instead, a URL may be provided to retrieve the challenge. 

Since the challenge is not restrained to obfbscate a valid email address, 
which has a fixed structure (name, domain), the user has more freedom to 
produce it. When stored inside a website, the challenge can take advantage 
of its form and content - personal information, the theme, or visual 
appearance of the website, etc. Challenges may also be retrieved using a 
majordomo style service '221. TO prevent spammers from using this service as 

13 The frequency of challenge update is a security parameter decided by the receiver. based 
on hislher own experience, to control the risk of replay attacks from spammers. 
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a collector of valid email addresses, the service must return a false challenge 
for every non-existent user. 

3.3 Data Structures 

The pre-challenge scheme requires certain data structures to accomplish 
its tasks. The two most important structures are the actual challenge (or a 
URL), and the solution to the challenge. By using these structures, it is 
possible to advertise the actual challenge and to check whether an incoming 
mail has solved the challenge. Additionally, the solutions to old challenges 
must be stored, as discussed later. 

Other data structures needed by the scheme are the white-list and the 
reply-list (both used by some challenge-response schemes), and the warning- 
list, that is a structure specifically created for our new scheme. Each of those 
structures contains a list of email addresses and, optionally, a timestamp 
which indicates the time an email can be in the list. 

White-List. The white-list contains email addresses in such a way that 
emails coming from those addresses are accepted without being checked. 
Some email senders may even be white-listed by a receiver at the set-up 
phase if they are already known. Those senders are marked in order to send a 
confirmation when receiving their first message (see section 3.5). This list 
could be manually modified by a human user. 

Reply-List. The reply-list contains email addresses of those users to 
which the local user has sent email to, and has not replied yet. The use of 
this list is justified because the local user is the one who initiated the 
communication with those users; hence, there is no need to check any 
challenge when replies are received. This list will be managed automatically 
by the local user's system. 

Warning-List. The warning-list contains email addresses of users that 
have sent an email containing the answer of an old challenge. The existence 
of this list is justified because an email message with an old response will 
cause a reply from the receiver indicating the new challenge. With this list, 
the local user does not need not send that reply more than once. This list will 
be reset every time when the challenge is updated, and will be managed 
automatically by the local user's system. 
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3.4 Security Levels 

The pre-challenge scheme can be configured to work at two security 
levels, high security and low security. The main difference between these 
two levels is how the reply-list is queried. 

The scheme starts working at the high security level of protection. High 
security means that all queries in the reply-list are done by looking for a 
<user, domain> match, and the matched entry will be erased from the reply- 
list, On the other hand, low security means that all queries in the reply-list 
are done by looking for a <*, domain> match. 

The reason why the pre-challenge scheme needs these two levels of 
security is that some email accounts have different addresses for receiving 
and for sending email. This usually happens with mailing lists, and this issue 
will be discussed in section 4.1. 

3.5 Architecture 

Now we explain the design of our pre-challenge scheme. Suppose user B 
wants to send an email to user A. To simplify the explanation, we assume 
that user A is using the pre-challenge scheme while user B is not. 

1. A's system checks if B's address is listed in the white-list. If this is the 
case, the email reaches A's mailbox. Additionally, if that mail is the 
first message A received from B, A sends a confirmation email to B. 

2. Otherwise, if B is listed in the reply-list, the email reaches A's mailbox 
and B is added to the white-list. We should point out that the query to 
the reply-list is different according to the level of security being 
applied, as seen in section 3.4. In case of using a high security level, B 
is erased from the reply-list because A received the reply expected 
from B. 

3. Otherwise, A's system checks whether the challenge of the email has 
been solved. If it is solved, the mail reaches A's mailbox and B is 
added to the white-list. Additionally, B receives a confirmation email. 

4. Otherwise, if the email has a solution to an old challenge, A's system 
checks if B is listed in the warning-list 1 4 .  If that is the case, the mail is 
discarded. If it is not listed, B's address is added to the warning-list 
and B gets a reply containing information about the new challenge. 

l 4  Note, the warning-list will be reset whenever the challenge is updated. 
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5. Otherwise, the email is discarded without any reply to B indicating this 
fact. The problem of accidental discard of a legitimate email will be 
addressed in section 4.3. 

It should be noted, however, that discarding the email does not mean the 
user cannot read it. The scheme can be configured for labeling the message 
with a "spam score" and placing it in a special fold of the mailbox if the 
owner of that mailbox desires so. 

3.6 Spam Scenarios 

When a spammer wants to send hislher advertisements to a final user that 
operates the pre-challenge scheme, helshe basically faces two scenarios. 

Scenario 1. The spammer only retrieves the email address of a target, but 
not hislher challenge. When the spam is sent to the target, it will be silently 
discarded because no solution to a (current or old) challenge is included. 

Scenario 2. The spammer only retrieves the email address of a target, 
and impersonates as a sender that happens to be in the receiver's white-list, 
due to the lack of authentication in the email infrastructure. All schemes that 
use a white-list share this problem, but this is not a serious issue because 
spammers must find the white-listed senders for all the addresses helshe 
want to spam. And for millions of addresses to spam, this is unprofitable. 

It could seem that a spamrner, using little investment (solving one 
challenge), can send many pieces of spam to a given email address (a replay 
attack). It could also seem that a group of spammers interchange their solved 
challenges of the corresponding users in order to lessen each spammer's 
effort on accessing the victims' mailboxes. However, what spammers want 
is to send millions of messages. And since the challenges are different for 
every user and a challenge can be solved only by a human, the task of 
repeatedly solving or sniffing a new challenge per user, or hiring cheap labor 
in order to send spam, becomes unprofitable. 

4. FURTHER DISCUSSION 

Here we further discuss how our scheme works for users in a mailing list, 
and whether our scheme can make a challenge easily available to users and 
make users to be sure on the delivery status of an email. We also discuss 
how to manage mail error messages. 
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4.1 Mailing Lists 

Mailing lists "8~'91 share a common behaviour: upon registration, they 
send a challenge to the user in order to prove that the user is a real person. 
As a result, it seems not possible to use challenge-response schemes with 
mailing lists. 

Fortunately, there is a solution to this problem in the pre-challenge 
scheme. Since all mails from the same mailing list come from the same 
domain, a user can switch to the low security level (see section 3.4) 
whenever helshe wants to subscribe to a mailing list. At the low security 
level, all the incoming mails from the mailing list domain (including all the 
challenges and all the messages from the mailing list) that have a match in 
the reply-list are accepted into the user's mailbox and their senders are white- 
listed. When the user finally receives the first mail of the mailing list, helshe 
switches to the high security level (see Fig. 2). 

2) negotiate with 
majordomo@llst.com 

) M From *@user.com 

alice@yahoo.com list.com Other subscribed users 

Figure 2. Process of subscription to a mailing list 

The risk of inserting a spammer inside the user's white-list while the user 
is at the low security level is very low, because the spammer's email address 
must have the same domain as the people in the user's reply-list, and because 
a user normally only subscribes to a few mailing lists in a year. 

Also, the user can set up the system not for adding the incoming mails to 
the white-list when running at the low security level, but for adding to a 
temporary white-list instead. HeIShe will decide later whether to add 
(manually) them into the final white-list. 

4.2 Availability 

It is clear that some availability problems exist when the challenge is not 
published along with the email address. If a sender cannot obtain the 
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challenge of a new receiver and solve it, hislher email may not be able to 
reach the receiver's mailbox. 

It might be good to provide both the challenge and a URL that points to 
the challenge for better availability. In case the URL does not work, the 
challenge (even if outdated) can still be used by an email sender to get in 
touch with a new receiver. (The receiver will reply with the latest challenge 
on receiving the answer of an old challenge.) 

Finally, there is an availability problem that is common for both pre- 
challenge and challenge-response schemes: A challenge easy for a normal 
user might be impossible to solve for a disabled user. For example, a blind 
user will find impossible to solve a challenge based on images without help. 

4.3 Accessibility 

One of the main issues in the pre-challenge scheme is that an incoming 
email from a new sender without the answer of the receiver's challenge is 
automatically discarded, and the sender is not notified. This approach avoids 
the increment of Internet traffic due to the responses to spammers' mails, but 
also introduces a problem: a normal sender is not sure whether the receiver 
really got the email. 

A possible solution is to define a standard prefix in each email address 
that is enabled with the pre-challenge scheme. In such a way, the sender 
knows clearly that a challenge should be answered in hislher first email to 
such a receiver and a notification is expected should the email reach the 
receiver's mailbox. 

There is an alternative solution if the pre-challenge scheme is 
implemented at the MTA level. In this solution, the sender is warned of the 
invalid answer of challenge using the error reporting mechanism of the 
SMTP delivery negotiation protocol. This protocol works as follows: 

1. The client MTA sends the contents of the email to the server MTA. 
After that, the server MTA checks if the email must be accepted or 
rejected by searching the answer to the pre-challenge. 

2. If the negotiation fails, the client MTA creates an email that includes 
the cause of the error and the undelivered email. That email is sent to 
the original sender, if the client MTA does not manage hisher emails. 

By using this solution, the final user will receive an error message if 
helshe sends an email with an invalid answer of a challenge, without 
increasing the Internet bandwidth in most cases. We have more discussions 
on managing error messages in section 4.4. 
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4.4 Managing Mail Error Messages 

During the SMTP delivery negotiation between two MTAs, if an email 
cannot be delivered to its recipient, the client MTA has to send the original 
sender an email containing an error message. Errors can range from an 
invalid recipient to over-quota mailboxes, or (as seen in the previous section) 
pre-challenge errors. 

A problem arises when the error message is not created by the MTA of 
the client that implements the pre-challenge scheme. An example is shown 
in Fig. 3. In the example, the error happens at MTA lvl 2, thus MTA lvl 1 
creates and sends an error message back to the original sender. But MTA is a 
computer and will not include any answer of a challenge inside the error 
message. Therefore, it will not reach the client's protected mailbox - a 
problem of availability. 

I Error in 4) due to "No 
answer to pre-challenge" I 
v 

4) Send error ernail. 

I Error In 2) due to 
"Mailbox full" I 

I 

2) Send email, ERROR - 
3) MTA Ivl 1 creates 

MTA lvl 1 - MTA Ivl2 
hotrnail.com hotmail.com 

Figure 3. Problems while dealing with error messages 

This problem can be solved based on two premises. First, error messages 
can be identified with the "messageldelivery-status" header, and have 
attached the email that caused the problem. Second, all emails have a unique 
ID issued by the original client MTA, stored in the "Message-ID" header. 

When an error message arrives, the pre-challenge scheme accepts the 
email if both address of the recipient and ID of the original message are 
inside the reply-list. Thus, it is necessary to add the ID of outgoing emails to 
the reply-list. 

A spammer may try to bypass this scheme by forging both the unique ID 
and the recipient of the original message. This requires the spammer to 
wiretap the communication channel, which is unprofitable for massive 
spamming. 
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SUMMARY 

In this paper, we presented a pre-challenge scheme for spam controlling, 
based on challenge-response mechanism but avoiding its drawbacks. Our 
scheme is a standalone solution, since there is no need to install software or 
change the configuration in the sender's side. Our scheme allows einail 
senders to have no delay in reaching the receiver's mailbox, and prevents the 
denial of service attack if the origin of the email is forged. It also manages 
mailing list messages and error messages properly. Finally, our scheme 
offers protection against email harvesting. 

This scheme can be used jointly with other major anti-spam solutions, 
because the type of protection that the pre-challenge scheme provides is 
centered in the protection of email against harvesting, thus leaving the door 
open to other solutions such as content analysis. Moreover, the scheme could 
also be integrated with authentication solutions like DomainKeys [201 or 
Identity-Based Encryption [211, hence thwarting attacks like using forged 
senders to bypass the white-list checlung. 
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Abstract: Most web applications contain security vulnerabilities. The simple and natural 
ways of creating a web application are prone to SQL injection attacks and 
cross-site scripting attacks as well as other less common vulnerabilities. In 
response, many tools have been developed for detecting or mitigating common 
web application vulnerabilities. Existing techniques either require effort from 
the site developer or are prone to false positives. This paper presents a fully 
automated approach to securely hardening web applications. It is based on 
precisely tracking taintedness of data and checking specifically for dangerous 
content only in parts of commands and output that came from untrustworthy 
sources. Unlike previous work in which everything that is derived from tainted 
input is tainted, our approach precisely tracks taintedness within data values. 

Key words: web security; web vulnerabilities; SQL injection; PHP; cross-site scripting 
attacks; precise tainting; information flow 

1. INTRODUCTION 

Nearly all web applications are security critical, but only a small fraction 
of deployed web applications can afford a detailed security review. Even 
when such a review is possible, it is tedious and can overlook subtle security 

This work was funded in part by DARPA (SRS FA8750-04-2-0246) and the National 
Science Foundation (NSF CAREER CCR-0092945, SCI-0426972). 
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vulnerabilities. Serious security vulnerabilities are regularly found in the 
most prominent commercial web applications including   mail', e ~ a g ,  
yahoo3, ~ o t m a i l ~  and Microsoft passport4. Section 2 provides background 
on common web application vulnerabilities. 

Several tools have been developed to partially automate aspects of a 
security review, including static analysis tools that scan code for possible 
vulnerabilities5 and automated testing tools that test web sites with inputs 
designed to expose vulnerabilities5". Taint analysis identifies inputs that 
come from untrustworthy sources (including user input) and tracks all data 
that is affected by those input values. An error is reported if tainted data is 
passed as a security-critical parameter, such as the command passed to an 
exec command. Taint analysis can be done statically or dynamically. Section 
3 describes previous work on securing web applications, including taint 
analysis. 

For an approach to be effective for the vast majority of web applications, 
it needs to be fully automated. Many people build websites that accept user 
input without any understanding of security issues. For example, PHP & 
MySQL for ~uvnrn ie s~  provides inexperienced programmers with the 
knowledge they need to set up a database-backed web application. Although 
the book does include some warnings about security (for example, p. 213 
warns readers about malicious input and advises them to check correct 
format, and p. 261 warns about <script> tags in user input), many of the 
examples in the book that accept user input contain security vulnerabilities 
(e.g., Listings 11-3 and 12-2 allow SQL injection, and Listing 12-4 allows 
cross-site scripting). This is typical of most introductory books on web site 
development. 

In Section 4 we propose a completely automated mechanism for 
preventing two important classes of web application security vulnerabilities: 
command injection (including script and SQL injection) and cross-site 
scripting (XSS). Our solution involves replacing the standard PHP 
interpreter with a modified interpreter that precisely tracks taintedness and 
checks for dangerous content in uses of tainted data. All that is required to 
benefit from our approach is that the hosting server uses our modified 
version of PHP. 

The main contribution of our work is the development of precise tainting 
in which taint information is maintained at a fine level of granularity and 
checked in a context-sensitive way. This enables us to design and implement 
fully-automated defense mechanisms against both command injection 
attacks, including SQL injection, and cross-site scripting attacks. Next, we 
describe common web application vulnerabilities. Section 3 reviews prior 
work on securing web applications. Section 4 describes our design and 
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implementation, and explains how we prevent exploits of web application 
vulnerabilities. 

2. WEB APPLICATION VULNERABILITIES 

Figure 1 depicts a typical web application. For clarity, we focus on web 
applications implemented using PHP, which is currently one of the most 
popular language for implementing web applications (PHP is used at 
approximately 1.3M IP addresses, 18M domains, and is installed on 50% of 
Apache servers9). Most issues and architectural properties are similar for 
other web application languages. 

A client sends input to the web server in the form of an HTTP request 
(step 1 in Figure 1). GET and POST are the most common requests. The 
request encodes data created by the user in HTTP header fields including file 
names and parameters included in the requested URI. If the URI is a PHP 
file, the HTTP server will load the requested file from the file system (step 
2) and execute the requested file in the PHP interpreter (step 3). The 
parameters are visible to the PHP code through predefined global variable 
arrays (including $-GET and $-POST). 

The PHP code may use these values to construct commands that are sent 
to PHP functions such as a SQL query that is sent to the database (steps 4 
and 3, or to make calls to PHP-API functions that call system APIS to 
manipulate system state (steps 6 and 7). The PHP code produces an output 
web page based on the returned results and returns it to the client (step 8). 

We assume a client can interact with the web server only by sending 
HTTP requests to the HTTP server. In particular, the only way an attacker 
can interact with system resources, including the database and file system, is 
by constructing appropriate web requests. We divide attacks into two general 
classes of attacks: injection attacks attempt to construct requests to the web 
server that corrupt its state or reveal confidential information; output attacks 
( e g ,  cross-site scripting) attempt to send requests to the web server that 
cause it to generate responses that produce malicious behavior on clients. 

F~le  System 

-- 

PHP Interpreter 
0 

0 
HTTP Sewer 1 1 + Database 

PHP Interpreter 

HTTP Sewer 

Figure 3. Typical web application architecture 
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2.1 Command injection attacks 

In a command injection attack an attacker attempts to access confidential 
information or corrupt the application state by constructing an input that 
allows the attacker to inject malicious control logic into the web application. 
With the system architecture shown in Figure 1, an attack could attempt to 
inject PHP code that will be executed by the PHP interpreter, SQL 
commands that will be executed by the database, or native machine code that 
will be executed by the web server host directly. We consider only the first 
two cases. Web application vulnerabilities are far more common than 
vulnerabilities in the underlying server or operating system since there are 
far more different web applications than there are servers and operating 
systems, and developers of web applications tend to be far less sophisticated 
from a security perspective than developers of operating systems and web 
servers. 

PHP injection. In a PHP injection attack, the attacker attempts to inject 
PHP code that will be interpreter by the server. If an attacker can inject 
arbitrary code, the attacker can do everything PHP can and has effectively 
complete control over the server. Here is a simple example of a PHP 
injection in phpGedView, an online viewing system for genealogy 
informationlo. The attack URL is of the form: 
http://[target]/[ ...I /editconfig~gedcom.php?gedcom~config=../. ./../../../../etc/passwd 

The vulnerable PHP code uses the gedcom-config value as a filename: 
require($gedcom-config);. The semantics of require is to load the file and either 
interpret it as PHP code (if the PHP tags are found) or display the content. 
Thus this code leaks the content of the password file. Abuse of require and its 
related functions is a commonly reported ~ccurrence""~, despite the fact that, 
properly configured, PHP is impervious to this basic attack. However, 
additional defenses are needed for more sophisticated injection attacks such 
as the recently released Santy worm13 and the phpMyAdmin attacki4. 

SQL injection. Attacking web applications by injecting SQL commands 
is a common method of attacking web applications'5"6. We illustrate a 
simple SQL injection that is representative of actual vulnerabilities. Suppose 
the following is used to construct an SQL query to authenticate users against 
a database: 

$cmd="SELECT user FROM users WHERE user = ' " . $user 
. "' AND password = ' " . $pwd . " ' "; 

The value of $user comes from $-POST['user'], a value provided by the 
client using the login form. A malicious client can enter the value: ' OR 1 = 
1 ; --' (-- begins a comment in SQL which continues to the end of the line). 
The resulting SQL query will be: SELECT user FROM users WHERE user = ' I  
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OR 1 = 1 ; -- ' AND password = 'x'. The injected command closes the quote and 
comments out the AND part of the query. Hence, it will always succeed 
regardless of the entered password. 

The main problem here is that the single quote provided by the attacker 
closes the open quote, and the remainder of the user-provided string is 
passed to the database as part of the SQL command. This attack would be 
thwarted by PHP installations that use the default magic quotes option. 
When enabled, magic quotes automatically sanitize input data by adding a 
backslash to all strings submitted via web forms or cookies. However, magic 
quotes do not suffice for attacks that do not use quotes17. 

One solution to prevent SQL injections is to use prepared statements''. A 
prepared statement is a query string with placeholders for variables that are 
subsequently bound to the statement and type-checked. However, this 
depends on programmers changing development practices and replacing 
legacy code. Dynamic generation of queries using regular queries will 
continue to be prevalent for the foreseeable future. 

2.2 Output attacks 

Output attacks send a request to a web application that causes it to 
produce an output page designed by the attacker to achieve some malicious 
goal. The most dangerous lund of output attack is a cross-site scripting 
attack, in which the web server produces an output page containing script 
code generated by the attacker. The script code can steal the victim's cookies 
or capture data the victim unsuspectingly enters into the web site. This is 
especially effective in phishing attacks in which the attacker sends potential 
victims emails convincing them victim to visit a URL. The URL may be a 
trusted domain, but because of a cross-site scripting vulnerability the 
attacker can construct parameters to the URL that cause the trusted site to 
create a page containing a form that sends data back to the attacker. For 
example, the attacker constructs a link like this: 
<a href='http://bad.com/go.php?val=<script src="http://bad.com/attack.js"></script~5 

If the implementation of go.php uses the val parameter in the generated 
web page output (for example, by doing print "Results for: " . $-GET['vall];), the 
malicious script will appear on the resulting page. A clever attacker can use 
character encodings to make the malicious script appear nonsensical to a 
victim who inspects the URL before opening it. 

Five years ago, CERT Advisory 2000-02 described the problem of cross- 
site scripting and advised users to disable scripting languages and web site 
developers to validate web page output19. Nevertheless, cross-site scripting 
problems remain a serious problem today. Far too much functionality of the 
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web depends on scripting languages, so most users are unwilling to disable 
them. Even security-conscious web developers frequently produce websites 
that are vulnerable to cross-site scripting  attack^'^^^^^^^^. As with SQL 
injection, ad hoc fixes often fail to solve discovered problems correctly-the 
initial filters develop to fix the Hotmail vulnerability could be circumvented 
by using alternate character encodings4. Hence, we focus on fully automated 
solutions. 

RELATED WORK 

Several approaches have been developed for securing web applications 
including filtering input and output that appears dangerous, automated 
testing and diversity defenses. The approaches most similar to our proposed 
approach involve analyzing information flow. 

Input and Output Filtering. Scott and Sharp developed a system for 
providing an application-level firewall to prevent malicious input from 
reaching vulnerable web serversz3. Their approach required a specification of 
constraints on different inputs, and compiled those constraints into a 
checkmg program. This requires a programmer to provide a correct security 
policy specific to their application, so is ill-suited to protecting typical web 
developers. Several commercial web application firewalls provide input and 
output filtering to detect possible  attack^^^'^^. However, these tools are prone 
to both false positives and negatives26. 

Automated Testing. There are several web application security testing 
tools designed specifically to find v ~ l n e r a b i l i t i e s ~ ~ ~ ~ ~ ~ ~ .  The problem with 
these tools is that they have to guess the exploit data in order to expose the 
vulnerability. For well-known generic classes of vulnerabilities, such as SQL 
injection, this may be possible. But for novel or complex vulnerabilities, it is 
unlikely the scanner will guess the right inputs to expose the vulnerability. 

Diversity Defenses. Instruction-Set Randomization is a form of diversity 
in which defenders modify the instruction set used to run applications29. 
Thus, code-injection attacks that rely on knowledge of the original language 
are detected and thwarted easily. This approach has been advocated for 
general scripting languages29 and for protection against SQL  injection^^^. 
There are two main problems with ISR: (1) it is effective only against code 
injection attacks and incomplete by itself (it does not handle cross-site 
scripting attacks), and (2), the deployment of ISR is not transparent to 
developers and requires the transformation of application code. 

Information Flow. All of the web vulnerabilities described in Section 2 
stem from insecure information flow: data from untrusted sources is used in 
a trusted way. The security community has studied information flow 
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extensively3'. The earliest work focused on confidentiality, in particular in 
preventing flows from trusted to untrusted  source^'^. In our case, we are 
primarily concerned with integrity. Biba showed that information flow can 
also be used to provide integrity by considering flows from untrusted to 
trusted sources33. 

Information flow policies can be enforced statically, dynamically or by a 
combination of static and dynamic techniques. Static taint analysis has been 
used to detect security vulnerabilities in C programs34,35. Static approaches 
have the advantage of increased precision, no run-time overhead and the 
ability to detect and correct errors before deployment. However, they require 
substantial effort from the programmer. Since we are focused on solutions 
that will be practically deployed in typical web development scenarios, we 
focus on dynamic techniques. 

Huang et. a1 developed WebSSARI, a hybrid approach to securing web 
applications36. The WebSSARI tool uses a static analysis based on type- 
based information flow to identify possible vulnerabilities in PHP web 
applications. Their type-based approach operates at a coarse-grain: any data 
derived from tainted input is considered fully tainted. WebSSARI can insert 
calls to sanitization routines that filter potentially dangerous content from 
tainted values before they are passed to security-critical functions. Because 
we propose techniques for tracking taintedness at a much finer granularity, 
our system can be more automated than WebSSARI: all we require is that 
the server uses our modified interpreter PHP to protect all web applications 
running on the server. 

4. AUTOMATIC WEB HARDENING 

Our design is based on maintaining precise information about what data 
is tainted through the processing of a request, and checking that user input 
sent to an external command or output to a web page contains only safe 
content. Our automated solution prevents a large class of common security 
vulnerabilities without any direct effort required from web developers. 

The only change from the standard web architecture in Figure 1 is that 
we replace the standard PHP interpreter with a modified interpreter that 
identifies which data comes from untrusted sources and precisely tracks how 
that data propagates through PHP code interpretation (Section 4.1), checks 
that parameters to commands do not contain dangerous content derived from 
user input (Section 4.2), and ensures that generated web pages do not contain 
scripting code created from untrusted input (Section 4.3). 
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4.1 Keeping track of precise taint information 

We mark an input from untrusted sources including data provided by 
client requests as tainted. We modified the PHP interpreter's implementation 
of the string datatype to include tainting information for string values at the 
granularity of individual characters. We then propagate taint information 
across function calls, assignments and composition at the granularity of a 
single character, hence precise tainting. The application of precise tainting 
enables the prevention of injection attacks and the ability to easily filter 
output for XSS attacks. If a function uses a tainted variable in a dangerous 
way, we can reject the call to the function (as is done with SQL queries or 
PHP system functions) or sanitize the variable values (as is done for 
preventing cross-site scripting attacks). 

Web application developers often remember to sanitize inputs from GET 
and POSTS, but will omit to check other variables that can be manipulated by 
clients. Our approach ensures that all such external variables, e.g. hidden 
form variables, coolues and HTTP header information, are marked as tainted. 
We also keep track of taint information for session variables and database 
results. 

4.1.1 Taint strings 

For each PHP string, we track tainting information for individual 
characters. Consider the following code fragment where part of the string $x 
comes from a web form and the other from a cookie: 

$x = "Hello " . $-GET['namel'] . ". I am " . $-COOKIE['name2']; 

The values of $-GET['namel'] and $-COOKIE['name2'] are fully tainted (we 
assume they are Alice and Bob). After the concatenation, the values of $x 
and its taint markings (underlined) are: H e l l o  A1 ice. I am - Bob. 

4.1.2 Functions 

We keep track of taint information across function calls, in particular 
functions that manipulate and return strings. The general algorithm is to 
mark strings returned from function as tainted if any of the input arguments 
are tainted. Whenever feasible, we exploit the semantics of functions and 
keep track of taintedness precisely. For example, consider the substring 
function in which taint marlungs for the result of the substr call depend on 
the part of the string they select: substr("precise taint me", 2, 10); /I ecise a 
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4.1.3 Database values and session variables 

Databases provide another potential venue for attackers to insert 
malicious values. We treat strings that are returned from database queries as 
untrusted and mark them as tainted. While this approach may appear overly 
restrictive, in the sense that legitimate uses may be prevented, we show in 
Section 4.3 how precise tainting and our approach to checking for cross-site 
scripting mitigates this potential problem. Further, if the database is 
compromised by some other means, the attacker is still unable to use the 
compromised database to construct a cross-site scripting attack. 

The stateless nature of HTTP requires developers to keep track of 
application state across client requests. However, exposing session variables 
to clients would allow attackers to manipulate applications. Well-designed 
web applications keep session variables on the server only and use a session 
id to communicate with clients. We modified PHP to store taint information 
with session variables. 

4.2 Preventing command injection 

The tainting information is used to determine whether or not calls to 
security-critical functions are safe. To prevent command injection attacks, 
we check that the tainted information passed to a command is safe. The 
actual checking depends on the command, and is designed to be precise 
enough to prevent all command injection attacks from succeeding while 
allowing typical web applications to function normally when they are not 
under attack. 

4.2.1 PHP injection 

To prevent PHP injection attacks we disallow calls to potentially 
dangerous functions if any one of their arguments is tainted. The list of 
functions checked is similar to those disallowed by Per1 and Ruby's taint 
mode37~38 and consists of functions that treat input strings as PHP code or 
manipulate the system state such as system calls, WO functions, and calls that 
are directly evaluated. 

4.2.2 SQL injection 

Preventing SQL injections requires taking advantage of precise taint 
information. Before sending commands to the database, e.g. mysql-query, we 
run the following algorithm to check for injections: 
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TOKENIZE THE QUERY STRING; PRESERVE TAINT 
MARKINGS WITH TOKENS. 
SCAN EACH TOKEN FOR IDENTIFIERS AND OPERATOR 
SYMBOLS (IGNORE LITERALS, I.E., STRINGS, NUMBERS, 
BOOLEAN VALUES). 
DETECT AN INJECTION IF AN OPERATOR SYMBOL IS 
MARKED AS TAINTED. OPERATOR SYMBOLS ARE ,()[I.;:+ 
*/\%A<>=-!? @#&I' 
DETECT AN INJECTION IF AN IDENTIFIER IS TAINTED 
AND A KEYWORD. EXAMPLE KEYWORDS INCLUDE 
UNION, DROP, WHERE, OR, AND. 

Using the example from Section 2.1 : 
$cmd="SELECT user FROM users WHERE user = ' " . $user 

. "' AND password = ' " . $password . " ' "; 

The resulting query string (with $user set to ' OR 1 = 1 ; -- ') is tainted as 
follows: SELECT user FROM users WHERE user = ' ' OR 1 = 1 ; -- ' AND password 
= 'xi. - We detect an injection since OR is both tainted and a keyword. 

4.3 Preventing cross-site scripting 

Our approach to preventing cross-site scripting relies on checking 
generated output. Any potentially dangerous content in generated HTML 
pages must contain only untainted data. We modify the PHP output 
functions (print, echo, printf and other printing functions) with functions that 
check for tainted output containing dangerous content. The replacement 
functions output untainted text normally, but keep track of the state of the 
output stream as necessary for checking. For a contrived example, consider 
an application that opens a script and then prints tainted output: print 
"<script>document.write ($user)</script>"; 

An attacker can inject JavaScript code by setting the value of $user to a 
value that closes the parenthesis and executes arbitrary code: " me");alert("yoM. 
Note that the opening script tag could be divided across multiple print 
commands. Hence, our modified output functions need to keep track of open 
and partially open tags in the output. We do not need to parse the output 
HTML completely (and it would be unadvisable to do so, since many web 
applications generate ungrammatical HTML). 

Checking output instead of input avoids many of the common problems 
with ad hoc filtering approaches. Since we are looking at the generated 
output any tricks involving separating attacks into multiple input variables or 
using character encodings can be handled systematically. Our checking 
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involves whitelisting safe content whereas blacklisting attempts to prevent 
cross-site scripting attacks by identifying known dangerous tags, such as 
<script> and <object>. The latter fails to prevent script injection involving 
other tags. For example, a script can be injected into the apparently harmless 
<b> (bold) tag using parameters such as onmouseover. 

Our defense takes advantage of precise tainting information to identify 
web page output generated from untrusted sources. Any tainted text that 
could be dangerous is either removed from the output or altered to prevent it 
being interpreted (for example, replacing < in unknown tags with &It;). Our 
conservative assumptions mean that some safe content may be inadvertently 
suppressed; however, because of the precise tainting information, this is 
limited to content that is generated from untrusted sources. 

CONCLUSION 

We have described a k l ly  automated, end-to-end approach for hardening 
web applications. By exploiting precise tainting in a way that takes 
advantage of program language semantics and performing context-dependent 
checking, we are able to prevent a large class of web application exploits 
without requiring any effort from the web developer. Initial measurements 
indicate that the performance overhead incurred by using our modified 
intepreter is less than 10%. 

Effective solutions for protecting web applications need to balance the 
need for precision with the limited time and effort most web developers will 
spend on security. Fully automated solutions, such as the one described in 
this paper, provide an important point in this design space. 
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Abstract: Distributed Denial of Service (DDoS) attackers typically use spoofed IP 
addresses to prevent exposing their identities and easy filtering of attack 
traffic. This paper introduces a novel mitigation scheme, TRAPS, whereby the 
victim verifies source address authenticity by performing reconfiguration for 
traffic redirection and informing high ongoing-traffic correspondents. The 
spoofed sources are not informed and will continue to use the old 
configuration to send packets, which can then be easily filtered off. Adaptive 
rate-limiting can be used on the remaining traffic, which may be attack packets 
with randomly-generated spoofed IP addresses. We compare our various 
approaches for achieving TRAPS functionality. The end-host approach is 
based on standard Mobile IP protocol and does not require any new protocols, 
changes to Internet routers, nor prior traffic flow characterizations. It supports 
adaptive, real-time and automatic responses to DDoS attacks. Experiments are 
conducted to provide proof of concept. 

Key words: Distributed Denial of Service; Attack Response System; Adaptive Security. 

1. INTRODUCTION 

In Denial of Service (DoS) [ I ]  or Distributed DoS (DDoS) attacks, a 
large number of malicious packets are sent from single or multiple machines 
respectively, with the aim of exhausting the target's computational and 
networking resources. The DDoS attacks that shut down some high-profile 
Web sites (e.g. Yahoo, Amazon) in February 2000 [2], demonstrated their 
severe consequences and the importance of efficient defense mechanisms. 
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Measurements collected in [3] shows the prevalence of DoS attacks in the 
Internet, whereby more than 12,000 attacks against over 5,000 distinct 
targets were observed in a 3-week data collection period. 

In DDoS attacks, the attack packets are often sent with spoofed IP 
addresses to hide the attackers' identity. Traceback mechanisms [4-121 have 
been proposed to trace the true source of the attackers to institute 
accountability. In [13,14], authenticity of IP packet addresses are verified to 
eliminate spoofing. Rate limiting [15] can be used to decrease malicious 
traffic as a response technique when the probability of false positive is high. 
When the data stream is reliably detected as malicious, filtering mechanisms 
[16,17] can be used to drop the attack traffic. Reconfiguration mechanisms 
[18,19] change the topology of the victim's network to isolate the attacks or 
add more network resources. Detailed discussions continue in Section 6. 

This paper proposes a novel comprehensive adaptive DDoS mitigation 
scheme named "Traffic Redirection Attack Protection System" (TRAPS). It 
consists of traffic congestion and overloading detection, DDoS alleviation by 
performing good traffic redirection, bad traffic filtering and suspicious 
traffic adaptive rate-limiting. This scheme does not require prior traffic flow 
characterizations compared to most existing DDoS defense systems, and 
allows for a quick real-time response even when attacks constitute flooding 
of the victim with legitimate service requests. We examined the various 
approaches of achieving the TRAPS reconfiguration for redirection 
functionality, and concluded that the end-host approach is comparatively 
more efficient and requires the least deployment effort. We used Mobile IP 
(MIP) [20,21] protocol to implement the end-host approach, to avoid the 
need for new Internet protocol. Although MIP is used, TRAPS is applicable 
regardless of whether the victim is a wired or wireless node, at home or in a 
foreign network, and operating in static or mobile mode. 

Section 2 of the paper specifies the design objectives and key 
assumptions. Section 3 describes TRAPS. The experimentation to prove the 
concepts is presented in Section 4. Section 5 considers the security issues of 
the protocol and possible attack scenarios, followed by comparisons with 
existing techniques in Section 6. Conclusions follow in Section 7. 

2. DESIGN OBJECTIVES AND KEY ASSUMPTIONS 

In this section, we present the design objectives and discuss the key 
assumptions on which the TRAPS' design is based. 
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Design O'biectives: 
i) Should not require any changes to the Internet infrastructure as it would 

raise conformance issues 
ii) Minimal processing and overhead requirements so as not to overload the 

host or network under attack 
iii) Simple and fast algorithms as time and processing power are critical 

factor and resource during DDoS attacks 
iv) Should achieve zero false positive to filter off packets to prevent self- 

inflicted DoS 
v) Should guarantee QoS for high-bandwidth legitimate users 
vi) Should guarantee communication of signals required for mitigation 

purpose to ensure that victim's "call for help" is not overwhelmed. 

Key Assumptions: 
i) If the packets' contents match an attack signature, it could be easily 

detected and filtered off by an Intrusion Detection Systems (IDS). Co- 
operation of IDS with TRAPS would allow faster detection of attacks 
with known signatures and reduce false positive. In this paper, we only 
focus on attack traffic with seemingly legitimate packet contents and 
proceed to differentiate them into the good, bad and suspicious types. 
Prior knowledge of attack signatures and characterization based on 
packet contents are thus not required. We define 4 classes of DDoS 
attacks as follows: 
Class A: High-bandwidth traffic with legitimate source addresses 
Class B: High-bandwidth traffic with randomly generated spoofed source 
addresses 
Class C: Low-bandwidth traffic with legitimate source addresses 
Class D: Low-bandwidth traffic with randomly generated spoofed source 
addresses 

Class A attacks are similar to legitimate user traffic flows and cannot 
be classified as attacks as they would have the same rights as legitimate 
users. They are using their own source addresses and transferring 
legitimate traffic and so will be informed of any hosthetwork 
reconfiguration by TRAPS. TRAPS should not attempt and would not be 
able to prevent such attacks. TRAPS assumes these are high-bandwidth 
users (even if they are zombies), who have negotiated a QoS agreement, 
and so aims to preserve their QoS. Therefore, this should be handled by 
mechanisms such as resource allocation at the protected network and we 
do not consider this form of "attack" here. However, Class A attackers 
might try to obtain a protected hosthetwork's latest configuration 
information to support attacks in the other three classes. We discuss this 
further in Section 5 and propose a solution. 
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Class B attackers will be sent TRAPS notification of the latest 
reconfiguration information, but they will not receive them as the 
addresses are spoofed. Thus, they are not able to send subsequent 
packets based on the latest protected hosthetwork's configuration, and 
so the subsequent traffic can be easily identified and filtered off. 

Class C and Class D attack traffic are not notified as they constitute a 
vast distributed set of distinct addresses, so sending individual 
notifications is not practical. This attack traffic would be treated as 
suspicious traffic along with any new incoming legitimate requests, and 
be subjected to lenient treatment (i.e. rate limiting). 

ii) We assume that legitimate correspondents are willing to co-operate upon 
receiving notifications generated by TRAPS. As they would like to have 
access to the services provided by the protected hosthetwork, they 
would be motivated to co-operate so they would not block off 
notifications or refuse to act upon receiving notifications. As such, 
authentication of notifications becomes an important consideration and 
we would discuss this further in Section 5 .  

iii) We assume that the protected network is one under an administrative 
domain (e.g. enterprise network) and there exists the ability to 
reconfigure gateways (e.g, for rate limiting) or routers within the 
network to support TRAPS. 

3. DESIGN OF TRAPS 

When severe traffic congestion or overloading is detected at the victim, 
all the gateways and the victim's access router (AR) are informed to drop 
packets for it, to maintain resource utilization at a "safe" level. The 
gateways, with a specified probability, discard packets destined for the 
victim from external sources. The AR ensures that aggregate traffic destined 
for the victim does not exceed the "safe" level and performs additional rate 
limiting if required (to take care of possibility of internal attackers, whereby 
implications will be discussed later). The above-mentioned step will ease the 
congestion to prevent the victim and network from being overwhelmed by 
the flood. This is very important during an attack to allow nodes within the 
protected network to be able to achieve communication for activating 
TRAPS mitigation support - satisfies Objective (vi). At the same time, 
reconfiguration of the victim/network will be performed to support traffic 
redirection and the victim will determine recent correspondents with high 
on-going traffic. TRAPS will inform these correspondents to send future 
traffic based on the new configuration information. Some notifications may 
fail due to spoofed addresses. When the acknowledgements are received 
from the correspondents (after allowing time for retries), the victim informs 
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the gateways and its AR to drop all subsequent packets which do not contain 
the latest configuration information. Legitimate on-going high bandwidth 
traffic will have received the redirection information and so will be passed 
through to reach the victim - satisfies Objective (v). Bad on-going high 
bandwidth traffic using spoofed source addresses, will be filtered off. This 
traffic detected as attacks, are without doubt from illegitimate users and thus 
zero false positive is achieved - satisfies Objective (iv). 

In DDoS attacks, multiple small-volume bad traffic flows are directed at 
the victim with randomly spoofed source addresses, and traffic redirection is 
not feasible. This remaining (Class D) traffic is instead rate-limited (i.e. a 
more lenient approach) as it might include newly initiated connection 
requests or small streams of traffic from legitimate sources. In a DDoS 
attack, a high percentage of the remaining traffic belongs in the category of 
attacks as compared to the small volume of legitimate traffic and therefore, 
rate-limiting improves the probability of letting the legitimate requests get 
through. Next, we propose the various approaches of achieving the TRAPS 
reconfiguration for traffic redirection. 

3.1 En-route Routers Nomination 

We propose the network based approach as follows. The victim or a 
central node nominates routers (e.g. randomly) within the network. These 
nominated routers are assigned as en-route routers in newly constructed 
pathls (different set of routers could be nominated for different (set of) 
correspondents). These new alternative patWs are assigned to the high- 
bandwidth traffic correspondents, through TRAPS notifications, to allow 
them to reach the victim. The gateways are then informed of the 
{correspondentJs' address, victim's address, designated patWs) matching 
data sets. They will check the incoming packets and if they do not contain 
any valid designated path information in the packets when checked with the 
matching data sets, these packets will be dropped. Another set of routers, the 
Guard Routers, are also randomly chosen within the network and they too, 
are informed of the matching data sets; Though gateways will be responsible 
for dropping off attack packets from external attackers, attack packets from 
internal attackers will bypass gateways and therefore, there exists a need for 
these Guard Routers to check packets in transit based on the matching data 
sets and make decisions whether to forward or drop the packets. Guard 
Routers would filter packets based on both the information in the packets 
and whether the packets are supposed to visit it. The AR is also informed of 
the matching data sets to provide a final line of defense. It will perform final 
checks before forwarding packets to the victim 

The disadvantages of this approach are that mechanisms such as source 
routing have to be used to ensure that the packets follow the designated paths 
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and a new signaling protocol is required to notify the correspondents of the 
pathls they are assigned. The default route is cut off and the alternate path/s 
might not be the optimal ones, and high overhead will be incurred as the 
packets need to encapsulate the en-route routers' addresses. The advantages 
are that the packets must follow the designated paths or be filtered off and as 
it would be difficult for the attackers to guess what are the nominated en- 
route routers (security strength is dependent on the no. of routers selected 
and no. of address bits (minus away no, of bits for network prefix)), and to 
derive the exact routers sequence in the alternate pathts. Another advantage 
would be that the approach could be applied to reduce the load on the 
gateways by having them perform only random checks and leaving the 
mandatory verifications to the Guard Routers. Therefore, work distribution 
across the protected network could be achieved. 

3.2 Passcode Approach 

Instead of assigning alternate path/s to the correspondents, passcodes 
could be generated for assignments instead. Packets with matching source 
address, destination address and valid passcode are allowed to be forwared. 
The advantages of this approach are that mechanisms such as source routing 
is not required (e.g. passcode could be placed in an optional header in the 
packet), lesser overhead is incurred as passcode is shorter than the entire 
path information and the default route, which is normally the optimal path, is 
not "cut off'. A disadvantage is that a new signaling protocol for TRAPS 
notification is still required as in the En-route Router Nomination approach. 
Attackers having knowledge of this scheme will have a success rate a 112"'~~ 
or 1 1 2 " ' ~ ~ ~  of breaking it, for IPv4 or IPv6 networks respectively (i.e. 
guessing matching correspondent's address and passcode of n bits for each 
victim it's targetting). 

3.3 Virtual Relocation Approach 

The following describes the Virtual Relocation Approach, which is end- 
host based. The victim performs a virtual relocation by requesting a new IP 
address (different addresses could be used for different correspondents or set 
of correspondents), while still maintaining its old one for use with 
correspondents not chosen for notifications. It informs high-bandwidth 
traffic correspondents of the new IP address, and all gateways and a selected 
set of Guard Routers in the protected network of the {correspondent/s' 
address, victim's new address) matching data sets. The AR is also informed 
of the matching sets to provide a final line of defense. The required 
forwarding or dropping of packets are performed by the gateways, Guard 
Routers and AR, based on the matching data sets. 
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This approach has the least overhead as it does not require additional data 
in the packets (i.e. just replace the destination field). The gateways, Guard 
Routers and victim's AR will drop packets with source address = notified 
correspondents and destination address = victim's old address. The default 
route need not be "cut off' and multiple paths could still exist between 
correspondents and victim. The attackers having knowledge of the scheme 
could guess the new address (having network prefix of m bits) and matching 
correspondent's address with a success rate a l/264-m for IPv4 and l/2256-m for 
IPv6 networks. 

Although the possibility of success of attackers breaking the scheme is 
not very high (e.g. 1.39e-l7 and 2.43e-63 for Virtual Relocation Approach in 
IPv4 (assuming 8-bit network prefix) or IPv6 networks (having known 48- 
bit public topology IDS respectively), security strength could be further 
increased, by performing dynamic reconfigurations more frequently. 
However, this increases the signaling overhead. 

Comparing the methods proposed, we could see that Virtual Relocation 
has the least overhead (no additional fields in data packets and minimal 
signaling within protected network). The processing overhead is low due to 
its simplicity as it does not require a hashing algorithm or network support in 
alternate pathh construction - satisfies Objectives (ii) and (iii). The most 
important factor here is that it requires the least deployment effort - satisfies 
Objective (i) (although all the methods do not require modifications to the 
Internet infrastructure). The network based approaches require a signaling 
protocol for communications with the correspondents and customized 
TRAPS activation software at all potentially legitimate correspondents. 
However, with the Virtual Relocation Approach, we could make use of MIP, 
and thus no special software is needed at the correspondents. As long as the 
correspondents comply to the MIP standards, they have the necessary 
mechanisms to support communications and react to relocation of their 
correspondents. This approach could be used even if their correspondents are 
not actually mobile. 

The following sub-sections describe the details on the components of 
TRAPS, namely high-bandwidth traffic selection, traffic congestion and 
overloading detection, rate-limiting, and flooding subsidence. 

3.4 High-bandwidth Traffic Selection 

A Correspondent Database (CD) is maintained by the victim to record 
information about the traffic it receives and contains the following fields. 
- Source address (Sk - unique key field) 
- Amount of traffic (e.g, in bytes), Mk, received from this source 
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where k (from 0 to K-1) is the sequence number of the entries in the CD, and 
K is the total number of entries in CD. CD is refreshed every T, secs to keep 
the data set updated for monitoring the latest on-going traffic of the last T, 
secs (T, > T,). 

When congestion or overloading is detected, the victim looks up its CD 
to select those correspondents with high-bandwidth ongoing traffics, to be 
notified about the reconfiguration. This also applies to Class B attacks. 

In the event of Class C and D attacks, most of the source addresses in the 
CD will be widely distributed and short-lived (in the case of Class D). With 
the record interval, T,, there will be very little recorded traffic for each 
unique spoofed source address. However, setting an absolute threshold of 
traffic received for TRAPS activation would require monitoring normal 
traffic flow and attack traffic to derive how much traffic are considered 
heavy good traffic or low unique bad traffic with widely distributed range of 
source addresses. Therefore, we propose ( I )  as the first condition for 
choosing the correspondents to perform notifications. In this case, only 
entries in the CD with traffic equal or greater than the average traffic 
received will be chosen. The second condition is that the selected traffic 
must also be high enough (> threshold, MT) to justify selection for 
notifications. This is to prevent massive activation in the event that there are 
many sources of low bandwidth attack traffic while there is no ongoing high- 
bandwidth legitimate traffic - this is likely for DDoS. 

3.5 Traffic Congestion and Overloading Detection 

The traffic and resource monitoring system on the victim detects flooding 
and severe resource consumption. A simple method is to observe the 
resource utilization (i.e. bandwidth and computing resources) at the victim 
and activate TRAPS when a threshold is reached. Another way would be 
through monitoring gradual depletion of resources at the victim. For 
example, in traffic monitoring, the aggregate incoming traffic will be 
observed for checking bandwidth utilization. Traffic growth rate is then 
computed, so as to detect seemingly abnormal traffic behavior. As for the 
computing resource monitoring, parameters such as CPU load or memory 
consumption would be observed and consumption growth rate could then be 
computed to detect any signs of attack directed at the victim. The following 
describes the detection method in details. 
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1) Let x, (bandwidth or other resources' utilization in percentage) be the 
alerting points whereby resource consumption growth rate monitoring has 
to be started, with n > 0 and x, > x,.~ > . . . > x2 > XI. 

2) Let g, (consumption growth in percentage) correspond to each x, whereby 
an alarm has to be triggered and traffic redirection activated. Detection 
sensitivity has to be increased as the resource utilization gets larger. 
Therefore, allowable consumption growth rate should be set smaller for 
increasing monitoring stages. 

3) Let t, be the sampling rate of each stage (in seconds, n = 0 for sampling 
rate before first alerting point and n > 0 for sampling rate during alerting 
stages). Similar to the consumption growth, the detection sensitivity 
should be increased as the alerting point is advanced. This could be set 
through the sampling rate by allowing more frequent sampling at 
later/crucial monitoring stages. 

4) Let y be the final alert point or the alarm point, whereby an alarm is 
immediately generated as soon as the resource utilization reaches or 
exceeds this point. 

3.6 Rate Limiting at Gateways and Victim's AR 

After TRAPS is activated, resource consumption at the victim is 
constantly monitored to adjust the rate-limiting parameters at the gateways 
and victim's AR in the protected network. An allowable stable resource 
consumption level, R,, is configured at the victim. We define the probability 
of rate-limiting, p, as the probability of dropping the incoming traffic. The 
initial value of p, po, is derived from R, when alarm is triggered for TRAPS 
activation. For example, if R, is 85% of bandwidth and aggregate incoming 
traffic at the victim is utilizing 95% of it's bandwidth, po will be (95-85)/95, 
which is approximately 0.105. This value will be sent to the gateways to 
perform rate limiting for this particular victim (i.e, destination of packets = 
victim). Resource consumption, which is constantly monitored at the 
sampling rate, t,, as in Section 3.4, will be used for adjusting the probability 
setting. To provide a last line of defense (e.g. in case of internal attackers), 
victim's AR will be asked to perform further rate-limiting to maintain 
victim's resource consumption within a "safe" level (e.g. limit victim's 
aggregate incoming traffic bandwidth at 100kbps). 

3.7 Flooding subsidence 

To prevent frequent toggling between activation and deactivation of 
TRAPS resulting in high overhead, three parameters would be used to 
determine if the DDoS attack has subsided. Therefore, TRAPS will only be 
deactivated if possible resource consumption without TRAPS is maintained 
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within an acceptable level (R, < XI, where xl is defined in Section 3.4), for at 
least T, seconds with a low probability (Pa) of rate limiting at the gateways. 
Possible resource consumption without TRAPS is measured by totaling 
resource consumption at the victim, resource conservation due to filtering 
and rate limiting at the gateways and victim's AR. The choice of the three 
parameters (R,, Pa, and T,) would affect the frequency of toggling as in the 
following equation. 

Frequency of toggling a (R, x PJT, (2) 

4. PROOF OF CONCEPT (INCORPORATION WITH MIP) 

We used MIP for performing the signaling as it is well-suited for carrying 
out the required virtual traffic redirection. It is virtual in the sense that traffic 
is not really redirected to another route but rather to the victim's new 
address, and the same default or optimal route might still be used. Another 
reason is that since MIPv4 and MIPv6 are IETF standards, widespread 
implementations of the protocols are in place (e.g, versions in Windows, 
Linux, BSD are available). No change will be required in the rest of the 
Internet infrastructure and the correspondents. In MIP, Home Agents (HAS) 
are responsible for proxying and intercepting the packets on behalf of 
Mobile Nodes (MNs, i.e. the victims here), therefore the tasks of filtering 
and forwarding of the packets destined to MNs can be performed by HAS 
instead of the gateways. In this case, the gateways are relieved from having 
to handle all the hosts, which might be activating TRAPS, in the network. In 
this way, more effective workload distribution and thus higher scalability is 
achieved. 

We developed the TRAPS prototype by implementing the necessary 
modifications on the MIPL MIPv6 code [22] and additional supporting 
modules for deployment in a testbed. The systems were running Linux 
kernel 2.4.22. The supporting modules implemented on the Gateway are the 
Rate Limiting daemon, which listens for signals from MN and provides rate 
limiting based on the received parameters, and the Router Bandwidth 
Monitoring application, which monitors all incoming traffic and records 
bandwidth utilization for previous interval. The Filtering daemon on the HA 
listens for signals from MN and filters packets with old correspondent- 
victim address pair. MN runs the Host Bandwidth Monitoring and TRAPS 
activation application, which monitors all incoming traffic, computes the 
bandwidth utilization, monitors the alert stages, sends TRAPS activation 
signal to the MIP code to trigger TRAPS, notifies gateway regarding rate 
limiting activation and parameter updates, and notifies HA of filtering 
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updates, and the Test Server, which listens for data transfer from CN before, 
during and after TRAPS activation to test that there's no cutting off of 
messages. The Attack module on the Attacker system is an UDP packet 
generator with adjustable attack rate and configurable spoofed address. The 
Test Client on CN sends continuous data to MN before, during and after 
TRAPS activation to test that there's no cutting off of messages 

Experiments were performed by setting 3 stages of resource monitoring 
(2 alert stages at 50 and 60kbps respectively, and the alarm stage at 80kbps) 
at MN. Test Server module at MN and Test Client module at CN were 
started to continuously carry out data transfer. The Attacker's spoofed 
address was set to be CN's IP address. When the attack traffic was gradually 
increased through each stage corresponding to those set at MN, the alert 
events and finally the alarm event were triggered. MN then sent rate limiting 
signal to the gateway and BU to the CN regarding its new IP address. The 
gateway started rate limiting traffic destined to MN. When CN received 
MN's BU, it sent a BAck to MN. After that, MN sent the filtering signal to 
HA to activate filtering on the CN's address, MN's HoA pair. After which, 
the attack traffic from the Attacker was intercepted by HA and filtered off. 
On the other hand, the data transfer between the Test Server and Test Client 
was able to continue. 

5. DISCUSSIONS 

Security Considerations o f  Protocol 
Traffic redirections as used in TRAPS can pose a major security problem 

in the Internet if the protocol messages are not properly authenticated. 
Therefore, we will now consider the MIP related security issues, which are 
of concern to TRAPS. 

In MIPv4, it is specified that each MN, FA, and HA must be able to 
support a mobility security association for mobile entities, indexed by their 
security parameter index (SPI) and IP address. Registration messages 
between MN and its HA must also be authenticated with an authorization- 
enabling extension. This prevents a malicious node from impersonating MN 
to redirect away its traffic or HA to intercept MNs' packets. 

The MIPv4 Route Optimization Authentication extension [23] is used to 
authenticate the protocol messages with an SPI corresponding to the source 
IP address of the message and it must be used in any binding update message 
sent by the HA or MN to the CNs. The calculation of the authentication data 
is specified to be the same as in the base MIPv4. This is HMAC-MD5 [24]. 
A security association must be present between CN, which could be any 
node in the Internet, and MN/HA. It is suggested in [20] that the mobility 
security association at a CN could be used for all MNs served by a particular 
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HA. The effort of establishing such an association with a relevant HA is 
more easily justified than the effort of doing so with each MN. 

In MIPv6, binding updates are protected by the use of IPSec extension 
headers [25] or the Binding Authorization Data option, which employs a 
binding management key established through the return routability 
procedure [21]. It is specified that MN and HA must use an IPSec security 
association to protect the integrity and authenticity of the binding 
management messages. 

The protection of binding updates to CNs does not require the 
configuration of security associations or the existence of an authentication 
infrastructure between the MN and CNs. The return routability procedure is 
used to prove the authenticity of the MN by testing whether packets 
addressed to the two claimed addresses (i.e. HoA and CoA) are routed to the 
MN. MN can only pass the test if it is able to supply proof that it received 
the keygen tokens which CN sends to those addresses. The return routability 
procedure also protects CN against memory exhaustion DoS attacks as CN 
does not need to retain any state about individual MNs until an authentic 
binding update arrives. 

If the gateways are not implemented with the HA functionalities to 
perform filtering, security associations must be set up between the MN and 
the gateways, which are responsible for rate-limiting. Finally, it is important 
to note that TRAPS presents no additional security vulnerability to the MIP 
protocols. 

Random Hit 
We mentioned that Class B attacks are singled out by TRAPS for 

notification of the latest reconfiguration information. As they could not be 
"reached, they could be easily identified as attack traffic flows and would 
then be filtered off. However, what if there happens to be a random hit (e.g. 
randomly generated spoofed addresses by attackers within an address range 
resulting in an address belonging to one of the attackers)? In this case, that 
particular attacker would be notified of the latest information and continue 
attack on the victim using randomly spoofed addresses. However, in this 
second round of attack, the traffic volume will be lower and distributed 
across the spoofed address range (and will be rate-limited instead), since the 
other attackers were "stopped" in the first round. A solution to strengthen the 
scheme and lower the chances of this happening (recommended in Section 
3), is by performing regular dynamic reconfigurations and updates. 

Spvina bv Class A attackers 
It was mentioned in Section 2 that there's a possibility that Class A 

attackers might be used as spies to obtain protected hosthetwork's latest 
configuration information to support attacks in the other 3 classes. However, 
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even with this information, the other forms of attacks would not be 
successful as prevention from filtering not only acts on knowledge of this 
information but also matching correspondent's address. In any case, a 
solution could be in place to catch the spy. The victim could have multiple 
sets of configuration information (e.g. multiple addresses in the Virtual 
Relocation Approach) and provide each set of correspondents with different 
configuration information. If exploitation of a particular set of configuration 
information is detected, we would know that a spy is within this set of 
correspondents. We could narrow down to the exact correspondent by 
performing iterations of this procedure. 

6. COMPARISONS WITH RELATED WORK 

Traceback mechanisms [4-121 have been proposed to trace the true 
source of the DDoS attackers, as attack packets are often sent with spoofed 
IP addresses. In traceback, the attack path or graph is constructed to provide 
information on the routels the attack packets have taken to arrive at the 
victim. It is an attacker identification tool which requires further deployment 
of a detection and mitigation tool to counter DDoS attacks. 

Pushback [15] is a rate limiting mechanism which imposes a rate limit on 
data streams characterized as "malicious". It involves a local mechanism for 
detecting and controlling high bandwidth aggregate traffic at a single router 
by rate limiting the incoming traffic, and a co-operative pushback 
mechanism in which the router can ask upstream routers to control the 
aggregate. However, all high bandwidth traffic, whether good or bad, will be 
subjected to this rate 1imiting.Filtering mechanisms [16,17] on the other 
hand, filter out attack stream completely. This is used when the data stream 
is reliably detected as malicious; else, it may run the risk of accidentally 
denying service to legitimate traffic. 

Mechanisms such as traceback, rate limiting, and filtering need to be 
triggered by a third-party detection tool. The way the detection tools detect 
an attack is therefore very important to determine how reliable it is and 
which of the above-mentioned mechanisms is to be used. Detections are 
classified in two main categories, which are "Anomaly Detection" and 
"Misuse Detection" [26]. Anomaly detection techniques assume that a 
"normal activity profile" could be established for a system. Activities not 
matching the profile would be considered as intrusions. However, an action 
which is not intrusive but not recorded formerly in the profile would then be 
treated as an attack, resulting in false positive. Filtering would then result in 
DoS by the defense system itself. In situations whereby intrusive activities, 
which are not anomalous, occur, it would result in attacks not detected and 
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therefore false negatives. Such scenarios are possible if DDoS attacks are 
launched by flooding the victim with legitimate service requests. In misuse 
detection schemes, the attacks are represented in the form of a pattern or 
signature so that even variations of the same attack can be detected. 
However, they can only detect known attacks. For new attacks whereby the 
characteristics of the attack packets and pattern are unknown, they would of 
little use. They are also unable to detect attacks that are launched by flooding 
of legitimate packets. The advantage of TRAPS over these mechanisms is 
that it does not require prior traffic characterizations. 

A preventive measure to DDoS attacks is to ensure the authenticity of 
packets by eliminating source address spoofing. Ingress filtering [13] filters 
packets with spoofed source addresses at the first router encountered on 
entering the Internet. This router typically has information about valid source 
addresses that are allowed to pass through it. However, enforcement on 
supporting ingress filtering on all outbound routers to the Internet is difficult. 
Source Address Validity Enforcement (SAVE) [14] messages propagate 
valid source address information from the source to all destinations, for en- 
route routers to build an incoming table that associates each incoming 
interface of the router with a set of valid source address blocks. Packets with 
invalid source addresses are identified as attack packets. Widespread 
deployment is required for this scheme to be effective. 

Reconfiguration mechanisms change the topology of the victim or the 
intermediate network to add resources or isolate attack machines. The Secure 
Overlay Services (SOS) [I81 architecture is constructed using a combination 
of secure overlay tunneling, routing via consistent hashing, and filtering. The 
overlay network's entry points perform authentication verification and allow 
only legitimate traffic. The route taken by the traffic is computed to be 
designated beacons and then servlets, both of which are kept secret from the 
correspondents. Potential targets are protected by filtering which only allow 
traffic forwarded by the chosen secret servlets. Randomness and anonymity 
is in this way introduced into the architecture, making it difficult for an 
attacker to target nodes along the path to a specific SOS-protected 
destination. The XenoService [I91 is a distributed network of web hosts that 
respond to an attack on a web site by replicating it rapidly and widely. It can 
then quickly acquire more network connectivity to absorb a packet flood and 
continue providing services. 

TRAPS belongs to the category of reconfiguration mechanisms by 
changing the routes to the victim under attack. However, unlike SOS, an 
overlay network and complex algorithms (e.g. Chord routing algorithm, 
consistent hashing) need not be implemented. In SOS, only certain 
destinations are chosen for protection. These destinations are protected by 
filtering to only allow traffic forwarded by selected servlets. However, 
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beacons and servlets could be subjected to attacks instead. It is 
recommended in [I81 to have a large number of beacons and servlets to 
provide redundancy. Nodes overwhelmed by the attacks would then be 
"removed" and their jobs will be handled by the remaining active ones. In 
TRAPS, any node running the MN module would be able to bring itself 
under protection in the event of attacks. Redundancy by providing additional 
resources is also not required in TRAPS, unlike XenoService. 

7. CONCLUSIONS 

This paper proposes TRAPS, an adaptive real-time DDoS mitigation 
scheme. In TRAPS, the victim under attack verifies the authenticity of the 
source by performing adaptive reconfigurations, either host or network 
based, and requesting senders of high-bandwidth traffic streams to send 
subsequent data based on the victim's latest configuration. If the source is 
illegitimate, it would not be updated with this information. This traffic can 
be easily identified as attacks, with absolute confidence and be dropped. 
Suspicious traffic for the victim will be rate limited as most good traffic will 
have been redirected, leaving mainly attack packets with randomly generated 
IP addresses. 

The basic mechanisms of TRAPS, and various approaches (i.e. En-route 
Routers Nomination, Passcode and Virtual Relocation) of achieving the 
TRAPS reconfiguration for redirection were explained in detail. We 
discussed and evaluated the various approaches, and concluded that the end- 
host based approach, Virtual Relocation, is comparatively more efficient 
(e.g. requires least processing at gateways/routers/victim and overhead), and 
requires the least deployment effort among the proposed approaches. We 
suggested incorporating this approach with the MIP protocol to avoid 
proposing new protocols for Internet-wide deployment. Implementation of 
TRAPS was carried out and deployed in a testbed environment. It was 
observed that the operations of each module were functioning correctly and 
TRAPS was able to successfully mitigate an attack launched with spoofed 
source IP address. The security considerations with regards to MIP are 
discussed and we showed that TRAPS does not introduce any additional 
security vulnerability. Other possible scenarios of random hit and spying 
were also discussed with possible solutions proposed. 

Related work on the existing DDoS detection, tracking and mitigation 
techniques is presented. Comparison of some of their important features with 
TRAPS is carried out. Advantages of TRAPS over existing DDoS 
mechanisms are: it does not require prior traffic flow characterizations and 
allows for a quick real-time response even in the event whereby DDoS 
attacks constitute brute-force flooding of victim with legitimate service 
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requests; no need for additional resource allocation for providing 
redundancy; QoS is maintained for good high bandwidth traffic; very 
suitable for both high-end powerful systems and embedded systems as it is 
simple to implement and does not require sophisticated algorithms. 
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Abstract: A major threat to the information economy is denial-of-service attacks. 
Despite the widespread deployment of perimeter model countermeasures these 
attacks are highly prevalent. Therefore a new approach is posited; early 
detection. This paper posits an approach that utilises statistical signatures at 
the router to provide early detection of flooding denial-of-service attacks. The 
advantages of the approach presented in this paper are threefold: analysing 
fewer packets reduces computational load on the defence mechanism; no state 
information is required about the systems under protection; and alerts may 
span many attack packets. Thus, the defence mechanism may be placed within 
the routing infrastructure to prevent malicious packets from reaching their 
intended victim in the first place. This paper presents an overview of the early 
detection-enabled router algorithm and case study results. 

Keywords: network attacks; denial of service; statistical signatures; early detection. 

1. INTRODUCTION 

The flow of information is the most valuable commodity for 
organisations and users alike. Information is traded within the networked 
world and we are becoming ever more reliant on access to data and resources 
as technologies develop to facilitate this flow. Our reliance on such network 
technologies has ensured that financially unquantifiable assets, such as 
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people, reputation, and business relations, are amongst the most important to 
business [I]. 

A major threat posed to this information economy paradigm is that of 
denial-of-service attacks. These attacks present a very real threat as they 
disrupt or interrupt the flow of data that organisations rely on. Such attacks 
can be launched in a number of ways, from malicious use of common 
applications such as e-mail, to subverting Internet protocols. The subversion 
of Internet protocols leads to flooding attacks, whereby large volumes of 
data are sent to the victim. Denial-of-service attacks may also be a side- 
effect of other types of attack, such as Internet worms. Irrespective of the 
modus operandi, denial-of-service attacks are prevalent because the tools 
required are freely available on the Internet, simple to launch, effective, and 
difficult to prevent. Thus, large numbers of attacks are continuously being 
launched [2]. In addition, businesses that rely on their connectivity, such as 
on-line services, can be blackmailed with the threat of a denial-of-service 
attack if they were not to pay [3]. 

Yet, despite the prevalence of these attacks, a cost-effective and 
efficient countermeasure has yet to be proposed. Current defences rely on 
the perimeter model of network security, where a boundary is established 
around the nodes under protection. Inside the perimeter is trusted space, 
whilst outside is viewed as untrustworthy. Denial-of-service attacks remain a 
significant problem due to the unsuitability of perimeter devices for two 
reasons. First, perimeter devices are located on the victim system and are 
therefore under attack at the point of detection. Second, these devices inspect 
each and every packet in an attack, which in the case of denial of service 
places a large computational load on the defence mechanism in addition to 
the large network load caused by the attack. 

This paper demonstrates that the use of statistical signatures for early 
detection of denial-of-service attacks can greatly reduce the volume of 
packets that are inspected to determine malicious packets from legitimate. 
The approach employed by this paper has three novel contributions. First, 
the computational load is reduced on the defence mechanism as fewer 
packets are analysed. Second, no state information about the networks under 
protection needs to be held, again reducing computational load. Third, 
reports of attacks may relate to several packets rather than 'one packet, one 
alert' techniques employed by traditional countermeasures utilising non- 
statistical signatures. The reduction of volume enables detection devices to 
be placed beyond the perimeter and within the routing infrastructure thus 
enabling attacks to be thwarted prior to their reaching their intended target. 
As demonstrated in section 4, the approach posited in this paper remains 
highly efficient despite a significantly reduced number of packets inspected. 

This paper is organised as follows. Section 2 discusses related work. 
Section 3 presents an overview of statistical signatures and the effects that a 
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denial-of-service attack has on a network that is used for early detection. 
Section 4 presents a case study and results. Finally, section 5 presents 
conclusions and further work. 

RELATED WORK 

Flooding denial-of-service attacks are distinct from other attacks, for 
example, those that execute malicious code on their victim, in that they 
require a large volume of traffic, and it is this continuing stream of data that 
prevents the victim from providing services to legitimate users. It is the mass 
of all packets directed at the victim that poses the threat, rather than the 
contents of the packets themselves. 

Flooding denial-of-service attacks are problematic due to their subversion 
of normal network protocols. As such, it is these attacks that pose the 
greatest problem in today's network infrastructures. Subverting the use of 
protocols, such as the Transmission Control Protocol (TCP) or User 
Datagram Protocol (UDP), enables the attacker to disrupt on line services by 
generating a traffic overload to block links or cause routers near the victim to 
crash [4]. Because they subvert existing protocols the packets involved in 
these attacks are high-volume without being conspicuous or easily traceable. 
For example, TCP SYN flooding specifically targets weaknesses in the TCP 
protocol to achieve its aim. This attack method, which accounts for 94 per 
cent of denial-of-service attacks [2], is based on exploiting the three-way 
handshake in TCP. 

A number of approaches have been posited to counter the denial-of- 
service problem. For example, [5] proposes stronger authentication between 
communicating parties across a network. Alternatively, [6] suggests that 
network resources should be divided into classes of service, where higher 
prices would attract less traffic and ensure that an attacker could not afford 
to launch an attack. Alternatively, [7] suggests that the routing infrastructure 
should be more robust by securing servers in the first place. These 
approaches are not without their problems. For example, authentication, 
whilst attempting to prevent denial of service, paradoxically leaves itself 
open to such an attack due to the computational load required for the 
defence. Payment approaches assume that the consumer is willing to pay for 
different levels of service, which they are usually not. Finally, it is often 
poor software development practices due to the pressure of getting a product 
to market that lead to the release of server applications that are subvertable. 

These problems have led to the rise of traffic monitoring approaches and 
fall into two categories; statistical monitoring and adaptation of congestion 
algorithms. Statistical monitoring of networks, such as [8, 91, observes a 
network and detect upsurges in traffic of a particular type or for system 
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compromise. An advantage of this approach is that one alert may cover a 
number of attack packets, thus reducing network load caused by the 
reporting of events. In addition, a large upsurge of traffic is indicative of a 
flooding attack, irrespective of the protocol used by the attacker. 
Alternatively, congestion algorithms are adapted for detection of denial-of- 
service attacks. Approaches such as [lo, 111, use existing congestion 
techniques, where routers deal with upsurges in traffic to ensure quality of 
service, to detect denial of service. These approaches have the benefit of 
being able to detect the attack in the routing infrastructure, thus being able to 
halt the attack before it reaches its intended victim. 

However, even these more sophisticated approaches are not without their 
problems. Statistical approaches require human intervention to monitor the 
networks for upsurges, so is both labour intensive and inefficient. The 
congestion adaptation approaches may only apply simplistic signatures so as 
to not impede on the throughput of traffic. In addition, approaches such as 
[lo, 111 require that state information is held on the router. This information 
is computationally too exhaustive to be effective within the routing 
infrastructure. 

Therefore, a new approach is required that provides early detection of 
denial-of-service attacks; one that can combine and make use of the 
advantages of both the statistical and adaptation of congestion algorithm 
approaches. In this way, the benefits as above are achieved. 

STATISTICAL SIGNATURES 

Traditional stateful signature analysis applies statistical methods to 
collected data within the system over a period of time. This data is then 
analysed to generate some system-specific values: for example, traffic 
thresholds or user profiles to define normal or abnormal behaviour [12]. By 
allowing a system to keep state information of the system, detection 
signatures can be designed to match a complex series of events which fall 
outside that normal behaviour. A number of techniques are employed in this 
area and include: 

Collection of events. In any system, a number of events may be 
observed in conjunction to indicate that an attack is under way. 

l Threshold enforcement. A certain threshold of acceptable events 
is determined for the system based on prior experience or 
threats. Once events in the system surpass this threshold, an 
alert is generated to indicate that an attack is under way. 

l Frequency threshold. This is a variation on threshold enforcement 
and is widely used in authentication. If one or more events are 
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observed, then an alert is raised or services halted until a time 
limit is reached. 

Other approaches that fall into this category include analysis of mean and 
standard deviation information, the multivariate model, Markov process 
model, and clustering analysis [12]. 

These approaches are widely used in anomaly intrusion detection where 
misuse against known but ill-defined variables is being matched. Despite the 
requirement for state information to be held by these approaches, statistical 
monitoring is effective in detecting large volumes of traffic being directed at 
a victim host. The way in which this is achieved statelessly is presented in 
section 4. 

These approaches require state information to be held about the systems 
under protection but this is too computationally exhaustive to be used in the 
routing infrastructure. 

The effects on network dynamics of a denial-of-service attack and the 
applicability of a statistical-based approach can be clearly demonstrated 
through the use of a probability plot. A probability plot assesses whether a 
particular distribution fits the given data. The plot points are calculated using 
a non-parametric method. The fitted line provides a graphical representation 
of the percentiles. The fitted line is created by calculating the percentiles for 
the various percents based on the chosen distribution. The associated 
probabilities are transformed and used as the y variables. The percentiles 
may be transformed and then used as the x variables. A goodness of fit 
measure, such as the Anderson-Darling statistic [13], is then applied to the 
data. This is a measure of how far the plot points fall from the fitted line in 
the probability plot. The statistic is a weighted squared distance from the plot 
points to the fitted line with larger weights in the tails of the distribution. A 
smaller Anderson-Darling "Goodness of Fit" indicates that the distribution 
fits the data better. 

To demonstrate the effect of a denial-of-service attack on the data, 
attacks are calculated and plotted according to this technique. Figures 1 to 4 
compare the results for control traffic, nuke which utilises only a small 
number of packets during an attack, a SYN flood attack, and a UDP flood. 
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Figure 2. Probability plot for nuke attack traffic. 
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Figure 4. Probability plot for UDP flood attack traffic. 
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The Anderson-Darling Goodness-of-Fit statistics provides the 
maximum likelihood and least squares estimation. The control traffic in 
figure 1 has a low Anderson-Darling Goodness of Fit of 3.64, suggesting 
that the distribution fits the data well, i.e. an attack is not underway. In 
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vulnerability attacks, such as nuke in figure 2, again the distribution fits the 
data well with a Goodness of Fit of 2.09. This is due to the few additional 
packets placed on the network for this attack to achieve its objective. In total, 
only nine packets are sent to the victim to exploit the kernel vulnerability on 
the target machine. A further six packets are sent to ensure that the attack has 
caused the desired effect. Therefore, during an attack, only 15 malicious 
packets are required. This accounts for the low Goodness of Fit. 

Figures 3 and 4 demonstrate that high-volume attacks have a severe 
effect on the network. In figure 3, the TCP SYN flood attack generates a 
much higher than control mean and standard deviation, 47.95 and 112.45 
respectively. The Anderson-Darling Goodness of Fit is therefore high, 34.8, 
suggesting that the distribution fits the data significantly poorer than control. 
This pattern is repeated in figure 4 with the UDP flood attack on the 
network. The mean and standard deviation remain high, 224.02 and 578.26 
respectively. The Anderson-Darling Goodness of Fit is also high at 36. As 
we can see, the Anderson-Darling Goodness of Fit statistics are ineffective 
for the detection of attacks that utilise only a small number of packets, such 
as nuke, but are effective for flooding denial-of-service attacks such TCP 
SYN flood or UDP flood. 

4. CASE STUDY AND RESULTS 

The challenge remains as to how to implement statistical signatures 
within the routing infrastructure in an environment that is unable to support 
state information. This is achieved by enhancing the existing congestion 
algorithms present on routers. Congestion occurs within networks, and so 
routers employ congestion algorithms, such as RED [14] or CHOKe [15], to 
ensure that they do not fail when faced with high levels of traffic. These 
algorithms may be as simple as employing afirst in, first out (FIFO) queue. 
Once the queue maximum limit is reached, packets are dropped in 
accordance with the congestion algorithm to ensure queue space for further 
incoming packets. In this way, an acceptable level of traffic throughput is 
maintained. 

This paper presents the Distributed Denial-of-Service Defence 
Mechanism (DiDDeM) architecture [16] for early detection of denial-of- - 
service attacks. DiDDeM is a domain-based system that adapts congestion 
algorithms within the routing infrastructure. The DiDDeM system comprises 
a server liaising with a number of DiDDeM-enhanced routers that pre-filter 
attack traffic outside the traditional perimeter. 

Congestion algorithms are adapted for statistical signature matching 
by detecting large traffic volumes associated with a flooding denial-of- 
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service attack. Rather than purely dropping packets when the router 
threshold is met, packets to be dropped from the queue are inspected. This 
enables inference of stateful information about traffic flows and whether 
these unusual flows are intended for a particular destination thereby 
suggesting an attack. It is the random inspection that allows the state 
inference. If two (or more) sampled dropped packets are heading to one 
destination, they are checked against other (stateless) signatures to confirm 
an attack. 

To demonstrate the way in which this is achieved in the DiDDeM 
architecture, afirst-in, first-out (FIFO) queue is used within a ns2 prototype. 
The available space within the DiDDeM-enhanced FIFO queue is divided 
into two sub-queues to allow comparison of packets. If due to bandwidth 
restrictions the packet cannot be immediately forwarded to the next router, 
an incoming packet to the router is placed in a queue. These packets are 
placed in either the first or second sub-queue at the router based on a first- 
come, first-served basis. 

Packets placed in the queue, and its sub-queues, are dequeued and 
forwarded to their destination. If the threshold of the total queue limit is 
exceeded the router begins to drop packets to ensure that packets already in 
the queue are forwarded and that new incoming packets can be placed in the 
queue. In this way, no stateful information is held about the queue apart from 
whether the queue limit has been exceeded, thereby reducing the 
computational overhead placed on the router. 

At periods where congestion occurs, packets are dropped. By meeting 
the threshold of the particular router which invokes packet dropping, an 
upsurge in traffic can be inferred. However, this may or may not be due to 
large amounts of traffic, such as would occur during a flooding denial-of- 
service attack. Therefore, prior to packets being dropped, the IP header is 
accessed and the destination address obtained. This IP destination address is 
compared to the previous packet's IP destination address. If they are the 
same, then the IP destination address is stored for comparison with the next 
packet and the packet is passed for stateless signature analysis. Stateless 
signature analysis verifies attacks by applying techniques used in misuse 
detection whereby fixed byte sequences within the packet are inspected. If 
the destination addresses are not the same, the destination IP address is still 
stored for comparison with the next packet, but the packet is dropped. The 
algorithm is illustrated in figure 5. 
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Figure 5. Routing algorithm using a FIFO queue 

A simulation was conducted in which approximately 19,500 attack 
packets were directed at the victim node by two attacking nodes. This 
represented an attack consisting of approximately 1,000 packets per second. 
Once the congestion algorithm was invoked by the router, 798 attack and 
legitimate packets were to be dropped. Of this number, 742 packets were 
actual attack packets whilst the remainder were legitimate traffic. Therefore, 
out of a total of 19,500 attack packets, only 4 per cent of this volume was 
inspected. DiDDeM detected 697 packets using the algorithm in figure 5. 
The 697 packets detected out of the 742 inspected by the DiDDeM-enhanced 
router ensure a 94 per cent detection rate. This system is therefore extremely 
efficient. 
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The prototype is tested on two systems to measure the impact of 
DiDDeM detection on the router. The methodology used is to measure the 
impact of the simulation on the processor by using the top program. This 
program measures the load by applications on the processor in the 
UNWLinux operating system. To provide a comparison with current 
network standards, the memory and processor usage were tested for 
DiDDeM and two routing algorithms; DropTail, and RED. This comparison 
allows us to see the impact on router efficiency in implementing DiDDeM 
and is presented in table 1. 

Table I. Impact on memory and processor of DiDDeM versus RED and DropTail 
algorithms. 

Algorithm PI1 400 MHz 128 M b  AMD 2 GHz 256 Mb 
RAM RAM 

Memory Processor Memory Processor 
usage load usage load 

DiDDeM 4.70% 95.50% 2.30% 41.10% 

RED 4.70% 96.70% 2.30% 60.00 % 

Drop Tail 4.60% 96.20% 2.20% 51.80% 

As demonstrated by table 1, the impact of the simulation routing 
algorithm affected the memory usage of both computers. The DropTail 
routing algorithm required less memory usage, an improvement of 2.13% 
(PI1 processor) and 4.34% (AMD Athlon) compared to both DiDDeM and 
RED. However, DiDDeM was actively detecting denial-of-service attacks 
whilst the RED algorithm merely detected congestion at the router. In terms 
of processor load, DiDDeM proved to be more efficient. 

One key measure for DiDDeM is its performance within the network 
environment. In particular, the DiDDeM algorithm should not have an 
adverse affect on the network, which would require a trade off between 
usability and effectiveness. In order to measure the performance of the 
DiDDeM in the network it is compared to the routing algorithms above; 
RED and DropTail. Unlike RED, DiDDeM and DropTail do not require any 
information about the state of the queue. However, to test the impact of 
DiDDeM on the queue and the network, the number of datagrams and 
packets passed from a router within the attack domain to the second router is 
measured. This impact is illustrated in figures 6 to 8 showing DiDDeM, 
DropTail and RED. 
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Figure 6. Packets sent by the DiDDeM-enabled router. 

Figure 7. Packets sent by the DropTail-enabled router. 
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Figure 8. Packets sent by the RED-enabled router 

Figures 6 to 8 show the number of packets sent by router 1 at 0.1 second 
intervals. The attack is launched just before 5 seconds, as indicated by the 
sharp increase of traffic. Prior to the attack, all three approaches steadily 
send the packets comparably, although one slight dip in the number of 
packets sent is seen in RED at just after 4 seconds. Although all three 
approaches maintain a queue, they are also able to comparably send packets. 
In fact, there is very little difference in the number of packets sent between 
the two routers used in the case study. However, whilst in DropTail and 
RED, those packets not sent are dropped, DiDDeM is comparing these 
packets for early detection of denial-of-service attacks. As these figures 
demonstrate, DiDDeM has little effect on the number of packets sent, and 
therefore network performance. 

5. CONCLUSIONS AND FURTHER WORK 

The flow of information is the most valuable commodity for 
organisations and users alike, and denial-of-service attacks pose a great 
threat to this flow. These attacks are highly prevalent despite the widespread 
deployment of network security countermeasures such as firewalls and 
intrusion detection systems. These countermeasures find denial of service 
extremely problematic, therefore a number of other approaches have 
previously been proposed to counter the problem. However, these 
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approaches are not without their own problems, thus a new approach of early 
detection of denial-of-service attacks is required. 

The paper demonstrates that statistical measures may be used to 
provide signatures of denial-of-service attacks. However, traditional uses of 
these techniques are labour intensive and require state information, which is 
computationally exhaustive within the routing infrastructure. Therefore, this 
paper has demonstrated the way in which a routing congestion algorithm 
may be adapted to provide statistical signatures statelessly. The results from 
our case study in ns2 demonstrate the applicability of this approach in that it 
is highly effective in the detection of attacks without impeding on network 
traffic. This approach provides three benefits: computational load is reduced 
on the defence mechanism, even during an attack; no state information is 
required, again reducing computational load; and alerts to attacks may span 
several packets, thus reducing network load during an attack. In this way 
countermeasures can be placed beyond the perimeter and within the routing 
infrastructure to prevent attacks from reaching their intended victim. 

Future work concentrates on the application of the system to other attacks 
that require or generate a high volume of traffic such as worms and 
malicious mobile code. 
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Abstract: Denial-of-Service attacks are more prevalent than ever, despite the 
loss of media attention after the infamous attacks that shut down 
major Internet portals such as Yahoo, eBay and E*Trade in 
February 2000. In these flood-style denial-of-service attacks, 
attackers send specially formatted IP packets with forged or true IP 
source addresses at potentially high packet rates in order to 
overload/waste the resources of the routers or servers they are 
attacking. Determining the true sources of an attack stream, 
depending on the DDoS attack types, is a difficult problem given the 
nature of the IP protocol however it is often beneficial for the 
victims to acquire this information in a timely manner in order to 
stop the attack from further denying service to legitimate users. 
FRiTrace (Free ICMP Traceback) is an IP traceback implementation 
that can provide victims of flood-style denial-of-service attacks with 
sufficient information to determine the true sources of an attack, 
despite forged IP headers and varying attack architectures. In this 
paper, we present our design, implementation, and evaluation about 
FRiTrace. 

Key words: Attack source tracing; DDoS. 

INTRODUCTION 

Despite being out of the media spotlight, denial-of-service attacks are 
more prevalent than ever. One study, aimed at analyzing the byproduct of 
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denial-of-service attacks, inferred using their backscatter analysis technique 
that 12,805 attacks occurred against over 5,000 hosts in just a three-week 
period (Moore et al., 2001). Due to the lack of spoofed denial-of-service 
counter measures, the problem of identifymg the true source of an attack in 
the presence of IP spoofing has become even more relevant. If the victims of 
an attack can discover the true sources in a timely manner, this will allow 
administrators to coordinate their efforts in stopping the attack by filtering it 
directly upstream of the source and may provide sufficient information 
during the investigative phase to prosecute the perpetrators. This provides 
two benefits. First, the sooner the sources can be identified, the sooner they 
can be filtered or shutdown to prevent further loss of or degraded service to 
legitimate users. Second, accountability provides a psychological deterrent 
to launching further denial-of-service attacks. 

In this paper, we present FriTrace, an IP traceback system using the 
ICMP Traceback (Bellovin, 2000) and Intention ICMP Traceback (Wu et al., 
2001) mechanisms as described in their respective IETF drafts. FriTrace, 
through the use of specially formatted out-of-band messages, can provide the 
victims of an attack with sufficient information to construct an attack graph 
consisting of all administrative domains supporting iTrace or Intention 
iTrace through which attack packets traversed thus allowing the discovery of 
the true victims or administrative domains containing the victims. In addition, 
this paper will discuss various design issues with respect to FriTrace and 
present the results of our deployment of FriTrace in a test-bed environment. 

FLOODING ATTACKS 

Besides all the existing DDoS attacks, we are considering a new type of 
statistical attack aimed at IP traceback mechanisms that probabilistically 
select packets for marking or the generation of an out-of-band message, such 
as iTrace. With probabilistic schemes, all packets seen at a given router or 
host are considered equally for marlung or generating an iTrace message. 
Therefore the probability of selecting a packet that is part of an attack stream 
is based on the percentage of the total packet flow through the router or host 
that comprises attack packets. Therefore, if it is possible to artificially inflate 
the background "legitimate" traffic at the router or host, then its possible to 
decrease the probability of selecting an attack packet, thus reducing the 
overall effect of the IP traceback mechanism. With a slight modification to 
the distributed denial-of-service architecture, a statistical attack can be 
launched. The slaves are split into two logical groups where each slave still 
attacks the same victim or victims. However, in addition to the attack traffic, 
each slave in each group sends cover traffic to each slave in the other group. 
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If there are sufficient slaves, the cover traffic packet rate can be relatively 
small and thus less detectable. In doing this, depending on the number of 
slaves, the attackers can generate artificial background traffic thereby 
reducing the likelihood of attack packets being selected by routers closest to 
the slaves. In addition, this attack architecture has all of the benefits of the 
distributed attack including greater anonymity and the ability to generate 
packet rates of extremely large magnitude. 

3. IP SOURCE ACCOUNTABILITY MECHANISMS 

The stateless nature of the IP protocol and lack of appropriate filtering by 
routers makes it an extremely difficult problem to provide source 
accountability during spoofed denial-of-service attacks. However, there are 
currently a number of different techniques that provide varying degrees of 
source accountability. First, source accountability can be achieved through 
the use of link testing or other flood-based approaches whereby the victim 
will flood its upstream links to determine which link is passing the bulk of 
the attack traffic by measuring the drop in the attack traffic rate when the 
link is flooded. The second class of mechanisms is logging-based, such as 
Hash-Based IP Traceback (Snoeren, 2001). These mechanisms require 
routers to store, in some compact format, information about all the packets it 
has forwarded for a given interval of time. The last class of source 
accountability mechanisms select packets probabilistically in which to mark 
the packet or to generate an out-of-band message describing the links from 
which the packet arrived at the router and which link the packet was 
forwarded through. These mechanisms rely on the fact that flooding denial- 
of-service attacks often generate large packet streams for long durations and 
thus cannot be used to identify the source of a single packet as with the 
previously mentioned logging mechanisms. Some examples of these 
mechanisms include the advanced and authenticated marking scheme (Song 
et al., 2001) based on the original probabilistic packet marlung scheme 
(Savage et al., 2000). Two other probabilistic schemes, and the schemes 
implemented in FriTrace are ICMP Traceback (Bellovin, 2000) and 
Intention-Driven ICMP Traceback (Wu et al., 2001). 

4. INTENTION-DRIVEN ICMP TRACEBACK 

ICMP Traceback (iTrace) is a mechanism where packets are selected 
randomly according to a probabilityp for generating iTrace messages. Once 
a packet is selected, a specially formatted out-of-band ICMP message is sent 
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towards the destination of the selected packet. This message contains usefill 
information such as the IP address and MAC address pair of both the 
upstream and downstream links of the router that selected the packet. In 
addition, a timestamp and a portion of the selected packet's payload are 
included for use by the receiver to correlate messages to received packets. 
Lastly, the iTrace message contains optional message authentication 
information to prevent a malicious user from forging iTrace messages. In 
the IP packet containing the iTrace message, the TTL field is always 
initialized to 64. 

When the victim of a denial-of-service attack receives iTrace messages, 
they can be ordered to generate a graph from the victim to the attacker's 
domain including all intermediary routers that support iTrace and generated 
iTrace messages towards the victim. This ordering can be achieved in two 
ways. First, two adjacent routers will share a link, where one router's 
downstream link is the other router's upstream link or vice versa. By 
analyzing the link information in the iTrace packets, it can be inferred that 
two routers are adjacent if they share a common link. However, this 
assumes that all routers in the path support iTrace. To allow for incremental 
deployment of iTrace, ordering can also be deduced based on the value of 
TTL field in the IP header containing the iTrace message. All routers 
correctly following the IP protocol, regardless of whether they support 
iTrace, will decrement the TTL field before forwarding a packet to the next 
hop. After generating a graph showing all intermediary routers up to or near 
the attacking domain, the job of locating the actual source, usually done 
manually, can be expedited by eliminating the need to contact all 
intermediary administrative domains to determine the next upstream 
administrative domain passing the attack traffic. 

The original ICMP traceback scheme provided sufficient information for 
the victims of flooding denial-of-service attacks to determine the nearest 
administrative domain supporting iTrace to the actual attackers, regardless of 
potentially spoofed IP addresses in the attack packets. In addition, 
authentication codes can be used to prevent malicious users from forging 
iTrace messages to obstruct or mislead the construction of the attack graph. 

However, the original iTrace scheme is susceptible to the statistical 
denial-of-service attack described earlier. Specifically, iTrace will select 
packets randomly with probability p at any given router supporting iTrace. 
Therefore, the probability of selecting attack packets is simply p(R,J, where 
R ,  is the ratio of attack traffic to total traffic. By artificially increasing the 
total traffic without affecting the attack traffic, a malicious user can reduce 
R,, and thus reduce the overall probability of iTrace selecting attack packets. 

Intention-Driven ICMP Traceback (Intention iTrace) is an enhancement 
to iTrace where packet seiection factors in an administrative domain's desire 
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to receive iTrace messages. For each administrative domain, this desire is 
propagated through the use of an intention bit associated with each network 
prefix the administrative domain, or autonomous system (AS) advertises 
through BGP. Using a network intrusion detection system or even manually 
with an administrator, the intention bit can be dynamically set if the AS 
detects it is under a denial-of-service attack. BGP will automatically 
propagate this information to all BGP-speaking routers on the Internet for 
use with Intention iTrace. 

The Intention iTrace consists of two different packet selection algorithms, 
however both algorithms achieve an average packet selection probability of 
p while allowing the administrator to specify the percentage pi of selected 
packets to subject to the Intention iTrace criteria that an iTrace message only 
be generated for destinations wishing to receive iTrace messages. For all 
other I - pi selected packets not subject to the Intention iTrace criteria, 
normal iTrace messages are generated as the normal iTrace. 

The first algorithm separates traffic into two classes by analyzing all of 
the intention bits that are known to a particular router's routing information 
base (RLB). Packets with destination prefixes having an intention bit of 1 in 
the RIB will be considered intention traffic and all other packets will be 
considered normal trafJic with R,, representing the ratio of intention traffic 
to total traffic. Both traffic classes will consider packets equally for normal 
iTrace, or a probability of p(I - pJ,  however the intention traffic must also 
be considered for Intention iTrace. Intuitively, this probability should be 
p @ ,  however this probability would be static. In the ideal case, if Rin, is 
extremely small then the probability for generating an Intention iTrace 
message should be greater than p@J, otherwise it is likely that packets from 
the intention traffic will not be considered. Similarly, as R,, approaches 1, 
the probability for selecting a packet to consider with Intention iTrace should 
be as close to p(pJ as possible or packets will no longer be considered for 
normal iTrace. To strike a balance between packets being considered for 
normal iTrace and Intention iTrace, the probability for considering a packet 
for Intention iTrace from the intention traffic is p(pJRi,t). 

(~Traced) 

(Intention ~Traced) 

Figure I. Intention iTrace Scheme 1 (IIS#l) Decision Process 
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Therefore, the total probability for an intention traffic packet to be 
considered for iTrace message generation is P, = p(1 - pJ + p(pi/Ri,,J and P,, 
= p(1 - pJ for packets in the normal traffic class. The total overall 
probability for generating an iTrace message can then be expressed as P,,, = 
Rint * P i +  (I-Rind *P ,=p .  

The second algorithm does not segregate traffic into traffic classes and 
instead, first selects a packet for either iTrace or Intention iTrace 
consideration with probability p as in the normal iTrace scheme. The 
selected packet is then sent to the appropriate decision module based on the 
probability pi, where with probability p(pJ the packet will be considered by 
the Intention iTrace decision module and with probability p(1 - pJ the 
packet will be considered by the normal iTrace decision module. However, 
within the normal iTrace decision module, the packet's destination prefix is 
looked up in the router's RIB and if the intention bit is set, the packet will 
still be considered under the Intention iTrace criteria. If the destination 
prefix in the RIB does not have its intention bit set, then the packet generates 
a normal iTrace message. Based on the ratio R;,, of intention traffic to 
normal traffic, it is given that approximately Rin, of packets sent to the 
normal iTrace decision module will be considered for Intention iTrace and 1 
- Rin, of packets will generate normal iTrace messages. 

lotenlion tTrace 

(intention [Traced) 

Normal [Trace [Intention !Traced) 

(~Traced) 

Figure 2. Intention iTrace Scheme 2 (IIS#2), Decision Process 

The total probability that a selected packet will be considered using the 
Intention iTrace criteria is Pi = p(pJ + p(1 -pJ  * R,,, and the probability that 
a selected packet will generate a normal iTrace message is P, = p(l -pJ  * (I 
- Ri,J. The average probability of selected packet being considered for 
iTrace is thus P,, = Pi + P,, = p. 

Thus for both Intention iTrace algorithms, the average probability for a 
packet to be considered for generation of an iTrace message is p, but both 
algorithms allow administrators to determine the amount of resources to be 
dedicated to Intention iTrace and provide a method for randomly mixing 
both normal iTrace and Intention iTrace schemes. Using Intention iTrace 
will still allow the victim of a statistical denial-of-service attack to receive 
usehl iTrace messages despite the artificial increase in background traffic. 
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In addition, Intention iTrace will still generate normal iTrace messages to 
destinations whom may be under a denial-of-service attack but that have not 
detected the attack and thus have not specified their desire to receive iTrace 
messages. 

5. FRITRACE DESIGN AND IMPLEMENTATION 

FriTrace is our open-source implementation of an IP traceback suite that 
supports both iTrace and Intention iTrace as well as authentication to prevent 
spoofed iTrace messages, source IP address spoof detection and source 
iTrace. The iTrace and Intention iTrace mechanisms were originally 
designed to work in router platforms where knowledge of upstream and 
downstream links would be used in the generation of an iTrace message. As 
such, we developed FRiTrace as a Linux 2.4 Loadable Kernel Module 
(LKM) to be run on Linux-based routers to provide iTrace and Intention 
iTrace support. However, most administrative domains use appliance-based 
routers such as those made by Cisco and Juniper Networks, and therefore the 
FriTrace LKM would not be as useful in those domains without replacing 
the appliance-based routers with Linux-based routers. In order to allow such 
domains to support iTrace and Intention iTrace, a passive implementation of 
FriTrace was developed that would listen on a network in order to select 
packets to be iTraced instead of selecting packets while forwarding them, 
such as in the LKM implementation. In this paper, only the passive approach 
is discussed. 

5.1 FriTrace Probabilistic Packet Selection 

Regardless of whether normal iTrace or Intention iTrace is activated in 
FriTrace, both modes require the ability to probabilistically select packets 
given a probabilityp. The naive approach to the selection method would be 
to maintain a counter and to select a packet every time the counter modulo 
I / p  was equal to 14 - I .  While this maintains an average probability o f p  to 
select a packet, it is not secure to specially timed attacks. By selecting 
packets statically using this method, a crafty attacker can setup a flooding 
denial-of-service attack where the attack packets are sent periodically with 
the same frequency. If timed correctly, this attack can exploit the static 
packet selection technique to avoid selection of packets from the attack 
stream. 

To counter this timed attack, packet selection must occur randomly with 
probabilityp. This can be implemented by computing a random number for 
each packet and selecting the packet if the generated random number is less 
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than p .  Assuming a uniformly distributed pseudo random number generator 
(PRNG), attack packets will be selected at random with a probability p. 
However this approach suffers in that a random number must be generated 
for each packet, thus causing per-packet overhead, which should be avoided 
in order not to affect packet-processing rates. 

In FriTrace, random packet selection is achieved by pre-computing a 
series of n random numbers using a uniformly distributed PRNG for integer 
values between 0 and n(l/pl - 1, inclusive. The window of n random 
numbers is then sorted. For each packet that is read, a counter is 
incremented. When the counter value equals a value from the random 
number window, a packet is selected. When the counter value reaches 
n(l/pl it is reset to zero and a new window of random numbers is computed. 
This approach allows packets to be selected at random with a probabilityp, 
without incurring the overhead of computing a random number for each 
packet. 

5.2 Source iTrace 

IP traceback mechanisms have primarily focused on allowing the victims 
of denial-of-service attacks to discover the true sources of their attackers. 
However, depending on the specific attack used, there may be other 
administrative domains adversely affected. Specifically, the use of most 
spoofed denial-of-service attacks causes the victim to generate responses 
towards the IP addresses that were spoofed. Therefore, if iTrace messages 
are also generated with an independent probability p towards the source of a 
packet, this would allow administrative domains to discover that their 
address space is being used by a malicious user in a spoofed denial-of- 
service attack. 

Another distributed denial-of-service attack architecture involves the use 
of reflectors, or innocent hosts on the Internet used to reflect attack packets 
towards a victim. Instead of the slaves generating the attack traffic directly 
towards the victim, they instead reflect their attacks off of random hosts on 
the Internet by using the functionality of the TCP and UDP transport layer 
protocols. For example, if an attacker sends a SYN packet to a reflector with 
a forged source address of the victim, any response generated by the 
reflector will be sent to the victim. With the use of iTrace or Intention iTrace 
the victim would simply trace back to the reflectors used in the attack, which 
is not especially useful to the victim. However, with the use of Source iTrace, 
the packet stream from the slaves to the reflectors will be iTraced with the 
iTrace messages being sent towards the victim. This information can then be 
used to discover the slaves in a reflector-based denial-of-service attack. 
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FriTrace supports the Source iTrace feature and maintains an independent 
probability to generate Source iTrace messages. 

5.3 The Passive Approach and its Implementation 

The passive implementation of FriTrace is run entirely in user space as a 
single process. There are three main components within the passive FriTrace 
implementation. 

Network Kernel User 

+. .. m... 
 trace Daemon 

4 . D.... 

Figure 3. FriTrace, Passive Architecture 

The first is the network stack interface using libpcap that allows FriTrace 
passive access to all packets on a network segment using the BSD Packet 
Filter (BPF) (McCanne et al., 1993) or packet socket functionality. The 
libpcap interface then calls the iTrace decision module for each packet that 
is observed on the network, similar to the functionality of Netfilter in the 
active implementation. The iTrace decision module then applies the 
appropriate packet selection algorithm and if a packet is selected to be 
iTraced, it will be sent to the iTrace generation component prior to returning 
control to the libpcap interface. The second component, or iTrace generation 
component, performs the logging of packet information to syslog and 
generates iTrace messages. Lastly, the third component validates and 
responds to authentication requests. 

It is important to note that because packets are read from the network 
passively, there is no accompanying information that passive FriTrace can 
use to truly identify either an upstream or downstream IP link. However, 
packets intercepted through libpcap retain their link layer information, which 
provides passive FriTrace with information that can be used to generate a 
MAC address upstream link. Since passive FriTrace will be operating on a 
network segment, the receiver of an iTrace message can determine the 
administrative domain from which the message was sent based on the IP 
address of the host running passive FriTrace. Once the offending 
administrative domain is located, the MAC address pair can be used to locate 
individual machines from within that domain. 
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6. FRITRACE EVALUATION 

The experimental setup consisted of four hosts, a 100 Mbps hub and a 
router. The Attacker, Background and FRiTrace hosts were Pentium I11 700 
MHz servers with 5 12 MB of memory and a 100 Mbps network interface 
card, running Red Hat Linux release 7.0 with the Linux 2.2.16 kernel. All 
three hosts are connected to a 100 Mbps hub, which is in turn connected to a 
router. The Victim host is a dual Pentium 111 1000 MHz with 512 MB of 
memory and a 100 Mbps network interface card, running Red Hat Linux 
release 7.2 with the Linux 2.4.7 kernel. 

As shown above, separate experiments with different parameters were 
conducted using FRiTrace on this experimental topology. In the first 
experiment, the background traffic was fixed at 16,000 pps with the attack 
rate doubling with each run from 1,000 pps to 16,000 pps. In the second 
experiment, the attack rate was fixed at 2,000 pps with the background 
traffic rate doubling with each run from 2,000 pps to 16,000 pps. These 
experiments were conducted with normal iTrace and both Intention iTrace 
schemes with p = 1120,000. For the Intention iTrace schemes, pi was set to 
1/10, 114 and 112. Each experiment was conducted a total of ten times. 

Using a modified FRiTrace daemon, information about each iTrace 
message generated was stored to a log file. This information contained the 
iTrace packet size and the destination IP address. Once all of the 
experiments were conducted, the log files, one generated for each run, were 
post-processed to obtain the total number of iTrace messages generated, the 
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total number of useful iTrace messages, the total packet overhead of 
FRiTrace and the total data overhead of FRiTrace. 

One method of determining the effectiveness of FRiTrace as an IP 
traceback suite is to measure how many useful iTrace messages were 
generated with the different schemes, where a useful iTrace message is 
defined as one generated from a packet belonging to a denial of service 
attack stream. The higher the number of useful iTrace messages received by 
the victim of an attack, the more confidence the victim can place on the path 
generated by post-processing the iTrace messages. Once the data was 
compiled, all three schemes were compared to each other to show the 
relative effectiveness of one scheme versus another and to also show how 
the pi parameters relates to the overall effectiveness of the Intention iTrace 
schemes. 

Useful Messages (16,000 pps Background Traffic) 

0 20W 4000 6000 8000 lWO0 12000 14000 16000 18000 

Attack Rate (pps) 

Figure 4. Number of Useful Messages for Normal vs IIS#I 

The first comparison was between normal iTrace and Intention iTrace 
scheme 1 with a fixed background rate and shows how the number of useful 
messages is affected by changes in the attack rate. As can be seen from this 
comparison (Figure 4), overall the Intention iTrace scheme 1 showed a 
higher number of useful iTrace messages. Based on the functionality of 
Intention iTrace this behavior was expected. In addition, asp,  was increased 
from 1/10 to 112, the number of useful messages also increased. In scheme 1, 
the Intention iTrace decision module classifies packets into two groups 
based on the packets' destination addresses. As a result, when the ratio of 
Intention traffic to total traffic, R,, is small, the reiative increase in the 
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number of useful messages is also small when comparing normal iTrace to 
Intention iTrace and also between the Intention iTrace runs with varying p,. 
However, as Ri increases, the increase in the number of useful messages 
becomes more realized. Lastly, with Intention iTrace scheme 1, there is 
roughly a linear relationship between the number of useful messages and pi 
at high attack rates. For example, the number of useful messages roughly 
doubled whenp, was increased from 114 to 112. 

We have also compared the normal iTrace scheme and IIS#2. This 
scheme does not classify packets into traffic groups, but instead generates a 
trigger with probability p ,  after which pi decides whether the packet should 
be treated as an Intention packet or a normal packet. Because of this, the 
change in the number of useful messages as the attack rate increases is not 
affected by the ratio of Intention trafficto total traffic, Ri. 

Useful Messages (2,000 pps Attack Rate) 

Background Traffic Rate (pps) 

Figure 5. Normal vs. IIS#l, with Variable Background Traffic 

Figure 5 shows how the number of useful messages is affected by an 
increase in the background traffic rate in all the schemes. This experiment is 
important for determining how effective a statistical denial of service attack 
is on hiding the true attack packets. In general, as the background traffic rate 
increases, there is a decrease in the number of useful messages in all runs. 
However, the rate of decrease as the background traffic rate increases varies 
for each run. For example, using normal iTrace, as the background traffic 
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rate doubles, the number of useful messages decreases by half. But for 
Intention iTrace, the rate of decrease decreases as p, is increased despite 
increasing the background traffic rate. This can be seen from the scheme 1 
run withp, = 112. An initial doubling of the background traffic rate drops the 
number of useful messages from about 90 to 60, a decrease of about 112. 
The next doubling of the background traffic rate yields a decrease of only 
113, and so on. In general, as pi is increased towards 1 .O, the rate of decrease 
approaches 0. This is consistent with the functionality of Intention iTrace, 
which only generates iTrace messages for prefixes with an intention bit of 1. 
We have also performed the same experiments with IIS#2, and the results 
are similar. 

Useful Messages (16,000 pps Background Traffic) 

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 

Attack Rate (pps) 

Figure 6. Number of Useful Messages for IIS#l versus IIS#2 

From these comparisons, the most important result is that both Intention 
iTrace schemes are resilient to statistical denial of service attacks because as 
the background traffic rate increases, the rate of decrease of the number of 
useful messages also decreases. In addition, as pi is increased, the amount of 
decrease increases until pi = 1 where a decrease in the number of useful 
messages no longer occurs. 
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Useful Messages (2,000 pps Attack Rate) 

0 2000 4000 6000 8000 10000 12000 14000 16000 18000 

Background Traffic Rate (pps) 

Figure 7. Scheme 1 vs Scheme 2, with Variable Background Traffic 

The next comparisons show how the two different Intention iTrace 
schemes compare in terms of useful messages when there is a fixed 
background traffic rate of 16,000 pps and a variable attack rate and when 
there is a fixed attack rate of 2,000 pps and a variable background traffic 
rate.The solid lines in Figure 6 represent scheme 1 results and the dashed 
lines represent scheme 2 results with varying pi. As can be seen, scheme 2, in 
general generated more useful messages than scheme 1 under identical 
testing conditions. From this comparison, the effect of classifying traffic into 
groups and selecting packets independently is apparent by the significantly 
lower number of useful messages produced by scheme 1 compared to 
scheme 2 when the ratio of Intention traffic to total traffic Ri is low. For 
higher values of pi, it appears that scheme 1 achieves its maximum 
usefulness around Ri = 0.5 when compared to scheme 2. Up to and following 
Ri = 0.5, the number of useful messages decreases compared to scheme 2. 

With variable background traffic, as in Figure 8, scheme 2 achieves a 
higher number of useful messages at all levels of pi and for all values of Ri. 
However, more important to note is the fact that scheme 2 is much more 
resilient to statistical denial of service attacks, which artificially inflate the 
background traffic rates. Not only do the scheme 2 results generate more 
useful iTrace messages, but the rate of decrease of the number of useful 
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messages as the background traffic rate increases is much smaller in scheme 
2 than in scheme 1. The quicker stabilization of scheme 2 even for small R, 
indicates that much more of the background traffic is ignored by scheme 2 
and that further increases of the background traffic rate past 16,000 pps 
would yield only slight decreases in the number of useful messages. 

SUMMARY 

To show the overall effectiveness of FRiTrace, several experiments were 
conducted to measure the number of useful iTrace messages and the total 
traffic overhead generated by the various FRiTrace modes. For the Intention 
iTrace schemes, p, was also varied to observe its effects on the number of 
useful messages and total traffic overhead. Our experiments showed that 
even when the attack traffic represents a small percentage of the overall 
background traffic that FRiTrace is still able to generate a substantial amount 
of useful iTrace messages. While it only takes a single message from any of 
the routers along the path from the victim to the true attacker, the more 
messages received fi-om the routers along the path the greater confidence the 
victim can place in the final traced path to the attacker or attackers. By 
increasing p, throughout the first set of experiments, it was shown that not 
only does the Intention iTrace scheme generate more useful messages, but 
there is also a near-linear relationship between p, and the relative amount of 
useful messages, regardless of the attack rate or background traffic rate. 
Lastly, the first set of experiments showed the true benefits of the Intention 
iTrace schemes. With a fixed attack rate, as the background rate was 
increased, the number of useful messages did not drop linearly as in the 
normal iTrace scheme. Instead, the decrease in the number of useful 
messages decreased as either pi or R, increased and eventually reached a 
stable value where additional increases in the background traffic would still 
generate approximately the same number of useful messages. This behavior 
was not expected or observed in normal iTrace, where there was a linear 
relationship between the decrease in useful iTrace messages and the increase 
in the background traffic rate. 

Our experiments also showed that even in the worse case, FRiTrace only 
generated approximately 0.0064% total network traffic overhead. This 
equates to an increase of approximately 6.5 kbps for every 100 Mbps of 
traffic analyzed by FRiTrace, a very small amount of overhead. In addition, 
the amount of overhead is a function of the probability to generate an iTrace 
message p. A decrease in p would result in a decrease of the network traffic 
overhead. This parameter is intended to be set by the network administrators 
of the domain being analyzed based on traffic patterns observed on the 
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network. Aside from the overall low overhead introduced by FRiTrace, 
several logical trends were observed. As p, increased for both Intention 
iTrace schemes, the amount of total traffic overhead also dropped. As R, 
increased, total traffic overhead stabilized regardless the increase in either 
the background traffic rate or attack rate. Lastly, it was observed that scheme 
2 produced slightly higher overhead than scheme 1 .However, this is a result 
of the higher efficiency of scheme 2 and is also shown in the first set of 
experiments where scheme 2 generated more useful iTrace messages than 
scheme 1 regardless of the parameters to the experiments. 

These initial results show that FRtTrace can be an effective tool for 
allowing victims of denial of service attacks to discover the true attackers 
despite IP spoofing. While these experiments were conducted on a simple 
test network representing only a single FRiTrace host, the results would 
simply scale up to the number of hosts or routers along the attack path that 
supported iTrace because the probability p to generate an iTrace message is 
independent of all other hosts or routers along the path. Further, since iTrace 
messages are sent out of band, there is no interference from downstream 
routers on previously generated iTrace messages as in the probabilistic 
packet marking schemes described in an earlier chapter. Because of this, as 
more routers along the attack path support iTrace, more iTrace messages will 
be sent to the victim allowing faster path reconstruction and correlation. 
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Abstract: Network intrusion prevention systems provide proactive defense against 
security threats by detecting and blocking attack-related traffic. This task can 
be highly complex, and therefore, software-based network intrusion prevention 
systems have difficulty in handling high speed links. This paper describes the 
design and implementation of a high-performance network intrusion 
prevention system that combines the use of software-based network intrusion 
prevention sensors and a network processor board. The network processor acts 
as a customized load balancing splitter that cooperates with a set of modified 
content-based network intrusion detection sensors in processing network 
traffic. We show that the components of such a system, if co-designed, can 
achieve high performance, while minimizing redundant processing and 
communication. We have implemented the system using low-cost, off-the- 
shelf technology: an IXP1200 network processor evaluation board and 
commodity PCs. Our evaluation shows that our enhancements can reduce the 
processing load of the sensors by at least 45% resulting in a system that can 
handle a fully-loaded Gigabit Ethernet link using at most four commodity PCs. 

Key words: Network Intrusion Detection Systems, Network Intrusion Prevention Systems, 
network processors, load balancing 

1. INTRODUCTION 

The increasing importance of network infrastructure and services along 
with the high cost and difficulty of designing and enforcing end-system 
security policies has resulted in growing interest in complementary, 
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network-level security mechanisms, as provided by firewalls and network 
intrusian detection and prevention systems. 

High-performance firewalls are rather easy to scale up to current edge- 
network speeds because their operation involves relatively simple operations 
such as matching a set of Access Control List-type policy rules against 
fixed-size packet headers. Unlike firewalls, network intrusion prevention 
systems (NIPSes) are significantly more complex and, as a result, are 
lagging behind routers and firewalls in the technology curve. The complexity 
stems mainly from the need to analyze not just headers but also packet 
content and higher-level protocols. Moreover, the function of NIPSes needs 
to be updated with new detection components and heuristics, due to the 
continuously evolving nature of network attacks. 

Both complexity and the need for flexibility make it hard to design high- 
performance NIPSes. Application-Specific Integrated Circuits (ASICs) lack 
the needed flexibility while software-based systems are inherently limited in 
terms of performance. One design that offers both flexibility and 
performance is the use of multiple software-based systems behind a 
hardware-based load balancer. Although such a design can scale up to edge- 
network speeds, it still requires significant resources, in terms of the number 
of sensors, required rack-space, etc. It is therefore important to consider 
ways of improving the performance of such systems. 

This paper explores the role that high-speed network processors (NPs) 
can play in scaling up network intrusion prevention systems. We focus on 
ways for exploiting the performance and programmability of NPs for 
boosting in-line network intrusion detection. We describe the architecture of 
a NIPS using commodity Personal Computers (PCs) as network intrusion 
detection sensors, fed by an 1 ~ ~ 1 2 0 0 ~  network processor. We present the 
allocation of operations to components and the trade-offs we faced during 
designing and prototyping the system. For further details please refer to 20. 

The rest of this paper is organized as follows. In Section 2 we describe 
the architecture and implementation of our system, called Digenis''. In 
Section 3 we examine the performance benefits of using NP-based load 
balancing and acceleration. We discuss work that is related to high- 
performance intrusion prevention in Section 4. Finally, we summarize and 
comment on future research directions in Section 5. 

l5 Digenis Akritas, the ideal medieval Greek hero, is a bold warrior of the Euphrates frontier. 
He was a proficient warrior by the age of three and spent the rest of his life defending the 
Byzantine Empire from frontier invaders. 
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2. DESIGN AND IMPLEMENTATION 

We faced a number of design challenges in constructing Digenis with 
respect to performance, flexibility and scalability: 

Performance: The primary metric of interest in the design of a NIPS is 
throughput. That is, to be able to operate at network speeds of at least 1 
Gbitls without packet losses, so as to detect any attempted attack. Therefore, 
the system must be capable of analyzing all the incoming traffic under the 
most stringent conditions. Network intrusion detection systems (NIDSes) 
based on commodity PCs are able to monitor at speeds much lower than 
l ~ b i t / s ~ ~ ~ .  This necessitates the use of a distributed design with several 
intrusion detection sensors operating in parallel and supported by a load 
balancing traffic  litter^'"''^. At the same time, we want to minimize cost 
and use as few resources as possible. The use of an NP implementing the 
splitter appears reasonable, since it is likely to be cheaper than a custom 
ASIC, while load balancing operations seem to be well within the processing 
capacity of modern NPs. We also want to minimize the number of sensors 
needed. A key focus of our work is therefore on how to exploit the 
processing capacity on the NP to reduce the load of the sensors. A second 
important performance goal is minimizing the latency induced by the NIPS. 
There is a direct relationship between latency introduced by a networking 
device and the maximum throughput of TCP flows16. 

If the NIPS will be used at the boundary between an enterprise network 
and the Internet, latencies in the order of a few milliseconds may be 
tolerable. If the NIPS is deployed internally, and the network needs to 
support high-bandwidth local services (such as file sharing, etc.) the latency 
requirements are even more stringent. Particularly, there is a critical value 
for the round trip time (RTT) of a packet in each network. If the latency is 
below this critical value, TCP throughput is unaffected -- it is the line speed 
of the underlying network which becomes the bottleneck -- above this 
critical value, however, TCP throughput is negatively impacted. The critical 
value for RTT in a network supporting Gigabit speeds is 0.5 milliseconds. 
Thus, if we want the throughput of TCP to be unaffected, we must ensure 
that the latency imposed by our NIPS is less than 0.5 milliseconds. 

However, Gigabit Ethernet links will rarely carry only a single TCP 
connection. Rather, a Gigabit Ethernet link supports hundreds, if not 
thousands of TCP connections, and this multiplexing mitigates the impact of 
latency on the overall throughput of the linkg. In other words, it is possible 

I h  Recall that TCP Throughput=Window/R?T where Window is the maximum TCP window 
size (default value is 64 Kbytes) and R7T is the round trip time in the network. 
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Figure I. Architecture of Digenis. 

to impose latency greater than 0.5 milliseconds without affecting the 
throughput of a link due to the high number of TCP connections. 

Flexibility and Scalability: A NIPS needs to be flexible and scalable, 
both for scaling up to higher link speeds and more expensive detection 
functions, as well as for updating the detection heuristics. If the protection of 
a faster link or a more fine-grained detection is required, it would be 
desirable to reuse as much as possible of the existing hardware. Clearly, this 
property does not hold for ASIC-based NIPSes. However, it is remarkable 
that almost all NIPS providers ignore this Furthermore, a 
prerequisite of flexibility is simplicity as extending a complex system may 
be hard and error-prone. It is therefore desirable for the hard-to-program 
elements of our system to be as generic as possible. 

2.1 Architecture 

Digenis is composed of a customized load balancing splitter and a 
number of content-based network intrusion detection sensors connected with 
the splitter (Figure 1). The splitter is the entry and exit point of the traffic 
that runs through the system. The basic task of the splitter is to evenly 
distribute the traffic across the sensors and to transmit the non-attack packets 
back to their destination. The sensors are responsible for the heavy task of 
inspecting the traffic for intrusion attempts. They maintain the required 
information for recognizing all the malicious traffic and deciding whether to 
forward or drop the packet. For every input packet, the splitter computes 
which sensor will be responsible to analyze this packet. Then, it forwards the 
packet to this sensor for inspection. The sensor searches for known attack 
patterns contained in the packet. If a pattern is found, then the packet is 
blocked, otherwise the packet is forwarded back to the splitter. The splitter 
receives the analyzed packet and transmits it to its destination. 
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Additionally, Digenis supports plug-ins that implement operations 
necessary to improve the performance of the system. A plug-in has two 
parts, one running on the splitter and one running on the sensors. These two 
parts cooperate in order to accomplish their task. In the context of this work 
we have designed a plug-in for Digenis that attempts to minimize the cost of 
sending a packet from a sensor to the splitter. 

Splitter: The functionality of the splitter can be divided into the basic 
operations and the plug-ins that provide adequate operations to boost 
performance. The basic part of the splitter integrates the functionality of a 
load balancer -- it is responsible for distributing the incoming traffic across 
the output interfaces (ports). However, it differs from a common load 
balancer in that it must be flow-preserving, that is, all the packets belonging 
to the same flow1' must be forwarded to the same output interface. 

Regarding load balancing, there are two possible approaches that we 
could use: stateful load balancing that requires from the system to hold state 
and hash-based load b a ~ a n c i n ~ ~ , ' ~ ~ ' ~  that experiences greater load imbalances. 
For the purposes of this paper, we assume that load imbalances are tolerable 
and use the simpler hash-based method. The input of the hash function is 
composed of the source and destination IP addresses of the packet. 

Sensor: A sensor is a commodity PC that runs a modified popular NIDS 
and is connected with the splitter (through an Ethernet connection). A sensor 
receives traffic from the splitter and analyzes it for possible known attacks. 
In case that an attack is found, it notifies the splitter to block the offending 
packet(s), otherwise it informs the splitter that the packet(s) should be 
forwarded. A sensor maintains state about the traffic it analyzes in order to 
operate correctly. The maintained state includes the active TCP connections 
it has captured in the near past, TCP connections tagged as offending, 
fragmented packets and statistics about the connections per second to 
TCPLJDP destination ports. 

2.1.1 Reducing Redundant Packet Transmission 

We have designed a plug-in for Digenis that is responsible for reducing 
redundant packet transmission on the system. The idea behind this plug-in is 
the following: Suppose that the splitter stores temporarily (for a few 

l7 In case of TCPNDP traffic, we define a flow to consist of all the traffic of a TCP or UDP 
connection. Otherwise, a flow consists of all the traffic originating from a particular IP 
address and destined to a particular IP address. 
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milliseconds) the packets that it forwards to the sensors for analysis. Then 
there is no need for the sensors to send back to the splitter the analyzed 
packet, but only a unique identifier of that packet (PID). Because the splitter 
has previously stored the packet with this PID, it can infer the referenced 
packet and forward it to the appropriate destination. The only extra work for 
the splitter is to tag each packet with a PID, which is a trivial task. Although 
the additional processing cost to the splitter from this plug-in is minimal, the 
reduction to the load of the sensors is remarkable. However, this technique 
requires from the splitter to be equipped with additional memory for the 
buffering of the packets. As we will present in Section 3, the memory 
requirements are easily satisfied by modern NPs. Subsequently, we discuss 
how a sensor communicates the packet information back to the splitter. 

Communication between Splitter-Sensor: The splitter communicates 
with the sensors in order to decide the action that should be performed, that 
is, forward or drop the packet. This is done with acknowledgments (ACKs) 
from the sensors to the splitter. An ACK is an ordinary Ethernet packet. It 
consists of an Ethernet header, followed by two bytes denoting the number 
of packets acknowledged (ACK factor) and followed by a set of four-byte 
integers representing the PIDs. There are other possible formats requiring 
less bytes and supporting higher ACK factors for this configuration. 
However, this approach is more scalable. There are several options regarding 
the information that these packets should contain. The sensors may send 
back to the splitter the following responses: 

1 .  Positive ACKs: an ACK for every packet not related to any intrusion 
attempt. 

2. Positive cumulative ACKs: an ACK for a set of packets not related to 
any intrusion attempt. 

3. Negative ACKs: an ACK for every packet that belongs to an offending 
session. 

4. Negative cumulative ACKs: an ACK for a set of packets that belong to 
an attack session. 

5. The packet received. 

Each of these solutions has its pros and cons. The packet received (PR) 
scheme, although it has the advantage that it does not require the splitter to 
temporary hold the packet in memory, it suffers from low performance. In 
Section 3, we evaluate some of these approaches, with regard to 
performance. Among positive and negative cumulative ACKs (CACKs) we 
have chosen the former ones. Negative CACKs have two major drawbacks: 
First, in order to be able to distinguish when a packet must be forwarded, we 
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have to wse a timeout value. Recall that, our NIPS must not drop any packet 
or an attack might be missed. As a result, we would be forced to choose a 
timeout for the worst case scenario. The side-effect is that packets will 
experience a high latency. Second, it is impossible for the splitter to 
differentiate the case where the analyzed packet contained no intrusion from 
the case where the packet was dropped due to an error condition. We have 
chosen positive CACKs (P-CACKs) because they supersede positive ACKs. 

2.2 Implementation 

We have implemented Digenis using low-cost, off-the-shelf technology: 
an Intel IXP1200 Ethernet evaluation board and commodity PCs. 

Splitter: We have implemented the splitter using an IXP1200 network 
processor. The IXP1200 chip contains six micro-engines with four hardware 
threads (contexts) each. Also, this chip has a general-purpose StrongARM 
processor core, a FIFO Bus Interface (FBI) unit and buses for off-chip 
memories (SRAM and SDRAM). The maximum addressable SRAM and 
SDRAM memory are 8 Mbytes and 256 Mbytes respectively. The FBI unit 
interfaces the IXP1200 chip with the media access control (MAC) units 
through the IX bus. The FBI also contains a hash unit that can take 48-bit or 
64-bit data and produce a 48- or 64-bit hash index. In our evaluation board, 
an IXF440 MAC unit (with eight Fast Ethernet interfaces) and an IXF1002 
MAC unit (with two Gigabit Ethernet interfaces) are connected to the IX 
bus. 

We have developed the application using micro-engine assembly 
language. The assignment of threads to tasks is done as follows: we assign 
eight threads for the receive part of the Gigabit Ethernet interface, one thread 
for the receive part of each of the eight Fast Ethernet interfaces, four threads 
for the transmit part of the eight Fast Ethernet interfaces, and four threads for 
the transmit part of the Gigabit Ethernet interface. 

For the implementation of hash-based load balancing, we use the hash 
unit of the IXP1200. Also, for the temporary storage of the incoming packets 
until they are acknowledged we use a circular buffer which resides in 
SDRAM memory. This circular buffer must be large enough to prevent 
overwriting packets before their matching ACK is received. 

Sensor: The functionality of the sensor has been implemented by 
modifying the popular NIDS Snort version 2.0.2'~. The functionality of the 
sensor can be divided into three different phases: (1) the protocol decoding 
phase, (2) the detection phase, and (3) the prevention phase. In the first 
phase, the raw packet stream is separated into connections representing end- 
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to-end activity of hosts. A connection, in case of IP traffic, can be identified 
by the source and destination IP addresses, transport protocol and UDPlTCP 
ports. Then, a number of protocol-based operations are applied to these 
connections. The protocol handling ranges from network layer to application 
layer protocols. Some of the operations applied by the protocol-based 
handling are IP defragmentation, TCP stream reconstruction and 
identification of the URI in HTTP requests. The second phase consists of the 
actual detection. Here, the packet (or an equivalent higher-level protocol 
data unit) is checked against a database of detection heuristics representing 
attack patterns. Then follows the prevention phase. The action of this phase 
depends on the result of the previous one. If no attack is found, the sensor 
informs the splitter to forward the packets. If malicious activity is observed, 
then the prevention engine blocks the suspicious traffic by informing the 
splitter to not forward the packets belonging to the offending connection(s). 

Extra Implementations: In addition to our splitter, for comparison 
purposes, we have implemented the following three configurations on the 
IXPI 200: 

A forwarder (FWD) that transmits the traffic arriving at an input Gigabit 
Ethernet interface to an output Gigabit Ethernet interface. 
A load balancer (LB) that implements a flow-preserving load balancer 
with the same load-balancing characteristics as our splitter. The IXP1200 
receives traffic from a Gigabit Ethernet interface and transmits the traffic 
to eight Fast Ethernet interfaces. 
The last configuration (LB + FWD) implements the basic functionality of 
our splitter (without optimizations). 

3. EVALUATION 

In this Section we examine the performance of our architecture. We focus 
on the impact of our enhancements to sensor-splitter communication. In 
particular, we compare the performance of P-CACK vs, the PR scheme. We 
also show that such techniques can be efficiently supported by current 
network processors and that they do not significantly impair forwarding 
latency. 

3.1 Experimental Environment 

Splitter: The performance of the configurations running on the IXPI200 
is measured using the IXP1200 Developer Workbench (version 2.0la)'. 
Specifically, we use the transactor provided by Intel. The transactor is a 
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cycle-accurate architectural model of the IXP1200 hardware. We simulate 
the configurations as they would run on a real IXP1200 chip. We assume a 
clock frequency of 232 MHz and a 64-bit IX bus with a clock frequency of 
104 MHz. 

Sensor: We use a 2.66 GHz Pentium IV Xeon processor with hyper- 
threading disabled. The PC has 512 Mbytes of DDR DRAM memory at 266 
MHz. The PC1 bus is 64-bit wide clocked at 66 MHz. The host operating 
system is Linux (kernel version 2.4.20, Red-Hat 9.0). The Gigabit Ethernet 
network interface is an Intel PRO11000 MT Dual Port Server ~ d a ~ t e r ~ .  The 
sensor software is a modified Snort version 2.0.2, compiled with gcc version 
3.2.2. We turn off all preprocessing in Snort. Unless noted otherwise, Snort 
is configured with the default rule-set. 

Packet Traces: For the evaluation of Digenis we use three packet traces. 
The FORTH-WEB trace was captured at ICS-FORTH and only contains 
HTTP traffic. The FORTH.LAN trace was also captured at ICS-FORTH 
and contains traffic from an internal Local Area Network (LAN). Both traces 
contain the real payload of the packets. The IDEVAL traces are taken from 
MIT Lincoln Laboratory and were used in the 1999 DARPA Intrusion 
Detection   valuation'^. 

3.2 Results 

3.2.1 Performance of the Splitter 

All the IXPI200 configurations described in Section 2 (LB, FWD, our 
splitter, and LB+FWD) handle at most the IP and UDPITCP header of the 
incoming packets. Thus, we argue that the most demanding traffic for these 
configurations is the traffic consisting of a high percentage of small packets, 
namely 64-byte packets''. We simulate the above configurations and the 
results show that all the configurations are capable of sustaining line speed 
even with traffic consisting of only 64-byte packets'? This is expected as the 
theoretical forwarding capacity of the IXPI200 chip is greater than 1600 
~ b i t / s ~ .  

While all the configurations sustain line speeds, we use as a metric for 
comparison the utilization of the micro-engines and the utilization of SRAM 

l 8  This is the smallest possible packet in an Ethernet link including the 4-byte Ethernet CRC. 
The splitter uses P-CACK scheme with a factor of eight. 
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and SDRAM memoriesz0. These are some of the resources that may become 
the bottleneck, considering that the IXP1200 specification states that the 
maximum IX bus throughput is 6 Gbit/s. In Figure 2 we present the average 
utilization of the micro-engines and the utilization of the SRAM and 
SDRAM memories for the described configurations. We observe that our 
approach is efficient and does not consume all the resources of the IXP1200, 
leaving headroom for even more offloading of the sensors. Particularly, the 
results suggest that the extra cost of the splitter compared to the load 
balancer is affordablez1. 
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Figure 2. Utilization of the IXP1200 micro-engines, SDRAM and SRAM memories for 
different packet sizes. It is obvious that the splitter configuration does not consume all the 
resources of the IXP1200. 

3.2.2 Performance of the Sensor 

We first measure the processing cost of a sensor for different 
coordination schemes using the default rule-set. In this experiment Snort 
simply reads traffic from a packet tracez2, performs all the necessary NIPS 
functionality, and then transmits the coordination messages to a hypothetical 
splitter through a Gigabit Ethernet interface. Figure 3, shows the time that 
Snort spends to process all the packets for the FORTH.WEB trace including 
user and system time breakdown. The results show that the higher the P- 
CACK factor, the less the total running time for Snort. The running time is 
practically the same with the unmodified Snort for P-CACK with factor 
equal to 128. Also, Snort finished 45% faster for P-CACK with factor equal 

20 More accurately, we measure the utilization of the buses of SRAM and SDRAM memories. 
2' We have to mention that the increased utilization of the micro-engines in the case of the 

splitter configuration is caused by the instrumentation code we add to measure the 
performance of the splitter. While in the other configurations we do not add code for 
evaluation purposes, we are obliged to do so in the case of the splitter. 

22 We confirm that the hard disk is not the bottleneck by measuring the throughput of the hard 
disk and the transmit rate of Snort. As expected, the transmit rate of Snort is smaller than 
the throughput of the disk. 
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to 128 compared to the PR scheme. Moreover, we observe that the system 
time is lower than the user time. This confirms the fact that Snort spends 
most of its processing time in header and content matching which is counted 
in user time. 

We also observe (Figures 3 and 4) that the improvement of the P-CACK 
scheme compared to the PR scheme depends very much on the trace used: 
the P-CACK scheme is from 45% to 3.8 times more efficient than the PR 
scheme. The reason is that the improvement depends on the detection load of 
the sensor. The smaller the detection load, the bigger the relative 
improvement. This becomes clearer if we determine where the improvement 
is coming from. The improvement stems from the fact that the P-CACK 
scheme reduces the overhead required for sending a packet to the network 
(system time in Figures 3 and 4). If the detection engine of a sensor is 
overloaded, then this overhead is a small fraction of the total workload of the 
sensor and reducing it does not lead to much improvement. In contrast, if the 
detection engine of a sensor is lightly loaded, this overhead consumes a 
significant fraction of the total workload of the sensor and reducing it results 
in a more notable improvement. For example, if the traffic is ruleset- 
intensive, then the detection load of the sensor increases and the relative 
improvement is small. On the other hand, for traffic that requires fewer rules 
to be checked for every packet, the detection load of the sensor will be 
minimal and the improvement will be greater. 
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Figure 3. Processing cost of a sensor (time to 
process all packets in a trace), with user and 
system time breakdown (FORTH.WEB 
trace). We observe that the P-CACK scheme 
with factor 256 is 45% more efficient than 
the PR scheme. 
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Figure 4. Processing cost of a sensor (time to 
process all packets in a trace), with user and 
system time breakdown (IDEVAL trace). 
We observe that the P-CACK scheme with 
factor 256 is 3.8 times more efficient than the 
PR scheme. 
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We also repeat the experiment on a PC with a slower Pentium I11 
processor at 1.13 GHz and the same PC1 bus characteristics and Ethernet 
network interfaces. The results (Figure 5) show that the improvement is 
smaller compared to the faster machine. When we examine more carefully 
the results, we observe that while user time doubles, the system time 
increases only by 30%. This happens because user time is mainly the time 
spent for content search and header matching, which are processor intensive 
tasks. On the contrary, system time is dominated by the time spent for 
copying the packet from main memory, over the PC1 bus, to the output 
network interface, handling interrupts and control registers of the Ethernet 
device. As the speed of processors increases faster than the speed of PC1 
buses and DRAM memories, we can argue that, as technology evolves, the 
effect of our enhancements will be even more pronounced - common 
processors are already running at 3.8 GHz, so the previously reported 
improvement is in fact a conservative result. 

User Time 
System Time 
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Figure 5. Processing cost of a slower sensor 
(FORTH.WEB trace). We can see that the 
improvement is smaller compared to the 
faster sensor. 

Table 1. Synthetic rule example. 
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Figure 6. Performance of a sensor using 
incremental number of synthetic rules. We 
notice that as the number of rules increases 
the improvement of P-CACK scheme versus 
PR scheme decreases. 
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All the above experiments are performed using the default rule-set of 
Snort. To further understand the correlation between the detection load of a 
sensor and the P-CACK scheme improvement we also experiment with 
variable, synthetic rule-sets. An example rule is shown in Table 1. Similarly 
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to the previous experiment, Snort reads traffic from a packet trace and sends 
packets over a Gigabit Ethernet interface. The results are shown in Figure 6. 
We observe that as the number of rules increases the improvement of P- 
CACK scheme versus PR scheme decreases. In other words, as detection 
load increases, improvement decreases. 

Another interesting point is that the maximum relative improvement of P- 
CACK over PR is for small packets of 64 bytes. Small packets require less 
time for content matching user time and communication system time is the 
dominant cost factor. In addition, in the case of 64-byte packets, the 
bottleneck is not the processor, as in the case of larger packets, but the PC1 
bus. This is clearly shown in the experiments involving the IDEVAL traces 
(Figure 4), which contain many small packets for emulating certain types of 
attacks such as SYN flooding. For this trace, the P-CACK scheme is 3 times 
more efficient compared to the PR scheme. This is also a nice side effect of 
the P-CACK scheme, in that it makes the NIPS more robust against TCP 
SYN flood attacks, given that such attacks consist of a big fraction of small 
packets. 
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Figure 7. Maximum Loss Free Rate Figure 8. CDF for latency of a sensor. We 
(MLFR) of a sensor using default rule-set. notice that latency increases with the P- 

CACK factor. 

3.2.3 Forwarding Latency of the Sensor 

The highest portion of the latency imposed by our NIPS is due to content 
matching on the sensors. This happens due to the fact that content matching 
is the single most expensive operation in every NIPS. To measure 
forwarding latency, we use two hosts A and B with two Gigabit Ethernet 
network interfaces each, ethO and ethl. We connect the two interfaces of 
host A with the two interfaces of host B back-to-back. Everything that host A 
sends to network interface ethO/ethl is received by host B on network 
interface ethO/ethl, and vice versa. Host A reads a trace from a file and sends 
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traffic to host B (using tcpreplayl). Host B runs Snort, which receives 
packets from interface ethO and sends replies to interface ethl. Host A 
matches the packet transmission time with the arrival time of the reply and 
computes the latency. 

Initially, we estimate the maximum loss free rate (MLFR) of a sensor by 
replaying a packet trace and measuring the rate at which the sensor started 
dropping packets (Figure 7). In this experiment we set the input packet 
buffer size to 16 Mbytes. We use MLFR to compute the latency that a sensor 
imposes to analyzed packets when reaching its processing capacity. 

In this experiment, host A replays FORTH.WEB trace at the maximum 
loss free rate of each communication scheme. We observe that there are 
packets that experience very high latency. To understand this phenomenon, 
we measure the time that Snort spends in content and header matching using 
the rdtsc17 instruction of the Pentium IV processor. The results show that the 
peaks in time spent for content and header matching coincide with the peaks 
in latency. This means that, when the required per packet operations 
increase, so does the latency. A consequence of this property is that packets 
that require a significant amount of processing slow down other packets that 
do not. This is a form of head of line (HOL) blocking. 

Figure 8 shows the cumulative distribution function (CDF) for all ACK 
schemes when a sensor receives traffic at the MLFR of FORTH.WEB trace. 
We notice that latency increases with the P-CACK factor. An interesting 
observation is that the graph is heavy tailed, meaning that while most of the 
packets experience low latency, 5% of the packets exhibit very high latency 
(above 20 milliseconds). These are packets that are received from a sensor 
while the sensor has a temporary excess load. This may happen because, for 
example, some packets require too many rules to be checked. If too many 
such packets are received back-to-back, the system reaches (or exceeds) its 
capacity and the latency increases considerably. 

3.2.4 Forwarding Latency of the Splitter 

We argue that the overall latency that a packet experiences by our NIPS 
is due to the processing of the sensors and not the forwarding of the splitter. 
Also, the cycles spent by the splitter to forward a packet from the input 
interface to an output interface depend only on the packet length. This means 
that practically all packets of the same length experience almost the same 
latency. 
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3.2.5 Memory requirements 

There is a direct relationship between latency imported by the sensors 
and required memory on the splitter. The splitter needs memory to save 
incoming packets until they are acknowledged by the sensors. The amount of 
memory the splitter needs depends on the highest possible latency that our 
NIPS will tolerate. If we set this value in a reasonable value, for example, 
200 milliseconds then according to the fact that our NIPS analyzes traffic at 
800 Mbith, the required memory is approximately 20 Mbytes. This means 
that the circular buffer of the IXPl200 must be at least 20 Mbytes. This is a 
reasonable requirement considering that the maximum addressable SDRAM 
memory of the IXP1200 is 256 Mbytes. 

4. SUMMARY AND CONCLUDING REMARKS 

We have presented the design of Digenis, a high-performance Network 
Intrusion Prevention System (NIPS). The system consists of a customized 
load-balancing component built using the IXP1200 Network Processor, and 
a number of sensors implemented on commodity PCs. In contrast to off-the- 
shelf load balancers used in NIPS products, our design exploits the 
programmability of NPs to move part of the intrusion prevention 
functionality from the sensors to the NP. We have focused on one method 
for boosting system performance by optimizing the coordination between the 
load balancer and the sensors. The result is a 45% improvement in 
performance, allowing the system to reach speeds of at least 1 Gbit/s. 

There are several directions that we are currently pursuing. First, we are 
re-examining the structure of the sensor software. In particular, we consider 
the possibility of using a more fine-grained protocol processing model such 
as the one demonstrated by ~ r o ' ~ ,  and we try to move part of the protocol 
processing functionality to the NP. Second, we are looking at ways for 
building a 10 Gbitls NIPS using third-generation NPs. 
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Abstract: Despite considerable effort, buffer overflow attacks remain a major security 
threat today, especially when coupled with self-propagation mechanisms as in 
worms and viruses. This paper considers the problem o f  designing network- 
level mechanisms for detecting polymorphic instances o f  such attacks. The 
starting point for our work is the observation that many buffer overflow 
attacks require a "sled" component to transfer control o f  the system to the 
exploit code. While previous work has shown that it is possible to detect 
certain types o f  sleds, including obfuscated instances, this paper demonstrates 
that the proposed detection heuristics can be thwarted by more elaborate sled 
obfuscation techniques. To  address this problem, we have designed a new sled 
detection heuristic, called STRIDE, that offers three main improvements over 
previous work: it detects several types o f  sleds that other techniques are blind 
to, has a lower rate o f  false positives, and is significantly more 
computationally efficient, and hence more suitable for use at the network- 
level. 

Keywords: security; intrusion detection; buffer overflow detection. 

1. INTRODUCTION 

Buffer overflow attacks, popularized in 1996 by Aleph one1, have been a 
major security concern ever since, because exploiting a buffer overflow 
vulnerability allows an attacker located anywhere on the Internet to execute 
arbitrary code on the compromised system. The highly interconnected 
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environment of theP1nternet currently creates tremendous exploitation 

Figure 1. Anatomy of a stack-based buffer overflow attack. By overflowing the buffer, the 
return address can be overwritten with a value pointing somewhere within the sled. The flow 
of control will be transferred to the start of the shellcode from any location in the sled. 

opportunities. In fact, such vulnerabilities in networked services are 
currently the main means used for propagation of Internet worms. 

A tutorial on buffer overflow attacks was provided by Aleph One in 
1996'. A buffer overflow attack takes advantage of insufficient bounds 
checking on a buffer located on the stack to overflow the buffer and 
overwrite the return address of the currently executing function. Figure 1 
shows the typical layout of the stack both before (left) as well as after the 
buffer ovefflow attack (middle and right). The attack involves injecting data 
into the buffer which resides in the lower addresses of the stack. The amount 
of data injected is larger than the buffer size and the resulting overflow 
overwrites at least the local variables, the saved ebp, and the r e t u r n  
address, resulting in the stack shown in Figure 1 (middle). The return 
address is hijacked to point to malicious code that is injected by the attacker, 
usually within the same overflowed buffer, illustrated as the shaded area in 
Figure 1 (middle). Besides stack-based buffer overflow attacks, it is also 
possible (although, perhaps more difficult) to engineer similar attacks on 
heap-based and statically-allocated buffers. 

Despite considerable efforts in end-system preventive  measure^^-^, 
adoption of these techniques is proceeding at an alarmingly slow pace. 
Dealing with this threat therefore requires additional perimeter defense 
mechanisms, as provided by firewalls and network intrusion detection 
systems. However, obfuscation techniques make it hard to apply simple rule- 
based detection techniques as currently used in network intrusion detection. 

Buffer ovefflows often have features that can be seen as a weakness that 
can be exploited by detection heuristics. A key observation is that, although 
the location of the injected code relative to the start of the buffer is known to 



STRIDE: Polymorphic Sled Detection through Instruction Sequence . . . 377 

the attacker, the absolute address, which represents the start of the injected 
code, is only approximately known because the location of the start of the 
buffer relative to the start of the stack varies between systems, even for the 
same executable program. 

To overcome the lack of exact knowledge on where to divert control, the 
attacker needs to append the malicious code fragment to a sequence of NOP 
instructions, typically around a few hundred bytes long. The overwritten 
return address always transfers control somewhere inside this sequence, and 
thus, after sliding through the NOP instructions, control will eventually 
reach the worm code. Due to the sliding metaphor, this sequence is usually 
called a sled. The exact location within the sled where execution will start 
does not matter: as long as the return address causes the system to jump 
anywhere within the sled, it will always reach the core of the exploit. 

To detect buffer overflows, Network Intrusion Detection Systems 
(NIDSes) rely on signatures, characteristic strings, and regular expressions, 
such as code sequences included in an attack's shellcode that can identify the 
attack. However, obfuscation similar to polymorphism9"0, used in viruses 
since the early 90s, renders signature-based techniques for zero-day worm 
detection obsolete11212. Polymorphism usually encrypts the shellcode with a 
different random key each time and prepends it with a decryption routine. 
When the malicious program starts executing, the decryption routine will 
execute first, which in turn will decrypt the shellcode, which will then start 
executing. Since the decryption routine itself cannot be encrypted, some 
systems base their zero-day worm detection on detecting the decryption 
routine itself. Unfortunately, decryption routines are usually obfuscated 
using metamorphism. Metamorphism substitutes (sequences of) instructions 
with equivalent (sequences of) instructions, making the decryption routine 
difficult to fingerprint. Metamorphism is also used to obfuscate sleds, by, for 
example, substituting NOP instructions, with other equivalent instruction 
sequences. 

Many existing detection mechanisms have also focused on detecting the 
sled component in order to detect buffer overflow attacks. For example, 
signatures to match simple sleds have been included in the shellcode rule set 
of the Snort NIDS'~. In addition, Snort has been extended with the Fnord 
plugin'4 that searches for obfuscated sleds. Finally, Toth and Kruegel 
proposed the Abstract Payload Execution (APE) method15 which further 
improves the sensitivity of obfuscated sled detection. 

The rest of the paper is organized as follows. First, in Section 2 we 
present a classification of obfuscated sleds, and in Section 3 we discuss some 
existing detection techniques. Then, in Section 4 we propose STRIDE, a 
novel detection mechanism. In Section 5 we evaluate the detection 
mechanisms using generated attacks and real network traces, and in Section 
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6 we discuss limitations of sled detection in general and of STRIDE in 
particular. Finally, we conclude in Section 7. 

CLASSIFICATION OF SLEDS 

The sled is a sequence of instructions responsible for directing the flow 
of control towards the core code of a buffer overflow attack. Although 
execution of the sled can start at any position, it always ends up "sliding" 
inside the core code of the attack. There are many different ways for a sled 
to achieve its functionality. In this section, we present several types of sleds 
in order of increasing (perceived) difficulty to detect. 

2.1 Simple NOP Sled 

The simplest sled consists of a series of NOP (no-operation) instructions. 
A NOP instruction has no effect on program behavior: it simply advances 
the program counter. Execution of the sled may start at any position, and the 
NOPs are used to transfer control, step by step, to the shellcode right after 
the sled. This simple sled has been demonstrated in the buffer overflow 
examples of1 and has been used in many other attacks. 

2.2 One-byte NOP-equivalents Sled 

A NOP sled can be easily obfuscated by replacing literal NOP 
instructions with one-byte instructions which have no significant effect, and, 
for the purposes of the attacker, are practically equivalent to NOPs. For 
example, instructions that increase or decrease a register which is not used 
by the attacker, instructions that set or clear a flag, and instructions that push 
or pop a register, can all be used in a sled instead of NOPs. Current 
polymorphic buffer overflow attack generators use such sleds to avoid 
detection. The  mutate'^ engine uses this technique with a list of of 55 
one-byte NOP-equivalent instructions. The Metasploit ~ramework" extends 
the ADMmutate engine with 3 additional single-byte NOP replacements. We 
have enumerated 66 such instructions in the Intel IA-32 architecture1'. 
Although not yet seen in the wild, obfuscated sleds are readily available to 
attackers. 
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2.3 Multi-byte NOP-equivalents Sled 

A straightforward extension to one-byte NOP-equivalent sleds is to use 
multi-byte NOP-equivalent instructions, which, like their one-byte 
counterparts, simply advance the program counter in order to reach the core 
of the exploit. However, it is not possible to use any multi-byte NOP 
equivalent instruction available in the instruction set, because a sled must be 
executable at every offset. Therefore, a straightforward way to generate 
multi-byte NOP-equivalents sleds is to restrict the operands of multi-byte 
instructions to correspond only to the opcodes of one-byte NOP-equivalent 
instructions, or to the opcodes of multi-byte NOP-equivalents. Consider for 
example the multi-byte NOP-equivalents sled shown in Figure 2. If control 
is transferred to the leftmost byte, it will execute instructions cmp 
$ 0 ~ 3 5 ,  %al ,  sub $ 0 ~ 4 0 ,  %al ,  add SOx249bOc68, %eax, etc. Note 
that the first argument of the first instruction cmp $Ox3 5 ,  %a1 , is 0x3 5, 
which corresponds to the opcode of instruction xor. Therefore, if control is 
transferred to the penultimate byte from the left, it will execute instructions 
xor, or, and, etc. leading to the end of the sled. This is true for all 
instructions in this type of sleds: their arguments are such that if control is 
transferred to any byte inside the sled, the execution will eventually lead to 
the end of the sled. 

5 c  

2.4 Four-byte Aligned Sled 

<no lOi35, 111 - 
ror IOrbl0ll02r, I e a r  

."b IOxlo, I., - 
, n c  z s . r  - 

add $0121910c68, Zllr 

push IOrJ7249bO1 

0 ,  I O X P b ,  I., - 
' w a i t  - 

a n d  90x37.  i s  - 
e a *  - 

Figure 2. An example of a small sled, executable at every byte offset, which is constructed by 
interleaving one-byte and multi-byte NOP-equivalent instructions. 

40 

Although traditional NOP sleds had to be executable at each and every 
byte, stack alignment can relax this restriction by constraining the possible 
placements of the vulnerable buffer. The default behavior of modern 
compilers is to align the stack at word (4-byte) boundaries19. ~eference" 
discusses the possibility of exploiting stack alignment to construct sleds that 
have to be executable every 4 bytes. Pairs of non-destructive 2-byte 
instructions can be used as NOP-equivalents, but it is also possible to use 

35 05 2s 68 23 O E  3 7  9 6  s h e l l c o d e  
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Loop 0x08 - 
or  I C h ,  I b l  - 

in0  0x06  - 
e2  

Figure 3. (a) The ideal trampoline-sled: flow of control is directed to the shellcode in a 

08 e b  06 e b  0 4  d 4  5 e  l c  f d  o h e l l c o d e  

single step from any position in the sled. (b) An example of a small trampoline-sled that is 

executable at every byte offset. Control transfer instructions are placed at every second byte 

and their relative address operand is chosen so that it is a valid NOP-equivalent opcode. 

longer instructions with techniques similar to the multi-byte instruction 
sled discussed earlier. Code sequences starting at non-word-aligned offsets 
may contain any kind of instruction, including instructions with destructive 
side-effects or even illegal ones, which can hinder detection. 

2.5 Trampoline Sled 

Although typical sleds transfer control to the shellcode by sliding it along 
their body-hence the name sled-, the same functionality can be achieved 
by jumping directly to the shellcode, as illustrated in Figure 3(a). The body 
of such a sled consists of control transfer instructions with relative addresses, 
all pointing directly to the shellcode. Thus, the flow of control will reach the 
shellcode in a single step from any point it may have entered the sled. 

Trampoline-sleds can be directly implemented, relying on four-byte 
alignment, by cramming a jump instruction together with its operands into 
every four-byte-long slot of the sled. Even if a trampoline-sled has to be 
executable at every offset, an attacker can carefully choose the operands of 
the jump instructions to be valid NOP-equivalent opcodes, as explained in 
Section 2.3. An example of a small trampoline-sled that is executable at 
every byte offset is illustrated in Figure 3(b). 

The shortest control transfer instructions available are two bytes long. 
For example, instructions such as j m p  and loop  take a one-byte operand 
that specifies the relative address of the jump target. The use of two-byte 
control transfer instructions places an additional restriction on the maximum 
jump displacement that can be used for sleds executable at each byte. 
Generally, the operand of these instructions is encoded as a signed 8-bit 
immediate value, which allows for a maximum forward relative offset of 127 
bytes. Additionally, since the operand must at the same time act as a one- 
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byte NOP-equivalent instruction, the maximum jump displacement is further 
reduced to the NOP-equivalent opcode with the greater signed integer value 
that is less than 128. The two NOP replacements with the largest such 
opcodes that we have come across are push imm8 and push imm32, 
which result to an offset of 106 and 104 bytes, respectively. Trampoline 
sleds are still feasible, though, by solely using jumps with relatively large 
positive displacements, which result to forward execution "bounces". Thus, 
the flow of control "jumps" and "strides" towards the shellcode. 

2.6 Obfuscated Trampoline-sled 

Since the number of control transfer instructions that can be used for the 
construction of trampoline-sleds is limited, one could argue that such sleds 
can be detected by searching for the specific opcodes of these instructions, 
much in the same way that Fnord does for NOP-equivalents (cf. Section 3.2). 

The entropy of the basic trampoline-sled can be increased in order to 
evade detection, by interleaving NOP-equivalent instructions along with the 
jump instructions. In this way, the shellcode is not reached in a single step, 
but in a number of steps which can be tuned by the attacker. This will result 
to a sparse distribution of the control transfer instructions, which renders 
simple detection methods ineffective. 

2.7 Static Analysis Resistant Sleds 

Sleds of this type attempt to evade detection by making it difficult for 
detection heuristics to statically infer the outcome of the execution of the 
sled. When the sled is actually executed, its behavior is that intended by the 
attacker, correctly leading to the shellcode. This can be achieved by either 
using branches whose target cannot be determined statically or by using self- 
modifying code. Static analysis cannot follow branches that cannot be 
determined statically, such as register or memory indirect jumps, because the 
contents of the registers or memory are not known during the analysis. 
Therefore, it cannot continue with the inspection of the corresponding code 
paths and cannot determine their outcome. Such jumps, however, must 
specify the target as an absolute address. 

Also, a sled could modify itself so that invalid instructions, appearing 
under static analysis to terminate a code path, are overwritten during 
execution by previous instructions and are actually executed normally. 
However, the sled must rely on stack alignment to avoid the execution of 
illegal instructions before they are fixed-up. Again, like indirect branches, 
write operations require an absolute address. 
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To overcome the absolute address problem, present in both indirect 
branches and self-modifying instructions, the esp register, which holds the 
stack frame's absolute address, can be used to find the buffer and sled 
addresses. However, the use of the esp register could hint for static analysis 
resistant sleds, but, in fact, the absolute address of the sled can be found even 
without using this register: knowing the injected return address and 
maintaining a counter while sliding through the sled provides knowledge of 
the absolute address of the current sled position. This seems to be relatively 
hard to implement, especially considering the need for 4-byte alignment. 

Table 1. Comparative effectiveness of various sled detection schemes. 

Scheme 
Sled Type 

Snort Fnord APE STRIDE 

1. NOP instructions Yes Yes Yes Yes 
2. One-byte NOP-equivalents No Yes Yes Yes 
3. Multi-byte NOP-equivalents No No Yes Yes 
4. Four-byte Aligned No No Yes Yes 
5. Trampoline-sled No No No Yes 
6. Obfuscated Trampoline-sled No No No Yes 
7. Static Analysis Resistant No No No After extensionx 

3. SLED DETECTION MECHANISMS 

In this section we briefly present three techniques which have been 
proposed for sled detection: NIDS signatures, the Fnord mutated sled 
detection plugin, and APE. Table 1 summarizes the effectiveness of each 
technique, along with our proposed detection mechanism, for each sled type. 

3.1 NIDS Signatures 

Detecting simple NOP sleds such as those described in section 2.1 is 
relatively straightforward. On the Intel IA-32 architecture, nop is a single- 
byte instruction with opcode 0x90. Thus, to detect a simple sled consisting 
only of nop instructions, a pattern matching rule searching for a sufficiently 

* STRIDE can detect sleds that use indirect jumps, and we discuss how it may be extended to 
detect self modifying sleds in Section 6. 



STRIDE: Polymorphic Sled Detection through Instruction Sequence . . . 3 83 

long sequence of bytes with value 0x90 is enough. Indeed, such rules exist 
for popular NIDSes, such as snort13. 

3.2 Fnord 

The ~ n o r d ' ~  mutated sled detection plugin for Snort detects sleds by 
searching network traffic for long series of one-byte NOP-equivalent 
instructions. It is, therefore, capable to detect type-2 sleds, such as those 
described in Section 2.2. It may be the case that its list of NOP-equivalents 
could be extended with the opcodes of multi-byte NOP-equivalents, making 
it capable to detect type-3 sleds such as those described in Section 2.3, but 
we use the standard version here. However, Fnord definitely fails to detect 
type4 sleds and above, that exploit the alignment of stack variables. 

There also exist various other tools that offer similar sled detection 
capabilities with ~ n o r d ~ ' .  21. Since these tools, along with Fnord, all rely on 
the NOP-equivalents list contained in ADMmutate in order to detect mutated 
sleds, it is sufficient to consider just one of them. 

3.3 Abstract Payload Execution 

 APE'^ is a detection mechanism that enables the detection of sleds by 
looking for sufficiently long series of valid instructions: instructions which 
decode correctly and whose memory operands are within the address space 
of the process being protected against attacks. To reduce its runtime 
execution overhead, APE uses sampling to pick a small number of positions 
in the data from which it will start abstract execution. The number of 
successfully executed instructions from each position is called the Maximum 
Executable Length (MEL). When APE encounters a conditional branch, it 
follows both branches and considers the longest one as the MEL. If the 
destination of the branch can not be determined statically, APE terminates 
execution and uses the MEL value computed so far. A sled is detected if a 
sequence has a MEL value greater than 35. Although APE can be used to 
detect sleds of type-1 through type-4, it fails, however, to detect sleds of 
type-5 (trampoline sleds), type-6 (obfuscated trampoline), and type-7 (static- 
analysis-resistant sleds). 

Indeed, although the purpose of type-5, and type-6 sleds is to transfer 
program control to the shellcode in as few steps as possible using jump 
instructions, the mechanism that is used by the APE scheme is based on the 
detection of a sufficiently long execution sequence of instructions, and thus, 
trampoline-sleds evade detection by having a short sequence of executed 
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stride(input, input-size, sled-length) { 
for (i=O; i < input-size-sled-length; i++) { 
if (find-sled(input+i, sled-length)) 
return TRUE; 

return FALSE; 

find-sled(data, len) ( 
for ( j  = 0; j < 4; j + + )  
for (i = j ;  i < len; i+=4) 
if (!valid-sequence(data+i, len-i)) 
return FALSE ; 

return TRUE; 
1 

is-valid-sequence(data,len) { 
/ *  decode "len" instructions in buffer "data" * /  

res = decode(data, len); 
if (res == VALID-DECODE) return TRUE; 
if (res == ENDS-IN-JMP) return TRUE; 
return FALSE; 

1 
Figure 4. Pseudo-code for STRIDE algorithm 

instructions. Static analysis resistant sleds also confuse APE, because it 
errs on the unsafe side when it cannot decide about a code sequence. 

4. THE STRIDE DETECTION ALGORITHM 

In this section we describe STRIDE, our new sled detection mechanism 
which, compared to previous approaches, is able to detect more types of 
sleds with less false positives. 

STRIDE is given some input data, such as a URL, and searches each and 
every position of the data to find a sled. If a sled is found, the input data are 
considered part of an attack. To detect a sled spanning over at least n bytes 
and starting at position i of the input data, STRIDE searches for all 
sequences of instructions of length n - j bytes starting at offset i + j of the 
input data, for all j E (0. .  . n - 1) . If STRIDE finds all n sequences of 
instructions to be valid sequences, it then concludes that a sled of length n 
starts at position i . 

We call a code sequence, starting at a certain point i in the input data, a 
"valid sequence of instructions of length n at position i ," if it either (1) 
decodes correctly for n bytes without encountering privileged instructions, 
or if (2) a jump instruction is encountered along the way. Informally, a valid 
sequence of instructions is a sequence of instructions which can be used to 
construct a sled. Such a sequence may only contain valid instructions, and 
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may not contain privileged instructions, i.e., instructions which can be 
invoked only by the operating system kernel. 

Figure 4 gives the pseudo-code for STRIDE. The main routine, stride, 
consists of a loop which tries to find a sled of length sled-length at each 
and every position of input data input .  Routine f ind-s led ( data, 
len) finds a sled by attempting to valid all valid sequences of length len- 
i which start at position data+i, for a1 values of i. Aligned sleds are 
accounted-for by checking for valid sequences at every four bytes instead of 
at every byte but the check is applied for all four possible displacements. 

STRIDE is related to previous approaches in several ways. Like snortI3 
and ~ n o r d ' ~ ,  STRIDE is able to find long sequences of NOP(-equivalent) 
instructions. Like  APE'^, STRIDE is able to decode the input data and 
identify sequences of instructions that may be part of a sled. However, 
STRIDE has two major differences from APE: 

Table 2. Detection rate of the various detection schemes for traces containing 10,000 different 
generated sleds of a single type. 

Scheme 
Sled Type in Trace 

Snort Fnord APE STRIDE 

NOP instructions 100% 100% 100% 100% 
One-byte NOP-equivalents 0% 55.4% 100% 100% 
Multi-byte NOP-equivalents 0% 0% 100% 100% 
Four-byte Aligned 0% 0% 100% 100% 
Trampoline-sled 0% 0% 0% 100% 
Obfuscated Trampoline-sled 0% 0% Fig. 5 100% 

APE detects a sled when it finds a sufficiently long execution sequence 
of instructions. Therefore, although it is able to detect NOP-based sleds, 
APE can not detect trampoline sleds, because they jump directly to their 
destination code and, therefore, do not exhibit long execution sequences. 
In contrast, STRIDE may consider even short execution sequences (such 
as a single jump instruction) to be part of a valid sled. 
STRIDE verifies that each and every byte of a sled (apart from the cases 
of word-aligned sleds) is the start of a valid sequence of instructions. On 
the contrary, for APE it is enough to find only one sufficiently long 
execution sequence to consider it a valid sled. 
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5. EXPERIMENTAL EVALUATION 

We evaluate the accuracy of the detection rate of our proposed algorithm 
STRIDE, Snort's shellcode signatures13, Fnord mutated sled detection plugin 
for snort14, and APE, by generating 10,000 different sleds of each type using 
the Metasploit Framework v2.217, modified to generate sleds ranging from 
type-1 (simple NOP sleds) up to type-6 (obfuscated trampoline). 

We also evaluate the false positives rate of the four methods as in15, by 
applying them to HTTP URIs. The URIs were captured from our institution's 
LAN, which contains about 150 hosts. Sled detection methods which are 
based on instruction decoding, employ the decoder used in22. 

5.1 Detection Rate 

The results of applying all four detection methods on the generated sleds 
are shown in Table 2. We observe that Snort's shellcode signatures detect 
simple NOP sleds with 100% success, but fail to detect more elaborate sleds. 
Fnord is able to detect simple NOP sleds with 100% success too, and in 
addition is able to detect sleds with one-byte NOP-equivalent instructions 
with a 55.4% rate. Although it could have achieved a 100% rate for one-byte 
NOP-equivalent sleds, it achieves a lower-rate due to an incomplete NOP- 
equivalent instruction list. Fnord also fails to detect sleds with multi-byte 
NOP-equivalent instructions, but it should be possible to update its list of 
NOP-equivalents to include them as well. However, this is as far as Fnord 
can get. Indeed, Table 2 shows that Fnord fails to detect sophisticated sleds, 
such as 4-byte aligned and trampoline sleds. 

Table 2 suggests that the APE method is able to detect simple NOP sleds, 
sleds with one-byte and multi-byte NOP-equivalent instructions, as well as 
four-byte aligned sleds with a 100% success rate. However, APE cannot 
detect trampoline sleds. This was expected, because trampoline sleds reach 
the core attack code by executing only a small number of jump instructions, 
while APE bases its detection method on the sequential execution of a long 
sequence of instructions. 

It is interesting, however, to point out that although APE can not detect 
trampoline sleds, it is able to detect some of the more difficult obfuscated 
trampoline sleds. Indeed, as Figure 5 shows, APE is able to detect as many 
as 6% of the obfuscated trampoline sleds for small MEL. This is because the 
NOP-equivalent instructions that are used for the obfuscation cause an 
increase of the overall execution steps of the sled, which can now reach a 

Finally, STRIDE is able to detect simple NOP sleds, sleds with one-byte 
or multi-byte NOP-equivalent instructions, as well as four-byte aligned sleds 
and plain or obfuscated trampoline sleds with 100% success, as expected. 
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low MEL threshold. Nevertheless, the detection rate of APE is still very 
low, at 6%, even for the minimum suggested MEL value. 

7 
APE -Obfuscated Trampol~ne Sled - 

+ STRIDE 

- x fnord 

0 Signatures 

APE 

MEL (Number of instructions) False Positives (%) 

Figure 5. Detection rate for APE when Figure 6. Comparative effectiveness of the 
applied to obfuscated sleds as a function of various detection schemes. The results for 
MEL. APE are for a MEL value of 35 with 100 

samples per kilobyte and for STRIDE for 
sled length 130 bytes. 

5.1 False Positives 

The results of the false positives rate evaluation for the four methods with 
real traces are shown in Figure 6. In this experiment STRIDE has a sled 
length parameter of 130 bytes and APE has a MEL value of 35 instructions 
with 100 samples per kilobyte. With these parameters APE is sensitive, like 
STRIDE, to sled lengths of about 130 bytes and above. 

The Snort shellcode signatures have zero false positives, because there 
was no sufficiently long NOP-sequence in our traces. Fnord also has almost 
0% false positives, because there were very few sequences of bytes in the 
traces which corresponded to sequences of NOP-equivalent instructions. 
Although both Snort and Fnord have an attractive practically 0% of false 
positives rate, they are severely limited in their ability to detect elaborate 
sleds, such as trampoline sleds. Figure 6 shows that APE has a false positive 
rate of 0.006%. Finally, STRIDE has a false positive rate of 0.00027%, close 
to an order of magnitude smaller than APE. Overall, we see that STRIDE 
seems to strike a good balance between true positives and false positives. 
That is, it is able to find more true positives than any other method, while 
keeping the false positives as low as those of Fnord and Snort. 

The interested reader should notice that the exact value of false positives 
for APE and STRIDE depends heavily on their parameters. To explore the 
influence of the parameters to the false positive rate of APE and STRIDE, 
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0.014 APE - 0.014 STRIDE 

MELThreshold (number of sled instructions) Sled Length (Bytes) 

Figure 7. False positives rate for APE and STRIDE with varying parameters. 

we investigate the false positives rate for both methods as a function of 
MEL and sled length, and display the results in Figure 7. We see that as the 
size of MEL increases, the percentage of false positives for APE decreases. 
However, we should point out that larger MEL values also decrease the 
number of detected true positives, as can be seen in Figure 5. Figure 7 also 
shows that the percentage of false positives for STRIDE decreases with the 
sled length, and reaches zero for sled length larger than 230 bytes. This is an 
encouraging result, since typical sleds are usually longer than 250 bytes. 
Overall, our results suggest that STRIDE is able to have a true positive rate 
of 100% (Table 2), while having a false positive rate of (close to) 0%. 

5.2 PERFORMANCE 

Besides being accurate, a worm detection method should also be fast, so 
as to be able to detect worms in real-time. To evaluate the speed of STRIDE 
we measured the CPU time consumed by STRIDE with a sled length value 
of 200 bytes, and compared it to the execution time of APE with a MEL 
count of 35 on a Pentium 4 machine (2.6GHz clock speed, 512KB cache 
size) for a trace with 1,093,249 requests. The CPU time for processing this 
trace was 25 sec for APE (22.9 usec per request) and 4.85 sec for STRIDE 
(4.4 usec per request). We see that STRIDE outperforms APE by a factor of 
5. This is mostly due to the different handling of branch instructions by the 
two algorithms. Indeed, when APE encounters a branch instruction, whose 
target can be determined statically it follows both branches, a decision, 
which may potentially lead to the exploration of an exponential number of 
execution paths. Unlike APE, when STRIDE encounters a branch 
instruction, it assumes that it found a valid sequence, without making any 
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attempt to follow the branch. By being conservative, STRIDE avoids the 
exponential explosion and significantly reduces the associated run-time cost. 

DISCUSSION 

Although our evaluation has shown that STRIDE has some benefits, we 
should mention that it still has limitations. For example, STRIDE can only 
be applied to buffer-overflow-based attacks which use sleds. If an attack 
does not make use of a sled, then it can not be detected by STRIDE. In 
addition, STRIDE still cannot detect self-modifying sleds. It is, however, 
possible, to extend it with a decoder that is capable of identifying memory 
write operations and handle the sequences that contain them the way it 
currently handles jump instructions: consider them valid, because they 
cannot be proved invalid with static analysis. Finally, a worm writer could 
blind STRIDE by adding invalid instruction sequences at suitable locations 
in the sled. Note that this would most likely lead to a fraction of the infection 
attempts crashing the remote process and would most certainly slow down 
the spread of the worm, while also exposing it to other detection components 
that look for anomalous behavior at the process-level. 

7. SUMMARY AND CONCLUDING REMARKS 

We have presented STRIDE, a new approach for network-level detection 
of buffer overflow attacks, which relies on the identification of the sled 
component that is usually part of such attacks. Because it operates at the 
network-level, STRIDE can be used for detecting worms that replicate 
through buffer overflow exploits, even if they involve elaborate obfuscation. 
Our analysis allows us to make three main observations: 

STRIDE can detect several classes of sleds that cannot be identified by 
previous proposals. As presented in Section 2.5, trampoline sleds can be 
used by attackers in order to evade current sled-based detection 
mechanisms. STRIDE detects such sleds, even in their obfuscated 
variations. 
STRIDE achieves high detection rates while maintaining low false 
positive rates. Snort and Fnord have few false positives but can only 
detect basic sled types. APE detects more complex sleds, but has an order 
of magnitude more false positives compared to STRIDE, while also 
missing two classes of sleds. Our approach can detect all types of sleds 
presented in this paper, except for Static Analysis Resistant sleds, with a 
detection rate of 100%, and a false positive rate that reaches 0% for 
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reasonable algorithm parameters. As suggested in Section 6, it may also 
be possible to detect Static Analysis Resistant sleds. This question, 
however, requires additional analysis and is outside the scope of this 
paper. 
STRIDE is more efficient in terms of processing cost. As shown in Table 
3, STRIDE has relatively low computational cost, outperforming APE by 
a factor of 5. This suggests that STRIDE can operate on high-speed links 
and remain effective even under heavy loads, at a reasonable cost. 
The high accuracy, low false positive rate, and low processing cost 

achieved by STRIDE suggest that it is likely to be highly useful as part of an 
automated network-level defense mechanism against both targeted attacks 
and large-scale zero-day worm outbreaks, especially as worms become more 
aggressive and more sophisticated. 
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Abstract: Network Intrusion Detection Systems (NIDS) provide an important security 
function to help defend against network attacks. As network speeds and 
detection workloads increase, it is important for NIDSes to be highly efficient. 
Most NIDSes need to check for thousands of known attack patterns in every 
packet, making pattern matching the most expensive part of signature-based 
NIDSes in terms of processing and memory resources. This paper describes 
Piranha, a new algorithm for pattern matching tailored specifically for 
intrusion detection. Piranha is based on the observation that if the rarest 
substring of a pattern does not appear, then the whole pattern will definitely 
not match. Our experimental results, based on traces that represent typical 
NIDS workloads, indicate that Piranha can enhance the performance of a 
NIDS by 11% to 28% in terms of processing time and by 18% to 73% in terms 
of memory usage compared to existing NIDS pattern matching algorithms. 

Key words: network security; intrusion detection; pattern matching; network monitoring; 
network performance. 

1. INTRODUCTION 

Network Intrusion Detection Systems (NIDSes) provide a powerful 
mechanism to defend against well-known attacks on a computer network or 
detect network abuse. NIDSes are mainly divided into two major categories: 
signature-based and anomaly detection. Anomaly-detection NIDS try to spot 
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abnormal behavior on network based on statistics like rate of connections, 
traffic overload or unusual protocol headers. On the contrary, the detection 
mechanism of a signature-based NIDS is based on a set of signatures, each 
describing a known attack. As an example, a signature taken from latest 
Snort, is 

alert tcp any any -> HTTP-SERVER 80 (content:"/root.exe"; nocase;) 

This signature instructs that if "/root.exe" is found inside the payload of a 
TCP packet that is originating from any host and any source port and is 
destined to an HTTP server on port 80, then an attack on the web server is 
taking place. While this signature requires full packet inspection, there exist 
simpler signatures that require only header lookups. Pattern matching inflicts 
a significant cost to the performance of a NIDS. Previous research results 
suggest that 30% of total processing time is spent on pattern matchingI3, 
while in some cases, like Web-intensive traffic, this percentage raises up to 
80%~.  Apart from processing time, memory demands of a NIDS may reach 
at high levels due to rule-set growth. Although algorithms with low memory 
demands have been developed, their performance in comparison with 
algorithms that consume more memory is still poor. Given the fact that link 
speed increases every year, pattern matching evolves to a highly demanding 
process that needs special consideration. Minimizing the demands of pattern 
matching leaves headroom for further heuristics to be applied for intrusion 
detection, like anomaly detection or sophisticated preprocessors. 

In this paper, we present Piranha, a pattern-matching algorithm designed 
for and applied to a NIDS. Our experiments with Piranha implemented in 
Snort v2.2 indicate that Piranha is faster than existing algorithms by up to 
28% in terms of processing time, and requires up to 73% less memory. This 
improvement relies on the small number of collisions and the compact 
memory footprint of the algorithm. 

The rest of the paper is organized as follows: in Section 2 a description of 
existing state-of-the-art algorithms is provided, Section 3 depicts the Piranha 
algorithm, while Section 4 presents the performance of Piranha compared to 
other algorithms in various traffic scenarios and hardware platforms. Finally, 
our concluding remarks are discussed in Section 5. 

2. BACKGROUND 

In this section we describe how a content matching NIDS operates and 
summarize the key characteristics of pattern matching algorithms that have 
been recently used in intrusion detection. 
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2.1 Basic NIDS model 

A NIDS is usually designed as a passive monitoring system that reads 
packets from a network interface through standard system facilities, such as 
~ i b ~ c a ~ ' ~ .  After a set of normalization passes (e.g., IP fragment reassembly, 
TCP stream reconstruction, etc.) each packet is checked against the NIDS 
rule-set. Some -rather old- NIDS organize their rule-set as a two-dimensional 
data-structure chain, where each element, often called a chain header, tests 
the input packet against a packet header rule. When a packet header rule is 
matched, the chain header points to a set of signature tests, including 
payload signatures that trigger the execution of the pattern matching 
algorithm. Pattern matching is the single most expensive operation of a 
NIDS in terms of processing cost. Latest versions of Snort (above version 
2.0) organize the rules in groups. Rules that check for the same destination 
port belong to the same group14. When a packet arrives, its destination port is 
used to find the appropriate group. Afterwards, multi-pattern matching is 
performed on patterns of the group in order to extract a set of rules that 
possibly match. Each rule of this set is then examined separately. 

In order to understand the interaction between pattern matching 
algorithm, rule-set and experimental workload, we briefly present some of 
the pattern matching algorithms that are commonly used in intrusion 
detection systems. 

2.2 Pattern matching algorithms 

A number of algorithms have been proposed for pattern matching in a 
NIDS. The performance of each algorithm may vary according to the case in 
which it is applied. The multi-pattern approach of Boyer-Moore is fast for a 
few rules, but does not perform well when used for a large set. On the 
contrary, Wu-Manber behaves perform well when used with large rule-sets. 
On the contrary, Wu-Manber behaves well on large sets, but its performance 
starts to degrade when short patterns appear in rules. E2xB is based on the 
idea that in most cases we have a mismatch and tries to filter out patterns 
that do not match. However, E2xB introduces additional preprocessing cost 
per packet, which is amortized only after a certain number of rules. In the 
following subsections a more detailed description for each algorithm is 
provided. 

2.2.1 The Boyer-Moore algorithm 

The most well-known algorithm for matching a single pattern against an 
input was proposed by Boyer and ~ o o r e ~ .  The Boyer-Moore algorithm 
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compares the search pattern with the input, starting from the rightmost 
character of the search pattern. This allows the use of two heuristics that may 
reduce the number of comparisons needed for pattern matching (compared to 
the naive algorithm). Both heuristics are triggered on a mismatch. The first 
heuristic, called the bad character heuristic, works as follows: if the 
mismatching character appears in the search pattern, the search pattern is 
shifted so that the mismatching character is aligned with the rightmost 
position at which the mismatching character appears in the search pattern. If 
the mismatching character does not appear in the search pattern, the search 
pattern is shifted so that the first character of the pattern is one position past 
the mismatching character in the input. The second heuristic, called the good 
suffixes heuristic, is also triggered on a mismatch. If the mismatch occurs in 
the middle of the search pattern, then there is a non-empty suffix that 
matches. The heuristic then shifts the search pattern up to the next 
occurrence of the suffix in the pattern. ~ o r s ~ o o l ~  improved the Boyer-Moore 
algorithm with a simpler and more efficient implementation that uses only 
the bad-character heuristic. Fisk and varghese6 recently developed Set-Wise 
Boyer-Moore (SWBM), an algorithm based on Boyer-Moore concepts and 
operating on a set of patterns. SWBM was integrated in Snort and tested 
using a single traffic trace from an enterprise Internet connection. 

2.2.2 The E'XB algorithm 

E ~ X B  is a pattern matching algorithm designed for providing quick 
negatives when the search pattern does not exist in the packet payload, 
assuming a relatively small input size (in the order of packet size)279. As 
mismatches are by far more common than matches, pattern matching can be 
enhanced by first testing the input (i.e., the payload of each packet) for 
missing fixed-size sub-strings of the original signature pattern, called 
elements. The collisions induced by E ~ X B ,  i.e., cases with all fixed-size sub- 
strings of the signature pattern showing up in arbitrary positions within the 
input, can then be separated from the actual matches using standard pattern 
matching algorithms, such as ~ o ~ e r - ~ o o r e ~ .  The small input assumption 
ensures that the rate of collisions is reasonably small -experiments have 
shown collision rates of 10% in the worst case-. In the common case, 
negative responses can be obtained without resorting to general-purpose 
pattern matching algorithms. The E ~ X B  algorithm was evaluated with traffic 
traces from diverse environments, including traces containing attacks, traces 
with normal web traffic, and WAN traffic traces from a local ISP. 
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2.2.3 The Wu-Manber algorithm 

The most recent implementation of Snort uses a simplified variant of the 
Wu-Manber multi-pattern matching algorithm16, as discussed by Snort 
d e v e ~ o ~ e r s ' ~ .  The "MWM" algorithm is based on a bad character heuristic 
similar to Boyer-Moore, but uses a one or two-byte bad shift table 
constructed by pre-processing all the patterns instead of only one. MWM 
performs a hash on the two-character prefix of the current input to index into 
a group of patterns, which are then checked starting from the last character, 
as in Boyer-Moore. The performance of MWM was originally measured 
using text files and various sets of patterns. The first attempt to measure 
MWM as the basic algorithm for pattern matching in a NIDS was performed 
in recent Snort implementation14. The results of previous studies14 show that 
Snort is much faster than previous versions that used Set-Wise Boyer-Moore 
and ~ h o - ~ o r a s i c k ' .  

IMPLEMENTATION 

The Piranha algorithm is based on the idea that if we find the rarest 4- 
byte substring of a pattern inside the packet payload, then we assume that 
this pattern matches. Each pattern is now represented by its least popular 4- 
byte sequence, where popular reflects the number of times that a specific 
substring exists in all patterns. For all the instances of the rare substring, 
Snort is instructed to check the corresponding rule. Piranha itself can only 
handle patterns with length greater or equal to 4. For completeness, patterns 
with length less than 4 are handled separately. 

3.1 Preprocessing 

Piranha treats every byte-aligned pattern as a set of 32-bit sub-patterns. 
For example, the pattern "/admin,exe" (Rl)  is considered as the set of its 32- 
bit byte-aligned sub-patterns, i.e.,"/adm", "admi", "dmin", "min.", "in.e", 
' hex"  and ".exeW. The 32-bit partitioning was chosen as the use of integers 
results to faster operations. Pattern matching can then be formulated in terms 
of an AND operation. Every pattern is represented by a gate. The gate has as 
many inputs as the number of its 32-bit sub-patterns. Each input represents 
whether the 32-bit sub-pattern has appeared in the payload or not. The gate 
for pattern R1 can be seen on the top-right part of Figure 1 with all its sub- 
patterns constituting the inputs of the gate. Initially, all inputs are set to zero, 
and are being switched on based on the sequences seen on the packet. 
However, the output must not be regarded as an exact match. 
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/adm 

adrni 

d m i n  

......... 
........... a d n i  

.............. 
-.-- ................ m i n .  ................ 

Figure 1. An example of index table and gates for two patterns. When all the inputs of a gate 
are switched on, then the pattern is possibly matched 

For example, if the packet payload is "/admAAAdmin.exe", then, despite the 
fact that all 4-byte sequences for R1 have appeared, the pattern itself does 
not match. Each time the output of the gate is switched on, we consider it as 
collision and Snort is instructed for further inspection. In order to find fast 
which inputs to switch on, an index table is maintained. The index table 
keeps for all 4-byte sequences a list of all patterns that contain them. For 
example, if we assume that we only have the patterns "/admin.exe" (Rl) and 
"/admin.sh" (R2), a view of the table is displayed in Figure 1. Sequences 
"/admM, "admi", "dmin", and "rnin." appear in both patterns, while ".exe", 
"in.e", and "n.ex" exist only in R1, and "in.sW and "n.sh" only in R2. Each 
time a node of index table is reached then the appropriate input is switched 
on. As an example, if the payload is "min.exe", we first access the "rnin." 
entry of index table and we switch on the "rnin." inputs for R1 and R2, 
afterwards the "in.e" entry and switch on the "in.eW input for R l ,  then we 
access the "n.exe" entry and switch on the input for R l  and finally the ",exe" 
entry is traversed. The performance of Piranha for a subset of our packet 
traces, in terms of running time and collisions per packet, is displayed in 
Table 1 under the "full gates" column. 
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m a t c h  

m a t c h  

Figure 2. Optimized view of index table 

Although gates present a low rate of collisions, their performance is poor 
as a lot of steps and transitions are needed in order to take a decision whether 
a pattern matches or not. In a typical case, the index table is firstly accessed, 
then the appropriate input is switched on and then the whole gate is checked 
if all inputs are switched on. In our effort to reduce the number of steps, and 
consequently, memory accesses, an optimization phase takes place. The 
optimization phase involves the procedure of selecting one input for each 
gate, a representative sequence. The rarest sequence is chosen as 
representative. It is defined as the sequence found in the least number of 
rules and can be found through the index table by counting the number of 
rules that is contained in. All other inputs are removed from the gate as well 
as the corresponding nodes from the index table. For example, trying to 
optimize our previous example we keep sequence "n.exW as representative 
for pattern R1 and "n.sh" for R2. The optimized view of the index table is 
illustrated in Figure 2. After the optimization phase, every gate has only one 
input, and thus, it can totally be removed (output is equal to input), as we can 
use the index table for the searching phase -if a node of the index table is 
reached then a possible match is triggered-. 

The effect of optimization is shown in Table 1, in terms of running time 
and collisions. The "full gates" column represents the unoptimized case of 
Piranha, and the "representative sequence" refers to the optimized case. 
Although collisions per packet increase as now only one input triggers 
possible match, the performance increases due to decrease of steps and 
compactness of memory footprint. Performance is increased by up to 36% 
even if collisions are two to three times more. 

Table 1. Effect of optimizing gate inputs. Collisions increase but running time decreases as 
less steps and memory are required 

Full gates Representative sequence 
Running time Collisions Running time Collisions 
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With further optimization during the searching phase as it is described in 
Section 3.2, collisions and running time drop significantly. 

3.2 Searching 

The searching phase of Piranha is straightforward. For each 4-byte 
sequence of the packet payload, the index table is consulted in order to find 
the patterns that contain this sequence. All these patterns are then sent to 
Snort for further inspection. Following our previous example, if the payload 
is "/login.sh", we have to check sequences "/log", "logi", "ogin", "gin.", 
"in.sV and "n.sh". According to the index table, "n.sh" is found in pattern R2, 
so we assume that R2 is matched. The rest of the sequences are not 
contained in any pattern so no checks are necessary. Such an approach 
would trigger further inspection multiple times for each packet, as shown in 
Table 2 ("No check" case). We observe that, in the average case, in an 
unoptimized search we trigger one rule per packet, which is prohibitive in 
terms of performance. In our effort to reduce collisions, we perform a trivial 
check before the decision that a pattern is matched. The last two characters 
of the pattern are checked against the corresponding two characters in the 
payload, and if the check succeeds then further inspection is triggered. The 
effect of this optimization is summarized in Table 2. In some cases, up to 
75% of triggers are eliminated while the minimum reduction reaches 50%. 

EXPERIMENTS 

We evaluated the performance of Piranha against E ~ X B  and MWM 
algorithms in Snort 2.2 using a set of packet traces. All Snort preprocessors 
were disabled. 

Table 2. Collisions per packet without and with checking last 2 bytes of pattern against 
payload 

No check Check last 2 bytes 
forth. web 1.65 0.62 
forth.tr 0.67 0.24 
ideval2 1.06 0.32 
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Figure 3. Effect of hash-table size on running time 

4.1 Environment 

All the experiments were conducted on a machine equipped with a 
Pentium 4 processor running at 2.80GHz, 8KB of L1 cache, 512KB of L2 
cache, and 1GB of main memory. The host operating system was Linux 
(kernel version 2.4.0, Redhat 9.0). We used five sets of packet traces from 
diverse environments. The first set consists of a full packet trace containing 
Web traffic (forth.web), generated by concurrently running a number of 
recursive wget requests on popular portal sites from a host within the 
FORTH network. The second set contains two full packet traces @rth.tr) 
and forth.tr2) collected in a local area network at Institute of Computer 
Science inside FORTH. The third set includes a full-packet trace from the 
DEFCON "capture the flag" data-set (defcon.02). This trace contains 
numerous intrusion attempts. The fourth set consists of two full-packet traces 
(ideval2 and ideval3) which were collected during the DARPA evaluation 
tests at MIT Lincoln Laboratory. Finally, a header-only trace with uniformly 
random payload (ucnet00) collected on the OC3 link connecting the 
University of Crete campus network (UCNET) to the Greek academic 
network (GRNET)' was used. 

4.2 Effect of hash-table size 

A complete index table of 32-bit-long patterns would normally contain 
232 entries, an outrageous number in terms of memory usage. In order to 
keep the memory footprint as small as possible, the index table was 
implemented as a hash-table. Since the memory footprint and locality of 
accesses is critical to the performance of the algorithm, we determined the 
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optimal size of the hash-table by obtaining the running time for different 
sizes and for all available traces. 

fonh we0 forlh.li foilh 112 devai2 idevai3 ddcon 02 defcol 03 lrcrefoo 

Traces 

Piranha sl E2xB MWM 

Figure 4. Running time for E2xB, Piranha and MWM for patterns with length greater or equal 
to 4 

Results are summarized in Figure 1. Running times for each set are 
presented normalized to the lowest value. The time was measured using the 
time facility of the operating system. Small hash-tables suffer from conflicts 
and consequently longer chains have to be traversed in order to find the 
correct index. A large hash-table, on the contrary, has fewer conflicts but for 
every access a performance penalty is paid due to poor cache behavior. We 
observe that optimal size of the hash table for most of the traces is around 
16KB and this is the size we used for all our experiments presented in the 
paper. 

4.3 Comparison against other algorithms 

We compared Piranha against MWM'~ and on a11 available 
traces. In our experiments, we measured running time in user space (kernel 
time was negligible). Results are presented in Figure 4. Times are presented 
normalized against the running time of Piranha algorithm. 

The performance of Piranha is consistently better compared to other 
algorithms. Improvement ranges between 10 and 23.50%, with the results 
remaining the same for the rest of the traces that are not displayed in Figure 
4. We also compared our algorithm with AC-Banded", an optimized 
implementation of ~ h o - ~ o r a s i c k ' ,  but running time of AC-Banded was two 
to four times the time of our algorithm. Results in Figure 4 are for patterns 
with length greater or equal to four, as four is the length that can be natively 
handled by Piranha. For completeness reasons, the case of small pattern was 
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also implemented. Small patterns impose a performance bottleneck for 
Piranha and MWM as well as E ~ X B .  MWM can natively handle patterns with 
length greater or equal to two while patterns with length one are examined 
separately. The overhead that small patterns impose in terms of running time 
can be seen on Table 3. In average case, running time was decreased by 25% 
for Piranha and 20% for MWM. The effect on E ~ X B  is smaller as it is not 
dependent to pattern length but proportional to the number of patterns. In the 
last two columns of the table we can observe the performance benefit of 
Piranha against MWM and E ~ X B  for all pattern lengths. Despite the 
performance bottleneck, our algorithm still performs better for all available 
traces, except the case of defcon.02 trace where improvement is marginal. 
However, our main contribution is focused on patterns with a fair enough 
large size as only 3% of patterns have length less than four. 
Piranha does not only perform better in terms of processing time but also in 
terms of memory usage. While MWM requires 45MB of memory to process 
the full rule-set, AC-Banded 96MB and Aho-Corasick 140MB, Piranha 
consumes only 37MB. Efforts have been made recently in order to develop 
algorithms with low memory consumption. Tuck et alei5; have developed 
two modified versions of Aho-Corasick, AC-Bitmap and AC-Path, that 
reduce memory usage. AC-Bitmap needs 20MB memory while AC-Path 
only 15MB. However, such algorithms present very high processing time. 
Comparing Piranha with AC-Bitmap and AC-Path, we observed that they 
need, in average, three to four times more processing time. Snort also comes 
with SFKSearch, an algorithm that requires only 14MB of memory, but its 
performance compared to others is poor - three to four times more 
processing time against Piranha -. The tradeoff between memory usage and 
processing time can be seen on Figure 5. Algorithms with low memory 
usage need three to four times more processing time, while algorithms with 
high memory usage present high processing capacity. Although the 
assumption that low memory means high processing time cannot be 
generalized, there are strong indications that this tradeoff might hold for 
other algorithms that are not discussed here. 

4.4 Evaluation on different architectures 

We evaluated the performance of Piranha on different hardware 
architectures. Our testing environment, besides the machine described in 
Section 4.1, consists of a Pentium Xeon 2.4 GHz with 8KB L1 cache, 
5 12KB L2 cache and 5 12MB main memory, an AMD Athlon MP l.8GHz 
with 128KB L l  cache, 256KB L2 cache and 512MB main memory and a 
Pentium 3 running at 600 MHz with 8KB L1 cache, 256KB L2 cache and 
Table 3. Effect of small-patterns on running time 
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Piranha 
pattern length 

forth.web 
forth. tr 
forth. tr2 
ideval2 
ideval3 
defcon.02 
defcon.03 
ucnetOO 

MWM E2xB 
pattern length pattern length 

>=4 all >=4 
25.32 33.59 28.86 
30.80 35.65 29.80 
30.23 36.12 29.91 
9.68 12.70 10.84 

11.26 14.58 12.69 
8.99 9.97 9.42 
8.59 9.20 8.18 
3.48 4.21 3.59 

Piranha 
vs. MWM 

% 
10.18 
13.66 
15.91 
10.55 
11.59 
0.60 
5.00 

14.72 

Piranha 
VS. E'XB 

% 
11.57 
1.28 
0.29 

14.26 
15.47 
0.50 
2.78 
5.77 

AC-Path 
SFKSearch D 

w 

Aho-Corasicl 

Mwrn 
Piranhk 

10 30 50 70 90110 150 

Memory usage (MB) 

Figure 5. Memory usage against processing time 

512MB main memory. Results are presented in Figure 6. Running time is 
normalized against the time of Piranha running on P4 at 2.8GHz. 

Independent of the underlying hardware platform, Piranha performs 
better for all traces. As processor clock speed decreases, performance of both 
algorithms decreases as expected. However, the performance gap seems to 
decrease with the clock speed for specific traces while for others it remains 
constant. On Pentium Xeon 2.4GHz, improvement waves between 7.8% and 
18.8% while on Pentium 3 600MHz between 10.86% and 14.83% (leaving 
out the ucnetOO trace where improvement is marginal). Similar results apply 
to the AMD Athlon architecture, where improvement is ranged between 
7.32% and 18.21% (again ucnetOO trace is omitted). 
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Figure 6. Performance of Piranha and MWM on different architectures 

4.5 Performance under attack 

Intrusion detection systems are themselves subject to being attacked. 
Some types of attack try to evade NIDS by exploiting weaknesses in 
protocol handling, like IP defragmentation or TCP r e a s s e m b ~ ~ ~ " ~ .  Other 
attacks aim at overloading the detection engines by exploiting weaknesses in 
the internal algorithms used, in our case pattern matching. The attacker sends 
packets with carefully crafted payload in order to force the pattern matching 
engine to spend more processing time than it would require for an innocent 
packet. Most of the traffic is then dropped by the NIDS, including packets 
containing attack, giving the attacker the chance to evade detection. Our 
previous work on such attacks has shown that the processing time of Snort 
can be raised by up to 25 times3. Although the worst case scenario for each 
algorithm and the Snort itself is extremely difficult to be generated, we 
provide some hints on how a NIDS can be heavily overloaded. For 
performance reasons, Snort firstly performs the multi-pattern matching and 
then for all possible matches the whole rule is checked: header processing 
and exact string matching for all patterns that the rule contains14. Examining 
the groups of rules that are processed during packet inspection, it can be 
observed that rule 

alert tcp any any 3 any any (ack:O; flags:SFU12; 
content: "AAAAAAAAAAAAAAAA"; depth: 16;) 

is found in all groups as it applies to all source and destination ports. That 
means that for all packets examined, Snort will try to locate the pattern 
"AAAAAAAAAAAAAAAA" and for all possible matches will check the rest of 
the rule. In our example, after the pattern matching phase the 
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acknowledgment number and the TCP flags will be verified. We constructed 
an attack trace by taking the headers of the forth. web and placing only "A" in 
the payload. In that way, in every offset of the payload Snort finds that 
pattern and checks for the rest of the rule. However, the header of the 
packets is normal (no special TCP flags are turned on and acknowledgment 
number in non-zero) and thus the rule is never matched. 
Forcing Snort to generate matches and checks in every offset is very 
expensive as it can be seen on Table 4. We observe that processing time is 
raised by 3 to 15 times and that all algorithms are subject to payload attacks, 
as the way Snort performs detection is exploited and not the nature of the 
algorithms. Such overload factors can provide the attacker the ability to hide 
his attack among legitimate traffic. Other payloads were also crafted, like 
payload including only "a". As the packet payload is capitalized, possible 
matches are also generated and the overloading still takes place. In the case 
of MWM, running time is increased further as there are some patterns that 
start with "aa" and trigger more inspections on the internal structures of 
MWM. The Aho-Corasick-like algorithms try -as an optimization- to verify 
their match by calling memcmp() for pattern against the payload before 
forcing Snort to check the whole rule. The cost of memory-comparing is 
increasingly high as in each offset a comparison is performed. However, 
there are some cases where a specific payload can cause Piranha to generate 
collisions in most of the payload offsets but Aho-Corasick-like algorithms 
are not affected. This payload can be made by replacing the last character of 
"AAAAAAAAAAAAAAAA" pattern with another character, like "B". Piranha 
decides that pattern matches only by seeing the appearance of an "AAAA" 
but the whole pattern is not really matched. Aho-Corasick algorithm detect 
that the whole pattern cannot be matched so their time remains practically 
the same. As Table 4 shows, only Piranha and MWM suffer from this 
payload attack. Focusing on the worst overall performance (the "worst 
overall" column) among all attacks described above, Piranha needs 3 times 
less running time than other algorithms. 

Table 4. Completion time and overhead factor (attack completion time / original completion 
time) for different attack payloads. "Time" denotes completion time and "factor" denotes 
overhead factor 

Packet payload 
Origi- AAAAA.. . aaaaa. . . AAA.. .B.. . Worst 

nil overall 
Time Time Factor Time Factor Time Factor 

Piranha 21.94 120.01 5.46 118.50 5.40 91.47 4.16 120.01 
MWM 25.91 233.73 9.02 376.72 14.53 204.88 7.90 376.72 
AC 35.71 417.72 11.69 361.45 10.12 28.98 0.81 417.72 
AC-path 81.59 357.84 4.38 212.62 2.60 78.81 0.96 357.84 
AC-Bitmap 72.87 409.74 5.62 241.88 3.31 110.65 1.51 409.74 
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5. CONCLUDING REMARKS 

We have presented the design of Piranha, a novel pattern matching 
algorithm for NIDS and evaluated its performance under various network 
traffic characteristics using a diverse set of packet traces. Our comparison 
against existing algorithms shows that an improvement of up to 28% can be 
achieved. The improvement is due to its quick decisions on which patterns 
may match and to its compact memory footprint which infers good cache 
behavior. Our results on different architectures indicate that Piranha 
performs consistently better, with the performance gain increasing along 
with processor speed. Furthermore, we have concluded to some general 
remarks for pattern matching on NIDS: small patterns inflict a significant 
performance overhead that needs to be examined carefully, and cache- 
conscious programming of a NIDS pattern-matching algorithm is a key 
element to its performance. 
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Abstract: In a proxy signature scheme, a user delegates hidher signing capability to 
another user in such a way that the latter can sign messages on behalf of the 
former. In this paper, we first propose a provably secure proxy signature 
scheme, which is based on a two-party Schnorr signature scheme. Then, we 
extend this basic scheme into designated-verifier proxy signatures (DVPS). 
More specifically, we get two versions of DVPS: weak DVPS and strong 
DVPS. In both versions, the validity of a proxy signature can be checked only 
by the designated verifier. In a weak DVPS scheme, however, the designated 
verifier can further convert such proxy signatures into public verifiable ones, 
while a strong DVPS scheme does not have the same property even if the 
designated verifier's secret key is revealed willingly or unwillingly. In addition, 
we briefly discuss some potential applications for DVPS. 

Keywords: proxy signature, digital signature, information security. 

INTRODUCTION 

Proxy Signatures. In a proxy signature scheme, one user Alice, called 
original signer, delegates her signing capability to another user Bob, called 
proxy signer. After that, the proxy signer Bob can sign messages on behalf 
of the original signer Alice. Upon receiving a proxy signature on some 
message, a verifier can validate its correctness according to a given 
verification procedure, and further be convinced of the original signer's 
agreement on the signed message. Proxy signature schemes have been 
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suggested for use in a number of applications, including electronic 
commerce, mobile agents, and distributed shared object systems etc [15, 4, 
281. 

Most existing proxy signature schemes are constructed in the following 
way. The original signer Alice sends a specific message and the 
corresponding signature to the proxy signer Bob, who then uses this 
information to derive a proxy secret key. With this secret key, Bob can 
produce proxy signatures by employing a specified standard signature 
scheme. When a proxy signature is given, a verifier first recovers the proxy 
public key from some public information, and then checks its validity 
according to the corresponding standard signature verification procedure. 

Mambo et al. firstly introduced the concept of proxy signatures and 
proposed several constructions in [17,18]. After that, a number of new 
schemes and improvements have been proposed 14, 14-16, 291; however, 
most of them do not fully meet the desired security requirements (see 
Section 2.2). In [14], IGm et al. introduced the concept of partial delegation 
by warrant, and proposed a threshold proxy signature, in which the original 
signer's signing ability is shared among a delegated group of n proxy singers 
such that only t or more of them can generate proxy signatures cooperatively. 
Lee et al. [15] constructed mobile agents for e-commerce applications from 
non-designated proxy signature, in which a warrant does not specify the 
identity of a proxy signer so any possible proxy signer may respond this 
delegation and become a proxy signer. Furthermore, Lee et al. [16] 
investigated whether a secure channel for delivery of a signed warrant is 
necessary in existing schemes. Their results show that if secure channels are 
not provided, the MU0 scheme [17] and the LKK scheme 1151 all are 
insecure. To avoid the usage of secure channels and overcome some other 
weaknesses, they proposed new improvements. However, Wang et al. [28] 
showed that all of those schemes and improvements proposed in [15-161 are 
insecure by demonstrating several kinds of attacks. Boldyreva et al. [4] 
presented the formal model and security notion for proxy signature, i.e., the 
existential unforgeablity against adaptive chosen-message attacks [lo]. 

Designated-Verifier Signatures. In 1996, Jakobsson et al. introduced a 
new primitive called designated-veriJier proofs [13]. Such proofs enable a 
prover Alice to convince a designated verifier Bob that a statement is true. 
However, Bob cannot use such proofs to convince a third party of this fact. 
The reason is that Bob himself can simulate such proofs. Here is their basic 
idea. When Alice wants to convince only the designated verifier Bob a 
statement 0 ,  she actually proves the statement "0 is true or I knows Bob's 
secret key". Upon receiving such a proof, Bob is convinced that the 
statement O must be true, since he knows that this proof is not generated by 
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himself and that his secret key is not compromised. However, a third party 
cannot accept the statement O from such a proof since this proof may be 
generated by Bob even if O is false. Furthermore, Jakobsson et al. proposed 
an elegant non-interactive designated-verifier proof for Chaum's zero- 
knowledge undeniable signature scheme [7] to avoid blackmailing [9, 121 
and mafia attacks [8]. In other words, they introduced a designated-veriJier 
signature scheme in the sense that only the designated verifier can be 
convinced that a signature is issued by the claimed signer. However, Wang 
[27] pointed out this scheme is insecure since a dishonest signer can cheat a 
designated verifier easily. 

Note that in Jakobsson et a1.k scheme any verifier can validate a 
signature though he does not know whether this signature is produced by the 
signer or simulated by the designated verifier. In [22], however, Saeednia et 
al. recently proposed a strong designated-verzfier signature scheme in the 
sense that without the knowledge of the designated verifier's secret key, any 
third party cannot check the validity of such signatures. Compared with 
Jakobsson et al.'s scheme, their scheme is very efficient in both respects of 
communications and computation. In addition, Steinfeld et al. introduced a 
new type of signature scheme called z~niversal designated-veriJier signature 
(UDVS) [25, 261. Such a scheme enables any holder of a signature (not 
necessarily the signer) to designate the signature to a third party as the 
designated-verifier. 

Our Work. As mentioned above, Wang et al. [28] demonstrated several 
attacks on several DLP-based proxy signature schemes. Those attacks 
mainly result from the fact that a valid proxy key pair can be forged by an 
adversary, including the original signer and the proxy signer. However, 
Wang et al. did not provide improvements to avoid such attacks. In this 
paper, we first propose a new proxy signature scheme, which is based on the 
two-party Schnorr signature scheme proposed by Nicolosi et al. [20]. The 
new scheme is provably secure and as efficient as the schemes in [15-16,4]. 

Then, by combining the ideas of proxy signatures and designated-verifier 
signatures, we extend this basic scheme to designated-verifier proxy 
signatures (DVPS for short). More specifically, we get two versions of 
DVPS: weak DVPS and strong DVPS. In both versions, the validity of a 
proxy signature can be checked only by the designated proxy signer. In a 
weak DVPS scheme, however, the designated verifier can further convert 
such proxy signatures into public verifiable ones, while a strong DVPS 
scheme does not have the same property even if the designated verifier's 
secret key is revealed willingly or unwillingly. 

In addition, we briefly discuss some potential applications for DVPS in 
electronic commerce settings. 
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Structure. The rest of this paper is organized as follows. Section 2 
introduces the computational assumptions, security requirements for proxy 
signature schemes, and notations. We introduce the new (basic) proxy 
signature scheme in Section 3, and then extend this scheme into designated- 
verifier proxy signatures (DVPS) in Sections 4. Finally, Section 5 concludes 
the paper and points out future work. 

2. PRELIMINARIES 

2.1 Assumptions 

We review the following computational assumptions that are related to 
the security of our proxy signature schemes constructed in this paper. 

Assumption 1: Discrete Logarithm (DL) assumption. Let G,=<g> be a 
cyclic multiplicative group generated by g of order q. Then, on inputs 
( g , g X )  E G,2 where x~ Z,  is a random (zmknown) nzmber, there is no 

probabilistic polynomial-time (PPT) algorithm that outputs the value of x 
with non-negligible probability. 

Assumption 2: Computational Diffie-Hellman (CDH) assumption. Let 
G,=<g> be a cyclic muItiplicative group generated by g of order q. Then, on 
inputs ( g , g X , g ' )  E G; where x, y E Z ,  are random (unknown) numbers, 

there is no PPT algorithm that outputs the value of gyY with non-negligible 
probability. 

Assumption 3: Decisional Diffie-Hellman (DDH) assumption. Let 
G,=<g> be a cyclic multiplicative group generated by g of order q. Then, on 
inputs (g ,g" ,g? ,gZ)  E G,4 where x, y , z ~  2, are random (unknown) 

numbers, there is no PPT ulgorithm that distinguishes with non-negligible 
probabili@ whether g'?' andgz are eqzral. 

Those computational assumptions are widely believed to be true for 
many cyclic groups, such as the multiplicative subgroup G,=<g> of the 
finite field Z,, where p is a large prime and q is a prime factor of p-1. In 
practice, lpl=1024 and lql=160 are considered to be suitable for most current 
security applications. More discussions on those assumptions can be found 
in [5,2]. 
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2.2 Definitions 

Definition 1. A proxy signature scheme is usually comprised of the 
following procedures: 

Setup: On input of a security parameter I, this probabilistic algorithm 
outputs two secretlpublic key pairs (xA, yA) and (xB, yB) for the original 
signer Alice and the proxy signer Bob. Note that those key pairs may be 
used in a standard signature scheme at the same time. 
Proxy Key Pair Generation: The original signer Alice and the proxy 
signer Bob execute this interactive randomized algorithm to generate a 
proxy key pair (xp, yp) for Bob, such that only Bob knows the value of xp, 
while yp is public or publicly recoverable. 
Proxy Signature Generation: The proxy signer Bob runs this (possibly 
probabilistic) algorithm to generate a proxy signature o for a message 
m by using the proxy secret key xp. 
Proxy Signature Verification: A verifier runs this deterministic 
algorithm to check whether an alleged proxy signature o for a message 
m is valid with respect to a specific original signer and a proxy signer. 

The security requirements for proxy signature are first specified in 
[l7,18], and later are kept almost the same besides being enhanced in [I 51, 
and formalized in [4]. 

Definition 2. A secure proxy signature scheme should satisfy the 
following requirements: 

Verifiability: From the proxy signature, a verifier can be convinced of 
the original signer's agreement on the signed message. 

Identifiability: Anyone can determine the identities of the correspon- 
ding original signer and proxy signer from a proxy signature. 

Unforgeability: Only the designated proxy signer can create a valid 
proxy signature on behalf of the original signer. In other words, the 
original signer and other third parties who are not designated as proxy 
signers cannot create a valid proxy signature. 

Undeniability: Once a proxy signer creates a valid proxy signature on 
behalf of an original signer, he cannot repudiate the signature creation 
against anyone else. 

Prevention of misuse: The proxy signer cannot use the proxy secret key 
for purposes other than generating valid proxy signatures. In case of 
misuse, the responsibility of the proxy signer should be determined 
explicitly. 
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2.3 Notations 

Throughout this paper, p and q are two large primes such that ql@-1) and 
G,=<g> is a q-order multiplicative subgroup of 2; generated by an 

element g E ZJ, . The discrete logarithm problem in G, is assumed to be 

difficult. Hereafter, we call three such integers (p, q, g) a DLP-triple. Let h( ) 
and h'( ) be two secure cryptographic hash functions. In addition, we 
suppose that the original signer Alice and the proxy signer Bob possess 
certz3ed key pairs (x,, y, = gx.t modp) and (x,, y, = gyB modp), respec- 
tively. Here, a certified key pair (xA, y,) means that Alice knows the private 
key x~ and has to prove her knowledge of xA when she registers her public 
key certificate with a certificate authority (CA). Actually, this is a 
recommended practice for issuing public key certificates [1,19], and can be 
used to prevent rogue-key attacks [4]. In addition, we denote by m,, the 
warrant which specifies the delegation period, what kind of message m is 
delegated, and the identities of the original signer and the proxy signer, etc. 

3. BASIC PROXY SIGNATURE SCHEME 

In this section, we propose a new proxy signature scheme. The basic idea 
is that the provably secure two-party Schnorr signature scheme proposed in 
[20] is used to generate a proxy key pair (xp, yp) such that 

where rp is a public value, and m,, is a warrant which specifies the related 
information about a proxy delegation. In fact, (rp, xp) is exactly a two-party 
Schnorr signature on message m,. The point is that (a) only Bob knows the 
value of xp, and (b) a valid tuple (rp, xp) can only be generated by Alice and 
Bob jointly. Therefore, xp can be used as the proxy secret key to generate 
proxy signatures according to a standard DLP-based signature scheme. At 
the same time, a verifier can validate such proxy signatures after recovering 
the public proxy key yp from Eq. (1). 

In the following description of our scheme, it is assumed that Alice and 
Bob have agreed on a warrant m,, before generating a proxy key pair for Bob. 
In addition, as pointed in [20], the hash function h '( ) can be replaced by any 
secure commitment scheme. 

Proxy Key Generation. To generate a proxy key pair (xp, yp) for the 
proxy signer Bob, Alice and Bob execute the following interactive protocol 
jointly. 
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(1) Alice picks a random number k, E Z; , computes r, = g k a o d p  and 

c=h I(?",), and then sends c to Bob. 
(2) Similarly, Bob first chooses a random number k, E Z,' , then computes 

r, = gk" modp and replies Alice with (c, 7,). 

(3) When (c, r,) is received, Alice checks whether r j  - 1 modp. If this is 

true, she computes r, = rA . r, modp, s, = k, + x, . h(m,,, r,) modq, and 
sends the pair (rA, s,) to Bob. 
(4) Upon receiving (r,, sA), Bob computes r, = r, . r, modp, and then 
checks whether r,Y = I modp, c = h'(r,), and g ' A  = y2(m""p) . r ,  mod p .  
If all validations pass, he calculates s, = k, + x, . h(m,+, r,) mod q, and 
finally sets his proxy key pair (x,, y,) by 

x, = s, + s, modq, and y, = gxp modp. (2) 

It is easy to know that the above defined proxy key pair (x,, y,) satisfies 
Eq. (I), i.e., (rp, x,) is a standard Schnorr signature [23] on the warrant m ,  
with respect to the public key yA yB modp. 

In addition, note that in the above proxy key generation procedure, we do 
not assume the communication channel between Alice and Bob is secure. 
Namely, public channel could be used unless delegation privacy is required. 
The reason is that the exchanged data, ie . ,  m , ,  YA, SA, r ~ ,  SB etc., are useless 
for other party (to forge proxy key pairs or proxy signatures). 

Proxv Sianature Generation. To generate a proxy signature on a 
message m that conforms to the warrant m,,, the proxy signer Bob performs 
the same operations as in the standard Schnorr signature scheme [23]. That is, 
he first selects a random number k E Z; , then computes r = gk modp and 

s = k + x, . h(m, m,,, r )  modq. The resulting proxy signature on message m is 

Proxv Sianature Verification. To verify the validity of an alleged 
proxy signature o for message m, a verifier operates as follows: 

(1) Check whether the message m conforms to the warrant m,. If not, 
stop. Otherwise, continue. 
(2) Check whether Alice and Bob are specified as the original signer and 
the proxy signer in the warrant m,,,, respectively. 
(3) Recover the proxy public key y, from public information by 
computing y, = (y, . y,)h("'*,rp) . r, mod p. 

(4) Accept the proxy signature o if and only if the following equality 
holds: 
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In the above proxy scheme, when the proxy singer Bob generates a proxy 
signature the warrant m,. is embedded in the input of the hash function h( ). 
The aim is to use rn, as an identifier of proxy signatures. 

We now discuss the security of our above scheme. According to the 
results in [20] and 1211, we have the following Proposition 1 and 2. Then, 
Proposition 3 holds. 

Proposition 1 (Theorems 1 and 2 of [20]). In the random oracle model, i fan 
adversary, who may compromise the original signer or the proxy signer (but 
not both), can forge a proxy key pair (xp, yp) that satisJies Eq. ( I )  with 
respect to a pair (m, rp) in probabilistic polynomial time (PPT) with non- 
negligible probability, then the discrete log problem in the multiplicative 
subgroup <g> can be solved in PPT with non-negligible probability. 

Proposition 2 [21]. Under the assumption that the discrete log problem in 
the multiplicative subgroup <g> is intmctable, the Schnorr signature scheme 
is secure in the random oracle model. 

Proposition 3. Under the assumption that the discrete log problem in the 
multiplicative subgroup <g> is intractable, the proposed proxy signature 
scheme is secure in the random oracle model. 

Proof (Sketch): In our scheme, we use Nicolosi et al.'s provably secure two- 
party Schnorr signature scheme [20] to generate proxy key pair (xp, y,). That 
is, in their scheme a two-party Schnorr signature for a message can only be 
generated by the two related parties jointly. In our scheme, a valid proxy key 
pair (xp, yp) (defined by Eq. (1)) implies that (rp, xp) is exactly Alice and 
Bob's valid two-party Schnorr signature on the warrant rn, in Nicolosi et a1.k 
scheme. Therefore, anybody (including Alice and Bob) cannot generate a 
valid proxy key pair independently. Meanwhile, without a valid proxy key 
pair anybody cannot generate a proxy signature such that Eq. (3) is satisfied. 
Because the proxy signature generation algorithm is just the Schnorr scheme 
[23], which is also provably secure [21] in the random oracle model [3]. 
Therefore, we conclude that our proxy scheme is unforgeable. Other security 
requirements are also met in our new scheme, since we can provide similar 
security analysis as done in [15-171. 
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DESIGNATED-VERIFIER PROXY SIGNATURES 

We now present two designated-verifier proxy signature schemes, in 
which proxy signatures can be only verified by a designated-verifier. Those 
DVPS schemes are constructed from the basic proxy signature scheme 
introduced in Section 3. However, note that the Triple Schnorr proxy 
signature proposed in [4] could also be used as the basic scheme in a similar 
way. 

In the following description, it is supposed that the original signer Alice 
and the proxy signer Bob have agreed on a warrant m,, before generating a 
proxy key pair. In addition, we assume Cindy be the designated verifier with 
certified key pair (xc , y, = g X c  mod p). Other system parameters are the 
same as in previous section. Proxy key generation procedure is the same as 
our basic scheme described in Section 3. That is, the original signer Alice 
and the proxy signer Bob jointly generate a proxy key pair (x,, y,) for Bob 
such that the proxy public key yp can be recovered from Eq. (I), and that 
only Bob knows the value of the proxy secret key x,. 

4.1 Weak Designated-Verifier Proxy Signature Scheme 

Proxy Siclnature Generation. To generate a weak designated-verifier 
proxy signature on a message m that conforms to the warrant m,, the proxy 
signer Bob performs as follows. He first selects a random number k E Z,* at 

uniform, then computes (r, r', s)  by Eq. (4), and sends the proxy signature 
or = (m,", r,, r', s )  to the designated verifier Cindy. 

Y = gk modp, 

r'= y: modp, (4) 

s = k + x p  .h(m,m,,r)modq. 

Proxy Sianature Verification. To verify the validity of a weak DVPS 
0' , the designated verifier Cindy operates as follows: 

(1) Check whether the message m conforms to the warrant m,,. If not, 
stop. Otherwise, continue. 
(2) Check whether Alice and Bob are specified as the original signer and 
the proxy signer in the warrant m,,, respectively. 
(3) Recover the values of r and the proxy public key yp by computing 
r = (r ')"~' modp and y, = (y, . y,)h(m+~,r~) . r, modp. 
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(4) Accept the proxy signature o' if and only if the following equality 
holds: 

The essence of the above scheme is that to restrict the publicly 
verifiability of a proxy signature, we simply encrypted the value r by 
releasing r '= y: modp. Therefore, only the designated verifier Cindy can 
recover r from r '  by using her secret key x,, and then check the validity of 
such an encrypted proxy signature. Note that in our above scheme, the 
designated verifier Cindy can convince any third party to accept such a 
proxy signature o' by simply releasing o = ( m , ,  rp , r,  s). Weak designated- 
verifier proxy signature schemes might be suitable in the settings where both 
the proxy signer and the designated verifier want that without their help, any 
third party cannot validate proxy signatures. We now state the security of the 
above scheme as follows. 

Proposition 4. Under the assumption that the DifJie-Hellman problem in the 
multiplicative subgroup <g> is intractable, the proposed weak designated- 
veriJier signature scheme is secure in the random oracle model. 

Proof: We first prove that except the designated-verifier Cindy (and the 
proxy signer Bob), any third party (including the original signer Alice) 
cannot check the validity of a weak DVPS o' = (m,, rp, r',s) for message rn. 
First of all, note that without the value of r the third party cannot check the 
validity of o ' .  In other words, to validate o' the third party has to recover 
the value of r from public information. Under the assumptions that DL is 
difficult and that h( ) can be modeled as a random function [3], neither (m,,, 
rp, yp, YC) nor s can be used to reveal xc or recover r. Consequently, the third 
party can only use yc and r '  to recover the value of r. That is, on input 
(g, y, = g x c  modp, r' = gk."c modp), the third party wants to output 

r =gk modp. In [2], it is proved that this problem (called Divisible 
Computation Dz@e-Hellman Problem) is as difficult as the CDH problem. 
Therefore, under the CDH assumption, only the designated verifier Cindy 
can check the validity of a week designated-verifier proxy signature. 

Now, we prove that the unforgeability. According to Proposition 3, any 
adversary who is not delegated as a proxy signer by Alice cannot forge a 
valid proxy key pair (xp, yp). Furthermore, we claim that given a proxy 
public yp even the designated verifier Cindy, who knows her secret key x, 
but does not know the proxy secret key xp corresponding to yp, cannot forge 
a valid proxy signature for a new message m that never appears in Cindy's 
records of known signature-message pairs. If this is not the fact, i.e., Cindy 
can forge a valid weak DVPS o' = ( m , ,  rp, r', s)  for a new message m. Then, 
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Cindy can compute r = (r')"~' modp . The latter means that Cindy can forge 

a Schnorr signature 5 = (7, s )  for message (m, m,,) with respect to the public 
key yp. This is contrary to the Proposition 2, i.e., the provable security of the 
Schnorr signature scheme. Therefore, only the delegated proxy signer Bob 
can generate valid weak designated-verifier proxy signatures. 

4.2 Strong Designated-Verifier Proxy Signature Scheme 

Based on the basic proxy scheme proposed in Section 3 and Saeednia et 
a1.k strong designated-verifier signature scheme [22], we now construct a 
strong designated-verifier proxy signature scheme. In the new scheme, the 
designated-verifier Cindy can verify that a proxy signature is signed by the 
proxy signer Bob, but she is unable to convince anyone else of this fact. 
Because others know that such signatures may be simulated by the 
designated-verifier Cindy. 

Proxv Sisnature Generation. To generate a strong designated-verifier 
proxy signature on a message m that conforms to the warrant m,, Bob 
performs as follows. He first selects two random numbers k~ Z, and t E 2; , 
then computes (v, c, s) by Eq. (6), and sends the proxy signature 
0 = (m,,, r,, C, s, t )  to the designated verifier Cindy. 

r =  y$ modp, 

C = h(m,m,,,r), (6) 
s = kt-' - x, . cmodq. 

Proxv Sisnature Verification. To verify the validity of a strong DVPS 
o, the designated-verifier Cindy operates as follows: 

(1) Check whether the message m conforms to the warrant m,,>. If not, 
stop. Otherwise, continue. 
(2) Check whether Alice and Bob are specified as the original signer and 
the proxy signer in the warrant m,, respectively. 
(3) Recover the proxy public key y, = (y, . y,)h('n*~~'p) . rp modp. 

(4) Accept the proxy signature o if and only if the following equality 
holds: 

c = h(m,m,,F), where 7 = (gs y;)'."c modp. (7) 

Proxv Signature Simulation. To simulate a strong designated-verifier 
proxy signature o' for any message m that conforms to the warrant m,v, 
Cindy picks S'E Z, and r ' ~  Z,* , at random, and computes the following 

values: 
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r = gS'y$ modp, c = h(m, m,,, r ) ,  
I = rfc-I mod q, s = s'l-' mod y, t = Ix,' mod q. 

(8) 

of = (mw,  rp,  C ,  S ,  t )  is the simulated proxy signature for message m with 
respect to the proxy public key yp. It is easy to check that of is also a valid 
proxy signature, i.e., it satisfies Eq. (7). 

Now we discuss the security of the above scheme. From the results of 
[22], we obtain Proposition 5, and then Proposition 6 can be proved in a 
similar way as we did in Proposition 4. 

Proposition 5. If a valid strong designated-verzfier proxy signature for 
Cindy can be generated without the knowledge of the proxy secret key xp or 
Cindy's secret key xc, then the computational Diffie-Hellman problem may 
be solved in PPT. Furthermore, the transcriyts simulated by Cina) are 
indistinguishable from those generated by the proxy signer Bob. 

Proposition 6. Under the CDH assumption, our strong designated-verlJier 
proxy signature scheme is secure in the random oracle model. 

4.3 Applications 

In this section, we briefly introduce two potential applications for 
designated-verifier proxy signatures (DVPS). Other applications are also 
possible. Let us first consider the following scenario. A corporate manager 
Alice will have vacation for one or two weeks, however, some current 
businesses need to be processed continuously during this period. Naturally, 
Alice could delegate her signing capability to several assistants to deal with 
each business with different customer. For example, assistant Bob, as the 
representative of Alice, is assigned to negotiate a business contract with 
customer Cindy in this period. During this procedure, some intermediate 
documents will be produced with digital signatures for authentication or 
non-repudiation. However, to protect the confidentiality and authenticity of 
those documents, it may be highly expected that the corresponding 
signatures could be validated only by the designated receiver. In this case, 
DVPS could be used. More specifically, Bob's proxy signatures can only be 
verified by Cindy. Furthermore, if non-repudiation service is required, weak 
DVPS could be exploited. 

Another example is about on-line shopping. When a customer Cindy 
buys a digital product m from an Internet vendor Bob, who sells some digital 
products (e.g. digital music, movies, and books etc.), she needs a digital 
receipt from Bob to guarantee the quality, authenticity, and legality of m. 
This is reasonable since Cindy does not c .>mpletely trust Bob and his goods. 
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Furthermore, Cindy would expect the receipt is bounded with not only the 
identity of the vendor Bob but also that of the goods producer, say Alice. 
With such receipts, Cindy will be convinced that digital product m is 
produced by Alice and sold by Bob. At the same time, to prevent Cindy from 
illegally re-selling m to others, Alice and Bob want the validity of Cindy's 
receipt can only be validated by Cindy herself. In such situations, strong 
designated-verifier proxy signatures, instead of ordinary digital signatures, 
can be used as such receipts. That is, Alice delegates her signing capability 
to Bob so that he can generate strong designated-verifier proxy signatures as 
digital receipts to all potential customers. Note that this approach cannot 
prevent Cindy to send a copy of digital product to her friends. To deal with 
this problem, one could exploit some techniques from digital right 
managements (DRM), such as watermarlung and fingerprinting etc. 

5. CONCLUSION AND FUTURE WORK 

In this paper, based on the two-party Schnorr signature scheme proposed 
in [20], we first proposed a provably secure proxy signature scheme. Then, 
we extended this basic scheme into designated-verifier proxy signature 
(DVPS) schemes. Actually, we constiucted two versions of DVPS: weak 
DVPS and strong DVPS. In both versions, only the designated verifier can 
check the validity of a proxy signature. In a weak DVPS scheme, however, 
the designated verifier can further convert such proxy signatures into public 
verifiable ones, while a strong DVPS scheme does not meet the same 
property even if the designated verifier's secret key is revealed willingly or 
unwillingly. Finally, we introduced some potential applications for DVPS. 

Some other variations can be obtained directly, such as blind proxy 
signatures from the blind Schnorr signature [24], universally designated- 
verifier proxy signature scheme by using the techniques in [26], and fully 
distributed proxy signatures by using the techniques in [11] (though this 
concrete scheme is insecure [28]). Another interesting work is to design 
forward-secure proxy schemes. 
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Abstract: Fair exchange in digital signatures has been considered as a 

fundamental problem in cryptography. The notion of concurrent 
signatures was introduced in the seminal paper of Chen, Kudla 
and Paterson in Eurocrypt 2004 Chen et al., 2004. In this paper, 
we partially solve an open problem proposed in Chen et al., 
2004. We extend the notion of two party concurrent signatures 
to tripartite concurrent signature schemes. In tripartite 
concurrent signatures, three parties can exchange their 
signatures in such a way that their signatures will be binding 
concurrently. We present a model of tripartite concurrent 
signatures together with a concrete scheme based on bilinear 
pairings. It was noted in Chen et al., 2004 that extending 
concurrent signatures to a multi-party scheme, where there are 
three or more participants, cannot be achieved by trivially 
modifying their construction in Chen et al., 2004. 

Key words: Tripartite Concurrent Signatures, Multi-party Fair Exchange. 
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1. INTRODUCTION 

Fair exchange in digital signatures has been considered as a fundamental 
problem in cryptography. Fair exchange is a necessary feature in many 
applications for electronic commerce. Typical applications include contract 
signing where two parties need to exchange their signature on a contract. 

Two party fair exchange has been studied extensively in the literature. In 
general, the method can be broadly divided into two types, namely with or 
without a trusted party TTP. It was believed that fair exchange without a 
TTP is not practical, since it requires a large number of communication 
rounds, until the recent work of Chen, Kudla and Paterson in Chen et al., 
2004 that shows a weaker version of two party fair exchange can be done 
efficiently without any involvement of a TTP. In concurrent signatures, two 
parties can produce two signatures in such a way that from any third party's 
point of view, both signatures are ambiguous. However, after additional 
information, called the keystone, is released by one of the parties, both 
signatures are binding concurrently. It was noted in Chen et al., 2004 that 
this type of signature scheme falls just short of providing a full solution to 
the problem of fair exchange of signatures. In the same paper, they 
questioned the existence of multi party concurrent signatures. They noted 
that if multi party concurrent signatures can be constructed and modeled 
correctly, this will move closer to the full solution of multi party fair 
exchange. They also mentioned that their scheme cannot be trivially 
extended to include multiple matching signers, since the fairness of the 
scheme will not be achieved. 

Our Contribution 
In this paper, we present a novel model of tripartite concurrent signatures 

that allows three parties to exchange their signatures in a fair way. Our 
model guarantees fairness as in the seminal paper of Chen et al., 2004. We 
also provide a concrete scheme that satisfies our model, based on bilinear 
pairings. We provide a set of security analysis for our concrete scheme. 

1.1 Related Work 

In Rivest et al., 2001, the notion of ring signatures was formalized and an 
efficient scheme based on RSA was proposed. This signature can be used to 
convince any third party that one of the people in the group (who know the 
trapdoor information) has authenticated the message on behalf of the group. 
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The authentication provides signer ambiguity, in the sense that no one can 
identify who has actually signed the message. 

Designated Verifier Proofs were proposed in Jakobsson et al., 1996. The 
idea is to allow signatures to convince only the intended recipient, who is 
assumed to have a public-key. As noted in Rivest et al., 2001, ring signature 
schemes can be used to provide this mechanism by joining the verifier in the 
ring. However, it might not be practical in the real life since the verifier 
might not have any public key setup. In Desmedt, 2003, Desmedt raised the 
problem of generalizing the designated verifier signature concept to a multi 
designated verifier scheme. This question was answered affirmatively in 
Laguillaumie and Vergnaud, 2004, where a construction of multi designated 
verifiers signature scheme was proposed. 

2. PRELIMINARIES 

2.1 Basic concepts on Bilinear Pairings 

Let GI, G, be cyclic additive groups generated by 4,  < , respectively, 
whose order are a prime q. Let G,, be a cyclic multiplicative group with the 
same order q. We assume there is an isomorphism Y :  G, -+ Gl such 
that Y(P,)=< . Let Z :  G, xG, + G,, be a bilinear mapping with the 
following properties: 

1. Bilinearity: ;(UP, bQ) = Z(P, Q)"h for all P E G, , Q E G, , a ,  b E Zq . 
2. Non-degeneracy: There exists P E G, , Q E G, such that Z(P, Q)  # 1 . 
3. Computability: There exists an efficient algorithm to compute 

z ( P , Q ) f o r a l l P ~  G , Q E  G,. 
For simplicity, hereafter, we set G, = G, and 4 = P, . We note that our 
scheme can be easily modified for a general case, when G, # G, . 

Bilinear pairing instance generator is defined as a probabilistic 
polynomial time algorithm ZG that takes as input a security parameter ! and 
returns a uniformly random tuple param = (p, GI, G,w, C, P) of bilinear 
parameters, including a prime number p of size !, a cyclic additive group G, 
of order q, a multiplicative group G, of order q, a bilinear map 
Z : Gl x Gl -+ G,,,, and a generator P of Gl . For a group G of prime order, 
we denote the set G* = G \ (0) where 0 is the identity element of the group. 
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2.2 Complexity Assumptions 

Definition 1. Computational Diffie-Hellman (CDH) Problem. 

Given two randomly chosenaP,bP~ G,, for unknown a ,  b E Z y  , compute 
Z = a b P .  

Definition 2. Computational Diffie-Hellman (CDH) Assumption. 

IfZG is a CDH parameter generator, the advantage A d v Z G ( A )  that an 
algorithm A has in solving the CDHproblem is defined to be the probability 
that the algorithm A outputs Z = abP on inputs, where (G,, G,, Z) is the 
output of ZG for sufJicientb large securi9 parameter t, P is a random 
generator of G, and a,b are random elements o f Z ,  . The CDH assumption is 
that A d v T g ( A )  is negligible for all eficient algorithms A. 

2.3 Signature of Knowledge 

The first signature based on proof of knowledge (SPK) was proposed in 
Camenisch, 1998 ; Camenisch, 1997. We will use the following definition 
of SPK from Camenisch, 1998. 

Let q be a large prime and p=2q+1 be also a prime. Let G be a finite 
cyclic group of prime order p. Let g be a generator of 2,: such that 
computing discrete logarithms of any group elements (apart from the identity 
element) with respect to one of the generators is infeasible. Let 
H : (0 ,  I )*  + {0,1)' denote a strong collision-resistant hash function. 

Definition 3. A pair ( c ,  s )  E {0, 1)' X Zy satisfiing c=H (g/ lyl Igsycl lm) is a 
signature based on proof of knowledge of discrete logarithm of a group 
element y to the base g of the message m E {O,l)* and is denoted by 
SPK {a : y = g a )  ( m )  . 
A S P K { a :  y = g a ) ( m )  can only be computed if the value (secret key) 
a = log,(y) is known. This is also known as a non-interactive proof of the 
knowledge a .  
Definition 4. A pair ( c ,  s )  satisfiing c=H(hl~llzl~)lhszclIgSyCIj m) is a 
signature of equality of the discrete logarithm problem of the group element 
z with respect to the base h and the discrete logarithm of the group element y 
with respect to the base g for the message m. It is denoted by 
S P K E Q { a :  y = g a r \ z = h a ) ( m ) .  

This signature of equality can be seen as two parallel signatures of 
knowledge SPK {a : y = g a )  (m)  and SPK {a : z = h a )  ( m )  , where the 
exponent for the commitment, challenge and response are the same. It is 
straightforward to see that this signature of equaiity can be extended to show 
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the equality of n parallel signatures of knowledge SPK using the same 
technique. This technique can be applied to elliptic curve domain. For 
completeness, we illustrate the technique as follows. 

Definition 5. A pair (c, s )  satisfiing c=H(Pll Ql lsP+cQl lm) is a signature 
based on proof of knowledge of elliptic curve discrete logarithm of a group 
element Q to the base P of the message m~ (O,l)* and is denoted by 
ECSPK (a : Q = U P )  ( m )  . 
We note that ECSPK {a : Q = a P )  ( m )  can only be computed iff the value 
of a, where Q=aP, is known. It can be computed as follows. Firstly, select a 
random Z E  2; and compute c=H(PllQjlzPllm), and then, compute 
s = z - ca(mod q) . Using the same technique, the following definition can 
be derived. 

Definition 6. Apair (c,s) satisfiing c=H(q IPI ISj  IQl lsU+cSj IsP+cQl Im) is a 
signature of equality of the elliptic curve discrete logarithm problem of the 
group element S with respect to the base U and the discrete logarithm ofthe 
group element Q with respect to the base P for the message m. It is denoted 
byECSPKEQ: {a:  Q =  PAS = aU)(m) .  

3. FORMAL DEFINITIONS 

3.1 Tripartite Concurrent Signature Algorithms 

In this section, we provide a formal definition of a tripartite concurrent 
signature scheme. In our system, the three participants are polynomially 
bounded in the security parameter 1. 

Definition 7. A tripartite concurrent signature scheme is a digital signature 
scheme that consists of the following algorithms. 

SETUP: A probabilistic algorithm that on input a security parameter 
l, outputs descriptions of the set ofparticipants U, the message space 
M ,  the signature space M ,  the keystone space IC, the keystone fix 
space Fund  a function KGEN : K: + 3 .The algorithm also outputs 
the public parameters param, together with all public keys of the 
participants {T) , where each participant retaining their private 
key s, . 
ASIGN: A probabilistic algorithm that on inputs 
(m,  f ,T ,q ,Z ; l , s , ) ,  where f € F , m €  M .  T , ?  and are the 

participants' public keys and s, is the associated secret key for 
public key T ,  outputs an ambiguous signature a E S on m. 
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AVERIFY: A deterministic algorithm that on inputs 

(m,  f,c~,T.,7;)1,%), where f € . F , m E M .  T.,? and are the 
participants'public keys and a E S ,  ozltputs accept or reject. 
RELEASE: A deterministic algorithm that accepts f E .F and a set 
of valid signatures {a,, oj ,a,} for message {m, , m j ,  m,} and outputs 
the correct € K: used in the f = K G E N ( ~ )  function, together 
with some necessary information, info, to confirm the published 
signatures. 

PROOF-VERIFY: A deterministic algorithm that accepts a 
keystone k E K:, a keystone jix f E .F , some required information 
produced by the RE LEASE algorithm, info. This algorithm verlfies 
the correctness of the keystone together with info. Ifthey are correct, 
then output accept. Otherwise, output reject. 

VERIFY: A deterministic algorithm that accepts ( f ,i, o) and some 
necessary information produced by the RELEASE algorithm, info, 
and executes PROOF-VERIFY (i, f ,  info) and AVERIFY 
(m,  f ,  aU, T ,  P/, pk) algorithm, foru E (i, j, k )  , to produce accept 
or reject, respectively. 

D E N Y :  A probabilistic algorithm that accepts (m,  f ,  ~ , , a , ,  
T., T., pk , S, )where me M ,  fe s, is the associated secret key for 
7? and a,,a, E S are signatures on m, and tests whether both 
signatures are valid, i.e. pass AVERIFY test, and confirm that one of 
them is a forgery. Ifforgery happens, then output accept. Otherwise, 
output reject. 

3.2 Tripartite Concurrent Signature Protocol 

We will describe a tripartite concurrent signature protocol among three 
parties, Alice, Bob and Charlie (or A ,  B and C, respectively). One of the 
three parties needs to create a keystone and send the first ambiguous 
signature to the other two parties. We call this party the initial signer. Then, 
another party will respond to this initial signature by creating another 
ambiguous signature with the same keystone fix. We call the second party as 
aJirst matching signer. Finally, the third party will respond to the first two 
signatures by creating his own ambiguous signature. We call this party a 
second matching party. Without losing generality, we assume A to be the 
initial singer, B the first matching signer and C the second matching signer. 
From here on, we will use subscripts A,  B and C to describe initial signer A, 
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first matching signer B and second matching signer C. The signature works 
as follows. 

A, B and C run SETUP algorithm to determine the public parameters of 
the scheme. We assume that participants i's secret and public keys are 
indicated by 7? andsi, respectively, for i E ( A ,  B, C) . Hence, A's public key 
is PA and her secret key is s, and so forth. 

1. A picks random keystone E K: and computes f = KGEN(~)  . A 
takes her own public key P A ,  together with the other parties' public 
key, P,, and picks a message m, E M to sign. A then computes 
her ambiguous signatures as a, = A S  I G N(m, , f ,  PA ,;D, ,PC, s, ) 
and sends this to B and C. 

2. Upon receiving A's ambiguous signaturea,, B and C verifies the 
signature by testing whether AVERIFY (m, , f ,  a,,  3, i", , PC) = 
accept holds with equality. If not, B and C abort. Otherwise, B 
picks a message m, E M to sign and computes his ambiguous 
signature a, = ASIGN(m,, f ,  %,PA ,%, s,) using the same 
keystone fix f E F and sends this to A and C. 

3. Upon receiving B's ambiguous signaturea,, A and C verifies the 
signature by testing whether AVERIFY (m,, f ,  a,, 6, PA, PC) = 

accept holds with equality. If not, A and C abort. Otherwise, C 
picks a message m, EM to sign and computes his ambiguous 
signature a, = A S I G  N(mc, f ,  PC ,% ,PB,sc) using the same 
keystone fix f E .F and sends this to A and B. 

4. Upon receiving C's ambiguous signaturea, , A and B verifies the 
signature by testing whether AVERIFY (m,, f ,o,,Pc, PA,PB) = 

accept holds with equality. If not, A and B abort. Otherwise, A 
executes VERIFY algorithm to release the keystone i (together with 
several other confirmation messages, info, whenever necessary) to 
B and C, and all signatures are binding concurrently. 

Any third party can be convinced with the authenticity of the signatures by 
executing VERIFY algorithm. 

3.3 Security Requirements 

As the original model of concurrent signatures in Chen et al., 2004, we 
require a tripartite concurrent signature to satisfy correctness, unforgeability, 
ambiguity and fairness. Intuitively. these notions are described as follows. 
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Correctness: If a signature o has been generated correctly by 
invoking ASIGN algorithm on a message m E M , then AVERIFY 
algorithm will return accept with an overwhelming probability, ,. 
given a signature o on m. Moreover, after the keystone k E K: is 
released, then the output of VERIFY algorithm will be accept with 
an overwhelming probability. 

Unforgeability: There are two different cases that we need to consider. 
Case 1) When an adversary A does not have any knowledge of the 
respective secret key si, then no valid signature that will pass the 
AVERIFY algorithm can be produced. Otherwise, one of the 
underlying hard problems can be solved by using this adversary's 
capability. Case 2) Any party cannot frame the other party that helshe 
has indeed signed message. We require that although both signatures 
are ambiguous, any party who would like to frame (or cheat) the 
others will not be able to produce a valid keystone with an 
overwhelming probability. 

Ambiguity: We require that given the two ambiguous signatures, any 
adversary will not be able to distinguish who was the actual signer of 
the signatures before the keystone is released. 

Fairness: We require that any valid ambiguous signatures generated 
using the same keystone will all become binding after the keystone is 
released. Hence, a matching signer cannot be left in a position where 
a keystone binds his signature to him whilst the initial signer's 
signature is not binding to her. Additionally, we also require that only 
the party who generates a keystone can use to create a binding 
signature. We do not require that the matching signers will definitely 
receive the necessary keystone. 

Definition 8 A tripartite concurrent signature scheme is secure if it is 
existentially unforgeable under a chosen message attack, ambiguous and 
fair. 

4. A CONCRETE TRIPARTITE CONCURRENT SIGNATURE 
SCHEME 

A tripartite concurrent signature scheme is defined by the following 
algorithms. Our scheme is developed using the technique proposed in 



Tripartite Concurrent Signatures 433 

Laguillaumie and Vergnaud, 2004. In the following, we denote the 
participants by U, , i ~  {A,B,C) for convenience and clarify of the presentation. 

SETUP: On input security parameter !, the algorithm selects a 
uniformly random tuple pauam = ( p ,  G,, G,v, i?, P )  of bilinear 
parameters, including a prime number q of size !, a cyclic additive 
group G, of order q, a multiplicative group G, of order q, a 
bilinear map G :  G, x G, -+ G ,  and a generator P of G, . The 
algorithm also selects a secret key s t 2; and computes the 
associated public key cub = sP , for a random generator P E G, . 
The algorithm also publishes two cryptographic hash fknction 
Ho : {0,1}* + G, and H, : (0,l)' -+ 2; . Each user U i t  U, 
i E { A ,  B, C )  , selects hislher secret key si and publishes hisker 
public key? = s i p .  At the end of the algorithm, the parameter 
pa ram = (p, G, , G,, G, P )  is published, together with the public 
key Ppub and public key of the participants in,, P', PC . The algorithm 
also sets M = F = K: = Zq . The KGEN(.) function is defined to be 

Hi(.). 
ASIGN: The algorithm accepts (m, f ,  T, T . ,  P,, s,) as input, 
where ? = s,P , for si is U, 's secret key, and 'P, are public keys 
published by U j  and Uk , m E M  and ~ E F ,  and performs the 
following. 

- Select a random v E %& . 
- Compute M=Ho(mIjn 

- Compute Q,=S;'(M-r(pl+P,))andQ,=rP 
- Output o = (Q,, Q,) as the signature on m. 

AVERIFY: The algorithm accepts (m, f ,  a,  7 ,  P,, P,) , for a = 
(Q,, Q,) , q~ M, f~?, and verifies whether i?(Ql,T) 
i?(Q,, .T., + q) = i?(H,(m / /  f ), P) holds. If it does not hold, then 
output reject. Otherwise, output accept. 
RELEASE: This algorithm accepts a keystone E K together with 

a valid set of signatures c(mA7 (Qt , Qz")), (m,, (Q:, Q: 11, 
(m,, (Q:, Q:))) and performs the following. Hereafter, we abuse 
the notation q = (QI,Q;) to indicate a signature that is produced 
by U, . SinceQ,,Q, E GI, where G, is an additive group, then this 
notation is clear from its context. 

We note that each (mi, (Qf , Q; )) will pass the AVERI FY algorithm. 
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- Computes Q, = S,Q; andQlk = S,Q; , where Q," denotes Q2 that 
was generated by u using ASlGN algorithm (and therefore, it 
implies that AVER1 FY(m,, f ,  0, ,?,? ,;Dk)= accept holds 
with equality, for oi = (Qf , Qi) ). 

- Produces the following signatures of knowledge. 

r = ECSPKEQ{~: Q, = aQi A Qik = @i}(&) , 
- outputs ( f ,  s, Q,, Q,~,T) , where t IC and H, ( f )  = holds. 

Notice that f is only known by the initial signer, and hence, this 
algorithm can only be performed correctly by the initial signer. 

PROOF-VERIFY: In the following description, the initial signer is 
denoted by Ui . This algorithm accepts and verifies whether 
r = ECSPKEQ{a : Qu = GQ; A Q, = ~Q;}(E)  holds. If it does 
not hold, then output reject. Then, it verifies whether the following 
equations 

? 

z(Q{, P, )E(Qq, P)Z(Qi, ;Dk) ? ;(M, P )  

;(Q: , 3)8(Qlk , W ( Q ~ " ,  T P,) = ;(M, P )  
hold with equality. 4f it does not hold, then output reject. Finally, 
verify whether f =KGEN(~)  holds. If not, output reject. 
Otherwise, output accept. 

VERIFY: The algorithm accepts (m, f ,  k, 7 ,  q . ,  8 ,  Qij, Qik , T) , for 
o = (Q,, Q2), m E M, f E 3, i E IC , and performs the following 
verification steps. 

? A 

- test whether H, ( f )  = k holds. If not, then output reject. 
- execute PROOF-VERIFY. If not hold, then output reject. 
- execute AVERIFY with parameter (m, J; oL,, T ,  , in,) for 

the three message-signature pairs, U E  {i, j, k). The output of 
VERIFY is the output of AVERlFY algorithm. 

DENY: This algorithm accepts (m, f ,  o,, o,,  T ,  ?,Pk,  s i )  , where 
mE M, f €F, are signatures on m, u = (1, 2), si isUi's secret key 
associated with the public key T (which implies 7? = sip ) and 
P,.,Pk are the public keys of U,,Uk , respectively. The algorithm 
performs the following. 

- Test whether AVERlFY accept (m, f , o , , ~ , ~ . , ~ ) ,  for u = 
(1, 2). If it does not hold, then terminate the algorithm and 
output reject. 

- Compute 6 = s,Q, - M + P for M = H,(m 1 1  f )  . 
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- Perform the following verificatioq 

WQ,,  P, + % )W,, P )  = W', P I )  
for both signatures o, , o, . 

- If the result of the above verification for either o, or o, is true, 
return accept with 8, as the proof. Otherwise, return reject. 

Correctness. 
The correctness of the AVEWFY algorithm is justified as follows. 

z(H,(M I1 f ),P)=g<Q,,.7-l>z(Q,,7;: +El 
= .i?(s;l (M - r ( y  + E)), q)i?(rP, T + q )  
= 2 ( M  - r(? + %), P)Z( r (T  + q ) ,  P )  
= 2 ( M - r ( q + % ) + r ( y + + ) , P )  
= 2(M,P)  

= W , ( M  Il f ) ,P)  

4.1 Security Analysis 

Lemma 1. v a  participant A has signed a message m to generate g ~ ,  

both B and C will be convinced with the authenticity of the signature, 
but no other thirdparty will. 

Proof. When a signature a, = (Q, , Q,) is generated, firstly either B 
and C needs to execute the AVERIFY algorithm. If the signature 
passes this test, then B and C will believe that his signature was 
indeed generated by A, because they have not colluded to generate 
this signature. We note that no other third party can be convinced with 
the authenticity of this signature, since if B and C collude, they can 

I 
collaboratively compute Q,' = vP, Q2 = (s, + s,)-' (M - r c )  , for 
a random r E 2; , which is valid and indistinguishable signature from 
any third party's point of view. Hence, the signature cannot be used to 
convince any other third party other than B and C. 

Theorem 1. The DENY algovithm is correct and sound. This 
algorithm is used to protect a participant against a collusion of two 
malicious participants. 

The proof of this theorem is shown in terms of the following lemmas. 

Lemma 2. Any two participants can collude and frame another 
participant that he has signed a message. 

Proof. To show the correctness of the DENY algorithm, we need to 
show a successful attack that is launched by a conspiracy of two 
participants to frame the other participant. Without losing generality, 
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we assume B will conspire with C to frame A, i.e. to accuse that A had 
signed a message that he has not signed. The attack is as follows. 

- B and C collaboratively perform the following. 

Select a random ? E 2; . 
Compute Q,' = PP 

Q,' = (sB + s C ) ' ( M  - ?PA) for M = HO (*I If) 

- output (Q,', Q,') as a signature on m. 

One can verify that the signature (Q,',Q,') will pass the AVERIFY 
algorithm, due to the?following. 

;(Ho(m 1 f 1, P )  = ~ ( Q I ' ,  PA );(Q,', PB + PC) 
= ;(?P, PA)i?((s, + s,)-'(M - V4), 6 + PC) 
= 2(?P,PA)i?(M - ?PA, P )  

= 2(;7;a, P)i?(M - ;'PA, P )  

=I?(?% + M - ? q , P )  

= 2(M,  P )  

= W f d m  I I f  ),PI 
Lemma 3. Any collz~sion attack can be prevented by performing the 
D E N Y  algorithm. 

P r o u ~  As illustrated in Lemma 2, a valid signature (Q,',Q,') can be 
generated by a collusion of two participants. The signature will be in 
one of the following forms. 

(?P,(sB + sC)- ' (M - ?PA)). 
( - ? P , ( s ~ + s ~ ) - ~ ( M + ? ? ) ) .  

We denote the above signatures as a, anda, .  We can easily verify 
that both signatures will pass the AVERIFY algorithm. Now, we shall 
demonstrate that A can provide a proof that a forgery has happened, 
by performing the DENY algorithm. Basically, the algorithm will 
compute following. 
- Compute 4 = s,Q1' - M + P 
- We note that the value of 6, will be one of the following. 

S ,=?FA-M+P or S,=P-?'PA-M 

depending on the forged signature above. 

When the conspiracy happens, one of the following tests will return 
true. 
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for a, and?a,. This is due to 

W ,  P )  =Me2, Fn + F c ) W l ,  PI) 
= (Z((sn + S ~ ) - ' ( M  - ??), 6 + Pc)Z(?E - M + P, P))  
= (g(M - ?pA , P)Z(;q - M + P, P ) )  

= ( ~ ( P , P ) )  
? 

Z(P, P )  =(g(Q2,% + PC)W, ,PI) 
= (Z((sB + S ~ ) - ' ( M  + ?pA),PB + Pc)Z(P - ;pA - M ,  P) )  
= (Z(M + ?pA,P)Z(P-?P, - M , P ) )  

We note that if the signature is not forged (i.e. generated by A), then 
the above verification will not return true. Hence, the DENY 
algorithm will return true iff forgery has happened due to collusion 
of two participants. 

Theorem 2. (Ambiguity) Before the keystone is released using the 
RELEASE algorithm, both signature are ambiguous. 

ProoJ: As shown in the proof of Lemma 2, a collusion of two 
participants can always produce a set of signatures that will pass the 
verification AVERIFY algorithm. We will illustrate this attack as 
follows. Without losing generality, we assume A colludes with C. 
Firstly, A produces (Qt  , QA) by herself, and then collaboratively with 

B" C, they can produce (Q, ,Q:') and claim that this signature was 
indeed signed by B. Finally, C can produce (Q: , Q: ) . We note that 
all the signatures are produced using a legitimate ASlGN algorithm. 
From any third party's point of view, these signatures are 
indistinguishable from a set of signatures that are genuinely created 
by the three participants. In this scenario, before the keystone is 
released using the RELEASE algorithm, B can always invoke DENY 
algorithm at any time to deny that he has not signed the message. 
Hence, the signatures are ambiguous from any third party's point of 
view. We also note that A and C cannot collude and frame that B has 
signed a message that he has not signed, as A cannot invoke the 
RELEASE algorithm correctly since (Q,@,Q:') are not in the 
"correct" form, i.e. (s,-'(M - r ( E  + PC)), rP) . 

Lemma 4. When the output of VERIFY is accept, then any third 
party can be sure who has generated the signature. 
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ProoJ: We note that VERIFY algorithm will test three different 
components. The first component is to verify whether the keystone 

is generated correctly, using the KGEN function. The second 
verification is to make sure that the published signatures are in the 
correct form. This is guaranteed with the $allowing test 

;(Q/, 3 > 2 ( Q v 7  PMQ:, E 1, z(M,  P )  

z(QF, %)z(Qik , P)z(Q: , ?.I= 2 (M7 P> 
We note that the above tests will be satisfied, iff QN = s,Qi and 
Q, = s ~ Q , ~  hold. Finally, the last verification will confirm that the 
signatures were indeed generated correctly by each participant, so 
that they will pass the verification test. Hence, any third party can be 
convinced with the authenticity of the signature. 

Theorem 3. (Fairness) Any signature that is generated with the same 
keystone will be binding concurrently when the keystone is released. 

Proof Suppose any of the participants tries to cheat by signing more 
than one signature. By testing the VERIFY algorithm, all the 
signatures will be binding concurrently. This way, the fairness is 
guaranteed. Moreover, as illustrated in the proof of Theorem 2, two 
colluding participants cannot frame another participant by generating 
a forged signature and later on confirm it as if it was signed by the 
framed participant. This is due to the inability of the initial signer to 
execute the RELEASE algorithm correctly. 

Theorem 4. (Unforgeability) The scheme presented in this section is 
existentially enforceable under a chosen message attack in the 
random oracle model, assuming the hardness of the Computational 
DifJie-Hellman problem. 
Proof We use the notion of existential unforgeability against a 
chosen message attack from Chen et al., 2004. We consider an EF- 
CMA adversary A that outputs an existential forgery(Mt,a*) with 
probability ~ucc~~- , , , (k)  within the time t. We denote the number 
of queries from the random oracle % by q?t and from the signing 
oracle C by qc . For simplicity, we show a simulation where 
A corrupts one of the receiver B or C (but not both of them) to 
produce a forgery for the initial signer A. The game between the 
adversary A and the challenger C is defined as follows. 
- SETUP: Cruns SETUP to a given security parameter! to obtain 

descriptions of U, M ,  S, K:, .F and KGEN K: + .F . In addition, 
SETUP also generates the public key of each participant 
T. :: sip , for i E {A, B, C )  . The associated secret values si 's 
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are delivered securely to participant Liz, i E {A,  B, C) . The public 
keys {PA,PB, PC) are published together with the system 
parameters. Let T = xP and Q = xyP be the CDH challenge 
and kept secret by C at this stage. 

- KGen Queries: A can request that C selects a keystone E IC 
that it used to_ generate a keystone fix f E 3 , byhinvoking 
f = KGEN(k). A can also select his own keystone k E K: and 

the compute the keystone fix by himself by running the 
KGEN (k) function. 

- KReveal Queries: A can request the challenger C to reveal the 
keystone k that is used to produce a keystone fix f E 3 in a 
previous KGen Query. Iff was not asked before, then C outputs 
invalid. Otherwise, C returns E IC . 

- Hash Queries: A can query the random oracle 7d at any time. 
When (m, fl are requested, firstly C checks his H-list. If it exists, 
then returns the value from the list. Otherwise, C selects a 
random h E 2; at random and computes M = hQ . The value (m, 

J h, is recorded in the H-list and M is returned to A. 
- ASIGN Queries: A can request an ambiguous signature for any 

input of the form (m, f ,  PA, PB, 'P,) for published values 
(T4, PB,Pc).  Cchecks the H-list for the existence of m. If it does 
not exist, then C calls the ASIGN algorithm to sign the message 
as usual. However, if m exists, then C selects a,, r; ,  r2 E 2; at 
random and sets a,  = r, - a2r2 . Finally C sets Q, = a l p  and 
Q, = a,P , and stores (m, f ,  r ; ,  r,Y) . Return (Q,, Q,) to A as a 
valid signature. 

- AVerify and Verify Queries: A cannot request an answer for 
these queries since he can compute them for himself using 
AVERIFY and VERIFY algorithms. 

- Output: Eventually, A outputs a forgery (~* ,Q; ,Q; )  and by 
definition of the existential forgery, there is in the H-list a 
quadruple (m*, f *, h*, M * )  such that @ = (A*)- '  (Q; + r , ~ ; )  
= y P .  

We note that the success probability of the attack is defined by 

- q'HqC + 1 [i 4dv&CMA 2' 7 5 SUCC,, ( f )  

where t is the security parameter. The time to execute the attack is 
defined by t' < 2(t + q ' ~  + &c + O(l)TG + $T,,),  where TG denotes 
the time complexity to perform a scalar multiplication in G and T,, -. 
denote the time complexity to perform an exponentiation in G,\* 
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Solving two instances of this problem will lead us to a solution to the 
CDH problem using the technique in Boneh et al., (2003). Hence, we 
complete the proof. 

Theorem 5. Our tripartite concurrent signature scheme is secure in 
the random oracle model, assuming the hardness of the discrete 
logarithm problem. 

Proof The proof can be derived from Theorems 1, 2, 3 and 4 and 
Lemma 4. 

5. OPEN PROBLEMS 

In this paper, we presented a tripartite concurrent signature scheme. 
Using a similar idea, we can obtain a multi party concurrent signature, but 
we have not defined the notion of fairness in that scenario. Hence, the open 
problem left in this area is how to define a formal model for a multi party 
concurrent signature scheme, where there are n parties involved (n>3). 
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Abstract: In many situations we want to enjoy confidentiality, authenticity and non- 
repudiation of message simultaneously. One approach to achieve this objective 
is to "sign-then-encrypt'' the message, or we can employ special cryptographic 
scheme like signcryption. Two open problems about identity-based (ID-based) 
signcryption were proposed in [16]. The first one is to devise an efficient 
forward-secure signcryption scheme with public verifiability and public 
ciphertext authenticity, which is promptly closed by [lo].  Another one which 
still remains open is to devise a hierarchical ID-based signcryption scheme 
that allows the user to receive signcrypted messages from sender who is under 
another sub-tree of the hierarchy. This paper aims at solving this problem by 
proposing two concrete constructions of hierarchical ID-based signcryption. 

Key words: signcryption, hierarchical identity-based cryptosystem, bilinear pairings 
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INTRODUCTION 

In traditional public key infrastructure, certificates leak data and are not 
easily located. Strict online requirement removes offline capability, and 
validating policy is time-consuming and difficult to administer. Moreover, 
traditional PKI may not provide a good solution in many scenarios. For 
example, in tetherless computing architecture (TCA) [24] where two mobile 
hosts wanting to communicate might be disconnected from each other and 
also from the Internet. As exchange of public keys is impossible in this 
disconnected situation, identity-based (ID-based) cryptosystem fits in very 
well since the public key can be derived from the identity of another party 
P I .  

In many situations we want to enjoy confidentiality, authenticity and 
non-repudiation of message simultaneously. A traditional approach to 
achieve this objective is to "sign-then-encrypt" the message, or we can 
employ special cryptographic scheme like signcryption which can be more 
efficient in computation than running encryption and signature separately. A 
recent direction is to merge the concept of ID-based cryptography [22] and 
signcryption [26]. Two open problems about ID-based signcryption were 
proposed in [16]. The first one is to devise an efficient forward-secure 
signcryption scheme with public verifiability and public ciphertext 
authenticity, which is promptly closed by [lo]. Another one which still 
remains open is to devise a hierarchical ID-based signcryption scheme that 
allows the user to receive signcrypted messages from sender who is under 
another sub-tree of the hierarchy. This paper aims at solving this problem. 

1.1 Applications 

ID-based cryptography is suitable for the use of commercial 
organizations. In their settings, the inherent key-escrow of property is indeed 
beneficial, where the big boss has the power to monitor hislher employees' 
Internet communications if necessary. Hierarchical structure is common in 
nowadays' organizations, single trusted authority for generation of private 
key and authentication of users may be impractical; all these motivated the 
need of hierarchical ID-based cryptosystem. 

Moreover, hierarchical ID-based cryptosystem is also useful in other 
scenarios, such as in TCA, a computing architecture with the concept of 
"regions", which can be viewed as a branch of the hierarchy [15,23]. 
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1.2 Related Work 

Malone-Lee gave the first ID-based signcryption scheme [18]. This 
scheme is not semantically secure as the signcrypted text produced is a 
concatenation of a signature by a variant of Hess's ID-based signature [14] 
and a ciphertext by a simplified version of Boneh and Franklin's ID-based 
encryption [4]. In short, the signature of the message is visible in the 
signcrypted message. 

On the other hand, Nalla and Reddy's ID-based signcryption scheme [20] 
cannot provide public verifiability as well as public ciphertext authenticity 
since the verification can only be done with the knowledge of recipient's 
private key. Libert and Quisquater proposed three ID-based signcryption 
schemes [16]. None of them can satisfy the requirements for public 
verifiability and forward security at the same time. 

Boyen's multipurpose ID-based signcryption scheme [5] is the first 
scheme that provides public verifiability and forward security and is also 
provably secure. However, this scheme aims at providing ciphertext 
unlinkability and anonymity. So, a third party cannot verify the origin of the 
ciphertext, thus the scheme does not satisfy the requirement of public 
ciphertext authenticity. We remark that Boyen's scheme is very useful in 
applications that require unlinkability and anonymity. 

The public verifiability of the signcrypted message usually can only be 
checked with some ephemeral data computed by the intended recipient of the 
signcrypted message. The notion of verifiable pairing was introduced in [8] 
to ensure the non-repudiation property of the ID-based signcryption by 
disallowing the intended recipient to manipulate the ephemeral data. 

In 2004, [19] claimed that they were the first one closing the open 
problem proposed by [16]; however, the open problem was indeed closed by 
[lo] in 2003. Recently, a simple but secure ID-based signcryption scheme 
was proposed in [7] and an ID-based signcryption scheme with exact 
security was proposed in [17]. The first blind ID-based signcryption scheme 
was proposed in [25]. This scheme offers the option to choose between 
authenticated encryption and ciphertext unlinkability. The generic group and 
pairing model was also introduced in this paper. Notice that none of the 
previously mentioned schemes works with hierarchical ID-based 
cryptosystem. 

2. PRELIMINARIES 

Before presenting our results, we give the definition of a hierarchical ID- 
based signcryption scheme by extending the framework in previous work 
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(e.g. [10,25]). We also review the definitions of groups equipped with a 
bilinear pairing and the related complexity assumptions. 

2.1 Framework of Hierarchical ID-based Signcryption 

An ID-based signcryption (IDSC) scheme consists of six algorithms: 
Setup , Extract , Sign , Encrypt , Decrypt and Verify . Setup and 
Extract are executed by the private key generators (PKGs henceforth). 
Based on the security level parameter, Setup is executed to generate the 
master secret and common public parameters. Extract is used to generate 
the private key for any given identity. The algorithm Sign is used to 
produce the signature of a signer on a message, it also outputs some 
ephemeral data for the use of Encrypt ; Encrypt takes the message, the 
signature, the ephemeral data produced by Sign and the recipient's identity 
to produce a signcrypted text. Decrypt takes the input of secret key and 
decrypt the signcrypted text to give the message and the corresponding 
signature, finally Verify is used by any party to verify the signature of a 
message. 

In the hierarchical ID-based signcryption (HIDSC henceforth), PKGs are 
arranged in a tree structure, the identities of users (and PKGs) can be 
represented as vectors. A vector of dimension P represents an identity at 
depth C . Each identity ID of depth C is represented as an ID-tuple 
ID I C = {ID,, . . . ,ID,) . The algorithms of HIDSC have similar functions to 
those of IDSC except that the Extract algorithm in HIDSC will generate 
the private key for a given identity which is either a normal user or a lower 
level PKG. The private key for identity ID of depth 1 is denoted as S,,, 
(or SID if the depth of ID does not related to the discussion). The functions 
of Setup, Extract, S ign,  Encrypt, Decrypt and Verify in HIDSC are 
described as follows. 

Setup : Based on the input of a unary string l k  where k is a security 
parameter, it outputs the common public parameters params , which 
include descriptions of a finite message space, a finite signature space 
and a finite signcrypted text space. It also outputs the master secret s ,  
which is kept secret by the root private key generator (PKG). 
Extract : Based on the input of an arbitrary identity ID of depth j ,  it 
makes use of the secret key SIDI,-, (if j = 1 ,  the input of the algorithm is 
s , which is the master secret of the root PKGs, instead of SIDI,-, ) to 
output the private key SIDI, for I D .  
Sign : Based on the input ( M ,  S,,) , it outputs a signature o and some 
ephemeral data r . 
Encrypt : Based on the input ( M ,  S, ,  ID,, o, r) , it outputs a 
signcrypted message C . 
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Decrypt : Based on the input (C, S,, ID,), it outputs the message M , 
the corresponding signature o and the purported signer ID, . 
Verify : Based on the input ( o ,  M, I D ) ,  it outputs T for "true" or I 
for "false", depending on whether o is a valid signature of message M 
signed by ID or not. 
These algorithms must satisfy the standard consistency constraint of 

hierarchical ID-based signcryption, i.e. if { o ,  r )  = Sign (M, S,) , 
C = Encrypt (S,, ID,, M, o ,  r )  and (M', ID,,, o') = Decrypt (C, S,) , 
we must have M = M' , ID, = ID,, and T= Verify (o', M, ID,). 

2.2 Bilinear Pairing 

Let (G, .) and (G, , .) be two cyclic groups of prime order q and g be a 
generator of G . The bilinear pairing is given as G :  GXG -+ Gl , which 
satisfies the following properties: 
1. Bil ineari~:  For all u, v E G and a, b E Z , G(uu, vb) = ;(u, s ) " ~  . 
2. Non-degeneracy: Z(g, g )  # 1 . 
3. Computability: There exists an efficient algorithm to compute z(u,v) 

VU,VE G .  

2.3 Diffie-Hellman Problems 

DEFINITION 1. The computational Diffie-Hellman problem (CDHP) in 
G is defined as follows: Given a 3-tuple (g ,  g" ,  g b ) ~  G~ , compute 
g"h E G . We say that the ( t , ~ )  -CDH assumption holds in G if no t -time 
algorithm has advantage at least & in solving the CDHP in G . 

DEFINITION 2. The bilinear Diffie-Hellman problem (BDHP) in G is 
defined as follows: Given a 4-tuple (g ,  g" ,gb ,  g c )  E G4 and a pairing 
function G(., .) , compute G(g, g)"b" E G, . We say that the (t, E) -BDH 
assumption holds in G if no t -time algorithm has advantage at least E in 
solving the BDHP in G . 

DEFINITION 3. The decisional bilinear Diffie-Hellman problem 
(DBDHP) in G is defined as follows: Given a 5-tuple 
( g ,  g", gb, g C ,  T) E G~ x Gl and a pairing hnction G(., .) , decides whether 
T = G(g, g)"bc . We say that the ( t ,  E) -DBDH assumption holds in G if no 
t -time algorithm has advantage at least E in solving the DBDHP in G . 
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SECURITY MODEL 

We present our security model for indistinguishability, existential 
unforgeability and ciphertext authenticity for HIDSC. 

3.1 Indistinguishability 

Indistinguishability for HIDSC against adaptive chosen ciphertext attack 
(IND-CCA2) is defined as in the following IND-CCA2 game. 
1. The simulator selects the public parameter and sends the parameter to the 

adversary. 
2. There are three oracles except the random oracles (hash oracles). 

Key extraction oracle KEO: Upon the input of an identity, the key 
extraction oracle outputs the private key corresponding to this identity. 
Signcryption oracle S O  : Upon the input of the message M , the 
sender ID, , the recipient ID, , the signcryption oracle produces a 
valid signcryption C . 
Unsigncryption oracle UO : Upon the input of the ciphertext C ,  the 
sender ID, and the recipient ID,, the unsigncryption oracle outputs 
the decryption result and the verification outcome. 

The adversary is allowed to perform a polynomial number of oracle queries 
adaptively, but oracle query to KEO with input ID, is not allowed. 
3. The adversary generates M,, M, , ID, , ID,, and sends them to the 

simulator. The simulator randomly chooses b E, {0,1) and delivers the 
challenge ciphertext C to the adversary where {o, r )  = Sign ( M ,  S,) 
and C = Encrypt (S,, ID,, M,, o, r) . M, and M, should be of equal 
length, and no oracle query have been made and will be made to SO with 
input ( M ,  , ID,, ID,) and (M,  , ID,, ID,) throughout the game. 

4. The adversary can again perform a polynomial number of oracle queries 
adaptively, but oracle query to UO for the challenge ciphertext (defined 
later) from the simulator is not allowed. 

5.  The adversary tries to compute b . 
The adversary wins the game if he can guess b correctly. The advantage 

of the adversary is the probability, over half, that he can compute b 
accurately. 

DEFINITION 4. (Indistinguishability) A hierarchical ID-based 
signcryption scheme is IND-CCA2 secure if no PPT adversary has a non- 
negligible advantage in the IND-CCA2 game. 

Our security notion above is a strong one. It incorporates previous 
security notions including insider-security in [I]  and indistinguishabi~ity in 
[ I  81. 
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Notice that if we set the adversary to send the recipient identity ID, to the 
simulator before step 1 (say, in an initialization stage) in the game, the 
security is reduced to the indistinguishability against selective identity, 
adaptive chosen ciphertext attack (IND-sID-CCA2). 

3.2 Existential Unforgeability 

Existential unforgeability against adaptive chosen message attack (EU- 
CMA2) for HIDSC is defined as in the following EU-CMA2 game. The 
adversary is allowed to query the random oracles, KEO , SO and UO 
(which are defined above) with the restriction that oracle query to KEO 
with input ID, is not allowed. 

The game is defined as follows: 
1. The simulator selects the public parameter and sends it to the adversary. 
2. The adversary is allowed to perform a polynomial number of oracle 

queries adaptively. 
3. The adversary delivers a recipient identity ID, and a ciphertext C . 

The adversary wins the game if he can produce a valid (C, ID,) such 
that C can be decrypted, under the private key of ID,, to a message M , a 
sender identity ID, and a signature a which passes the verification test and 
no S O  request that resulted in a ciphertext C ,  whose decryption under the 
private key of ID, is the claimed forgery ( a ,  M ,  ID,). 

DEFINITION 5. (Existential Unforgeability) A hierarchical ID-based 
signcryption scheme is E U - C M 2  secure if no PPT adversary has a non- 
negligible probability in winning the EU-CMA2 game. 

The adversary is allowed to get the private key of the recipient in the 
adversary's answer. This gives us an insider-security as defined in [I]. 

Notice that if we set the adversary to send the sender identity ID, to the 
simulator in Step 1 in the game, the security is reduced to the existential 
unforgeability against selective identity, adaptive chosen ciphertext attack 
(EU-sID-CMA2). 

3.3 Ciphertext Authenticity 

Ciphertext authenticity against adaptive chosen message attack (AUTH- 
CMA2) for HIDSC is defined as in the following AUTH-CMA2 game. The 
adversary is allowed to query the random oracles, K E O ,  SO and U O ,  
which are defined above. The game is defined as follows: 
1. The simulator selects the public parameter and sends the parameter to the 

adversary. 
2. The adversary is allowed to perform a polynomial number of oracle 

queries adaptively. 
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3. The adversary delivers a recipient identity ID, and a ciphertext C . 
The adversary wins the game if he can produce a valid (C,ID,) such 

that C can be decrypted, under the private key of ID,, to a message M ,  
sender identity ID, and a signature a which passes the verification test. 

Oracle query to KEO with input ID, and ID, is not allowed. The 
adversary's answer (C, ID,) should not be computed by SO before. 

DEFINITION 6. (Ciphertext Authenticity) A hierarchical ID-based 
signcryption scheme is AUTH-CM2 secure if no PPT adversary has a non- 
negligible probability in winning the AUTH-CMA2 game. 

Outsider-security is considered in this model since the adversary is not 
allowed to get the private key of the recipient in the adversary's answer. This 
model represents the attack where a signature is re-encrypted by using a 
public key with unknown secret key. 

SCHEME 1 

4.1 Construction 

Let i? be the number of levels of the hierarchy to be supported. Let H I ,  
H,  and H, be three cryptographic hash functions where H, : {O,l)* + G 
and H2 : (0, I)* + G , and H, : GI + (0, l}hil+kl+n where k, is the number 
of bits required to represent an element of G , k, is the maximum number of 
bits required to represent an identity (of depth i?) and n is the maximum 
number of bits of a message to be signcrypted. Our first construction of a 
hierarchical ID-based signcryption scheme is given below. The construction 
is based on the idea in [13]. 

Setup : On the input of a security parameter k E N ,  the root PKG uses 
the BDH parameter generator [4] to generate G , G, , q and ;(.,.), where 
q is the order of groups G and G, . Then the root PKG executes the 
following steps. 
1. Select an arbitrary generator P, from G . 
2. Pick a random so from 2, , which is the system's master secret key. 
3. Compute Qo = P, " . 
4. The public system parameters are 

params =< G, G,, ;(., 3, q, P,, Qo, H, (.), H,  (.), H, (.) > . 
K e y G e n  : For an entity with ID I k - 1 = {ID,, ID,, . . . , IDk-,) of depth 

k -1 (for root PKG, its depth is defined as 0 and its identity is defined as 
empty string E), it uses its secret key SIDlk,, (or the master secret s ,  of the 
root PKGs, if k = 1 )  to generate the secret key for a uqer I D  ( k (where the 
first k - 1 elements of ID I k are those in ID I k - 1 ) as follows. 
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1. Compute eDlk = HI (IDl, ID2,. . a ,  IDk-l, IDk) . 
2. Pick random sk-, from Z[, (this step is not necessary for the root PKG as 

s, is already defined). 
3 . S e t  the private key of the user to be 

.%I 

SmIk = SiDl,-l cDlk = n:=, pDl1 . where Sml0 is defined as the 
identity element in G . 

4. Send the values of Qi = & '' for 1 I i I  k - 1 as "verification points" to 
the user. 

sign: For a user Alk={Al ,A2, . . . ,Ak)  with secret key 

SAIk = PAl, "' and the points Qi = 4" for 1 I  i  I  k - 1 to sign on a 
message , helshe follows the steps below. 
1. Pick a random number r from Zi  . 
2. Compute P, = H, ( M )  . 
3. Compute o = SAlk . PM . 
4. Return {a, Ql, Q2,. .-, Qk-,, QM = & r ,  as the signature and return r as 

the ephemeral data for Encrypt . 
Encrypt : To signcrypt the message M to user B 11, the steps below 

are used. 
1. Compute PBlj =H,(B, ,B , , - - - ,BI )  for 15 j i l .  
2. Pads the identity A with a chain'of zero bits if it is not of depth P . 
3. Return ciphertext C = 

{pBl l r , " . ,~ l , r? (M l ( o l ( A ) @ H j ( k r ) , Q l , Q 2 , . + . , & }  

where 2 = Z(Qo, PBI,) E GI and O represents the bitwisy XOR, 
Decrypt : For user B I 1 with secret key S,,, = ni=l PBll I-' and the 

points Q'; = P,"" for 1 5  i  I  1 to decrypt the signcrypted message c , the 
steps below are used. 
1. Let c={U7,..-,u,?V,Ql,Q2,.-.,@-i.Qyl 
2. Compute V-? H, ( Z ( Q , ~  ? sBl,?/F e(Q Ul 1) = M 11 0 11 A . 

(for 1 = 1, ( Q ,  U )  IS ed&d as the identity element in G, .) 
3. Return { ~ : ~ , Q , , Q , , - - - , Q k - l , Q , w ) .  

Verify : For A 's signature ( a ,  Q,, Q2 ,.-., (2,-I , Q,w) , everyone can do 
the following to verify its validity. 
1. Compute P, = H2 ( M )  . 

for 1 I i I k .  
PAll 1 = ZCQo t 4 1 1  M Q k ,  PM ) . 

is defined as the identity element in GI .) 

4.2 Efficiency Analysis 

We first consider the communication efficiency of the scheme. The 
signcrypted message is shortened by one G, element, as compared with 
using the schemes HIDE and HIUS in [13] together. Moreover, the size of 



452 Sherman S.M. Chow, Tsz Hon Yuen, et al. 

the signcrypted message can be further reduced if the sender and the receiver 
have a common low-level PKG ancestor. The modification incurred includes 
using a fixed s,-, instead of a random one for each invocation of KeyGen . 
For verification side, since the sender and the receiver share some common 
"verification points", these points can be omitted from the transmission. For 
encryption side, the ciphertext size can be reduced by using the concept of 
"Dual-HIDE" in [13], which can be seen as an extension of the concept of 
non-interactive key sharing in [22]. The basic idea behind non-interactive 
key sharing is that a same value can be computed either from the sender's 
private key and the recipient's public key or from the recipient's private key 
and the sender's public key. The sender is required to get hidher private key 
before the encryption can be done, but there is no practical difference in the 
case of signcryption since the sender who are going to sign the message must 
have hisher private key ready anyway. In our proposed construction, the 
"non-interactive agreed secret key" created by the sender ID whose the 
common is at level m is 
g(S,,, , G )  = 2 ( 4 ,  S,)I . To utilizing it, simply 
replace jj with t h ~ s  

For the computational efficiency, chosen ciphertext secure HIDE requires 
the transformation in Section 3.2 of [13], while our scheme does not require 
such transformation as the integrity checking of the ciphertext is obtained 
from the signature. Notice that the above modification from the concept of 
"Dual-HIDE" distributes the computational effort of the sender and that of 
the recipient in a more even way. 

4.3 Security Analysis 

THEOREM 1. Suppose that the (t, E) -BDH assumption holds in G , then 
the above scheme is (t', q,, q, , q,, q, , E) -adaptive chosen ciphertext (IND- 
CCA2) secure for any t' < t - o(t) . 

THEOREM 2. Suppose that the (t, r )  -CDH assumption holds in G , then 
the above scheme is (t', q,, q, , q,, qp , E) -adaptive chosen message (EU- 
CMA2) secure for any t' < t - o(t) , E > de2q,q, . 

THEOREM 3. Suppose that the ( t , ~ )  -CDH assumption holds in G , then 
the above scheme is (t', q, , q, , q, , q, , E) -adaptive chosen message (AUTH- 
CMA2) secure for any t' < t - o(t) . 

Proofs are omitted due to the length constraint. Please refer to the full 
version of this paper [I  I]. 
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5. SCHEME 2 

5.1 Construction 

Let H be a cryptographic hash function where H : {O, 1)' -+ Z,  . 
use H(.) to hash the string representing the identity into an element in Z ,  , 
the same hash function will be used in the signing algorithm too. Similar to 
[3], H is not necessarily a full domain hash function. Notice that the 
identity string is hashed to 2, instead G in scheme 1, so we use Ii to 
denote H(IDi) for 1 l i l! , where & is the number of levels of the 
hierarchy to be supported. Our second construction of HIDSC, based on the 
ideas in [9] and [3], is given below. 

setup : On the input of a security parameter k E N , the root PKG uses 
the BDH parameter [4] to generate G , GI, q and ;(.,.), where q is the 
order of groups G and GI. Then the root PKG executes the following steps. 
1. Select a from Z i  , h, , h, , . . . , h, from G and two generators g , g, 

from G* , where & is the number of levels of the hierarchy to be 
supported. 

2. The public parameters are: (g, g, = ga, g,, 4 ,  h,, . - ., hy , ;(g,, g,)) . 
a 

3. The master secret key is dmp = g, . 
KeyGen: For a user ID1 k - l =  (ID,, ID,;.., ID,-,) of depth k - 1 ,  

helshe uses hisher secret key d,,,-, to generate the secret key for a user 
ID 1 k  (where the first k - 1  elements of ID I k are those in ID I k  - 1 )  as 
follows. 
1. Pick random rk from Zp . 
2. dm,, ={doF,(I,)rk,d,,...,dk-I,g'),where F,(x) isdefinedas g,xhk. 

Sig?: For a user ID I k  with secret key 

{g, , F, (Ij)" , g' , . . a ,  grk ) to sign on a message M , helshe follows 
the stepsJ&ow. 
1. Pick a random number s from ZI", . 
2. Compute h = H (M, .Z(g,, g,)") . 
3. Repeat Steps 1-3 in case the unlikely event s + h = 0 occurs. 

s+h 
4. For j={1 ,2 , . - - , k l , computey j=dj  . 
5. Compute z=d," . 
6. Return {s, y, , y, , . - - , y, , z) as the signature. 

Encrypt : To signcrypt a message ME G, to user 
ID I 1 = {ID,, ID,, - ., ID,) , the ciphertext to be generated is 

{F,(I,)s,F,(I,)s,..-,F,(I,)s,~(g,,g,)s ~M,g",~~,y,,--.,~,,z). 
Decrypt : For a user ID'[ 1 with secret key 

cr 1 
(dTo = g2 n,=, F, (I',)~'J, d', = g"', . - , d'/ = gr'l) to decrypt the 
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signcrypted text (u,, . . ., u,, V ,  W, y,, y,, . . ., y,, z )  , he/she follows the steps 
below. 

1 
1. Compute 0 = ;(g,, g2)'  by h(w, d ' & n  i=l i (u , ,  d' /)  - 
2. Obtain the message M by v. a-' 

V e r i f y :  For ID I k = (IDI, ID2, - . , IDk) 's signature 
( 0 ,  y l ,  y2,. - . , yk , Z) , everyone can do the following to verify its validity. 
1. Compute h = H ( M ,  O) . 

h 
2. Return T if Z(g,z) = 0. ;(g,,g, n:=, y) ) n r = ,  Z(yj,hi) , 1 

otherwise. 

5.2 Efficiency Analysis 

We first analyze the computational efficiency. For the proposed scheme 1, 
admissible encoding scheme [4] are required for the hash function H, and 
H2 , which is computationally expensive as such scheme requires 
log,(qlp) -bit scalar multiplication in E(Fq) where < is the field on 
which G is based and p is the size of the group G . Using the example 
from [21], if log, p = 512 and the embedding degree of pairing is 6, then 
log, q should be at least 2560 and hence 2048-bit scalar multiplication is 
needed. Scheme 2's hash function does not rely on such admissible encoding 
scheme. Moreover, chosen ciphertext secure HIDE requires the 
transformation in Section 4 of [6], while our scheme does not require such 
transformation as the integrity checking of the ciphertext is obtained from 
the signature. 

For the communication efficiency of the scheme, the signcrypted 
message is shortened by one G, element, as compared with using the 
scheme in [9] and [3] together. 

5.3 Security Analysis 

THEOREM 4. Suppose that the (t, E )  -Decision BDH assumption holds in 
G , then the above scheme is (t', q, , q, , q,, q, , r )  -selective identity, 
adaptive chosen ciphertext (IND-sID-CCA2) secure for arbitrary 
q s , q ~ , q E , q ~  and any t '< t -o( t ) .  

THEOREM 5. Suppose that the ( t , ~ )  -CDH assumption holds in G , then 
the above scheme is (t', q, , q, , q,, q, , E') -selective identity, adaptive 
chosen message (EU-sID-CMA) secure for any t '<t-o(t)  , 
~ ' > ~ . ( 1 - q , ( 4 ,  +4s)/4). 

THEOREM 6. Suppose that the ( t , ~ )  -CDH assumption holds in G , then 
the above scheme is (t', q,, q,  , q, , q, , E) -selective identity, adaptive chosen 
message (AUTH-sID-CMA2) secure for any t '< t - o(t) . 
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Proofs are omitted due to the length constraint. Please refer to the full 
version of this paper [l 11. 

6. CONCLUSION 

Two concrete constructions of hierarchical identity based signcryption 
are proposed, which closed the open problem proposed by [16]. Our schemes 
are provably secure under the random oracle model 121. Moreover, our 
schemes do not require transformation which is necessary for the case of 
hierarchical identity based encryption as the integrity checking of the 
ciphertext is obtained from the signature. We believe that hierarchical 
identity based signcryption schemes are useful in nowadays commercial 
organization and also in new network architecture such as tetherless 
computing architecture. Future research directions include further 
improvement on the efficiency of hierarchical identity based signcryption 
schemes and achieving other security requirements such as public ciphertext 
authenticity ([I 0,161) or ciphertext anonymity ([5]). 
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Abstract: Existing key management schemes can secure group communication efficiently, 
but are failed on protecting the Group Dynamic Information (GDI) that may 
undermine group privacy. Recently, Sun et al.' proposed a scheme to hide the 
GDI with batch updating and phantom members inserting so that an adversary is 
not able to estimate the number of group members. In this paper, we first point 
out that their scheme is only applicable in departure-only group communication 
instead of the common conference groups. Secondly, we introduce our method 
of estimating the group size at a higher confidence level given a prior departure 
probability. Further, to enhance GDI protection and extend the application 
fields, we propose to protect GDI with two new mechanisms: chameleon 
member identifications and virtual departure events. The proposed scheme is 
effective to protect both centralized groups and contributory groups. The 
simulation shows that our scheme is better on protecting the GDI. 

1. INTRODUCTION 

With the development of network applications such as pay-TV, remote 
education and videoconference, secure multicast distribution of copyright- 
protected or confidential material is more and more important. At the heart 
of the applications, a center broadcasts encrypted data to a large group of 
receivers so that only a predefined subset is able to decrypt the protected 
data. Broadcast encryption2 deals with methods to efficiently broadcast 
information to a dynamically changing group of end members. It includes 
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three major modules: Registration, Join and ~ e ~ a r t u r e ~ .  Since the processing 
for registration and join requests is relatively easy, the main challenge in 
managing a group is how to exclude some subset of the members efficiently 
(e.g., Dodis et a ~ ~ ) .  Technically, this blacklisting Problem is how to 
distribute content decryption keys over a shared insecure channel so that 
only intended receivers can get the key efficiently in terms of key storage5 
andlor communication overhead6. Based on the survey7, the key 
management methods are categorized into two classes: (1). Centralized 
Group Key Management: A secure multicast scheme allows one or more 
group controllers (GCs) to send key updating messages securely over a 
multicast channel to a dynamically changing group of members8. For 
example, in logical-tree-hierarchy (LKH) scheme9 and LKH+" scheme, the 
leaf nodes represent the member keys, and the non-leaf nodes are key 
encryption keys (KEKs) which are used to encrypt the control traffic. 
Specially, the root represents the group key. (2). Contributory key 
management: There is no GC but each member has the same task in 
managing the group key so as to remove the bottleneck of GC and increase 
the security. For instance, Rodeh et al." divided the group members into 
sub-groups which have leaders. The leaders exchange keys on behalf of the 
sub-group members to agree a group key. 

The state-of-the-art key management schemes are designed to prevent 
unauthorized access to the multicast content, but unfortunately provide 
opportunities for unauthorized parties to obtain group dynamic information 
(GDI). That is to say, the number of join members, departure members and 
the size of the group are disclosed. As noted in Sun et al. scheme1 (hereafter 
called as SL scheme): "some applications such as subscription services, and 
military, it is highly undesirable to disclose instant detailed dynamic 
membership information to competitors, who would develop effective 
competition strategies by analyzing the statistical behavior of the audience." 

Sun et al.' not only described the leakage of GDI in the existing key 
management schemes, but also improved the design of current key 
management schemes such that both GDI and the multicast content are 
protected. Technically, Sun et al. proposed a protection method by batch re- 
keying and phantom members. Their upgraded scheme provided some 
protection on the GDI, but we think it is not sufficient in terms of 
applications and security strength. 

The present paper focuses on the protection of group dynamics, in 
particular to the large scale group because the adversary is hard to accurately 
estimate the GDI of a small group. Since non-tree-based schemes (e.g. 
Safaeli et aL7) are merely applicable for small groups, we deal with the 
binary tree-based scheme only in the following sections. We denote a path as 
the node sequence from leaf to root. The path length is the number of nodes 
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in the path. l(x) represents the number of nodes in the path from node x to 
root. Particularly, the depth of the root is 0. Each key has a field SN 
Sequence Number which indicates the position of a key in the tree. Our main 
contributions include: ( I )  address the security flaw of the scheme'; (2). 
propose methods to protect GDI with virtual events and chameleon 
members. The proposed schemes are effective in protecting both centralized 
group and contributory group. 

The remainder of the present paper is organized as follows. Section 2 
refreshes the SL scheme. Section 3 addresses our analysis on SL scheme. 
Section 4 depicts our proposed GDI protection method and its extension to 
contributory group key management. Section 5 describes the comparison 
between SL scheme and our scheme. A conclusion is drawn in Section 6. 

2. SL HIDING SCHEME 

In many group communications, group dynamic information is 
confidential and should not be disclosed to either inside group members or 
outsiders. An important goal in SL scheme1 is to produce an observed re- 
keying process that reveals the least amount of information about the GDI. 
The tools in SL scheme to hide GDI include batch re-keying and phantom 
member insertion. 

Periodical batch re-keying is to postpone the updates of keys such that 
several members can be added to or removed from the key tree altogether. 
Compared with updating keys immediately after each member joins or 
departures, batch re-keying reduces the communication overhead at the 
expense of allowing the joininglleaving member to access a small amount of 
information beforelafter his joinldeparture. But batch updating provides little 
contribution for the GDI protection if the attacker can intercept and parse the 
re-keying messages. 

Phantom members inserting is a way to hide the number of the real 
members. These phantom members, as well as their join and departure 
behavior, are created by GC. As a result, the combined effects of the 
phantom members and the real members lead to an artificial GDI which is 
observed by the attackers. 

According to notation in SL scheme, Nk, Jk and Lk are the number of the 
real members, and the real join event, and real departure event at time k 
respectively, N,(k), J,(k) and L,(k) are the total number of members, total 
number of join events, and total number of departure events respectively. 
N,(k), J,(k), and L,(k) are referred to as the artificial GDI whose target values 
are No, Jo and & respectively. Thus, the artificial GDI functions are: 

N O W  = max { Nk, NO 1 (1) 



Yondong Wu, Tieyan Li and Robert H. Deng 

JAk) = max { Jk, Lk, b 1 
L,(k) = N,(k-1) - N,(k) + J,(k) 

Due to Eq.(l), the number of key tree leaves is that of the real members if 
Nk 2 No. Therefore, an attacker can estimate the group size if he is permitted 
to join the group without limitation. For example, an attacker floods No join 
requests to GC so as to exclude all phantom members. Thanks to the group 
size technologies described in Section 3,  the attacker can obtain the GDI 
easily. To defeat this attack, Nk must always be less than No by imposing 
some limitations on the join requests, for example, restrict the number of 
join requests by checking the identification of the requestor. 

3. DISCLOSING GDI PROTECTED WITH SL 
SCHEME 

This section describes an approach to estimate GDI protected with 
methods in SL scheme. To this end, subsection 3.1 firstly introduces how to 
estimate the group size with the tree depth since a key-tree tends to be 
balanced in a long term communication. Secondly, Subsection 3.2 describes 
how to refine the key-tree with the key SNs based on the re-keying 
messages. Finally, the number of real members is estimated thanks to some 
prior knowledge on the member departure. 

3.1 Step 1: Grossly estimating the group size 

Generally, the key-tree is changed from time to time due to the group 
dynamics. However, the tree will tend to some stationary status with the 
updating strategy in SL scheme: (1) The number of tree leaves is invariable, 
i.e., the umber of departure members is equal to that of the join members at 
any updating time. ( 2 )  Every member (i.e., tree leaf) has the same departure 
probability, but the join member is always located in the shortest path for the 
sake of lightest communication overhead. 

This subsection discloses the key-tree asymptotic property in SL scheme 
to estimate the number of tree leaves. Denote the initial tree as To, the tree is 
Tk at time k. is the length of the longest path and lmin,k is the length of 
the shortest path in the tree Tk. 

Theorem: If a join member is always mounted in the shortest path, and a 
member departures from any leaf at an identical probability, an arbitrary 
binary tree will tend to be balanced given a departure event is always 
followed by a join event. Formally, let P(X) to be the probability of random 
variable X, lim k+,-. P(lmaxtk - I1)=1 
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Proof: see appendix. 
Although the theorem is expressed for two events at each updating time, 

it holds for any even number of events. Consequentially, the key tree will 
tend to be a balanced tree if the probability of departure event is identical to 
that of join event. Thus the size of re-keying messages is almost constant for 
each departure event23 in a long term. For example, Fig. 1 illustrates the 
dynamic property of the key tree. Initially, the tree of depth 10 is very 
unbalanced ( l m , o  - l,in,o = 8), but lmax,k - lminrk is smaller and smaller with 
more and more events, i.e., the tree is more and more balanced. Because lmin,k 
andlor lm,k are publicly available from the re-keying messages, the 
adversary estimates the group size NO as 

21tn~n.k < N~ < 2 l m d x . k  

for a sufficiently large k. This method grossly estimates the group size 
without employing the re-keying message content. In the following, the 
adversary exploits the key SNs from the re-keying messages so as to refine 
the number of tree leaves. 

I 
0 50 100 150 200 250 

Number of events 
Figure 1. Tree depth difference dynamics. With more and more jointdeparture events, the 
difference lm, - lm i ,  tends to 1. 

3.2 Step 2: Refining the estimation 

Assume at time to, the attacker starts to monitor the network traffic so as 
to reconstruct the key tree at time to. To accomplish this, the adversary 
analyzes the re-keying messages one by one and updates the reconstructing 

23 In the Subsection 11-C of SL  scheme, the departure position (L1 ,  h_, ..., Lw) is assumed to 
be i.i.d. We think this assumption is not true for a long duration communication. Thus, the 
attack A11 addressed SL  scheme is impractical. 
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key tree with the following heuristic knowledge: for each departure event, if 
the departure member does not join after to, the member must be in To ; for 
each join event, the new leaf position must be empty in To unless it is blank 
due to the departure events after to. 

Since phantom members are added into the group such that the group size 
is invariable in SL scheme, i.e., N,(k)= No, what the adversary obtains is the 
artificial size No which includes the number of the phantom members. 
Therefore, the adversary has to filter out the number of phantom members 
with the following method. 

3.3 Step 3: Filtering the phantom members 

According to the on member departure, the member 
arrival process can be modelled as Poisson; the membership duration of 
short sessions is accurately modelled using an exponential distribution; and 
the membership duration of long sessions is accurately modeled using the 
Zipf distribution ( h t t p :  //www. u s e i t .  c o m / a l e r t b o x / z i p f  . h t m l )  . 
Therefore, the adversary is able to exploit the difference between real 
member and phantom member. The former departures at its own probability 
which may be available in advance with the domain knowledge, and the 
departure probability of the latter is decided by GC. Before elaborate the 
process of estimating the real members, let's play a game. 

Game: With respect to Fig.2, there are 2 boxes called GI and G2. The 
first box GI has a black balls and b white balls, another box Gz has x black 
balls and y white balls, where a,  b, x+y=N are known, but x and y are 
unknown. At each time, one ball will be taken from the boxes. 

Figure 2. Experiments for simulating group dynamics. The black balls represent real 
members, while white balls represent the phantom members. The tested members map to the 
balls in box GI.  

The rules for taking balls with repetition are as follows: 
(1) the black balls will be taken with a predefined probability f. Each 

black ball has the same probability to be taken. 
(2) only after no black ball is taken in step ( I ) ,  the white balls will be 

selected uniformly. Define the random events 
XI:  a black ball taken from the first box GI 
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X2: a white ball taken from the first box GI 
X3: a black ball taken from the second box G2 
X4: a white ball taken from the second box G2 
Then the probability of the taken ball is from the first box G1 as 

Given that the number of balls in the first box is much smaller than that of 
the second one (a+b <( x+y),  and the observer can tell which box the ball is 
taken from, but he can not tell the color of the taken ball. After many 
experiments (return the ball to the original box), the occurrence frequency a 
of balls taken from the first box is 

That is to say, the observer can estimate the number of white (or black) 
balls according to Eq.(2) and Eq.(3). Referencing to Table 1, the adversary 
selects all the joining members as a tested set of members at a updating time, 
and other members are regarded as non-tested. With the following ways, an 
adversary can obtain the parameters to play the game on the GDI. 

In an updating period, the attacker can detect all the requests ('join and/or 
departure) by eavesdropping the network. Equally, the attacker knows a 
in the above experiment. Meanwhile, the attacker can deduce the number 
b from a re-keying message in the same period. But the attacker can not 
distinguish the real members from the phantom members due to batch 
updating. Thus, the adversary can construct a box G1. 
The number N of the old members (balls in G2) is known based on 
Subsections 3.1 and 3.2. 
Since GC does not remove a real member otherwise the victim will 
protest. Thus, the real member will quit at her own probability f. 
According to the experiments13, the probability f may be available. 
A phantom member can be selected and excluded uniformly if no real 
member quits. 
Careful readers may notice some minor difference between the non- 

tested set and G2 in that non-tested set may be changed from time to time, 
while the balls in G2 are identical all the time. But we think this difference 
will not incure big estimation error if a+b <( N. In addition, the game 
simplifies the group dynamics with only one ball leaving at each time, 
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However, it can be extended to multiple balls leaving like the case of batch 
updating. 

Strictly speaking, f varies with the number of real members. To increase 
the estimation off ,  we can repeat the above experiment with the estimated 
number x till the difference between two estimations is smaller than a 
threshold. As a result, the number x of real members is estimated according 
to the above game. 

Table I. Mapping the game to GDI. #X: the size of X 
Game GDI 

GI tested balls tested real members 
G2 non-tested balls non-tested members 
a #black balls in G I  # tested real members 
b #white balls in G I  # tested phantom members 
x #black balls in G2 # non-tested real members 
Y #white balls in G2 # non-tested phantom members 
N # balls in G2 # non-tested members 
f probability of black ball leaving probability of real member leaving 

4. PRESENT GDI PROTECTION SCHEME 

The present approach employs chameleon ID and virtual member switch 
for hiding GDI. Chameleon ID means that each user has more than one ID, 
or multiple leaf positions in the key tree; and virtual member switch is to 
remove an innocent member and then artificially insert him again. With 
these technologies, as well as batch updating and phantom members, the 
phantom member and real member are statistically indistinguishable such 
that the estimation method in Section 3 is of no use. 

4.1 Chameleon Members 

In the SL scheme', the approach of inserting phantom members provides 
GDI protection to some degree. But it may be vulnerable in the group 
communication, in particular to conferences because the phantom members 
are always silent. If the attacker treats the members who are dumb for a long 
time as phantom members, the attacker is able to separate the real members 
from the phantom members. Therefore, the protection methods in SL scheme 
are merely applicable to the content delivery, i.e., one member acts as a 
server or speaker, and others are listeners. 

In order to hide GDI in all kinds of the group communications, we 
propose a GDI protection based on the idea of chameleon IDS. Fig.3 



Protecting Group Dynamic Information.. . 467 

illustrates the response process of join event with chameleon IDS. The 
request message is RM=(JOIN, M, E(IDlln, K) ) ,  where E(.) is an encryption 
function, ID is a random number for identifying the requestor M, and key K 
is known to both GC and the requestor and n is the number of chameleon 
IDS for the requestor M. 

With the secret key K, GC obtains ID and n by decrypting RM and stores 
them for virtual departure (see Subsection 4.2), then unicasts a response 
{IDi, E(Ci, K)}" (i=1,2, . . ., n) to the requestor, where ID;=H(ID 1 1  i), Ci is a 
set of re-keying messages (SN,, K I S N .  ), SNj is the key sequence number in 

J 
the whole key tree. Here, assume that the attacker can intercept all the re- 
keying messages but can not identify whether the recipients of two messages 
are identical or not. To be efficient, a weaker assumption is that the attacker 
can not identify a majority of recipients of the re-keying messages. KlsNj is 
derived from the old KsNj  with a one-way function. Hence the requestor 
joins the group as n members. Because all the IDi are non-linkable and the 
number of artificial join requests is unknown to the attacker, the attacker can 
not distinguish the real join re-keying message from the artificial ones. 
Furthermore, the chameleon IDS are used at the same probability in the 
communication sessions such that no dumb members exist. 

GC Requestor 

Figure 3. Diagram for member join. After receiving the join request from a new member, GC 
adds several leaves in the key tree for the new member. 

4.2 Virtual Departure 

In the attack proposed in Section 3, the adversary exploits the statistics 
difference between the real member and phantom member. In order to hide a 
prior departure probability of real members, GC will exclude a real member, 
afterwards let her join. To accomplish this virtual departure, GC will select 
an innocent member, send the exclusion message as usual. Optionally, not 
all of her chameleon IDS are removed such that the member can still involve 
in the group communication and postpone the join process to a later time. 
When an innocent member is revoked for no reason, she knows that she can 
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obtain a new key from the re-keying message sooner or later. For example, 
the re-keying messages with IDi=H(ID 11 n+t) indicates her new join KEKs, 
where t is the updating time. Therefore, the number of the members is 
invariable. Since either real member or phantom member has the same 
departure probability, the attack addressed in Section 3 is foiled. 

4.3 Mixed Departure with Join 

This section addresses a batch way to reduce the overhead efficiently. To 
deal with join and departure events simultaneously, whether the 
joitddeparture is virtual or real, all the keys from the removed leaf node to 
the root must be changed. Based on our observation in Section 3.1, most of 
leaves are located in D = Llogfid and D-1 levels. It is natural to insert the 
new members into the departure positions. The rules for processing the 
member departure are as follows: 

Prune the sub-trees which include all and exactly the departure members. 
For each remaining leaf node, if its sibling node departures, its new 
parent KEK is unicast to him securely. 
For each remaining internal node of level 1 < D-1, its new KEK will be 
multicast securely to the survival child node if only one child node is 
removed. Otherwise, if at least one of its non-immediate descendant node 
departures, its KEK is changed and multicast twice securely to its two 
children nodes. 

4.4 Extension to Contributory Group GDI Protection 

In the paper1, "Contributory key management schemes are generally not 
suitable for the applications with confidential GDI because each group 
member need to be aware of other group members in order to establish the 
shared group key in the distributed manner." However, this oracle is not true 
based on our chameleon IDS. 

Technically, in the setup stage of a contributory group key, the members 
broadcast the messages so that all the members share the same key. For the 
sake of clarity, we adopt the distributed LKH" to explain the protection 
process for contributory group communication. At the stage of forming a 
group key, each member has several chameleon IDS and each ID 
corresponds to a leaf of the key tree. After constructing the tree with Rodeh's 
scheme", the root is the shared key. In the conversation stage, the member 
talks with different IDS from time to time. In this protected contributory 
GDI, the height of the key tree is public, but the number of chameleon IDS of 
each member is secret, thus neither the insider nor the outsider can obtain the 
number of the real members. 
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In the Distributed LKH, the key tree depth increases log2 N1 -logz No if the 
number of members is increased from No to N,, thus the communication 
overhead and computational cost increases log, Nl-log, NO on average to 
achieve GDI protection. 
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Figure 4. Communication overhead vs. the number of departure events (x-axis). Given a 
group of 4000 members, the members leave the group uniformly. The overhead is represented 
with the number of re-keying messages. 

5. PERFORMANCE 

In the following simulations, suppose that the adversary knows the total 
number of members, as well as the departure probability of the real members. 

5.1 Network overhead 

With the proposed approach of batch departure in Subsection 4.3, the 
communication overhead are shown in Fig.4 and Fig.5. The size of re-keying 
messages of the proposed batch departure (solid line) is smaller than that in 
SL scheme (dashed line) since we do not multicast KEKs of pruned sub- 
trees. 
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Figure 5. Communication overhead vs. group size. Given 100 members leaves uniformly, the 
communication overhead increases slowly with the group size. 

5.2 GDI Protection Capacity 

5.2.1 Estimation on GDI protected with SL scheme 

Fig.6 illustrates the estimation result for the real members protected with 
SL scheme. With reference to Table I, assume GI includes a=10 real 
members and b=10 phantom members, and G2 has N=4000 members 
including x=1000 real members and y=3000 phantom members. The 
experiment is repeated with 10000 times, the departure probability f of the 
real member is selected as 0.01. Denote f i  as the estimated number of real 
members. Define E ( f i l N - 1 )  as the normalized estimation error. In Fig.6, 
mean error yo= / Mean(2) I =O. 15 and standard deviation oo=Var(z)= 
0.1232.From the experiments, we come to a conclusion that the size of the 
real members can be estimated to some extent. If the probability f is smaller, 
the estimation result is better. Thus, the attacker may select the time slice for 
estimation when few real members departure. 
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Exoeriments 

Figure 6. Estimation error of group size when GDI is protected with SL scheme. 

5.2.2 Estimation of GDI protected with our protocol 

Fig.7 illustrates the estimation result for the real members protected with the 
virtual departure. Its configuration parameters are the same as those in 
Subsection 5.2.1. In Fig.8, the mean error p1= 1 Mean@) I = 0.3458 >b. 
And the standard deviation ol=Var(Z)=0.587 > 00. It means that the virtual 
departure results in much greater estimation error, and the estimation results 
are not stable due to high variance. 

With the same parameters as Fig. 6, Fig. 8 illustrates the estimation result 
for the real members protected with chameleon IDS (here the number of 
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Exoeriments 

Figure 7. Estimation error of group size when CDI is protected with virtual departure. 

Exoeriments 

Figure 8. Estimation error of group size when CDI is protected with chameleon IDS. 
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chameleon ID is equal to the real member). The mean of estimation error 
p2= I Mean(Z) 1 =0.476 >> h, and standard deviation 02=Var(Z)=0.2956>oo. 
Therefore, the estimated number of real members is far from true value, and 
the estimation results are not stable due to high variance. 

6. CONCLUSION 

This paper investigates the protection schemes of hiding GDI and points 
out the security flaw in SL scheme. We further propose a method to protect 
GDI, such as the number of group members, from disclosing. In this paper, 
we consider the membership dynamic in the whole process including set up, 
joidleave, and communication session. Although the adversary is assumed 
to have more knowledge (e.g., knowing the key tree) than that in SL scheme, 
she is unable to even closely approximate the number of real members due to 
the technologies of chameleon IDS and virtual departure. In addition, our 
method is applicable to both centralized group and contributory group. 
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APPENDIX 

Proof of Theorem 1 :  Let D= Llogz N ~ J .  The member set Uk={Mi I I(Mi)> D ) is 
defined after the updating time k, but before the updating time k+l,  where Mi is a 
node in the tree, I(x) is the depth of a leaf x. 

Define two events as Departure event ek and Join event Ek at time k. 
( 1 )  The leaves in Uk will vanish gradually. 
Because N,(k)=No 5 2D, the join member will be inserted into the levels smaller 

than D+l.  Thus, the join event has no im act on Uk. Thus, Uo c U I  c . . . , the size of 
Uk is monotonically deceasing, I Uo 1 2 7 U I  I 1 . . . 1 0 

Denote the departure event of member rn as 

1 :  m E U k - l  

ek =(  0 :  otherwise 

If I Uk-I I >O, P(ek=l) = I Uk.1 k~~ 2 l /NO. Considering el, e2, ... are independent, 
for any arbitrary positive c l ,  there is some c such that 

P(E1 +E2+ ...+ Ec= / uO)2 i.e., P ( I  U, I=0) 2 l - ~ ~ .  
(2) The leaves in any level 1< D-1 will vanish gradually. 
Assume the length of the shortest path is l,in,o<D-I initially, and Sk is the set of 

the leaves in level l,h,o. At time k ,  denote the departure event of member rn as 

1 :  m P S k  
~k = {  0 :  otherwise 

Suppose no= I SO I is the number of leaves in the level l,in,o at the initial time. Due 
to P(Ek=l)= I Sk I /NO 2 IINo, if I Sk I f 0, for any arbitrary positive ez >O, there is 
some r such that 

P ( E l  +E2+ ...+ E k = n o )  2 i.e., P(IS,I =0) 2 1- E ~ .  
According to Eq.( l ) ,  the leaves in the shortest path will disappear gradually. That 

is to say, the length of shortest path will increase. Repeat the above steps, the 
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shortest path will be longer and longer till D-1 at the probability of at least l-cz. That 
is to say, for any level I= l,h,o, . . . , 0 - 2 ,  there is some rl, no leaves exist at all given 
arbitrary positive ~2 after rl join events. 

( 3 )  After sufficient number of events, there is no leaf x where either I(x)>D or 
l(x)d)-1 at a high probability. Formally, For any arbitrary positive E = min(el, E ~ ) ,  
after updating 8 times, the leaves are in levels D and D-1 at the probability at least 
1 -E, where 
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Abstract: 

Key words: 

Mobile ad-hoc networks are emerging as important computing platforms, and 
their users expect the security to be comparable to fixed, infrastructural 
networks. With the increase of group-oriented applications, secure 
communication has to be provided between a group of nodes that may join and 
leave the network in an unplanned manner. Previous solutions have achieved 
limited success, for example did not provide manageable confidentiality of 
messages. This paper proposes a fast, scalable group encryption key model 
that is suitable for ad-hoc networks and is resistant against multiple 
compromised nodes. 

key-insulated, ad hoc networks, key generation, threshold cryptography 

1. INTRODUCTION 

With the increasing accessibility of wireless networks, securing 
information exchange is becoming more and more important as these 
networks are easy to penetrate. The increasing popularity of collaborative 
applications has raised interest in secure group communication, primarily 
message authentication and confidentiality. In large groups, setting up secure 
channels for each communicating pair of nodes can be very expensive, so a 
common communication platform, including keys for the whole group is 
often required. 
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Managing group communication can become quite complex as the keys 
should be available to all group members but not to outsiders. On the other 
hand, new members have to be provided with the key, possibly without 
access to earlier massages, and when a member leaves, it should have no 
access to later messages. Some solutions utilise a group leader approach to 
calculate and distribute keys1 while other approaches arrange the nodes in a 
key tree that connects group members for efficient communication7. 

Reliability of communication can also be a problem in wireless networks. 
However, some  solution^'^ have already been proposed to overcome this 
problem, so we do not address it here. 

In this paper we propose a key management approach, primarily for ad- 
hoc networks. In our method, there is only one public key for the whole 
group and each member has a unique private key that operates with the 
public key and the member's own unique identity (IP or MAC Address). A 
certain number of current group members collaborate to provide a new 
member with the private key. The private key's validity is limited in time and 
has to be updated on a regular basis to prevent the member from unlimited 
access to group messages. The validity is certified by a key cert$cate that 
each group member carries. The key certificate is signed with a secret key 
that never appears in its entirety at any node, but is distributed among the 
group members. With a minor extension described later, our proposed 
solution also securely operates in networks where messages between group 
members have to pass through other nodes in the key distribution phase, a 
common scenario in ad-hoc networks. 

We assume that an authentication scheme, for example one based on 
certificates, is in use in the network. 

In the following section we describe some related work in the area of 
security in ad hoc networks. In Section 3 we describe our proposed solution 
and in Section 4 we explain the mathematical background. Section 5 
describes the results of our implementation of the proposed solution, 
followed by discussion and future work in Section 6. Finally, we provide our 
conclusions in Section 7. 

PREVIOUS WORK 

2.1 Existing Communication Management Solutions 

Secure communication in ad hoc networks has been widely discussed 
recently, and it is very challenging due to the dynamic nature of the network 
and the roaming devices. There have been a number of solutions proposed, 
for authentication and key generationldistribution that range from leader 
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based key management schemes1 to self-organized schemes2. Threshold 
wptography 

8-10, 13 can greatly improve the key generation and distribution 
process and can tolerate a certain number of node failures. We assume that 
the reader is familiar with threshold cryptography; in the next section we 
explain the key insulated scheme that forms the basis of our solution. 

2.2 Key-Insulated Cryptography and Signature Scheme 

Dodis et al.39 describe Key-insulated cryptography and signature 
schemes to enable small insecure devices to periodically refresh their private 
keys at discrete time intervals, without changing the public keys. 

The insecure devices update their private keys with the help of another 
device that we call a base station. The base station is considered to be 
physically secure. An example scenario can be a mobile phone or PDA that 
updates its private key with the help of the personal computer of the user. 

A [t, N] key insulated scheme is one where an adversary who 
compromises a physically insecure device and obtains private keys for up to 
t time periods is unable to decrypt or sign messages for all other (N - t )  time 
periods. 

The device gets its initial private key and the public key from a key 
generation algorithm. The key generation algorithm also generates a master 
private key that is stored at the base station. All encryptiorddecryption and 
signing is done on the insecure device with the private keys and the time 
period information. The base station only helps the device to update its 
private keys. 

When a device needs to update its private key, the base station calculates 
a partial key and sends it to the device. The device calculates a new private 
key from the partial key and its previous private key. The updating 
algorithms allow random access key updates given any two time periods. 
Even though the base station is considered to be secure, if it is compromised 
and the master key is exposed, the adversary cannot gain knowledge of any 
private keys. However, the keys need to be updated from a single, secure 
device that may not be possible in ad hoc networks. 

2.3 Our Contribution 

Our aim is to facilitate secure group communication in two ways: reduce 
the burden of encryption key management by using fewer keys, and to assist 
mobile and ad-hoc type networks by not relying on a single, fixed and well 
secured base station. 
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Our approach has common roots with the threshold ~ c h e m e ~ ' ' ~ ~  13; 
however, we provide key generation rather than authentication. We derive 
our solution from key insulated  scheme^^,^, but with two major additions. 

Firstly, we use a single public key for group communication, and 
individual nodes have their own, individual private keys that are refreshed 
periodically. Secondly, we do not store the master private key anywhere in 
the system; instead it is destroyed after initialisation. We dispense with the 
secure base station used there, and the keys are generated and updated in a 
distributed manner such that no node, except the intended node, can gain the 
knowledge of the new private key. Minor improvements, such as using the 
combination of node identifiers and time period information instead of time 
only, provide further security in the proposed solution. A small extension 
makes our solution work for communication between non-adjacent nodes; as 
is frequently the case in wireless networks. 

PROPOSED SOLUTION 

An ad hoc group consists of several nodes, all which are identified by a 
certificate and hence all nodes have a public key-private key pair. This key 
pair is used by the nodes to authenticate themselves to the group. Once they 
have been authenticated they are issued a public key - private key pair for 
use within the group. In this key pair the public key is common for the whole 
group while the private key is known only by that node. The private key is 
generated by a group of nodes in the group using the principles of threshold 
cryptography. The private key is based on the identity information of the 
node and time information. The identity can be the public key of the node or 
its MACIIP address and is to be unique for that node. The time information 
is a time period value that specifies the validity of the private key. 

The model supports encryption, authentication and integrity of messages. 
To send an encrypted message to another member of the group, we encrypt 
the message with the group public key and the unique identifier of the 
receiver member. The node with the given identifier decrypts the message 
with its private key. To sign messages we encrypt with the sender's private 
key and it can be verified by all with the global public key. These algorithms 
are the same as in the key insulated schemes '94  and are not discussed further 
here. Our focus is on distributed key generation, distributed updating and 
validation of the public and private keys. 

The group is a (t, N) secure group where an adversary would need to 
compromise t nodes out of the total N nodes in the group to break the 
security of the group. 
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3.1 Initialisation 

In the initialisation phase, a trusted server or dealer generates the public 
key, the master private key and initialises t + I nodes with their private keys. 
The dealer calculates the private keys of t + 1 nodes, deletes the master key 
and disappears from the network. This is a common assumption in threshold 
cryptography based  model^^-'^. 13. 

3.2 Key Generation and Updating 

The nodes update their private keys when the time period information 
changes. The reason to update the private keys is to renew trust. A node 
receives its private key when it first comes online, but an adversary can 
compromise it at some later time. Compromises can go undetected to some 
nodes and it may be difficult for the group as a whole to generate a 
revocation certificate. In addition, not all nodes in the group may receive the 
revocation certificate. Hence, the best possible way, in our view, is to renew 
trust by refreshing the private keys. 

A node gets its private keys from a coalition of t + l  nodes that are 
within one hop distance of that node. We require the authenticating nodes to 
be within one hop distance, as in ad hoc networks, nodes cannot trust the 
intermediate nodes to route the authentication information. In section 4.4 we 
propose extensions whereby the authenticating nodes can be more than one 
hop away but at the price of additional encryption that affects performance. 

The joining node first finds a coalition of t + l  nodes in its 
neighbourhood. It then generates a list of the identifiers of the t -t 1 nodes 
and sends the list, along with a request for a group private key, to all of the 
t + 1 nodes in the list. It can append additional information about itself (like 
a certificate) to facilitate authentication. 

The authenticating t + 1 nodes verify the node's identity and check the 
node's validity by checking their revocation lists. Once they are satisfied 
with the legitimacy of the node, they will generate partial private keys and 
send them to the node. Finally, the joining node will construct a full private 
key from the individual partial private keys. 

3.3 Key Certificate Generation 

A node v j  uses its private key to sign outgoing messages and decrypt 

incoming messages sent by other nodes in the network. As many of these 
communicating nodes may not have been part of the coalition that 
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authenticated and generated the private key for node v j ,  nodes need to be 

able verify that v j  got the keys from legitimate nodes. In addition, our 

model requires that nodes update their private keys regularly for improved 
security. Thus all nodes need to know when and how the node got its private 
key. For this end, each node carries a key certificate that contains the node's 
identity, the coalition that authenticated the node, the time at which the 
private key was given and the expiration time of the private key. 

3.4 Communication Establishment and Termination 

Once a node has been authenticated and has been given a private key, the 
node can communicate with any node in the group with the group public key 
and its private key pair. This key pair can either directly protect the whole 
communication, or be used only for negotiating a temporary session key that 
is symmetric in nature. The manner of communication is left open and can 
be decided by the group policies and requirements. 

4. ALGORITHMS AND MATHEMATICAL BASICS 

4.1 Mathematical Basics 

Our solution is based on key insulated cryptography and signature 
schemes 3' 4; first we give some background information about the algorithms 
and terminology in the key-insulated schemes. 

In key insulated schemes, a key generation algorithm takes as input a 
security parameter k that is the bit length of a prime number q. The prime 
number q is chosen such that p = 29 + 1 is also prime. This defines a unique 

subgroup G c Z; of size q where the Decision Diffie-Hellman (DDH) 
assumption" is assumed to hold. Two random elements g , h ~  G are selected 

f f 

and two random polynomials f,(r) = x x; T ' and f,(r) = x y; r ' of degree 
j=O j=O 

t are defined over Z, . The public key consists of g, h and z,* ,zT ,...... z : ,  
* * 

where z ,  = g ~ h y o . . z ~  = gGhy: .  The initial private key is (xi, yi),  that is 

the initial coefficient of the polynomial, and the remaining coefficients 
(x,*,~;  ,....., x:,~:) are stored in the base station as the master private key. 
The remaining private keys of the device are the two polynomial evaluations 
fx(i) and fy(i) with i as the time period. These private keys are updated with 
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the master private key and the old and new time period. Fig. 1 sums up the 
terminology used in the key insulated schemes. 

I where 1 5 i 5 S is time period information 

Figure 1. Background terminology 

Thus, in key insulated schemes, nodes maintain a public and private key 
pair and change their private keys at discrete time intervals without changing 
the public key. 

In our proposed solution, we make two important changes to the key 
insulated schemes. Firstly, each node maintains its own unique individual 
private key (SK,?,SKy) based on the parameter i that is now a combination 
of the time period information and the unique identity of the node. Thus the 
private keys are generated for all nodes in the group for a single global 
public key. From now on we refer to i as the unique identifier of a node. 

Secondly, we do not maintain the master private key anywhere in the 
system. The private keys for nodes are generated and updated by a coalition 
of ( t  +1) neighbouring nodes, where t is the degree of the two random 
polynomials described earlier. 

4.2 Private Key Generation and Updation 

Without loss of generality, let us assume that the new node v j  finds a 

coalition = {v, ,  v ,,....., v ,+~}  . It sends this list to all nodes in p with a 

request for a private key. Each node vi in the coalition ,8 would 
authenticate the requesting node and generate partial shares 

'+I V j  - V, ,+I v , - v ,  
PshtX = SKLX . n - and Psh,) = SK;'. n - 

r = l , r # i  Vi - V, r = l , r # i  "i - vr 
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Using Lagrange's interpolation, node v j  can calculate its private key by 

adding the x and y components of the above partial shares respectively. 

r + l  f 

SKJ = P s v  + Psh,Y + ... + Psh;, = Psh: = z yjvj" 

4.3 Distributed Generation of Key Certificates 

The key certificate contains a message M that runs something like, "This 
is to certify that node v j  has been issued a private key by coalition ,8 at 

time T and it would expire at time T + Tif,,,, ." The value T,if,,,, is the 

duration for which the certificate is valid. The certificate is signed with a 
signing key that is known by none of the nodes in the group, which is the 
initial private key (SK,",SK,Y). This key can also be used to generate group 
messages to other groups in the network. No single node knows this secret 
signing key as all nodes have non-zero identity values. However, t + 1 nodes 
can generate a signature using Lagrange's interpolation, without revealing 
the key at any time. 

The coalition of nodes ,8 generates the key certificate of node v j  along 

with the private key. Since all nodes in the coalition know the time periods 
T and l;if,ti,ne together with the coalition list ,8, the certificate message M is 

well known. Thus, each node in the coalition ,8 can construct the certificate 
message M independently. The certificate-signing algorithm is similar to the 
signing algorithm in key-insulated signature schemes except that the 
certificate signature is generated in a distributed manner. 

To sign the key certificate of node vj  , each node vi generates two 

random numbers q,, and?,, t 2,. It then calculates wi = g';,'h",2 and sends 

w, to all nodes in the coalition 13 so that all nodes in the coalition can 

calculate w = wl x w, x ..... x w,+, . This is equivalent to 

r2 = r,,, + r,,, + .... + r,,,,, and r , ,  r2 E 2,. 

Once all nodes have calculated w, each node generates a hash 
z = H ( 0 ,  M ,  w) of the certificate message M and w. Each node vi further 
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t+l 

and qY = SK:. n (2) . 
r=l , r t i  Vr  - Vi 

Similar to the private key generation algorithm, node vj  gets the full 

signature of the certificate by adding up a = a, + a, + ... + a,+, 

and b = b, + b, + ... + br+, . With Lagrange's interpolation we get a = r, - rSK," 

and b = r, -zSK,Y which is equivalent to a message signed with the initial 
private keys in the key insulated schemes. The final generated certificate is 
of the form(M,[O,(w,a,b)]) . The certificate can be verified by anyone who 

has the public key PK := ( g ,  h,  z i ,  .. .., zr*) 

1 I Lc1 Y - { 1 1 ,  ,!I.,. 1:,. .... } 
2 I forwoh ntdo 11, ~n 'L) 

Figure 2. Key certificate generation algorithm 

4.4 Protecting the Partial Key Shares 

Whenever a node vi sends a share PshlX, Psh,' , there is a serious risk that 
an adversary may eavesdrop and extract the private key of the node. If an 

{ + I  V . - V  
adversary gets PshX = SKLx, n it can calculate the private key of the 

r=I,r#i Vi  - Vr  

' + I  V .  - V r  
node v, ,  since the second parameter in the equation n can be 

r= l , r t i  Vi  - V r  

easily calculated if the coalition P is known. This is a serious security 
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concern as even the node that requests the key can try to gain knowledge of 
the private keys of its authenticators. 

There are two ways of protecting the partial shares of the authenticating 
nodes. One is by mixing the partial shares with another value so that the 
transferred value does not reveal any information about the actual partial 
shares. This is known as shuffling. The second way is to encrypt the partial 
shares with the public key of the receiving node so that only that node can 
decrypt it. 

4.4.1 Shuffling 

All nodes in the group securely exchange secret factors with each other. 
Specifically, two nodes v, and v, in the coalition ,8 can securely exchange 

a factor d,,, . The node with the higher id, say a,  would then add the factor to 

the partial share Psh[, while the other node b would subtract the factor from 

its share Psh,. These nodes would similarly exchange more such factors with 
other nodes in the network. When the joining node adds up all the partial 
shares it receives from the coalition, the factors cancel out and the final 
result is still the new private key of the node. Luo and L U ~  first described this 
process. 

4.4.2 Public Key Encryption of Shares 

The partial shares can also be encrypted with the public key of the 
joining node. This public key is not the group public key but a personal 
public key of the node that could be authenticated in the form of a certificate. 
When the nodes generate the partial shares, they would encrypt the shares 
with the public key of the joining node so that only the intended node can 
decrypt the share with its private key. 

This method puts additional burden on the joining node, as it has to 
decrypt the shares, but it is more robust than the shuffling method as the 
authenticating nodes can be more than one hop distance away from the 
joining node. 

4.5 Certificate Revocation 

We require that nodes continuously update their private keys so that 
faulty nodes can gracefully leave the network. Another advantage is that 
compromised nodes cannot operate long in the network. However, we still 
need a mechanism to evict a compromised node immediately from the 
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network as keys are refreshed after some time period and we may not want a 
compromised node to be in the network till its time for it to update its keys. 

To revoke the certificate of compromised or faulty nodes we propose to 
6, 8-10 use a model similar to those suggested by . When a node is found to be 

faulty, t + l  nodes need to sign a special counter certificate that would 
nullify the presence of the node in the network. The counter certificate is 
signed by the same key that was used to sign certificates. The counter 
certificate is sent to all possible nodes in the network by flooding. 

A node needs to be accused by at least t + 1 nodes before being marked 
as 'faulty' and evicted from the group. Any number of nodes less than the 
coalition size t + 1 cannot evict a node from the group. 

5. RESULTS 

We implemented the algorithms in Java and used the Jini platform for 
communication. We used Java's built-in classes for hashing messages and 
support for large integers Cjava.math.BigInteger). The Jini platform allowed 
the program to be independent of the network configuration and allowed a 
certain degree of interoperability. We can, however, replace Jini with any 
other communication platform. 

5.1 Setup 

We tested the authentication process in a laboratory environment with 
wired and wireless networks, and with different types of machines being the 
nodes of the ad hoc network. The experiments tested the computational costs 
of a worst-case scenario and compared it with network latency. There was no 
other network traffic that could affect the results. 

The testing environment had three PCs with Pentium 111, 1 GHz 
processors, 256Mb RAM and running Debian Linux. These PCs were 
connected to other PC's through a wired Ethernet switch. Two more PC's 
with the same configuration but running Gentoo Linux were connected via 
wireless LAN. We name two of the wired Pentium PCs as pentiuml and 
pentiurn2 and the Wireless PCs as wireless1 and wireless2. 

Besides these, there were two Sun Blade 150 workstations, each with a 
650MHz processor and 512Mb RAM (blade1 and blade2) and two Sun 
Netra XI machines, with 5OOMHz processors and 1024Mb RAM (sparcl 
and sparc2). All Sun machines were running the Sun Solaris 8 operating 
system. 

All these machines were connected via Ethernet (100Mbps) while the 
wireless machines were connected to the wired network through an access 
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point. The wireless connections were operating at 56Mbps. All machines had 
Java 1.4.2 and Jini 2 installed locally. 

We tested the algorithms for a threshold limit t of 8. A Jini lookup 
service provider was running on another Sun Netra machine that facilitated 
the locating of the nodes. Once the remote nodes had been located, a proxy 
object was downloaded and used to call methods through RMI. 

The joining node sent the requests and received the partial shares from 
the coalition nodes in a serial order. The serial order of requests and replies 
gave us the worst-case scenario of the working of the algorithms. We could 
improve the speed by using multithreading and multicasting, but this was not 
implemented. 

5.2 Key and Signature Generation Results 

The results of the experiments are given in Fig. 3 and Fig. 4. As 
expected, the processing time increases as key length increases, and the 
faster processors perform better than the others. An interesting point to note 
is that even for a reasonable high key length of 1280 bits, the process time is 
under lOsec for all machines. 

The total processing time is the time taken for a node to generate and 
send the partial key requested by a joining node. 

6. DISCUSSION AND FUTURE WORK 

In the previous sections, we presented a design for distributed generation 
of private keys and signatures and showed the implementation results. We 
now discuss some of the design issues we considered for the proposed 
( t ,  N) secure model. 

Initialisation o f t  nodes: In section 3.1 we discussed that at the time of the 
creation of the ad hoc group, an initialisation program or dealer would 
initialise some number of nodes in the group. This is a common assumption 
in secret sharing 5 ,  8-10, 13 . One possible future direction is on how to initialise t 
or more nodes in a distributed fashion. Distributed initialisation can also lead 
to better pro-active security for the model. 
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Figure 3. Authentication times for different machines (Part 1) 

Figure 4. Authentication times for different machines (Part 2) 
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Parameter t: We require that a node have at least t valid nodes in its 
neighbourhood to get a private key. This is a very critical assumption as an 
adversary needs to compromise t nodes to break the security of the group. In 
addition, the public key of the group also becomes larger as t increases. 
Thus, the parameter t determines the availability, security and computational 
complexity of the model. A larger t value would lead to less availability as a 
node would need more authenticator nodes in its neighbourhood, but at the 
same time the security of the system will increase as an adversary will need 
to compromise more nodes. At the same time a node would need more 
computations to encrypt messages and verify signatures as the public key 
becomes larger. A small t value will have the inverse effect that is more 
availability, less computational complexity and a less secure network. We 
note that for practical purposes, the parameter t would be reasonably small 
(less than ten) such that the size of the public key would not present a large 
computational burden. The t value is fixed at initialisation time and should 
provide good security and availability of the nodes in the group. As 
discussed before in this section, if we can initialise the nodes in a distributed 
fashion, we can change the parameter t to suit the security and availability 
requirements of the group. 

Renewal of Private Keys: We require that nodes in the group update their 
private keys at regular intervals. The interval is an important factor, as a 
short interval means that nodes need to frequently update their keys. This 
would lead to more network traffic but would lead to better security, as 
faulty and compromised nodes would be unable to update their keys, 
provided that some of the neighbouring nodes know about it. On the other 
hand, a longer interval would lead to less network traffic but at the cost of 
greater security risks. The interval period is predefined by the group founder 
(initialisation dealer) and cannot be changed by the nodes. More work is 
needed to dynamically adjust the interval period according to the network 
traffic and security risks. 

Network Failures: We assume limited reliability in the group messaging 
service. We do not require all nodes be contactable at the same time, some 
may be out of range, as is often the case in mobile networks. We expect, 
however, that most of the messages, e.g. those about node exclusion will 
reach their destinations eventually. Network partitions do not cause a 
problem as long as each partition has at least the number of nodes required 
by the scheme. The only requirement is that the threshold number of nodes 
needs to be available to admit a new member or refresh private keys. If the 
number of available nodes is less, the operation has to be postponed. 
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CONCLUSIONS 

In this paper we proposed an architecture that generates individual 
private keys for a common public key dynamically, in a distributed manner. 
We combined the benefits of the group key based approaches and the public 
key based approaches, while we do not need to maintain lists of public keys 
or a shared secret key. 

Our proposed solution is based on the key insulated cryptography and 
signature schemes, and on threshold cryptography. We modified the key 
insulated schemes to suit ad hoc networks, and generate and update keys in a 
distributed fashion. We do not require any base stations or servers to provide 
keys, except at the initialisation phase. 

We also generate a certificate showing that the node has received the key 
from t legitimate nodes and that it would expire after a predetermined time. 
The certificate is signed with a secret signing key that is known by none of 
the nodes but t nodes can produce a signature without revealing the key. 

The proposed model is ( t ,  N) secure as an adversary who compromises 
less than t nodes in the group cannot gain any more information. In addition, 
t nodes can generate a private key and a certificate for a node signed with a 
secret signing key. The network traffic is restricted to the local 
neighbourhood of the nodes and hence the performance is good. The results 
of our experiments are promising, as even for large key lengths the 
distributed key and signature generation algorithms work well. 
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Abstract: In many heterogeneous networked applications the integrity of 
multimedia data plays an essential role, but is not directly supported by 
the application. In this paper, we propose a method which enables an 
individual user to detect tampering with a multimedia file without 
changing the software application provided by the third party. Our 
method is based on a combination of cryptographic signatures and 
fragile watermarks, i.e., watermarks that are destroyed by illegitimate 
tampering. We show that the proposed system is provably secure 
under standard cryptographic assumptions. 

Key words: Digital Signatures, Media Integrity 

1. INTRODUCTION 

Commercial transactions as well as private communication are increasingly 
performed using electronic infrastructures-most importantly the WWW. 
These applications are typically built using standard software and existing 
third-party network infrastructures (such as standard Web browsers, standard- 
ized network protocols or off-the-shelf video streaming tools). This infrastruc- 
ture is commonly used to transmit multimedia information (like video or audio 
files or facsimiles). The integrity of these data can be of crucial importance 
and may have legal and commercial consequences. Unfortunately, the level 
of security a user can achieve depends on the services provided, as the users 
themselves typically cannot change the architecture of the overall system. In 
this paper, we describe a method for ensuring the integrity and authenticity 
of multimedia data which overcomes this limitation. We use a combination 
of cryptographic signatures and digital watermarks to encode authentication 
information in the media objects themselves, which allows us to completely 
decouple the authentication mechanism from the rest of the application. In 
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essence, the security information is "tunneled" through the third-party system. 
No modification of the infrastructure is necessary, which makes our approach 
feasible for a wide range of applications; the approach is also targeted towards 
applications built on large portions of legacy code, which can only be changed 
with considerable effort or cost. 

Consider the following example scenarios: 

w During an online auction of a precious item, a potential bidder wants to 
make sure that an image of an item displayed by the auction software 
adequately displays the item for sale. 

w In a video conferencing tool that is used to facilitate online business, both 
parties may (for documentation purposes) require a proof of authenticity 
and integrity of the video stream. 

w Digital images (or digitally recorded video streams) cannot readily be 
used as evidence in legal cases, as they can easily be forged or altered. 
In particular, portions of the images can be blurred or two images can be 
pasted together to remove suspicious parts. 

w Some government agencies store documents (such as drivers licenses, 
birth certificates, etc.) only in digitized form. Typically, these docu- 
ments are scanned and the resulting images are retained in an image 
database. Given the availability of sophisticated image processing soft- 
ware, it is obvious that the integrity of such electronic documents must 
be protected. 

In all cases, both the integrity and authenticity of a multimedia object is of cen- 
tral importance for the security of the overall software system. Integrity and 
authenticity can be guaranteed by cryptographically signing the multimedia 
objects in question; in a naive solution, a media object is always stored to- 
gether with its corresponding signature (Friedman, 1993). Tightly integrating 
a multimedia authentication mechanism into such applications can be a serious 
obstacle in practice, as this may require considerable changes to existing soft- 
ware architectures or the adoption of nonstandard application software. From a 
software-engineering point of view, modular media authentication mechanisms 
would be desirable that can be added as plug-ins or front-ends to existing soft- 
ware systems and third-party network infrastructures at ease. 

In this paper, we give a construction for a modular-but yet provably 
secure-media authentication mechanism that can readily be plugged into ex- 
isting software systems. Technically, we use invertible fragile watermarks to 
store cryptographic signatures directly in the media objects themselves. Using 
this system, the authentication mechanism can be completely separated from 
the application software, as all authentication information is readily encoded 
(in a format-compliant way) in the media file itself. 
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In contrast to classical digital watermarks which are designed to resist signal 
processing attacks, fragile watermark encode additional data imperceptibly in 
some media file without providing any robustness; that is, signal processing 
attacks will destroy the embedded watermark. For an overview of digital wa- 
termarking technology see (Katzenbeisser and Petitcolas, 2000). Fragile wa- 
termarks can be seen as a kind of alerter that reports whether a media object 
was tampered. In our approach, we use invertible fragile watermarks, which 
allow to insert a fragile watermark into an object as usual, but facilitate the 
lossless removal of the watermark from an untampered watermarked object. 
More precisely, if a watermark is successfully detected, the information con- 
tained in the recovered watermark, together with the watermark key, suffices 
to remove the watermark completely from the object. 

Fragile watermarks are natural candidates for assuring the integrity of im- 
age files and were proposed by various authors (e.g., Schneider and Chang, 
1996; Xie and Arce, 1998). In these approaches, image-dependant patterns 
are encoded as fragile watermarks in digital images. An image is considered 
authentic if and only if it is possible to correctly recover these patterns. If a 
file with such a watermark is modified, then either the watermark cannot be 
detected any more or the recovered patterns do not match the image. In both 
cases, the image is considered to be tampered. Unfortunately, this approach 
has the apparent drawback that it is not possible to formally prove its security 
in a cryptographically precise way, as properties of the watermark embedder 
or detector become security-critical. 

In this paper we provide the first construction for a provably secure 
watermark-based authentication scheme for digital media $files. In contrast to 
previous schemes, we use watermarks merely as a communication channel for 
transmitting a cryptographic signature; the scheme therefore draws its security 
entirely from this signature. In our approach, the signing algorithm produces 
an authenticated object out of a media file 0 in such a way that the integrity 
and authenticity of D can readily be asserted using only a public key and 0. 
As will be perceptually similar to 0,0 can readily be used as a replacement 
for 0 in existing application software, thereby adding a layer of security. 

The rest of the paper is organized as follows. After reviewing the neces- 
sary watermarking technology in Section 2, we introduce our framework for 
media authentication in Section 3. Finally, we present two provably secure 
constructions for media authentication schemes in Sections 4 and 5; the sec- 
ond construction can be used for large media files or in streaming applications. 

2. INVERTIBLE WATERMARKS 
While almost all previous watermarking schemes introduced some small 
amount of irreversible distortion in the data during the embedding process, 
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Figure 1. Invertible watermarking. An object 0 is divided into two parts A. and Bo. The 
watermark consists of the compressed part Bo, denoted by Co, and the watermark payload W'. 

invertible watermarks (Honsinger et al., 1999; Fridrich et al., 2001; Fridrich 
et al., 2002a; Steinebach and Dittmann, 2003a; Maas et al., 2002; Dittmann 
and Benedens, 2003) can be removed completely from a watermarked object, 
thereby recovering the original. 

Fridrich et al., 2001 introduced a general framework that allows to construct 
an invertible fragile watermarking scheme out of a fragile one. The general 
idea is to divide the object 0, dependent on a public key Kw, into two (not 
necessarily consecutive) parts A. and Bo. The latter part contains perceptually 
insignificant portions of the object that can be overwritten by a watermark 
without lowering the object quality, whereas A. contains perceptually visible 
parts that must be preserved. To provide invertibility, the original part Bo 
is compressed and stored in the watermark; denote the compressed part Bo 
with Co. The watermark W consists of the watermark payload W' and Co, 
thus W = Co 1 1  W'. W replaces the part Bo in the watermarked object G. This 
general framework is depicted in Figure 1. 

The distortion of the watermark can easily be removed by separating the 
marked object 3 into the two parts AD and BD. During the watermark in- 
sertion process, only BD was modified, so AD = Ao. Now, BD has the form 
W = Co 1 1  W'; decompressing Co yields to the part Bo of the original object 
0. By overwriting Bi7 with Bo in the object B, 0 can be completely recov- 
ered. This procedure works only if G was not altered; it is therefore a fragile 
watermarking scheme. 

In the rest of the paper, we denote an invertible watermarking scheme as 
a tuple of two probabilistic polynomial algorithms (SEPARATE, J O I N ) .  On 
input 0 and Kw, SEPARATE produces the tuple (Ao,Bo).  J O I N  inverts the 
algorithm SEPARATE, i.e., on input ( A D , B D )  and Kw it outputs G. Except 
with negligible probability, we require that 

A0 

P 

Bo 

JOIN (KW, SEPARATE (KW, 0)) = 0, 

for all objects 0 and keys Kw with SEPARATE (Kw, 0)  # FAIL. 

0 

-- 
compress, append 

A0 

-- co l l  w' 
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From the previous description it is obvious that it is not possible to embed an 
invertible watermark in every object. In case the part Bo cannot be sufficiently 
compressed, there is not enough room to store both the watermark payload and 
the compressed part Coo However, typical multimedia files (such as images 
or audio files) contain enough redundant, compressible information so that the 
watermarking operation works for virtually all relevant objects. 

This general construction principle can be instantiated for different types of 
media objects: for example (Fridrich et al., 2002b) gave two different construc- 
tions that operate on JPEG images; (Steinebach and Dittmann, 2003b) showed 
how audio files can be watermarked in an invertible manner. Other implemen- 
tations can be found in (Fridrich et al., 2001 ; Fridrich et al., 2002a; Dittmann 
et al., 2002). 

It is important to note that the construction of media authentication schemes 
given in this paper is general and works for any invertible watermarking 
scheme. We will show that the security of the scheme only depends on the cryp- 
tographic primitives involved, while the watermark serves merely as insecure 
communication channel and thus does not affect the security of the authentica- 
tion scheme; a formal proof of this claim will be given in Sections 4 and 5.2. 
For this reason, we will treat an invertible watermarking scheme as black box 
in the remaining parts of the paper. 

3. MEDIA AUTHENTICATION SCHEMES 
Media authentication schemes based on invertible watermarks can be 
described by a tuple of four probabilistic polynomial time algorithms 
(GENKEY , PROTECT, VERIFY, RECONSTRUCT). GENKEY denotes the key- 
generation process; by using a private key, PROTECT authenticates an object 
0 and outputs its signed version D. Signed objects can be verified by the al- 
gorithm VERIFY and a public key; VERIFY either outputs TRUE or FALSE. In 
the first case, the object is deemed authentic; in the latter case, the object is 
considered modified. RECONSTRUCT reverses the protection mechanism and 
losslessly reconstructs 0 out of D. 

3.1 Definition 
Formally, an invertible media authentication scheme is defined as follows: 

Algorithm GENKEY generates keys for the application. On input I n ,  
GENKEY produces a triple of strings (Kp, KV,  KR)  with (Kp  1 )  KV ( 1  KR)  = 
n; the operation 1 1  denotes string concatenation. The key Kp will be used 
in the protection step, whereas Kv and KR are used for verification and 
recovery. The verification key Kv is a public key, whereas Kp and KR are 
private keys. 
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w Algorithm PROTECT takes Kp, KR and an object 0. The output of the 
algorithm consists of an authenticated object D. 
Algorithm VERIFY takes the verification key Kv and an object D and 
outputs a boolean variable. 

w Algorithm RECONSTRUCT takes the keys KR and Kv and an object a 
and restores the original object 0 .  

Note that we have defined all algorithms as probabilistic, which implies 
that they can fail on certain instances (as noted above it may not be 
possible to embed a watermark in an invertible manner); in this case, 
the algorithms output a special symbol FAIL. We require that the me- 
dia authentication scheme "works" for almost all objects that can be wa- 
termarked. In particular, VERIFY (PROTECT ( 0 ,  KP, KR), Kv) = TRUE and 
RECONSTRUCT (PROTECT ( 0 ,  Kp, KR), KR, Kv) = 0 must hold except for a 
negligible fraction of all objects 0 with PROTECT(O, Kp, KR) # FAIL. 

As usual, we will denote a cryptographic signature scheme as triple 
of probabilistic polynomial algorithms S = (GENSIGN, SIGN, SICVERIFY ); 
GENSIGN denotes the key generation, SIGN the signing and SICVERIFY the 
signature verification algorithm. A signature scheme is said to be secure, if it is 
secure against existential forgery of signatures under a chosen-message attack 
(Goldwasser et al., 1988); that is, if the attacker is unable--even with access 
to a signing oracle-to forge a valid pair of a message and a corresponding 
signature. 

3.2 At tacker Model 

Sticking to Kerckhoffs' principle, we assume that an attacker possesses com- 
plete knowledge of the system. The general goal of an attacker will be to forge 
an authentic object relative to a public key Kv, whose corresponding secret 
key Kp is unknown to him. 

Similar to attacks against cryptographic signature schemes, we can distin- 
guish several types of attacks against media authentication schemes according 
to the possibilities for an attacker to interfere with the system. It seems natural 
to assume that an attacker will know several protected media files under one 
verification key Kv, as such objects might be freely available on the Internet. 
A more powerful attacker may even launch a chosen message attack. In this 
setup, an attacker is able to obtain protected objects of his own choice. That is, 
he can obtain an authenticated version of object 0 chosen during the attack. 
In imaging applications, such an attack is particularly realistic, as long as the 
attacker has physical access to the imaging device and can take pictures of his 
own choice. 

For this reason, we adopt the notion of existential forgery under chosen mes- 
sage attacks for the present scenario. For a given public key Kv, the attacker 
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attempts to output an object 0 so that VERIFY (O,KV) = TRUE. During his 
attack, he is free to use an oracle that delivers him arbitrary authenticated ob- 
jects on request. We say that an attack is successful, if the attacker manages to 
output (with non-negligible probability) an object together with an alleged 
original 0 such that VERIFY ( D ,  KV) = TRUE, where the original object 0 was 
not presented to the oracle previously. It is generally agreed that this is the 
most general attacker model one can define for the signature scenario. 

DEFINITION 1 Let (GENKEY, PROTECT, VERIFY, RECONSTRUCT) be a 
media authentication scheme and  QUERY^, be an oracle that computes 
- 
0 +- PROTECT (0, Kp) on input 0 .  Furthermore, let (Kp, KV, KR) E 
[GENKEY (InK)]. An attack is a probabilistic algorithm ATTACK with oracle 
access to  QUERY^,, and success probability E A ~ ~ ~ ~ ~  such that 

(0 ,D)  such that VERIFY (G, KV) = TRUE,  

101 = n,  ?? E [PROTECT(O,K~)] 
ATTACK ( ln ,  KV) = a n d O # O i  forall 15 i s  1, 

with probability € A ~ ~ ~ ~ ~  

with probability 1 - 

where Oi denotes the input to the i-th oracle query  QUERY^,. The probability 
is taken over all coin tosses of ATTACK and all keys (Kp, KV, KR). 

We say that a media authentication scheme is secure, if the success probability 
of every probabilistic polynomial time attack is negligible: 

DEFINITION 2 A media authentication scheme is secure against existential 
forgery of authenticated objects, if every probabilistic polynomial time attack 
ATTACK has negligible success probability. 

4. OFFLINE AUTHENTICATION 
In this section, we describe a media authentication scheme that needs access to 
the whole media file at once during the protection algorithm (such schemes will 
be called offline media authentication schemes). This construction is therefore 
primarily suitable for image files or short video sequences. A separate con- 
struction for streaming media will be given in Section 5. 

Let S = (GENSIGN, SIGN, SIGVERIFY) be a cryptographic signature 
scheme producing signatures of length k, ENCRYPT and DECRYPT be the en- 
cryption and decryption function of a symmetric cipher and COMPRESS be 
the compression algorithm of a lossless compression scheme. Furthermore, 
we fix an invertible watermarking scheme (SEPARATE, JOIN) that can embed 
watermark strings of length k. 
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Loosely speaking, the media authentication scheme stores a cryptographic 
signature of the unmodified portion of the object (the part Ao) and the en- 
crypted, compressed part Bo as an invertible watermark. During the verifica- 
tion process, we check whether we can extract a valid cryptographic signature 
out of the watermark. The construction is as follows: 

GENKEY runs GENSIGN to obtain a key pair (Kss, Kvs); furthermore, 
it computes a key KE for the symmetric cipher and a random string Kw. 
LetKp= KSS(IKw, Kv = Kvs(IKw and KR= KE(IKW,  

PROTECT, on input 0,  Kp = KSS 1 1  KW and KR = KE I (  KW, separates 0, 
using algorithm SEPARATE and key Kw, into two parts A. and Bo. The 
latter part is compressed to obtain Co. Denote with W' the string W' = 
X 1 1  S ,  where 

X +- ENCRYPT ( K E ,  CO 1 1  H ( O ) ) ,  

H is a hash function and 

Note that Co is stored encrypted so that the reconstruction of the original 
is only possible by knowing the key KE. PROTECT runs JOIN on KW 
and (Ao,  W ' )  to obtain the authenticated object 8 or FAIL. If JOIN fails, 
PROTECT outputs FAIL, otherwise 8. 
VERIFY, on input 3 and Kv = Kvs 1 1  Kw, runs SEPARATE on KW and 
to obtain the two parts AD and BD of 3. The latter part has the form BD = 
X I(s, where X is an arbitrary string and s is a cryptographic signature. 
VERIFY outputs the Boolean value SICVERIFY (Kvs, AD JIX ,  s) .  

RECONSTRUCT, on input a, KR = KE I/ KW and Kv = Kvs ( 1  Kw, first 
runs VERIFY to assure the integrity of G; in case VERIFY outputs 
FALSE, RECONSTRUCT exits with FAIL. Otherwise, it separates (us- 
ing SEPARATE and key Kw) into the two parts AD and BB. The latter 
part has the form Ba = X 1 1  s. By using KE, RECONSTRUCT decrypts X 
to obtain Co 1 1  h, where h denotes a hash; the part Co is decompressed to 
obtain Bo. Finally, the part Ba of is overwritten with Bo to obtain an 
object 0. If H ( 0 )  = h, RECONSTRUCT outputs 0, otherwise FAIL. 

Intuitively, the scheme is secure because of the following argument: in case 
an attacker modified the part Aa of a, the embedded cryptographic signature s 
is matched against a modified media file. On the other hand, if any bit in BB is 
modified, then at least one bit of the embedded fragile watermark (containing 
either the signature s  or the compressed part Bo) is destroyed. In all cases, the 
tampering will be detected during the signature verification. Formally, we can 
state this result as a theorem: 
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THEOREM 3 I f S  is a cryptographic signature scheme secure against existen- 
tial forgery of messages under a chosen message attack, then the above scheme 
is a secure media authentication scheme. 

Proot Suppose, for the sake of contradiction, that there exists an attack 
ATTACK (with access to the media authentication oracle  QUERY^,) against 
the scheme, which succeeds with non-negligible probability. We show that in 
this case there exists also an attack FORGE (with access to a signing oracle 
SIGN QUERY^,,) against 8,  which contradicts the assumption. 

We construct the signature forging algorithm FORGE (for the public signa- 
ture key Kvs) in the following manner. On input Kvs, FORGE chooses random 
keys KE and Kw and simulates ATTACK. Whenever ATTACK makes an oracle 
query Q u E R Y ~ , ( O ~ ) ,  this query is replaced by the following probabilistic al- 
gorithm, which utilizes the signing oracle SIGN QUERY^.,,; here, Kss denotes 
the corresponding secret signature key: 

(Ao,,  BO,) t S E P A R A T E ( K W , O ~ )  
compress Boa to obtain Cot 
Xi t E N C R Y P T ( K ~ ,  Co, 1 1  H ( O i ) )  
query S I G N Q U E R Y ~ ~ ~ ( A ~ ,  I (X i )  for signatures 
Iy' = xi 1 1  s 
output JOIN(KW,  (AO,, W 1 ) )  

Note that JOIN either outputs FAIL or the object Di. 
When the simulation of ATTACK is finished, ATTACK either outputs FAIL 

or obtains a tuple ( 0 , G ) .  In the first case, FORGE exits with FAIL. Otherwise, 
FORGE runs SEPARATE on 0 and Kw, resulting in the tuple ( A ~ , B ~ ) ;  Bo has 
the fonn Ba = X / I  s. Finally, FORGE outputs the pair ( A ~  I / x , s ) .  It is easy to 
see that FORGE perfectly simulates ATTACK so that a valid pair of a message 
and a signature is produced if and only if ATTACK succeeded. 

It remains to show that the message Aa 1 1  X was not presented to the signa- 
ture oracle previously. For this, assume the contrary, i.e., that there exists an 
index i such that AD 1 1  X = Aoi 1 1  Xi. This can only be the case if A. = AD = AOi 
and X = Xi,  i.e., ENCRYPT(KE, Co I /  H ( 0 ) )  = ENCRYPT(&, Coi 1 1  H(Oi)).  
This requires that both 0 and Oi agree on part A; furthermore, by ENCRYPT 
being uniquely decipherable, we have Co 1 1  H ( 0 )  = Coi 1 1  H(Oi).  This can only 
be the case if both 0 and Oi agree on part C and thus also on part B. We 
conclude that 0 = Oi, but this contradicts the definition of a successful attack 
against the media authentication scheme. This completes the proof. O 

5. ONLINE AUTHENTICATION 
The authentication method of the previous section assumes that the full media 
0 is present when the media file is authenticated. However, for many mul- 
timedia applications such a solution is unacceptable, e.g., in audio or video 



502 Jana Dittmann, Stefan Katzenbeisser, Christian Schallhart.. 

streaming. In this section we present an online authentication scheme that op- 
erates only on fixed-length chunks of media at a time, but nevertheless allows 
the full media object to be authenticated. For this purpose, an object 0 is con- 
sidered to consist of n chunks of equal length 01,. . . ,On; in abuse of notation, 
we write 0 = 0, 1 1  . . . 1 1  O,,. 

The online media authentication scheme presented in this paper is targeted 
towards applications where it must be possible to produce authenticated ex- 
cerpts, i.e., small consecutive portions of the media stream. For example, con- 
sider the evidence produced by eavesdropping a telephone, which might be 
automatically authenticated by a recording device; in a court hearing only a 
small and relevant part of the overall evidence is presented to the public. In or- 
der to prevent tampering, this excerpt should be produced without access to the 
secrets of the eavesdropping system (i.e., the protection key Kp). Nevertheless 
the integrity and authenticity of the excerpt should be publicly verifiable. 

Given an object 0 ,  we call an object 0' an excerpt of 0 ,  if 0' may be 
obtained from 0 by removing some chunks from the beginning and the end 
of 0. Formally, 0' = 0; I /  . . .  1 1  0; is an excerpt of 0 = 01 I / . . .  I /  0,,, written 
as 0' 5 0 ,  if m 5 n and there exists an index I 5 i 5 n - m so that 0: = 

Oil . . . , OLI = Oi+ ,,l. 
Given an original object 0, it is possible with the proposed system to gener- 

ate a signed object 8 such that each excerpt of the signed object a' 5 a can be 
checked for its integrity and authenticity without further preprocessing. More 
precisely, the verification algorithm described below will detect any modifi- 
cations in an excerpt of 3 and will report the presence of non-consecutive 
chunks. 

Formally, the attacker model we use for online authentication schemes is 
similar to the one presented in Section 3.2, with the sole exception that the 
production of excerpts is not considered an attack. Again, an attacker is forced 
to perform a selective forgery under a chosen message attack. However, the 
media object obtained at the end of the attack must not be an excerpt of an 
object submitted to the signing oracle previously. 

D E F I N I T I O N  4 Let ( G E N K E Y ,  PROTECT, V E R I F Y ,  RECONSTRUCT)  be an 
online authentication scheme and  QUERY^,, be an oracle that, on input 
0 ,  computes 8 t PROTECT'(O, Kp). Furthermore, let (Kp, KV , KR) E 
[ G E N K E Y ' ( I ~ K ) ] .  An attack is a probabilistic algorithm SATTACK with or- 
acle access to QUERY Kp and success probability ES ATTAC such that 

( 0 , B )  such that V E R I F Y ' ( B , K ~ )  = T R U E ,  

101 = n ,  a E [PROTECT'(O, Kp)] 
SATTACK ( l n ,  KV) = and 0 3 o ( ~ )  for all 1 < i < I ,  

with probability E s A ~ ~ ~ ~ ~  

FAIL with probability 1 - E s A ~ ~ ~ ~ ~ ,  
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where o ( ~ )  denotes the input to the i-th oracle query  QUERY^,. The probability 
is taken over all coin tosses and all keys (Kp,  Kv, KR). 

Again, we say that an online media authentication scheme is secure, if every 
probabilistic polynomial attack has only negligible success probability. 

5.1 Construction 

In this section, we provide the construction of an online media authentication 
scheme that operates block by block on the media content. Essentially, we ap- 
ply the authentication scheme described in the previous section on each chunk 
Oi, with the exception that the there is some linkage between the chunks, com- 
puted by a hash function. Technically, we rely on the concept of hash chains 
introduced by (Gennaro and Rohatgi, 1997). 

Fix any collection of hash functions 

for any super-logarithmically growing function ! : N I-, N. Denote with kh an 
index to W; furthermore, let k be the length of the cryptographic signatures. 
We assume that both kh and k are polynomial in the security parameter. For 
the construction we use an invertible watermarking scheme that is capable of 
storing k + e(kh) bits. The construction is as follows: 

GENKEY runs GENSIGN to obtain a tuple of keys (Kss, KVs); further- 
more it computes a key KE for a symmetric cipher and a random string 
Kw. GENKEY' outputs the keys Kp = KSS 1 1  KW, KV = KvS 1 1  KW and 
KR = KE I 1  Kw. 
PROTECT, on input 0 = O1 1 1 .  1 1  On, Kp and KR, performs the following 
steps: 

ho t R A N D O M ( P ( ~ ~ ) )  
f o r i =  1 ,  . . . ,  n d o  

(Ao,, Bo,) t S E P A R A T E ( K ~ ,  Oi)  
compress Bo, to obtain Cod 
Xi + E N C R Y P T ( K ~ ,  Cot / /  Hh(Oi))  
si + S I W K S S ,  -40, IlXi ] / h i - I )  
hi H(Ao, IIXi IIhi-1) 
let = Xi 11 hi-l 1 1  si - 
Oi JOIN (Kw,  (Ao,, &)) 
i f  ai = FAIL, exit with FAIL 

end for 
output a = a, 11.. . / I  a, 

VERIFY, on input i7 = 8, 1 1  . . . / I  8, and Kv, performs the following 
steps: 
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f o r i =  1 ,  ..., n d o  
t SEPARATE(& ,ai) 

Bz, has the form Xi /I hi-, I(si 

if i > 1 and hi-l j; f i  exit with FAIL 

let f i =  Hh(A5, I(Xi / / / z ~ - ~ )  
bi + SICVERIFY (KVS,  As, / I  Xi 1 1  hi- , x i )  
if bi = FALSE, exit with FALSE 

end for 
exit with TRUE 

RECONSTRUCT applies the reconstruction algorithm of Section 4 on the 
chunks of a. 

5.2 Security Against Forgeries 

In a similar way as in Theorem 3, the security of the above scheme can be 
established: 

THEOREM 5 I f S  is a cryptographic signature scheme secure against existen- 
tial forgery of messages under a chosen message attack and ifW is a collection 
of preimage- and collision-resistant hash functions, then the above scheme is 
a secure online media authentication scheme. 

Pro05 Suppose, for the sake of contradiction, that there exists an attack 
SATTACK against the above scheme, which succeeds with a non-negligible 
probability. We show that in this case there exists also an attack FORGE against 
S,  which contradicts the assumption. 

We construct the signature forging algorithm FORGE (for the public sig- 
nature verification key Kvs) in the following manner. On input Kvs, FORGE 
first chooses random keys KE and Kw. Finally, FORGE invokes SATTACK. In 
the rest of the proof, denote with 0(l) the input to the i-th query to the oracle 
QUERY,, whereas 0:) denotes the j-th chunk of 0( ');  the number of chunks 
in Oii) is given by ni. 

Whenever SATTACK makes an oracle query QUERY~, , (O(~) )  in order to 
(4 obtain a signed stream a"), given o(') = 0i') ( 1  . . . I Oni , this query is simu- 

lated by the following probabilistic computation that uses a signature oracle 
SIGN QUERY^^^ (essentially, this code is equivalent to that of PROTECT): 

Si,o +-  RANDOM(!(^^)) 
for j =  1, . . . ,  nido  

i 
+ SEPARATE(KW, 0;)) 

compress B (,I to obtain Cot,) 
0, 

xji) - E N C R Y P T ( K ~ ,  c ~~(0:)))  *, 
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Up to here, ATTACK perfectly simulates SATTACK. When the simulation 
of SATTACK is finished it obtains (with non-negligible probability) a tuple 
(0,0), where is a signed media stream with n chunks and 0 -$ 0(') for all 
1 5 i _< I. If SATTACK fails, ATTACK fails as well. 

Denote with 

the set of oracle queries. For all 1 5 k 2 n, ATTACK runs SEPARATE on Gk 
and Kw to obtain A'Sik = Aok and Ba; the latter string has the form B5, = 

Xk 1 1  hkPl 1 1  sk. Consider two cases: 

Case 1 : there exists an index I I k I n such that Ao, 1 1  Xk 1 1  hk-I @ Q. 
Then, ATTACK outputs the tuple 

as signature forgery. By assumption, this tuple is a valid forgery. 

Case 2: for all indices 1 < k 5 n we have ADk I(Xk /(hk-1 E Q. In this 
case, ATTACK fails. We argue later that this case can happen only with 
negligible probability. 

ATTACK can distinguish the two cases in polynomial time; furthermore, the 
success probability of ATTACK equals the success probability of SATTACK, 
up to a negligible quantity (resulting out of case 2). This contradicts the as- 
sumption. 

It remains to show that case 2 happens only with negligible probability. 
Note that, by assumption, 0 (and thus also a) contains at least two chunks, as 
otherwise trivially 0 5 0(') for some index 1 I i 5 I. Consider the last chunk - 
0,; its decomposition according to SEPARATE is given by ( A ~ ~ , x ,  / I  h,,-l IIs,,). 
By assumption, there exist indices 1 5 i < 1 and 1 < j < ni such that 

In particular, also h:?l = h,-l. Distinguish two cases: 
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Case (a): We have j = I.  Now, as both and di) are valid, 

By assumption, hnvl = hr) ,  showing that A o H l  IXn-I I hnP2 is a pre- 
(4 image of the random string ho . 

we have found a collision of Hh. Otherwise, Aon-, = Ao., , hn-2 = h(l) 
J - 1  

1-2 

and X,- = x ! ~ )  The latter equation implies 

Since ENCRYPT is uniquely decipherable, = CO(!) , implying that 
1-1 

Ban-, = Boiii . This shows that now 0 and 0(') also agree on their 
1- I 

second-last chunk. By assumption, 0 must therefore have at least one 
more chunk (as otherwise trivially 0 o(~)) .  Applying this argument 
inductively, we either find a collision or have n > j. In the latter case, as 

( 4  in case (a), AO,-~_, 1 1  Xn-j-l 1 1  h,2-j-2 is a pre-image of ho . 

In summary, if case 2 happens, then we can either find a pre-image of a random 
string with respect to Hh or a collision of Hh (a formal proof of this claim uses 
again a reducibility argument). By the assumptions on W, this can happen only 
with negligible probability. This completes the proof. O 

6. CONCLUSIONS 
In this paper, we provided two constructions which solve the data integrity 
problem for multimedia applications by combining methods from cryptogra- 
phy and watermarking. Technically, we used digital watermarks to encode 
cryptographic signatures directly in multimedia files. One construction is suit- 
able for images and short media files, whereas the other one is targeted towards 
streaming applications. Both schemes were shown to be secure under standard 
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cryptographic assumptions and can easily be incorporated into existing soft- 
ware systems or used as front-end programs to applications whose code is not 
under control of the user. 
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A NEW FRAGILE MESH WATERMARKING 
ALGORITHM FOR AUTHENTICATION 

Hao-Tian Wu and Yiu-Ming Cheung 
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Abstract: In this paper, we propose a new fragile watermarking algorithm based on the 
global characteristics of the mesh geometry to authenticate 3D mesh models. 
In our method, a sequence of data bits is adaptively embedded into the mesh 
model by properly adjusting the vertex positions, and the bit information can 
be blindly extracted from the watermarked mesh model using a key. The 
embedding process is adaptive to the mesh model so that the watermarked 
mesh is perceptually indistinguishable from the original. We show that the 
embedded watermark is invariant to affine transformation but sensitive to 
other operations. Besides, the embedding strength is adjustable and can be 
controlled to a certain extent that even a trivial tampering with the 
watermarked mesh would lead the watermark signal to change. Therefore, 
unauthorized modifications of the mesh models can be detected and estimated. 

Key words: 3D models; fragile watermarking; mesh authentication; dither modulation 

1. INTRODUCTION 

While the prevalence of network facilitates people's acquirement and 
distribution of multimedia works, it also challenges the protection of digital 
works' copyrights. As a potential technique for copyright protection of 
digital works, digital watermarking for multimedia data (e.g. digital images, 
video and audio streams) has been proposed and arduously studied in the 
literature'' 2 .  

Recently, watermarking 3D objects, such as 3D polygonal meshes and 
various 3D geometric CAD data, has received much attention in the 
community and considerable progress has been made. In the l i t e r a t ~ r e ~ - ~ ~ ,  a 
variety of watermarking algorithms have been proposed to embed 
watermarks into 3D models, mainly 3D polygonal meshes. For instance, the 
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algorithms3' 946 embed the watermarks by modifying the geometry of the 
meshes such as vertex coordinates, surface normal distribution, and so forth. 
They have shown the robustness against some operations to which 3D 
models are routinely subjected, e.g., affine transformations and mesh 
simplification. Furthermore, some algorithmsI4, Is  modify the topology, i.e. 
the connectivity, to embed watermarks robust against geometrical operations, 
but weak to topological modifications. Additionally, some works16, '4 have 
used the appearance attributes associated with mesh models to embed the 
watermarks. In the paper'7, data embedding algorithms for NURBS and 
other types of parametric curves and faces are also proposed. 

To enhance the robustness of 3D watermarking systems, some fi-equency 
approaches'8~23 have been recently proposed. In the paper192 20, an algorithm 
that employs multi-resolution wavelet decomposition of polygonal mesh 
models is presented. Furthermore, the paper21 proposes an informed 
watermarking algorithm that constructs a set of scalar basis functions over 
the mesh vertices, through which the watermark is embedded into the "low 
frequency" of the polygonal meshes. In the paper22, Guskov's multi- 
resolution signal processing method27 is adopted and a 3D non-uniform 
relaxation operator is used to construct a Burt-Adelson pyramid28 for the 
mesh to embed watermark information into a suitable coarser mesh. Mesh 
spectral analysis  technique^^^ are also employed to transform the original 
meshes to the frequency domain and watermark information is embedded 
into the low frequency of the 

Nevertheless, few fragile algorithms4-8 have been proposed to authen- 
ticate the integrity of 3D models. Actually, the first fragile watermarlung of 
3D objects for verification purpose was addressed by Yeo and yeung4, as a 
3D version of the approach proposed for 2D image watermarking. Because 
their algorithm heavily relies on the vertex position, a translation operation, 
which does not affect the integrity of the mesh model, would easily break the 
authentication mechanism. 

In this paper, we shall present a new fragile watermarking algorithm to 
authenticate 3D mesh models. Compared to the former methods, our 
approach makes the embedded watermark invariant to integrity-reserved 
affine transformation, including translation, rotation and uniformly scaling, 
but sensitive to other geometrical or topological operations. The rest of this 
paper is organized as follows. In the following section, a new fragile mesh 
watermarking algorithm is proposed to authenticate the integrity of 3D mesh 
models. The experiment results using the proposed method are given in 
Section 3. Finally, we draw a conclusion in Section 4. 
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2. A NEW FRAGILE MESH WATERMARKING 
ALGORITHM 

We perform the watermarking process on meshes, which are the "lowest 
common denominator" of surface representations. It is easy to convert other 
representations of 3D models to meshes. The mesh geometry can be denoted 
by a tuple (K, V) 25, where K is a simplical complex specifying the 
connectivity of the mesh simplices (the adjacency of the vertices, edges, and 
faces), and V= {vl, . . ., v,) is the set of vertex positions defining the shape of 
the mesh in v3. 

2.1 Extending Dither Modulation to 3D Meshes 

We aim to authenticate the integrity of the mesh model, i.e., both the 
positions and connectivity of vertices need to be verified not having been 
modified. Our approach extends an implementation of quantization index 
modulation (QIM) ' called dither quantization2 to 3D meshes, and embeds a 
sequence of data bits by properly adjusting the distances fi-om the faces to 
the centroid of the mesh geometry. 

To extend dither quantization to the mesh model, we choose the quantization 
step adaptive to the mesh geometry. Suppose V= (vl, ..., v,} is the set of 
vertex positions in v3, the position of the mesh centroid is defined by 

The Euclidean distance d, from a given vertex with the position vi to the 
mesh centroid is given by 

where {vix, viy, viZ) and {v,,, v,, v,,) are the coordinates of the vertex and the 
mesh centroid on X-axis, Y-axis and Z-axis, respectively. Using Eq. (2), the 
furthest vertex with the position vd to the mesh centroid can be found out and 
its corresponding distance D is denoted as 
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We refer to the distance D as the largest dimension of the mesh model and 
the quantization step S is chosen as 

where N is a specified value. The distance from a given face to the mesh 
centroid is defined as the Euclidean distance from the centroid of the face to 
that of the mesh. Furthermore, the centroid position of a given facef; with u 
edges can be obtained by 

where v,,, j E (1,2,. .,u) is the vertex position in the facef;. The distance d f i  
from the face5 to the mesh centroid can be calculated by 

Subsequently, we obtain the integer quotient Q, and the remainder Ri by 

and 

To embed one bit value w(9, we modify the position vie of the face 
centroid so that Q, is an even value for the bit value 0, and an odd value for 1. 
In order to make Qi%2=w(i) always hold meanwhile reducing the false- 
alarm probability, we modulate the distance dfi according to the bit value in 
the following way: 
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where d)' is the modulated distance from the face J; to the mesh centroid. 
Suppose the faceJ; consists of u vertices with the centroid position vie, the 
position v,, of one selected vertex inJ; will be adjusted using dfi' by 

where vv refers to the vertex position i n 5  and viSJ is the adjusted position of 
the selected vertex. 

The watermark information embedded in our method is inherently 
invariant to affine transformations that include any transformation 
preserving collinearity (i.e., all points lyng on a line initially still lie on a 
line after transformation) and ratios of distances (e.g., the midpoint of a line 
segment remains the midpoint after transformation). So the ratio between the 
distance from each surface face to the mesh centroid and the quantization 
step, which is proportional to D, remains the same after the model is 
translated, rotated or uniformly scaled. Otherwise, if the mesh model is 
processed by other operations that change the ratios, the formula Qi%2=w(i) 
will not always hold and the embedded watermark will be changed. Since we 
need to detect a trivial modification on the mesh model, the integer value Qi 
should be sensitive to the &stance from the mesh centroid to the surface face. 
In practice, we assign N a large value to obtain a small quantization step S. 
Please note that the precision of the arithmetic operations must be regarded; 
otherwise, it may increase the false-alarm probability. 

The face index of the mesh model is used to represent the connectivity of 
vertices. If there is any change in the mesh topology, such as mesh 
decimation or mesh resampling, the face index will be modified and the 
information hidden in the distances to the mesh centroid would be 
undermined, therefore the unauthorized modification on mesh topology can 
be detected. 

2.2 The Encoding Process 

In this subsection, we will elaborate on how to adjust the mesh surface 
faces and eventually move them to the desired positions. Please note that 
faces share edges and vertices with their neighbors, adjusting one face's 
position may also modify its neighbors' positions. To successfully retrieve 
the embedded information and preserve the mesh geometry, the centroid 
position and the largest dimension of the mesh model must remain the same 
during the encoding process. 
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Since the position of a given face depends on the coordinates of its 
vertices, we can lock the face position by locking the coordinates of its 
vertices. To move one face centroid to the desired position so that one bit of 
the watermark information is embedded, only one vertex position in the face 
need to be adjusted. To avoid the embedded information is changed by the 
following encoding operations, the vertices in the moved faces need to be 
marked. Once one watermark bit value is hidden in the distance from the 
face to the mesh centroid, all the vertices in the face will be marked and their 
positions can not be modified any more. 

The centroid of 
mesh model the mesh 

Adjust one 
vertex position 

in the face introduced 

Embedding process finished 

Mark the kparameter 

I watermarked 

- 
The face 

index I 

t 
The key 

K 

I mesh model 

The furthest 
vertex dimension 

Figure I. The flow chart of the encoding process 
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The overall encoding process is as shown in Fig. 1. At first, all vertices in 
the original mesh are unmarked, the position of mesh centroid is obtained by 
Eq. (1). Then the furthest vertex to the mesh cel~troid is found out using Eq. 

The scrambled furthest N - index I' vertex 

JI 
Quant~zatlon 

step 
Ver t~ces 

Indexing to markmg 
a face mformat~on -: 
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(2) and its corresponding distance to the mesh centroid is calculated using 
Eq. (3). Since the value of D should not be changed, the furthest vertex is 
marked and its coordinate will not be modified. The quantization step S can 
be chosen by specifying the value of N. Using a key, we scramble the face 
index I to obtain the scrambled index 1', which we will follow in the 
following encoding process. Before one bit information is embedded in the 
distance from a face to the mesh centroid, all vertices in the face need to be 
checked. If there is at least one unmarked vertices in the faceJ, it is qualified 
to carry one bit value. The distance from the face to the mesh centroid is 
calculated by Eq. (6) and modulated by Eq. (9) according to the bit value. 
Noting that the value of D must be maintained in the encoding process, if the 
modulated distance exceeds it, twice of the quantization step should be 
subtracted from it so that the embedded bit value is held. Then the 
coordinate of one unmarked vertex is adjusted using Eq. (lo), whereby the 
face centroid is moved to the desired position. At the end of the embedding 
operation, all vertices i n 5  will be marked. If there is no unmarked vertex in a 
face, which means the face is not qualified, the checking mechanism will 
skip to the next face until all watermark information is embedded. 

The above embedding process inevitably introduces the distortion of the 
mesh geometry as some of the vertex coordinates are changed. However, the 
distortion can be limited to a predefined range, since the elongate or the 
reduction of the distance from a face to the mesh centroid is no more than 
twice of the quantization step in the proposed embedding algorithm. The 
distortion of the mesh geometry also changes the position of the mesh 
centroid, although adjusting the vertex coordinate may counteract each other. 
So in the encoding process, not all faces can be used to embed the watermark 
information. Otherwise, the centroid position of the mesh model will be lost. 
A small portion of the vertices are needed to restore it after the embedding 
process. We refer to this process as the centroid restoration process, which 
modifies the coordinates of the unmarked vertices in the last faces indexed 
by I' to compensate the error introduced by the embedding process. 

The centroid restoration process begins with the calculation of the 
introduced error E using 

where vj is the original vertex position while vj' is the adjusted vertex 
position after the embedding process. Since the value of D should be 
maintained in the encoding process, the distance from the mesh centroid to 
the adjusted vertex should not exceed it. So we adjust the unmarked vertices 
in the centroid restoration process by the following way: 
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Firstly, we calculate the admissible adjusting radius rj of an unmarked 
vertex with the position v, by 

Then we use the value of rj to weight the adjusting vector of each unmarked 
vertex to ensure that the vertex will not be moved outside its admissible 
range. Suppose the sum of the unmarked vertices used in the centroid 
restoration process is L, the individual adjusting weight ei can be obtained by 

Subsequently, we subtract the individual adjusting weight from vertex 
position vj to restore the position of the mesh centroid by 

where vj' represents the adjusted vertex position after the centroid restoration 
process and vj the original one. The encoding process ends as the centroid 
position of the mesh model is restored. 

2.3 The Authentication Process 

In the authentication process, only the parameter N, the key K and the 
original watermark W are needed to authenticate the watermarked mesh 
geometry. The detailed procedure is shown in Fig. 2. 

At first, similar to the encoding process, all the vertices of the original 
mesh are unmarked, the centroid position v, ' of the suspect mesh geometry is 
obtained by Eq. (I), which should equal to the centroid position v, of the 
original mesh. Then the furthest vertex to the mesh centroid is found using 
Eq. (2) and its corresponding distance D '  is calculated by Eq. (3), which 
should equal to the largest dimension D of the original mesh model. The 
quantization step is calculated by S'=D'/N with the provided parameter N. 
Since the furthest vertex is marked before the embedding process, it should 
also be marked before the authentication process. Then the face index I of 
the mesh is scrambled using the key K to produce the scrambled index I'. 
Before retrieving one bit value from the distance from a given face to the 
mesh centroid, the vertex marks in the face need to be checked. If there is at 
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least one unmarked vertex in a faceJ;', the face will be qualified to extract 
the embedded bit information and its centroid position vi,'will be calculated 
using Eq. (6). Then the distance DJ from the faceJf;'to the mesh centroid can 
be calculated by 

2 2 
D, = \j(vic,y'-v,) + (v;, '-VJ + i - 1 (1 5) 
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the mesh ofb 
I I 

Mark the 
The scrambled furthest 

hParaNmeter 
vertex Quantization 

Vertices - 
Indexing to  a marking 

information - 

vertex dimension 

~ua l i l ed -4  

the face t Mark all the 
vertices in 
the face 

step I 
Unmark all 

- vertices 
initially 

I The extracted 1 ] 
bit value w'(i) 

Figure 2. The flow chart of authentication process 
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w' (i) = Qi '%2 . 

At the end of the extracting operation, all the vertices inJ;' will be marked. If 
there is no unmarked vertex in a face, no information is extracted and the 
authentication mechanism will automatically skip to the next face indexed 
by I'. Since the original watermark W is known, the extraction process will 
cease once the extracted bit number matches the embedded bit number. 

After the extraction process, the extracted watermark W' is compared 
with the original watermark Wusing the following cross-correlation function, 
given their lengths are both identical to K: 

1 1 w' (i) = w(i) 
NC = - K c"(w' '=I (i), w(i)) , I (w' (i), w(i)) = 

0 w' (i) # w(i) 
,(I 8) 

where NC refers to the normalized cross-correlation value between 
original and the extracted watermarks. If the watermarked mesh model 
not been tampered, the NC should be 1; otherwise, it will be less than 1. 
claim the mesh geometry as being tampered if the resulting NC from 
(1 8) is less than 1. 

the 
has 
We 
Eq. 

3. EXPERIMENTAL RESULTS 

We have tested the proposed algorithm on several mesh models listed in 
Table 1 and used a 2D binary image as the watermark. The original mesh 
model "dog" and its watermarked version are shown in Fig. 4a and Fig. 46, 
respectively. The capacities of the mesh models using the proposed method 
are also shown in Table 1. 

Table 1. The mesh models used in the experiments * 
Models vertices faces capacity(bits) 

dog 7158 13176 4219 
wolf 7232 13992 4450 
raptor 8171 14568 5695 
horse 9988 18363 573 1 
cat 10361 19098 6149 
lion 16652 32096 10992 
* About 1% vertices of each mesh model are used in the restoration process. 

To evaluate the imperceptibility of the embedded watermark using the 
proposed algorithm, we used the Hausdorff distance between the original 
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and the watermarked mesh models to measure the distortion introduced by 
the encoding process, upon the fact that the mesh topology is not changed 
during the watermarking process. Fig. 3 describes the amount of the 
distortion subject to the parameter of N, given that the percent of vertices 
used for the restoration operation is about 1%. The Hausdorff distance is 
normalized by the largest dimension D of the mesh geometry. From the 
experimental results, it can be seen that the introduced distortion on mesh 
model decreases as the parameter N is increased. 

Paremeter N 

Figure 3. The normalized Hausdorff Distance subject to the parameter N 

In our proposed approach, the global characteristics such as the centroid 
position and the largest dimension of the mesh model are used. If these 
global characteristics are slightly altered, the watermark information will be 
dramatically changed and the modifications on the watermarked mesh model 
can not be located. However, it is easy to locate the tampering if it has little 
impact on the global characteristics. Since we used a 2D binary image as the 

Table 2. The NC values between the original and extracted watermarks ' 
Affine changing reducing adding cropping extracting 

Models transforma one vertex one 0.0001% 0.1% without 
tion position face noise faces the key 

dog 1 .OOOO 0.5375 0.02 15 0.672 1 0.0133 0.0200 
wolf 1 .0000 0.9276 0.0685 0.5934 0.0083 0.0029 
raptor 1 .OOOO 0.9996 0.0063 0.6972 0.0024 0.0225 
horse 1 .0000 0.8249 0.0737 0.466 1 0.0039 0.0102 
cat 1 .OOOO 0.9993 0.0308 0.7072 0.0 195 0.0103 
lion 1 .0000 0.9996 0.0905 0.6363 0.0059 0.0088 
* About 1 % vertices of each mesh model are use!; in the restoration process and N=1,000,000. 
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watermark, the impact of trivial modifications can be visualized in the 
extracted watermark image while severe modifications make it meaningless. 
With the extracted watermark, we can detect the unauthorized modifications 
and estimate the strength of tampering, if any. 

In the experiments, the watermarked mesh models went through affine 
transformations (including translation, rotation and uniformly scaling), 
modifying one vertex coordinate with the vector {D/500, D/500, D/500), 
reducing one face from the mesh, adding noise signal that is uniformly 
distributed within [-S,SI to all vertex coordinates, and cropping 0.1% faces 
of the mesh model. The processed mesh models after these operations are 
shown in Fig. 4 (from Fig. 4c to Fig. 4g), respectively. The watermarks are 

Figure 4a. The original mesh model "dog" Figure 4b. The watermarked mesh model 

Figure 4c. The watermarked mesh model 
after modifying one vertex position 

Figure 4d. The watermarked mesh model 
after reducing one face 
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Figure 4e. The watermarked mesh model Figure 4f: The watermarked mesh model 
after adding noise after cropping 0.1 % faces 

Figure 4g. The watermarked mesh model after affine transformations 

extracted from the processed mesh models with and without the key and the 
NC values between the original and the extracted watermarks are calculated 
using Eq. (1 1). The results are listed in the Table 2. 

CONCLUSION 

In this paper, we have proposed a new fragile mesh watermarking 
method to authenticate the integrity of 3D mesh model. The watermarking 
process is conducted in spatial domain and applies to all the mesh models 
without any restriction. The experimental results have demonstrated that the 
proposed method is able to imperceptibly and adaptively embed a 
considerable amount of information into the mesh model, and the embedded 
watermark can be blindly extracted from the watermarked mesh model to 
authenticate the watermarked mesh model. In our method, the distortion 
introduced by the encoding process is quite small and can be controlled 
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within a predefined range. Compared to the previous works, the embedded 
watermark using our method is invariant to integrity-reserved affine 
transformation, but sensitive to other processing that alters the mesh model. 
Therefore, unauthorized modifications of the mesh models can be 
successfully detected and estimated. 
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NEW PARADIGM IN GRAPH-BASED VISUAL 
SECRET SHARING SCHEME BY ACCEPTING 
REVERSAL IN BLACK-WHITE IMAGES 

Yuji SUGA 
Canon Znc., PF Technology Development Center, 30-2, Shimomaruko 3-Chome, Ohta-kzr, Tobo  
146-8501, Japan 

Abstract: The visual secret sharing scheme (for short the VSS scheme) with access 
structure based on graph has been proposed as one of the (2,n)-threshold visual 
secret sharing schemes. Ateniese et al.' showed a decomposition method into 
star graphs from a given graph which edges are specified by qualified sets, that 
is, two different participants (two vertices in the graph) have a common edge if 
and only if they can decrypt the secret image by stacking each share images. In 
this paper, we expand the definition of black-white visual secret sharing 
scheme and propose new decomposition methods by splitting complete n- 
partite graphs. These methods improve contrast of the decoded secret image. 
Moreover, we obtain several optimal examples and evaluate on graph-based 
VSS schemes. 

Key words: visual secret sharing scheme; n-partite graph; complete n-partite graph 

1. INTRODUCTION 

The visual secret sharing scheme (abbreviated as VSS scheme) proposed 
by Naor and ~hamir" is a method to distribute secret image S into n shadow 
images wi (1 <= i <= n) called shares. Shares are printed to materials with 
permeability that can be stacked physically like OHP sheets and each 
participant receives one share in secret. Any qualified participants can 
reconstruct the secret image visually by stacking shares, but forbidden 
participants cannot obtain any information about secret image. In the (k, n)- 



526 Yzlji SUGA 

threshold VSS scheme, any k out of n participants can decrypt the secret 
image, but any k-1 or fewer participants cannot decode. 

The VSS schemes with various access structures (which differs from 
threshold schemes) for reconstruction have proposed. Ateniese et al." 
proposed graph-based access structure, that is, vertices on a given graph are 
identified as participants with the following property. Two vertices have a 
common edge if and only if participants can decrypt the secret image by 
stacking shares. Graph-based access structure scheme with a complete graph, 
which any different two vertices have a common edge, is as same as (2, n) - 
threshold VSS scheme, so this implies that graph-based VSS scheme can be 
considered as an extension of (2, n) -threshold VSS scheme. 

Ateniese et al. proposed "star graph decomposition method", this method 
means that given graph is divided into a collection of star graphs. This 
method has advantage that one can construct graph-based VSS scheme 
systematically for arbitrary given graph, but also has disadvantage of 
inefficient pixel expansion (a measure for contrast of reconstructed image). 

One of approach is improving graph decomposition of their method, but 
we introduce new paradigm of VSS schemes as follows; we can accept 
"reversal image" which every pixel color is opposite in decoded image. In 
ordinary case, we use black-color in the object and white-color in the 
background, so we decrypt by stacking shares and understand secret image 
by recognizing more black as object in pre-image. In our new paradigm, we 
can accept reversal image, that is, we can understand the secret image by 
recognizing white areas as the object in pre-image. To introduce the weaker 
definition than ordinary definition of VSS schemes leads to get efficient 
constructions. 

The rest of the paper is organized as follows. Section 2 mentions 
previous construction and defines our new definition of VSS schemes. 
Section 3 gives various efficient constructions in our new paradigm. Section 
4 gives evaluation of our schemes and implies efficiency. Section 5 
concludes this paper. 
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2. THE VSS SCHEME FOR GRAPH ACCESS 
STRUCTURE 

2.1 Preliminaries 

In this section, now we recall some terminologies on graph theory. A 
graph is a pair G = (V,E) consisting of a set V, referred to as the vertex set of 
G and a set E of 2-subsets of V, referred to as the edge set of G. Assume that 
our graph does not contain loops, undirected edges and multiple edges. For 
given G, we define the adjacency matrix (aij) (whose rows and columns are 
indexed by the elements of V) where the (ij)-th entry a,, = 1 if and only if 
(xi,xj) is a vertex in E. 

We say that G1= (V1,E') is a subgraph of G = (V,E) if V' is a subset of V 
and E' is a subset of E. Furthermore, subgraph G'=(V1,E') is called induced 
subgraph of G if it satisfies that E' consists of E that have both vertices in V'. 
Let Ind(G) be the collection of induced subgraphs of G, we define that 
Ind(G) include G, but Ind(G) does not contain an empty graph (a graph with 
no edge). A complete graph is a graph in which each pair of distinct vertices 
is joined by an edge, and the complete graph on n vertices is denoted by K,. 
For any graphs G, a complete subgraph of G is called a clique of G. The 
number of vertices in a largest clique of G is denoted by c(G). 

A graph G is called n-partite if the vertex set V can be partitioned into k 
nonempty sets V1, V2, ... ,Vn such that every edge of G joins vertices from 
different subsets. The n-partite graph G is called complete n-partite if, for 
each i, j (i does not equal j), every vertex of Vi is adjacent to every vertex of 
Vj, and the complete n-partite graph is denoted by Kal,a2, ...,,, where IVil=ai for 
each i. Especially, G is called complete bipartite graph if k=2. The n-partite 
graph for G = (V(G),E(G)) (denoted by K,l,d, ... ,,,(G)) is a subgraph of 
Kal,a2, ... ,an if every vertex of Vi is adjacent to every vertex of V, such that (vi, 
v,) in E(G) where a vertex set V(G) = (vl, v2, ... , v,} is correspond with a 
partitioned subsets {V1, V2, ... , V,}. 

2.2 The model 

We assume that a secret image is a black-white image which is encoded 
to n images w, (1 <= i <= n). Each pixel (in an original image) expands to m 
subpixels (in distributed images) and parameter m is called pixel expansion. 
In expression of images, we denote white pixel and black pixel by 0 and 1 
respectively, this notation is used for both of a secret image and shares. By 
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stacking two shares, we can decode a secret image visually because of the 
difference of the number of black pixel in the OR-operated subpixels. 

We introduce basis matrices containing two matrices denoted by SO and 
S1 written how to share shadow images. 

2.2.1 Basis matrices 

When we generate shares, we use basis matrices which row vectors are 
indexed by a set of shares W= {wi I 1 <= i <= n}. These matrices are 
expressed in n by m binary matrices where m is pixel expansion. We denote 
graph-based VSS scheme with graph G and pixel expansion m by GVSSS- 
(G, m). 

For any vector v, w(v) is the Hamming weight of v, that is, the number of 
"1" in v. For any binary matrix B which the i-th row vector of B denotes bi, 
we define symmetric matrix R(B) which the (i,j)-th element equals w(bi) + 
w(bj). For any matrix A, we define normalized matrix norm(A) such that 
(norrn(A)),,:=O if A,,=O, (norm(A)) .,:=l if A,, does not equal to 0. 

Definition 1 [Basis matrices of GVSSS-(G, m)] 

IV(G)I by m basis matrices SO, S1 with respect to GVSSS-(G, m) satisfies 
that norm(R(S1) - R(S0)) = Adj(G) where Adj(G) is an adjacency matrix of 
G. 

Example 2 

Restriction of Definition 1 is "weaker" than original difinition' because 
of the following viewpoints; 1) We do NOT consider the case of three or 
more shares and 2) We can allow "revzrsa! image" (which every pixel color 
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is opposite) in decoded image. Due to above two restrictions, we can reduce 
an increase of pixel expansion and obtain higher contrast in the reconstructed 
image. Please keep in mind that theorem 7 mentioned latter does not match 
previous result (Th 5.2 in Ateniese paper') because of the difference of 
definitions. 

2.2.2 The minimum pixel expansion 

For given graph G, let m*(G) be the minimum of m if GVSSS-(G, m) 
exists. We call GVSSS-(G, m) is optimal if m=m*(G). The following results 
are known on m*(G). 

Theorem 3 [Th 7.3 in Ateniese paper'] m*(K,) = min { m I n <= ,CId2,). 

Theorem 4 [Th 7.4 in Ateniese paper'] m*(G) >= m*(K,(G,). 

Theorem 4 gives a lower bound of m*(G), however problem to calculate 
the greatest clique for given graph G is known as a NP problem. 

2.2.3 Independent graph-based VSS schemes 

In some case of choosing basis matrices, we see the next boring example, 
which has same row vectors in basis matrices. This means that different 
participants have same shares. 

Example 5 

0 1 1  
hi@+ 1 0 0  0 o],s+ +=[:  :I 

Now we define new concept because we would like to exclude the above 
case. 

Definition 6 [Independent] 
The GVSSS-(G, m) is called independent if all shadow images are 

different each other, strictly speaking, i, j does not exist such that w,-th 
vector in SO equal wj-th vector in SO and wi-th vector in S1 equal w,-th 
vector in S 1. 

Note that example 2 is independent, but example 5 is not independent. 
We discuss independent graph-based VSS schemes and some results are 
obtained. 
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Theorem 7 
If there exists an independent GVSSS-(G, 2), G is included in Ind(K2J. 

[Proof] 
(=>) In case of m=2, we enumerates all possible row vectors of SO, 

So we can calculate R(-S1) - R(-SO) as follows; 

We consider norm( R("S1) - R("S0) ), and omit rows and columns 
which each elements are all 0 (wl) and w6) ). SO we can obtain an adjacent 
matrix of K2,2. 

(<=) It is enough that we show an example of GVSSS-(K2,2, 2) (See 
example 8). Q.E.D. 

Example 8 

Corollary 9 
If there exists an independent GVSSS-(G, 3) such that G is not included 

in I I I ~ ( K ~ ~ ) ,  GVSSS-(G, 3) is optimal. 

We can see that example 8 is optimal. Moreover, we obtain the following 
theorem and corollary straightforwardly. 

Theorem 10 
If there exists a GVSSS-(G, 2), G is included in Ind(Kal,a, ... ,a4(K2,2)). 

Corollary 11 
If there exists a GVSSS-(G, 3) such that G is not included in Ind(Kal,a2, 

,a4(K2,7)), GVSSS-(G, 3) is optimal. 
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3. CONSTRUCTIONS BY GRAPH 
DECOMPOSITION 

In this section, we treat some graph decomposition methods as 
constructions of basis matrices. First, we recall star graph decomposition 
method as a previous construction with no efficiency. Next, we propose new 
methods and show that our methods have usefulness at a point of view 
"whether to be optimal or not". 

3.1 The star graph decomposition method 

The star graph decomposition method is proposed in Ateniese paper', this 
method means that we divide given graph G into star graph K 1 ,  which edges 
are joined to only one vertex (called the center vertex). We can construct 
GVSSS-(Kt,,, 2) with basis matrices SO, S1 such that each row vector in SO 
have {1,0) , a row vector with related to the center vertex in S1 has {1,0) 
and the others have {0,1). Finally we concatenate basis (sub)matrices of all 
star graphs side by side, so we can construct GVSSS-(G, 2 b(G)) for any 
given graphs where b(G) is the number of decomposed star graphs. 

Figure 1 [Difference of decomposition methods] 

w-3 w-5 0 

star graph decompos~tion method 

The Graph G, 8 

complete bipart~te graph decomposition 

Example12 [The star graph decomposition method] 
The star graph decomposition for graph G3 in Blundo's paper2 at figure 
1 (left) causes GVSSS-(G3, 4) because of decomposition expressed at figure 
1 (upper right) which basis matrices are as follows: 
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3.2 The complete n-partite graph decomposition method 

We propose new extended method that we decompose complete n-partite 
graphs instead of star graphs, that is, we treat GVSSS-(KaI,d, , , ,  ,,,, m*(K,)). 
Actually, we use basis matrices derived from GVSSS-(K,, m*(K,)) which 
row vectors are iterate a; times for each i. 

Example 13 [The complete n-partite graph decomposition method] 
The decomposition for graph G3 causes GVSSS-(G3, 4) because of 
decomposition expressed at figure 1 (lower right) which basis matrices are as 
follows: 

3.3 The n-partite graph decomposition method 

We propose new extended method with decomposed graph which we 
consider the n-partite graph ... +,(G) (for given graph) instead of star 
graph, that is, we treat GVSSS-( Kal,a2, ...,,,, m*(G)). Actually, we use basis 
matrices derived from GVSSS-(K,, m*(G)) which rows are iterate ai times 
for each i. 

Figure 2 [n-partite graph decomposition method] 

I '  

@ I"h +, @ 
- 5 

The Graph P, ' A  

w-4 

Example 14 [The n-partite graph decomposition method] 
Note that P, is a path with n vertices. There is a GVSSS-(P4, 3) which basis 
matrices are as follows: 
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So, we can extend basis matrices by using our proposed method 
mentioned above, w3 and w4 have same share image each other. 

3.4 The edge-deletion method 

This method means that we represent edge set (of given graph) as edge 
sets of Kal,a2, ,., ,an and Kal,a2, .,. ,JG) with "difference for set", then we realize 
by exchange SO, Sl  each other in "difference". 

Figure 3 [The Graph K2,3 - K I , ~ ]  

Example 15 [The edge-deletion method] 
In figure 2, we can describe that E(G3)=E(K2,3) - (wl, w5) =E(K2,3) - 

E(KI,l). When we obtain basis matrices from concatenation of GVSSS-(K2,3, 
2) and GVSSS-(KI,l, 2), we do the following process beforehand. The above 
process is the deletion of an edge (wl, w5), that is, exchange of SO, S1 in 
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Remark 16 
Note that example 14,15 are optimal from corollary 11, because G3 is not 

included in Ind(Kal,a2, ... ,a4(K2,2)) for any ails. Furthermore we can see that 
Ind(K2,2) = (P2, P3, C4 (=K2,2)} where graph C, is a cycle with n vertices. 

4. EVALUATION AND VARIATION 

We already see that some optimal examples exist, so it is natural to have 
been renewal of interest in clarification of optimal graph-based VSS 
schemes. Several studies have been made on classification of optimal case in 
ordinary (non visual) secret sharing schemes, Blundo et a1.2 restricted the 
number of participants and classified at small order. On the other hand, we 
choose the pixel-expansion-fix approach because this approach is more 
suitable than participant-fix approach. 

4.1 Classification in the case of m* is at most 3 

Theorem 7 means that classification of optimal graph-based VSS scheme 
GVSSS-(G, 2) have already finished, now we consider the case of m* = 3 as 
same as theorem 7. So, we obtain Cg, P5 as optimal cases and the basis 
matrices of GVSSS-(C6 ,3) are the following example. 

Example 17 [GVSSS-(C6 ,3)] 

Note that P5 is subgraph of Cg, SO the basis matrices of GVSSS-(P5 ,3) is 
derived from the basis matrices of GvSSS-(C6 ,3) by using only some 5 
rows. 

4.2 Evaluation on Graph-type VSS scheme 

An extended scheme called by the Graph-type VSS scheme has been 
introduced14, this scheme focuses on the distance of two vertices instead of 
the existence of edge. In the Hamming graph L2(3) with 9 vertices, we can 
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reduce the parameter of pixel expansion from 21 to 6. Note that if we use 
star graph decomposition method, we need 30 as pixel expansion. 

4.3 Reuse for the color/gray-scale images 

We show the ability to reuse basis matrices of optimal graph-based VSS 
scheme for the black-white image and extend into the colorlgray-scale 
images similarly. Assume that a secret image has different t colors ((cl,c2, 
... ,c,)) and one of them (denoted by 1) is the strongest color which can 
cover other colors by stacking shares. For example, color sets are R(red), 
G(green), B(b1ue) and 1 (black). 

Our proposal method is as follows: 1) we change 0 and 1 in basis 
matrices of the black-white image into 1 and c, (some color) for all non- 
black colors, then 2) we concatenate new basis matrices similarly mentioned 
above. In this case, the pixel expansion equals mt when we apply GVSSS- 
(G ,m). 

5. CONCLUSION 

We proposed optimal constructions of graph-based VSS scheme over the 
new definition that brings higher constant of reconstructed secret image. In 
new definition, we obtain optimal GVSSS-(G ,m) such that m = 2,3 and 
suggested an extended construction for color images by re-using basis 
matrices of the black-white images. 
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APPLICATIONS 
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Abstract: In this paper we present an architecture based on a Java (J2SE, J2EE, J2ME 
and Java Card) platform supporting a secure channel from a Mobile Operator 
to the SIM card. This channel offers the possibility of end to end security for 
delivery of large data files to a GSM SIM card. Such a secure channel could be 
used for delivery of high value content that requires a high bandwidth channel 
- perhaps either rendered for user infotainment, or processed in the client 
Mobile Station (device and SIM card) for remote device management. Our 
methodology overcomes the bandwidth constraints of the SIM Toolkit 
Security scheme described in GSM standard 03.48. To validate our proposal 
we have developed code to create DRM and Web Service test scenarios 
utilising readily available J2ME, Java Card, J2SE and J2EE platforms, Web 
Services tools from Apache, the KToolBar emulator from Sun, and a Gemplus 
Java Card. 

Keywords: J2ME, Java Card, SAT Security, SIM card, Web Service Security, DRM. 

1. INTRODUCTION 

Since its inception in September 1994, the SIM Application Toolkit 
(SAT) (3GPP TS 3 1.1 1 1,2004; GSM 1 1.14, 2001) and SIM Toolkit Security 
(3GPP TS 03.48, 2001) have been used extensively. They are primarily used 
to securely transfer device and network management information and simple 
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user applications (such as device independent, Operator-specific, power-on 
menus) to the SIM card. 

These two independent concepts - the SAT and GSM standard 03.48, 
have been a very successful marriage (Guthery and Cronin, 2002). SAT 
allows applications resident within the tamper proof SIM card to initiate 
actions, whilst GSM standard 03.48 provides security services for any SMS 
message. Together they have been a critical enabler of many network 
management and revenue generating services deployed by GSM operators 
worldwide. 

However the availability of large capacity SIM cards and high 
performance 2.5G and 3G devices means that this once-successful 
combination is now proving to be a constraint for the following reasons: 

GSM standard 03.48 uses SMS as the transport mechanism. SMS stands 
for Short Message Service, and is a way of sending a maximum of 160 
characters (140 bytes) to and from mobile devices. Despite the GSM 
standard 03.48 allowing the concatenation of up to 255 such SMS 
messages to increase the payload, it is reported (Guthery and Cronin, 
2002) that most operators limit this to approximately 5, i.e. a maximum 
payload of only 700 bytes. This is due to uncertain and indeterminate 
device operation when receiving such a large concatenated SMS 
message. With 128kB Java Card devices now routinely deployed, this 
bandwidth limitation is equivalent to less than 1% of the capacity of 
current generation SIM cards. 
Although a significant innovation in 1994, the SAT instruction list 
comprises only 31 proactive commands. These commands provide only 
limited control over the user experience, e.g. PLAY TONE, DISPLAY 
TEXT, GET INKEY, more appropriate for the text-based devices of the 
mid 1990's. The devices typical of today's 2.5G and 3G market would 
benefit from greater application customisation capability between device 
and SIM card. 
A secure channel capable of downloading high bandwidth, high-value 

data within an application framework that provides rich control over the host 
device could thus be advantageous. This paper proposes such a channel. 

THE JAVA FRAMEWORK 

In recent years, Java enabled devices have become increasingly popular 
within the mobile market. Our proposal creates a high bandwidth secure 
channel for a Java platform, utilising Java Card (Chen, 2004) and J2ME 
(Topley, 2002) technologies. 



Overcoming Channel Bandwidth Constraints in Secure SIM.. . 54 1 

In the GSM and UMTS system architectures, the Mobile Station (MS) 
may comprise two java components: 

the user device (often referred to as the handset). This typically 
comprises a Java runtime environment conforming to the J2ME 
Connected Limited Device Configuration (CLDC), complemented by 
additional classes from the Mobile Information Device Profile (MIDP). 
Java applications that run on MIDP compliant user devices are known as 
MIDlets. 
the SIM card provided by the network operator. The latest generation 
devices are typically UICC (3GPP TS 3 1.101, 2003) Java Cards where 
the SIM application (3GPP TS 3 1.102, 2003) is just one of the possible 
Java applications (ETSI TS 101 476, 2000) that the Java Card is capable 
of running. Java applications that run on Java Cards are known as 
Applets. 
Recent work through the Java Community Process (JCP) has increased 

the utility of a mobile Java solution. The result of this technical innovation 
has been a rapid growth of complex, revenue generating, but largely fun- 
based J2ME applications within the gaming and entertainment sector. 
However, although some serious business applications exist (Itani and 
Kayssi, 2004), the Java environment has largely been ignored by the 
professional business and network management community because of 
concerns over security. 

The fundamental problem is that the MIDlet runs within the Java 
implementation of the user device. The user device is unlikely to be trusted 
by the Operator to hold network level components and functions that protect 
valuable network assets. This distrust is likely to get worse as devices move 
from traditionally closed proprietary operating systems to more open 
operating systems capable of performing the file manipulation required by 
advanced 2.5G and 3G services. Securing a J2ME application currently 
requires the security keys, certificates and user identities to be stored within 
the user device. Many institutions within the Mobile Operator and Financial 
Service sectors are likely to consider this to be an unacceptable security risk. 

In the GSMI3GPP mobile architecture, security and trust resides in two 
locations, the network HLR and the Operator issued tamper-resistant SIM 
card. The threat model is well researched and has resulted in the security 
services model at the heart of the GSM and 3GPP design (Hillebrand, 2002). 
What is needed is a methodology to extend this trust to the MIDlet 
environment. 
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3. THE SAT SECURITY FRAMEWORK 

Our proposal builds on the dual capabilities of SMS Security and SIM 
Application Toolkit (SAT). The former is defined in Security Mechanisms 
for SIM stage 2 (3GPP TS 03.48, 2001). It provides end to end security 
services for an SMS message going to or coming from the SIM card. The 
SAT API allows a SIM card application to be informed of events (referred to 
as event download) by the user device, and to issue commands (referred to as 
proactive command) to the user device. 

We use the proactive command SET-UP-EVENT-LIST to register for the 
SMS-PP event. On occurrence of such an event, or when commanded by the 
Protocol Identifier of the SMS Mandatory Header, the received SMS is 
passed on to the SIM application as a compound TLV (Tag Length Value) in 
the data field of an ENVELOPE APDU command. The SMS's Command 
Header specifies how the payload data is secured. The SIM application's 
response to the ENVELOPE command is then returned to the sender in a 
Response Packet. By using this approach, and by concatenating five SMS 
messages, it is possible to securely deliver around 700 bytes of data from 
Server to SIM card, receiving a proof of delivery in acknowledgement. We 
use this capability to securely transfer the Operator domain certificate and 
long term symmetric keys necessary to establish and secure our high 
bandwidth channel to the SIM card. 

4. THE PROPOSED SECURE DATA TRANSFER 
TECHNIQUE 

The MIDP 2.0 specification (JSR-118 JCP, 2002) introduces the concept 
of domains within a J2ME implementation (Block and Wagner, 2003). A 
Domain Protection Root Certificate controls application access to a domain. 
Any application within a domain enjoys a set of unique permissions and 
access to restricted and sensitive APIs provided by that domain. Before an 
application can be over the air (OTA) loaded into the Operator domain it 
must be digitally signed. The signature is checked against the SIM card 
resident root certificate and, if authorised, the application is loaded into the 
Operator domain of the untrusted device. 

The Security and Trust Services API (JSR-177 JCP, 2004) provides an 
Operator domain J2ME application with the ability to access a connected 
trusted element (i.e. a SIM card within our scenario). Our proposal involves 
creating a J2ME and Java Card Security Agent application that is capable of 
implementing a secure high bandwidth channel between Server and SIM 
card endpoints. At no time does the J2ME application have access to any of 
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the enabling cryptographic keys or functions. The bandwidth of the secure 
channel created by the Security Agent is only limited by the 2Gl2.5G13G 
network and the data rate resulting from the ENVELOPE APDU command. 

The J2ME element of the Security Agent benefits from the processing 
power and I/O capabilities of the user device and has direct access to the 
results of secure SIM card computations executed by the Java Card Applet. 
Serious business applications such as DRM, e-commerce and securing web 
services can now be implemented by combining such J2ME and Java Card 
Security Agent applications. These business applications will additionally 
benefit from device vendor independence and potentially rapid rollout from 
OTA distribution and installation. 

5. PROTOCOL 

Full details of our protocol are provided elsewhere (MacDonald et al., 
2004). It uses both symmetric and asymmetric cryptographic techniques to 
provide the authentication, integrity and confidentiality services required to 
support a secure high data bandwidth channel from Server to SIM card. Our 
protocol has been designed on the assumption that the user device and SIM 
card are pre-issued and in the field. We assume that neither user device nor 
SIM card contain pre-installed application code to create the desired secure 
high bandwidth channel. 

We choose to use symmetric rather than asymmetric cryptography for 
authentication and key agreement. Performance is critical in a mobile system 
and overhead must always be minimized wherever possible (Blanchard and 
Trask, 2002). The long term secret key Ksc shared by the Server and the SIM 
card, and used to support the secure channel to the SIM, is confidentially 
distributed from the Server to the SIM card endpoint with authentication and 
integrity services provided by GSM standard 03.48. 

STEP 1 Install MIDlet into Operator Domain, and Applet into SIM 

The first step is to prepare the SIM card so that the MIDlet can be 
installed within the Operator domain of the J2ME device. The MExE (3GPP 
TS 23.057, 2003) security framework, like other specialist services and 
applications that use the mobile network purely as a transport mechanism, 
relies on signature verification before the MIDlet can be installed within the 
target domain. We use GSM standard 03.48 to securely transfer the Operator 
Domain public key certificate Certop to the SIM card. The MExE J2ME 
implementation on the user device receives the signed MIDlet. Successful 
verification of the signature using the public key in Certop-DoM provides data 
origin authentication and integrity of the MIDlet JAD and JAR files. The 
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Security Agent MIDlet is installed in the Operator domain of the user device 
with full JSR 177 permissions, allowing APDU commands to be issued to 
SIM card resident Applets. To initiate installation of the Java Card Security 
Agent Applet, the MIDlet starts an http session with the server, and supplies 
it with the SIM card's unique identifier. The server responds with the SIM 
card Applet code, integrity protected with a MAC computed using the shared 
secret Ksc. The MIDlet Security Agent then transfers this data to the SIM 
card via the Envelope APDU command. An on-card installer application 
verifies the MAC and hence the origin authentication and data integrity of 
the Applet. If there is any discrepancy the installation process ceases; 
otherwise the Security Agent Applet is securely installed. This results in the 
creation of an applet instance and its registration with the Java Card runtime 
environment. 

Note that neither MIDlet nor Applet carry any secret keys or other private 
data. Hence code encryption is not necessary. Integrity services to protect the 
MIDlet and Applet against virus insertion attack whilst in transit are required 
and are provided by the use of Digital Signatures and MACs respectively. 

STEP 2 Perform mutual entity authentication 

At some time later, i.e, after the http session of STEP 1 has closed and 
both Applet and MIDlet are installed, the Operator may choose to securely 
download bulk data from the Server to the SIM card. Before this begins, 
both endpoints verify each other's identity by means of a mutual entity 
authentication protocol. We use a three-pass mutual authentication protocol 
based on MACs and nonces, as specified in ISOIEC 9798-4 (ISOlIEC9798- 
4, 1999). 

STEP 3 Set up session keys to protect bulk data transfer 

Following mutual entity authentication, both Server and SIM card derive 
session Integrity (IK) and Confidentiality (CK) keys to provide security 
services to protect the bulk data transferred between Server and SIM card. 
Both Server and SIM card Applet will contain identical functionsfl andf2 to 
calculate the session cipher and integrity keys using the nonces rs and rc 
exchanged as part of the authentication protocol in step 2, and the long term 
shared secret Ksc, as follows: 

CK = fl Ksc(rSllrC) and IK =f2Ksc(r~llrC>. 
Once session keys have been established, the bulk data may be 

transferred between Server and SIM, encrypted for confidentiality with CK 
and concatenated with a MAC computed using IK for data origin 
authentication and integrity. 
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6. PROOF OF CONCEPT PROTOTYPE 
IMPLEMENTATION 

To validate our proposal we have constructed the Proof of Concept 
model of Figure 1, based on readily available open source tools: 

/ SOAP 
orer ).Up 

'<ate a t  the !me of our invesuoatlon the 
kTOoibar ernulatnr d m  mt s u p p k ~ s ~ l 7 7  
iunctlonal!ty The SATSA-APDU opt,onal J2ME 
package was emulated s ~ t n  a 2 8 E  Prom The 
D r o q  il!iltseu the O p m a r d  OCF 1 2 Framework 

Figure 1. Proof of Concept Prototype Implementation 

A J2EE Servlet web application performs the Mobile Operator function 
and is packaged as a WAR file (Web Application Archive) for easy 
deployment on a Tomcat Apache Web Server. 
The J2ME Client is emulated by the Wireless KToolbar (Sun 
Microsystems, 2003) from Sun Microsystems, running our Security 
Agent MIDP 2.0 MIDlet on the reference J2ME implementation. 
The SIM card function is provided by a Gemplus GemXpresso RAD 21 1 
Java Card with crypto package, connected to our demonstration 
environment via a USB card reader. 
A Web Service application communicates with the Mobile Operator 
function using SOAP over http. We used the jax-rpc API together with 
tools from Apache Axis to create the service WSDL and deploy the Web 
Service on a Tomcat Server. 
The demonstration environment of our proof of concept model is 

implemented in J2SE. J2SE provides the necessary Java Swing classes for 
monitoring the various use case applications tested on our model. The model 
is designed so that each phase of a specific use case is initiated manually and 
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monitored by visual feedback through the use of J2SE's GUI 
LayoutManager class and ActionListener interface. 

A framework that provides a high bandwidth secure channel between 
Server and SIM card is a significant enabler for application deployment. For 
demonstration purposes we have deployed Digital Rights Management and 
Web Services Security platform applications onto this framework. We now 
review how these operations leverage the proposed high bandwidth channel 
and framework; full details are provided in MacDonald and Mitchell (2004a) 
and MacDonald and Mitchell (2004b). 

6.1 Proof of Concept DRM Applications 

Digital Rights Management is an attempt to use technology to limit 
piracy and copyright violation of digital media (Litman, 2001). DRM 
solutions typically separate the Digital Asset from the Rights Object. Often 
the Asset is encrypted with a secret key. A separately delivered Rights 
Object includes both the secret key for decryption of the Asset and the user 
permissions. The user must therefore have both the Digital Asset and the 
Rights Object to render the digital asset. Without the Rights Object, the 
Digital Asset may be peer to peer distributed, and transferred from device to 
device. 

Our framework is ideally suited to such a content centric DRM 
application. Typically the user device would be notified of the receipt of 
such an encrypted Digital Asset by the asset's MIME type. This would 
invoke the Security Agent to store the encrypted Digital Asset in the, 
relatively plentiful, device memory, and then securely fetch the Rights 
Object from the Rights Fulfilment Server. The Rights Object would be 
securely transferred to the SIM card via our high bandwidth channel. The 
Digital Asset is recoverable only by the entity that holds the Rights Object. 

At some time later, upon user request, the Digital Asset would be 
transferred (perhaps streamed) to the SIM card for authorisation, where it is 
decrypted and streamed back to the device for consumption and rendering. 
The Rights Object, comprising the root decryption key of the Digital Asset 
and the current user permissions, would always reside on the secure SIM 
card. Such an implementation greatly reduces the network resource cost 
incurred by the practice of streaming each rendering instance of the Digital 
Asset over the WAN 2.5G and 3G network. 

6.2 Proof of Concept Web Services Security Application 

Our framework can be extended to provide a mobile Operator endorsed 
authentication and payment platform for web services. For this vertical 
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application the Server Servlet also provides the stub to the remote Web 
Service which is packaged as a WAR file and deployed on the Tomcat 
Server. Described by its WSDL we use the JAX-RPC API from Apache 
Axis to create the stubs to the service interface. Communication between 
Servlet and Web Service is according to the SOAP protocol using http as the 
transport mechanism. 

In this application a high level user discovery process is provided by the 
J2ME Security Agent. User service selection initiates the mutual 
authentication step concluding with the creation of the high bandwidth 
secure channel between Server and SIM card. The Server may now issue an 
authentication token followed by an authenticated payment token when the 
user decides to consume the service. The authenticated payment token is 
exchanged for the web service, and the content associated with the service 
provided to the Server using SOAP over http. The service content may now 
be securely transferred to the SIM card via the high bandwidth J2ME and 
JavaCard Security Agent channel. This implementation provides: 

the user with a high level service discovery interface plus anonymity 
from Web Service providers; 
the Mobile Operator with a pivotal role and revenue generating 
opportunity in the provision of a web services security and payment 
platform; 
the Content Provider with a secure, scaleable distribution channel. 
Note that, whilst it is possible to use the J2ME and Java Card Security 

Agent to create a secure high bandwidth channel, it may not be desirable to 
use these entities for service rendering and consumption. Extending 
connectivity to the personal area network of the J2ME device is particularly 
straightforward given the availability of the SAT OPEN CHANNEL proactive 
command. 

CONCLUSION 

In this paper we have introduced a novel approach to securely transfer 
large data files from an application server to the mobile device SIM card. 
Our approach is based on a Java solution and overcomes a potential 
bandwidth restriction of the current GSM standard 03.48 and SAT Security 
process. We present a protocol and methodology that allows the secure 
channel to be created on capable, but unprepared, devices and SIM cards that 
are already issued. We have modelled our proposed solution and protocol 
using open source tools and indicate how it can be extended to apply to 
future application implementations such as DRM and Web Services. 
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Abstract: The use of certificates for secure transactions in smart cards requires the 
existence of a secure and efficient revocation protocol. There are a number of 
existing protocols for online certificate revocation and validation, among 
which OCSP and SCVP are the most widely used. However there are not any 
real applications testing the efficiency of these protocols when run in a smart 
card, even though the advantages of such an inlplementation are promising. In 
this paper we examine the details of the implementation of these protocols, 
emphasising on the issues arisen from the limitations of the smart cards. We 
also discuss the performance results from the implementation of OCSP and 
SCVP in a multi-application smart card environment. Results from two 
different Java Card platforms are presented and analyzed. 

Key words: Certificate Revocation, OCSP, SCVP, Java Card 

1 INTRODUCTION 

In recent years, X.509 certificates have been used more and more in 
smart cards in order to validate users, establish secure channels or perform 
secure transactions. One of the most significant problems of Public Key 
Infrastructures (PKI) is certificate revocation and validation. Any PKI 
deployment, whether it includes smart cards or not, should provide efficient 
and secure mechanisms for certificate validation. Until now, protocols, such 
as the Online Certificate Status Protocol (OCSP) 1121 and the Simple 
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Certificate Validation Protocol (SCVP) [12] have been designed and 
successfully implemented in many systems. Their weaknesses and general 
issues concerning their use have been discussed extensively in academic 
literature [2]. However, none of these protocols have been specifically 
designed or tested for smart cards. 

In this paper we outline the design of a smart card certificate validation 
model and discuss the issues surrounding its implementation. We also 
implement OCSP and SCVP in two different Java Card platforms, which 
from now on will be referred to as Vendor A and Vendor B, using the Java 
Card API Ver. 2.1 [22]. Our goal is to create a transparent, lightweight, and 
independent application that will provide certificate validation function to 
any other application in a multi-application smart card environment. It will 
be completely trusted by all other applications on the card to perform 
certificate validation on their behalf. Thus, other applications should not 
need to be aware of the specifics of the underlying protocols. Our purpose is, 
firstly, to present some performance measurements concerning the 
implementation of the most widely used revocation protocols in a smart card. 
Secondly, we want to highlight the issues regarding the design and 
development of a validation protocol in such a limited processing and 
memory environment. Such protocols are an essential part of every PKI. It is 
important that we identify the existing limitations in their implementation, as 
input into future designs for optimised solutions. 

We will briefly describe the certificate validation protocols and then 
analyze the issues surrounding certificate validation on a smart card. 
Subsequently, we will present the smart card certificate validation model and 
the entities involved. Furthermore, we provide the implementation details of 
the model along with providing performance results and timings. Finally, we 
provide some concluding remarks and discuss directions for further research. 

2. THE CONCEPT OF ON-LINE CERTIFICATE 
VALIDATION 

Certificate revocation and validation using Certificate Revocation Lists 
[9] may in some cases be inefficient or indeed inadequate. Protocols for 
online certificate validation have been proposed to solve the issues 
surrounding certificate revocation. These protocols can in theory be used in a 
smart card architecture to validate certificates for card based applications. 
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2.1 Certificate Validation Protocols 

Many methods and protocols have been proposed for online certificate 
validation [2]. Currently, the most widely used are OCSP [15] and SCVP 
[12], which are simple client-server protocols involving requests and 
responses that provide the current status of one or more certificates. A client 
can send a request to a server (usually called "responder"), asking for the 
status of one or more certificates. The server responds with a signed message 
containing the status of the certificate(s), the time when the responder last 
updated the status information and the time of the creation of the message. 
Responses should be signed by the CA, a trusted or an authorized responder. 

In OCSP version 1 1151 (OCSPvl), the certificate is referenced using its 
serial number along with the issuer's name and public key. Thus, it is 
necessary for the client sending the request to construct and validate the full 
certificate path from the queried certificate to the root CA. Certificate path 
construction can be difficult to implement in environments with limited 
processing power, such as smart cards. As a result, other solutions were 
proposed, like OCSP version 2 (OCSPv2) [16] and SCVP [12]. OCSPv2 
practically added two more possibilities to reference the certificate: the client 
can send the entire certificate or a hash of some specific fields from it. 
Consequently, OCSP clients do not have to do any certificate path 
construction. Nevertheless, the size of the request message is significantly 
increased. Even though the draft for OCSPv2 has expired since 2002 [16], 
we believe that it may be applicable to smart cards. 

SCVP [12] is a protocol that can provide further information than just 
revocation status. An SCVP Server can perform certificate path construction 
and validation as well as revocation checking. The request message includes 
either the entire certificate or a hash of the certificate and can be signed if 
needed. The server can be instructed to provide certification path for the 
certificate, revocation status or both. SCVP Responses are always signed, 
unless an error message is given back. Practically, they contain the same 
information with OCSP responses, in terms of time and date values. SCVP 
messages are encapsulated in Cryptographic Message Syntax (CMS) [6] data 
structures, which results in larger and more complex messages. 

2.2 Issues surrounding the Smart card Certificate 
validation 

Nowadays, there are numerous proposals for smart card applications 
exploiting public key cryptography, which implies the handling of 
certificates by the smart card. Therefore, an efficient mechanism for 
certificate validation is considered essential. However, the implementation 
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of such a mechanism has to address some significant issues, mainly caused 
by limitations of the smart card environment. 

First of all, it is considered more secure and efficient for a smart card 
application to be able to determine the validity of a certificate without 
having to rely on an application that doesn't reside on the card. The tamper- 
resistant nature of the card makes resident application and data more 
trustworthy and secure. On the other hand, an off-card certificate validation 
application should be trusted by the card and would require a secure 
communication channel with the card. 

Most difficulties regarding the implementation of certificate validation 
protocols on smart cards are the result of the limited processing power and 
memory of the card. The limited processing capability of a smart card makes 
the creation of a certification path on the card very time and memory 
consuming. Thus, the use of OCSPvl is not recommended, as it requires a 
fully validated certification path. Apart from that, it is not very efficient to 
implement a fully functional ASN.l [lo] parser and DER [I 11 encoder in 
such a limited environment. X.509 Certificates, OCSP and SCVP protocols 
are all designed using ASN.1 notation. Thus, the creation and parsing of 
messages can be very time consuming. In addition OCSPvl messages 
require extraction of fields from the queried certificates, which demands the 
presence of an ASN. 1 parser or a package that handles X.509 certificates. 

Smart cards have also a very limited memory. An X.509 certificate may 
occupy more than 1000 bytes [17] of memory. This is not such a problem for 
the card's capacity as it is for the communication channel between the card 
and the reader. An APDU data buffer [8] can hold up to 255 bytes of data, so 
a series of APDUs is needed for an X.509 certificate to be transmitted to the 
card. An OCSPv2 message also contains numerous other fields and a digital 
signature, which increase even more the total size of the messages. SCVP 
messages can contain only a hash of the certificate, so SCVP is expected to 
be more efficient than OCSP. Hashing the certificate is also possible in 
OCSPv2, however only a part of the certificate is hashed and thus, a package 
handling X.509 certificates would be needed. Nevertheless, a hash function 
requires more processing power and thus, is expected to need more time for 
execution. SCVP response messages also contain the certificate of the SCVP 
server, so they are expected to be as big as OCSP responses. Finally, both 
OCSP and SCVP protocols require some time checks to be done to 
determine the validity of the responses. Such checks cannot be done on-card 
as the card doesn't have a clock and, thus, knowledge of current time or date. 
Thus, in order to prevent replay attacks, nonces [12, 151 should be used. 

The Open Mobile Alliance has already published a candidate version of 
an OCSP profile for mobile environments 1181. Its goal is to enable the use 
of OCSP in mobile devices with limited resources that use the Wireless 
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Application Protocol (WAP). This profile sets requirements and constraints 
on OCSP in order to have smaller, simpler and more easily processed 
messages. Nonetheless, it is not specifically designed for smart cards. 

2.3 Motivation 

As the need for the use of certificates in transactions with smart cards 
increases, the use of an online validation mechanism provided within the 
card becomes very attractive. An evaluation of the different online validation 
protocols is required in order to determine which one is more efficient for 
smart card use. The limitations of smart cards bring about the issues 
presented previously, which need to be met in a real world application. 

Until now, there is little public infonnation relating to the 
implementation of a validation protocol on the card. X.509 certificates can 
be relatively large in size, a fact that makes their management and 
manipulation in a smart card environment difficult. Nevertheless, X.509 is 
currently the most widely used certificate format and most validation 
protocols are to be used with such certificates [12, 151. A smart card 
application that will implement these protocols can provide significant 
feedback concerning the practical and theoretical issues of certificate 
validation in smart cards. The implementation of a certificate validation 
protocol on a smart card can also facilitate the management of certificates 
within the card. The protocol can be implemented in a separate, stand-alone 
application which provides a shareable interface to all other applications in a 
multi-application smart card. As a result, any application can use the 
protocol, without being aware of its details. Many different validation 
servers can be registered to the card, which can decide where to send the 
validation request. 

3. A SMART CARD CERTIFICATE VALIDATION 
MODEL 

The design of a smart-card software solution can be easily split into three 
parts: the card side, the pc-client side and the server side. In our case we 
have two applications on the card side: a generic application and a validation 
client. The pc-client side acts as a gateway between the validation client on 
the card and the validation server. The entities that are involved and the 
technology that we used to implement them are described in this section. 
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3.1 The entities involved 

The entities that take part in a certificate validation protocol on a smart 
card are the following: 

Smart card Application (SA): A third party application (applet) which 
has an X.509 certificate and wishes to use the card's validation 
functionality. 
Smart card Validation Client (SVC): It implements the validation 
protocol and provides its functionality to other applications through a 
shareable interface. 
PC-Client Terminal Application (PCAP): It communicates with the card 
and forwards Certificate Validation Requests from the card to the server, 
and Responses from the Server to the card. It also provides the APDU 
commands needed by the SVC to perform the validation. 
Server: This can be any server that supports OCSP, SCVP or other online 
certificate validation protocols. 

PC Client Terminal Application 3 [''ocsPi&i;''l " . . . . . . . . , . . . . . . . . . .. . . .. . . . . . . . . . . . . . . . . .. . . . . - X.509 Certificate 1 . _ . . _  .... . ....... . ............ .... 8 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , 
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Figure I .  Message flow during protocol execution 

Figure 1 illustrates the message flow during protocol execution. More 
specifically, in 1 the SA receives the certificate from the PCAP, and then in 
2 invokes the method of SVC to send the certificate to the SVC using the 
Shareable Interface Object (SIO). Further on, the SVC formats an OCSP or 
SCVP Request and forwards it to the Server (3), which then issues an OCSP 
or SCVP Response (4). Finally, the SVC gets the response by the PCAP (4), 
verifies it and sends the result back to SA (5). 
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3.1.1 The Smart card Application 

The SA can be any application using X.509 certificates. In our 
implementation it receives an X.509 certificate from the PCAP. The typical 
size of such a certificate is greater than 255 bytes, which is the size of the 
command APDU data buffer. Consequently, data will have to be sent in 
blocks and a series of APDUs can be used to send an X.509 Certificate. It 
should be noted that the Java Card environment restricts the maximum size 
of arrays. As a result, the maximum size of a certificate is not only limited 
by the small command APDU data buffer but also by the idiosyncrasies of 
the underlying Java Card platform. 

Once receiving a command APDU containing a part of a certificate (Send 
CertzJicate), the SA calls a shareable interface method of the SVC which 
stores the certificate. Java Card SIOs [14] only allow passing of primitive 
types as parameters. Thus, for passing the certificate to the SVC, a global 
array, in our case the APDU buffer, had to be used [14]. The overall security 
of this approach is discussed and evaluated in [14]. A different command 
APDU (Get Result) returns the result of the validation protocol to the SA. 
The SA must be aware of the SVC's Shareable Interface methods. 

In our implementation for the two smart card components, we used Java 
Card 2.1.1 [22], which is supported by our smart card application 
development tools. Java card is one of the most widely recognised and used 
smart card multi-application environments. 

3.1.2 The Smart card Validation Client 

This entity performs all the functions required by the validation protocol. 
First, it receives the certificate fi-om the SA. The certificate is stored in a 
byte array throughout the execution of the protocol, as it is needed for the 
verification of the Server's response. A command APDU (Create Request) 
triggers the function that constructs a validation request, which is later sent 
to the PCAP (Send Request), broken into data blocks. The PCAP also 
forwards the validation response to the SVC (Get Response) where it is 
processed and verified (Process Response) so that the result can be returned 
to the SA. The SVC holds the Server's public key so that it can verify the 
digital signature in the response message. Finally, the SVC provides 
shareable interface methods to the SA, which are needed for passing the 
certificate and the result of its validation. 
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3.1.3 The PC-Client Terminal Application 

The terminal application was implemented using PCISC [19]. PCISC is 
currently one of the most widely used and supported card terminal 
programming environments. PCISC architecture is widely accepted and 
implemented by large and established companies such as Microsoft, Apple 
and Philips. Some of the supported programming languages include Visual 
Basic and C++. Most smart card manufacturers provide drivers for PCISC. 

The terminal application receives validation requests from the smart card 
in the form of multiple APDUs. Its role is to combine APDUs and send the 
validation request to the given validation server, as instructed by the card 
application. Then, it receives validation responses, breaks them into APDUs 
and sends them back to the card. The PCISC terminal application is a 
completely passive component which simply facilitates the communication 
between the server and the card application, by selecting the applets of SA 
and SVC, and transmitting the appropriate command APDUs. 

The programming language we used to implement the terminal 
application was Visual Basic 6. Microsoft's Visual Basic is currently very 
widely used and also directly supports PCISC. For the purposes of this paper 
the terminal application was also configured to send an X.509 certificate to 
the card application. As Visual Basic does not support X.509 certificate 
handling and digital signatures, CAPICOM [13], a cryptographic library 
developed by Microsoft, was used to manipulate certificates. 

3.1.4 The Server 

A dummy OCSP and SCVP responder was implemented to handle OCSP 
and SCVP requests. The validation server checks the syntax of request 
messages and then issues digitally signed OCSP and SCVP responses as 
required. For the purposes of this paper the server was directly integrated 
with the PCAP. The language used for the implementation was Visual Basic 
v6 for compatibility and integration with the PCAP. For testing purposes the 
sever was configured to always send responses with either valid, invalid or 
unknown certificate status, regardless of the actual status of the certificate. 
CAPICOM was used to create digital signatures. 

3.2 Implementation Details 

The SVC was implemented to handle OCSP requests and responses. The 
implementation was based on OCSPv2. In order for no certificate 
manipulation to be required the entire certificate was included in the OCSP 
request. For maximum efficiency, a specific ASN. 1 parser and DER encoder 
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and decoder were implemented, which can only handle such messages. 
Moreover, only a few of the OCSP Response acceptance requirements 
specified in [16] were implemented: the certificate was compared with the 
original queried certificate and then its status was retrieved. The SVC was 
implemented to only accept messages from a specific trusted responder. 

The verification of the digital signature in the validation response 
messages may be essential for the protocols, but is also a time-consuming 
function when performed on the card [20]. The purpose of this paper is to 
evaluate the performance of revocation protocols and not of the signature 
algorithms. As a result, and for testing and evaluation purposes, digital 
signatures were not verified on the card so as not to influence our results. 
However, smart cards running the SVC should support the most known 
algorithms for digital signatures and hash functions, as digital signature 
verification is required for correct execution of both OCSP and SCVP. 

4. RESULTS AND PERFORMANCE EVALUATION 

In this section we present and evaluate the results and timings we took 
for each of the two protocols, using two different smart cards. 

We have generated a set of results for OCSP and SCVP, using a specified, 
573 byte, X.509 certificate. Two different high end Java cards were used 
provided by Vendor A and Vendor B. The smart card application 
development tools were also different respectively. Due to Java Card's 
interoperability, there are only minor changes to the implementation for each 
card, that don't affect the overall performance. Each protocol was executed 5 
times for each card. Timings, expressed in milliseconds, are presented in 
table 1. They were taken using an APDU monitoring tool attached to a P4 
Windows machine. Commands marked with * only involve data 110. The 
functionality of each command is explained in section 3. We also include for 
reference timings required for sending the certificate to the card. 

The timing results presented in Table 1 are coherent. Even though 
execution times for most commands differ between the two cards, we can 
reach into the same conclusions for the protocols we implemented. It should 
be noted, that the differences in each card's timings is attributed to the 
different nature of each card. The statistical analysis of the results that we 
presented leads us to the remarks that we analyze in this section. 

First of all, we observe that for OCSP the Create Request command is the 
least time consuming of all. The OCSP protocol doesn't require any special 
functions for creating request messages, and thus, an OCSP request is 
created really fast. On the other hand, for SCVP it appears to be the most 
time consuming command, excluding commands that handle 110, as a hash 
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function has to be computed. The processing of an OCSP response (Process 
Response) is the most time-consuming command for the OCSP protocol, 
excluding the ones regarding VO. The comparison of the certificate in the 
response with the original queried certificate is what makes this command 
more time-consuming than any other. SCVP responses in contrast, require 
the comparison of a much smaller byte array and thus demand less time, as a 
hash of a certificate is, of course, smaller than the certificate itself. 

Table I .  Performance results 

Create Request 

I Vendor A 
Command I Metrics (clk) / OCSP 1 SCVP 

Send Request* 

Vendor B 
OCSP 1 SCVP 

Get Response* 

Send Certificate * ( Average 13978,48 37614,04 

Process Response 

Get Result 

Furthermore, the most time-consuming functions of all are the ones that 
have to do with the input of the certificate (Send certificate), OCSP and 
SCVP responses (Get Response) to the card and the output of OCSP requests 
(Send Request). Concerning the transmission of the certificate to the card, it 
is obvious that even for a cut-off version of an X.509 certificate a significant 
amount of time is required. As a result, we have to consider the use of other 
certificate formats. The transmission of the response messages for both 
protocols requires the same amount of time, as their size is almost the same. 
On the other hand, a SCVP request is significantly smaller than an OCSP 
request. Thus, only a very small fraction of the time needed to send the 
OCSP request, is required to send a SCVP request message. Consequently, 

Average 
Median 

14,47 A 121,03 
14,50 114,88 
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any decrease in the size of the messages will have a significant impact on the 
total time in which the protocol is executed. The Get Result command only 
involves changing the value of some variables, and thus, it doesn't interfere 
with the protocol run. Dring protocol runs it was observed that the cards 
quickly ran out of memory and the applets needed to be reinstalled. This was 
attributed to the fact that many large arrays are used. Thus, special care has 
to be taken for memory allocation and garbage collection. 

Overall, SCVP runs faster than OCSP in both cards. This is mostly 
because a SCVP request is much smaller and thus can be sent much faster 
than an OCSP request. Even though the creation of a SCVP request is more 
time consuming, the fact that it can be transmitted in a single APDU makes 
SCVP more efficient. As we already mentioned, the commands that involve 
data 110 are the most time consuming and any alteration of the size of the 
messages has more impact on the time required for a complete protocol run 
than an improvement of any other command might have. 

5. CONCLUSIONS 

OCSP and SCVP protocols were implemented on two different Java Card 
platforms. Despite the issues that came up and the compromises regarding 
the certificate size, we have shown that it is feasible to implement and run 
known and widely used certificate validation protocols on a smart card. Even 
though the memory size of modem smart cards has significantly increased, 
an X.509 certificate is still quite large to be used in such a limited 
environment. The time that is required for a certificate to be loaded onto the 
card is clearly a major factor. However in future work there may be scope to 
reduce delays by exploiting faster card VO options. 

Furthermore OCSP is not very efficient for use in a smart card 
environment. OCSPvl cannot be used at all, as certificate manipulation and 
path construction adds a significant overhead. We have shown that an 
implementation of OCSPv2 is feasible, even though the messages involved 
are quite large in size. Additionally, checks regarding time cannot be 
performed on a smart card, even though corresponding fields add up to the 
total size of the messages. SCVP, which is recommended for use in limited 
environments, uses a hash of the certificate, significantly reducing the 
overall size of all messages. This reduces the time required for 110, but also 
increases the time required for a construction of a SCVP request. 
Nevertheless, in total, SCVP runs faster than OCSP. 

Currently, we are experimenting with alterations to existing validation 
protocols as well as system architectures in order to have a more efficient 
protocol, specifically designed for smart cards. The suggestions of OMA 
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[18] are also considered, as so far there has not been any known 
implementation of their protocol. Moreover, recently a new IETF draft on 
OCSP was submitted [3], describing a lightweight implementation of OSCP, 
but it is not specifically designed for smart cards. The design of a smart card- 
specific certificate validation protocol is also examined, as well as the 
support of other certificate formats [I ,  21, 231 that can facilitate certificate 
revocation and validation. In particular, we need to focus on formats that 
provide a more compact and efficient way of storing and managing 
certificates [17] and key pairs [4]. These will enable us to provide more 
accurate figures and comments on the performance of these protocols in a 
multi-application smart card environment. 
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Abstract: 

Key words: 

This paper presents a case study on the use of formal methods in specification- 
based, black-box testing of a smart card applet. The system under test is a 
simple electronic purse application running on a Java Card platform. The 
specification of the applet is given as a Statechart model, and transformed into 
a functional form to serve as the input for the on-the-fly test generation, 
-execution, and -analysis tool GAST. We show that automated, formal, 
specification-based testing of smart card applets is of high value, and that 
errors can be detected using this model-based testing. 

model-based testing; smart cards; Java Card; automatic test generation; 
executable specification. 

1. INTRODUCTION 

Smart devices are often used in critical application domains, such as 
electronic banking and identity determination. This implies that their quality, 
such as their safety, security, and interoperability, is very important. Such 
devices commonly implement a Java Card virtual machine, which is able to 
execute Java Card applets. Each application is then implemented as a 
separate applet. 

One way to increase the quality of applets is the use of formal methods. 
Such applets are sufficiently small to make a complete formal treatment with 
current day formal technology feasible. Systematic testing is another method, 
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predominantly used to check the quality of smart devices in an experimental 
way. 

In this paper we combine testing and formal methods: we test a Java Card 
applet, in a black-box setting, based on a formal specification of its required 
behavior. Compared with formal verification, testing has the advantage that 
it examines the real, complete system consisting of applet, platform and 
hardware together, whereas formal verification is usually restricted to a 
model of the applet only. Compared with traditional, manual testing, formal 
testing has as first advantage that the formality reduces the ambiguities and 
misinterpretations in the specification so that it is clearer what should be 
tested. Secondly, formal specifications allow to completely automate the 
testing process: test cases are algorithmically generated from the formal 
specification, and test results can automatically be analyzed. This makes it 
possible to generate and execute large quantities of large tests in a short time. 
It is mainly this second advantage that we will pursue in this paper. 

Our investigation of formal testing is conducted using a case study. The 
applet that we test is a simple electronic purse application, implemented as a 
Java Card applet, with a limited set of methods like asking the value on the 
card, debiting, crediting, etc. The formal specification of the electronic purse 
applet is given as a statechart'. The case and its formal specification are 
described in Section 2. 

Automatic test generation, test execution, and test result analysis are 
performed in an on-the-Jly fashion, using the test tool GAST~. The test tool 
GAST is described in Section 3. Section 4 describes how the Statechart 
specification is transformed into clean3, a functional programming language 
used as the input language for GAST. How GAST, the applet under test, and 
the platform are connected is described in the test architecture, which is 
given in Section 5. 

We constructed one (assumed to be) correct applet implementation. From 
this implementation we derived 22 mutants by inserting subtle bugs to see 
whether such bugs would be detected by our automated, formal testing 
method. A summary of the performed tests is given in Section 6. Finally, 
Section 7 and 8 discuss related work, conclusions, and possible future 
extensions. 

2. CASE STUDY 

We demonstrate our testing methodology by applying it to a simple 
electronic purse application as a case study. The basic events that the 
electronic purse can receive are: 

set an initial value n via setvalue (n) 
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query the actual value via getvalue ( ) 
0 uav an amount of n via debit (n) 

< 

authenticate with a pin (personal identification number) via 
authenticate (pin) before charging the card 
charge the card with an amount of n via credit In) - 

0 reset the card using a puk (personal unlocking key) via reset (puk) 
All these events are input events for the card, because they are sent from 

the Card Accepting Device (CAD, also called terminal) to the card. To every - - 

input event, the card answers with a corresponding output event: 
acknowledge an operation via ackOK Or ack (n) 

~ & e  1 shows the specification of the purse, modeled as a Statechart. 

I ackOK; value := n; tries .= 0 

debit(n) [value-n >= 01 

I value += n; tries := 0; ackOK I value -= n; ackOK 

debit(n) [value-n < 0] 
I error(lNV-PARAM) 

1 error(lNV-PARAM) authenticate(pin) [wrong(pin) 88 tries < 51 
I tries++: error(lNV-ID) 
authenticate(pin) [tries >= 51 
I error(lNV-ID). 

Figure I. Statechart model of the purse applet. 

The transition labels between two states s, and s2 are of the form: 

with i being an input event, g being a guard, and act representing a 
sequence of actions. We exemplify the semantics with this transition: 

The input event (i) is credit (n) . The argument n represents the amount 
of money to be added to the card. The applet uses signed 16-bit integer 
shorts and it gives an error ( INV-PARAM) on negative values. We abstract 
fiom that in the Statechart to keep it concise. The actual value of the card is 
saved in the variable value. A transition can only fire when the 
corresponding guard g holds. In this example, one can only increase the 
value of the card by n, when n does not exceed the MAXVALUE-value. If the 
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transition is taken, the actions act are performed. In this case, the variable 
value is incremented by n, the tries variable is reset to zero, and the 
acknowledgment ackOK is sent to the terminal. 

Intuitively, the purse works as follows. At first, the card is in the 
Uninitialized state. It is initialized by the credit institution, which issues 
the card to the customer by putting a certain amount n of money on it via the 
setvalue (n) event. 

In the Initialized state the customer can query the actual value via the 
getvalue ( ) event, or pay with the card via the debit (n) event. To increase 
the value, one must first authenticate at a terminal with a card-specific pin, 
leading to the Authenticated state. Being in that state, one can add money 
via the credit (n) event, leading back to the Initialized state. The card 
checks that its value does not exceed the MAXVALUE. 

Furthermore, there is a maximum of five tries to enter the pin. After the 
fifth wrong attempt, one can no longer credit the card. If the credit institution 
enters the reset code (called puk) correctly, the card goes back to the 
Unini tialized state and can be re-initialized via the setvalue (n) event. If 
the puk is entered wrongly, the card goes to the Invalid state and cannot be 
used anymore. 

Two kinds of erroneous events can be sent to the card. Firstly, a 
syntactically correct input event that is not specified for the actual state may 
occur, e.g., a credit (n) when the card is in the Initialized state. Such an 
unspecified input event is called an inopportune event, and the response of 
the applet should be an error message error ( INV-CMD) , whereas the applet 
remains in its actual state. Secondly, a syntactically incorrect event may 
occur, e.g., a command-APDU with a non-existing event-code. This is also 
implicitly assumed to lead to an error message, while the card stays in its 
current state. 

3. THE TEST TOOL GAST IN A NUTSHELL 

The test tool GAST is designed to be open and extendable. For this 
reason it is implemented as a library rather than a standalone tool. The 
functional programming language Clean is chosen as host language due to its 
expressiveness. 

GAST can handle two kinds of properties. It can test properties stated in 
logic about (combinations of) functions. GAST can also test the behavior of 
reactive systems based on Extended (Finite) State Machines, E(F)SM. Here 
we will only discuss the ability to test reactive systems. 

An ESM as used by GAST comes quite close to the Statechart of Figure 
1. It consists of states with labelled transitions between them. A transition is 
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of the form s ' l o  > t , where s, t are states, i is an input which triggers the 
transition, and o is a, possibly empty, list of outputs. The domains of the 
inputs, outputs, and states can be given by arbitrarily complex recursive 
Algebraic Data Types (ADT). This constitutes the main difference with 
traditional testing with FSM's where the testing algorithms can only handle 
finite domains and deterministic systems4. 

A transition s "?> is represented by the tuple (s, i, t, 0). A relation 
based specification 6, is a set of these tuples: 6, c SXIXSXO*. The 
transition function 6f is defined by 6f(s,i) = { (t, 0) I (s, i, t, 0) E 6, ). Hence, 

i / o  s > t is equivalent to (t, o) E &(s, i). A specification is partial if for 
some state s and input i we have &(s, i) = 0, otherwise it is total. A 
specification is deterministic if for all states and inputs the size of the set of 
targets contains at most one element: # &(s, i) < 1. A trace o is a sequence of 
inputs and associated outputs from a given state. Traces are defined 
inductively: the empty trace connects a state to itself: s A s .  We can 
combine a trace s 4 t and a transition f "V >z/ form the target state t, 
to trace s c r ; i / o  >t . We define s "" > i / o  = 3t.s >t and 
s 4 = 3 t . s 4 t  . All traces from state s are: traces(s) - 
{ 01 s& }. The inputs allowed in state s are given by init(s) = 
{i  I3o.s ' l o  > }. The states after trace o in state s are given by s after o E 
{ t I s 4 f ) .  We overload traces, init, and after for sets of states instead 
of a single state by taking the union of the individual results. When the 
transition function, tif, to be used is not clear from the context, we will add it 
as subscript. 

The basic assumption for our formal testing is that the Implementation 
Under Test, iut, is also a state machine. Since we do black box testing, the 
state of the iut is invisible. The iut is assumed to be total: any input can be 
applied in any state. Conformance of the iut to the specification spec is 
defined as (so is the initial state of spec, and to of iut): 

iut conf spec r VOE tmcesSpec(s,,),Vi E init(s,afterspec O),VOE 0** 

(to aftequ, O) ' l o  > i l o  
3 (so afterspec 0 )  

Intuitively: if the specification allows input i after trace o, the observed 
output of the iut should be allowed by the specification. If spec does not 
specify a transition for the current state and input, anything is allowed. This 
notion of conformance is very similar to the ioco relation5 for Labeled 
Transition Systems (LTS). In an LTS each input and output is modeled by a 
separate transition. In our approach an input and all induced outputs up to 
quiescence are modeled by a single transition. Quiescence characterizes a 
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state of the iut that will not produce any output before a new input is 
provided, i.e. a quiescent system waits for input and cannot do anything else. 

In order to test conformance, a collection of input sequences is needed. 
At the beginning of each input sequence GAST resets the iut and the spec to 
their initial state. By applying the inputs of a sequence one by one, GAST 
investigates if it can be transformed to a trace of spec. The previous inputs 
and observed responses are remembered in trace o. If ti spec(^, i) f 0 for the 
current input i and some state s reachable from the L l  I: 6 1 state, So, by 
trace o (i.e. so A s ) ,  the input is applied to the iut, and the observed 
output is checked to be allowed by spec. 

GAST has several algorithms for input generation, e.g.: 
Systematic generation of sequences based on the input type. 
Sequences that cover all transitions in ajinite state machine. 
Pseudo random walk through the transitions of a specification. 
User defined sequences. 
In this paper we will only use the third algorithm to generate input 

sequences. Testing is on-the-fly, which means that input generation, 
execution, and result analysis are performed in lockstep, so that only the 
inputs actually needed will be generated. The lazy evaluation of Clean used 
for the implementation of GAST makes this easy. 

Within the test tool GAST, the mathematical state transition fimction, &, 
specifying the desired behavior is represented by a function in the functional 
programming language Clean. Functional languages allow very concise 
representations of specifying functions and have well understood semantics. 
Using an existing language as notation for the specification prevents the 
need to design, implement and learn a new language. The rich data types and 
available libraries enable compact and elegant specifications. The advanced 
type system of functional languages enforces consistency constraints on the 
specification, and hence prevents inconsistencies in the specification. 

Since the specification is a function in a functional programming 
language, it can be executed. This is convenient when one wants to validate 
the specification by observation of its behavior. 

Any Clean type can be used to model the state, the input and the output 
of the function specifying &, including user-defined data types. GAST uses 
generic programming techniques for generating, comparing, and printing of 
these types. This implies that default implementation of these operations can 
be derived without any effort for the test engineer. Whenever desired, these 
operations can be tailored using the full power of the functional 
programming language. 
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4. THE PURSE SPECIFICATION FOR GAST 

The specification given in the Statechart is transformed to the functional 
language Clean in order to let GAST execute and manipulate it. This section 
gives some details about the representation in Clean of the electronic purse 
from Figure 1. Due to space limitations we will only show snapshots of the 
(executable) specification. A parameterized enumeration type represents the 
state of the purse 

: :  PurseState = Uninitialized 1 Initialized Short Short 
I Authenticated Short / Invalid 

We use one constructor for each state from the Statechart in Figure 1. 
The arguments of the constructor In i t i a l i zed  represent the tries counter 
and the value. The type S h o r t  represents signed 16-bit integers. This implies 
that there are actually 216x216 = 232 different i n i t i a l i z e d  states, of which 
some are not reachable. There are similar types for input and output. 

A transition function purse, similar to &, in Section 3 models the 
transitions. The only difference with the mathematical specification is that 
the result is a list of tuples instead of a set of tuples. Some function 
alternatives specifying characteristic transitions are: 

purse : :  PurseState PurseInput -> [(PurseState, [PurseOutputl )I 
purse Uninitialized (Setvalue n) 

= if (n >= 0 && n <= MAXVALUE) 
then [(Initialized 0 n, [AckOKI)] 
else [(Uninitialized, [Error INV-PARAMI )I 

purse (Initialized tries value) Reset 
= [ (Uninitialized, [AckOKl ) 1 

purse (Initialized tries value) GetValue 
= [(Initialized tries value, [Ack value])] 

. . .  
purse state any = [(state, [Error INV-CMD])] 

The first alternative models both transitions for the input setvalue n 

from the state Uninitialized. The second and third alternative show two 
transitions form the state In i t i a l i zed .  The last alternative captures the 
informal requirement that inopportune events should cause no state transition 
and an error message as output. Since s t a t e  and input any are variables, this 
alternative covers any combination not listed above. Since exactly one 
transition is defined for each combination of state and input, the 
specification is total and deterministic. 

This specification is an ordinary definition in the functional programming 
language Clean. It is checked by the compiler before it is used by GAST. 
This guarantees well-defined identifiers and type correctness. 
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5. TESTING JAVA CARDS WITH GAST 

The tests, which will be described in Section 6, have been executed using 
the test architecture of Figure 2. 

Specification 

GAST 

CREF 

Figure 2. The general testing framework. 

The IUT is the Java Card applet implementing our simple electronic 
purse. To make testing easier and more flexible, we used a simulation 
platform to execute the applet. The simulation environment is the C- 
language Java Card Runtime Environment (CREF), which comes with the 
Java Card Development Kit. CREF simulates a Java Card technology- 
compliant smart card in a card reader. It further consists of a Java Card 
Virtual Machine, and communication protocol entities to allow 
communication between the applet and the outside world. 

To communicate with the applet under test, GAST was enhanced to be 
able to deal with these typical smart card communication protocols ISO- 
7816-4 and TLP-224 over TCPIIP. On top of these protocol entities an 
adapter (glue code), was implemented. The adapter transforms the high level 
inputs, generated by GAST, and represented as Clean data values, into the 
low-level APDUs, coded as appropriate byte codes, and then sent according 
to the ISO-7816-4 protocol. Vice versa, the adapter decodes the APDUs 
received from the applet under test to Clean data values, which are then 
analyzed and checked by GAST. 

For data generation and analysis GAST uses the Clean EFSM 
specification, which was developed in Section 4. Except for the access to 
TCPIIP, the right-hand side of Figure 2 was entirely implemented in Clean. 

The use of a simulation platform for testing is not a restriction with 
respect to testing of real smart cards. Since only standardized protocols are 
used, GAST cannot see the difference between testing on a simulator, and 
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testing a real smart card. The test architecture could easily be adapted to test 
real cards by swapping CREF with a real card and its reader. The use of a 
simulation platform does facilitate easy switching between different applets, 
and saving and restoring applet state. 

6. RESULTS 

The Statechart in Figure 1 and its implementation as an applet were 
developed in an incremental way. GAST appears to spot differences between 
the specified and actual behavior very rapidly. Once the specification and 
implementation were finished, the testing power of the GAST system was 
determined in a systematic way using mutants. Starting from the ideal 
(assumed to be correct) applet we injected typical programming errors into 
the applet, and analyzed how long it took GAST to find errors by generating, 
executing, and analyzing tests. The mutants are obtained by subtle changes 
like omitting checks or updates to the state of the applet. The test results for 
the 22 mutants used are listed in Table 1. 

Tab - 
nr. 

- 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
2 1 
22 - 

1. Ove - 
paths 

- 
1 
2 
1 
5 
8 
1 
1 
1 
1 
11 
7 
1 

2 1 
1 
1 
1 

94 
4 
1 
3 
1 
5 - 

7.8 -- 
100 

iew of 
trans- 
itions 

25 
66 
9 

247 
406 

1 
1 
4 
2 

542 
327 
13 

1020 
16 
24 
33 

4757 
207 

6 
145 
4 

206 
366.4 -. 
508 1 

it resL - 
time 

0 
0.49 
0.09 
0.47 
0.71 
0.38 
0.05 
0.52 
0.06 
0.50 
0.48 
0.80 
0.06 
1.28 
0.09 
0.07 
0.52 
3.82 
0.26 
0.30 
0.18 
0.50 
0.67 - 
0.56 - 
4.20 

>. 
inputs 

until error 
25 
3 1 
9 

4 1 
5 1 
1 
1 
4 
2 

23 
26 
13 
2 1 
16 
24 
33 
29 
23 
6 

44 
4 
2 

19.5 -- 
n/a 

comments 

6 tries allowed in this mutant 
incorrect overflow during credit 
negative balance allowed in mutant 
tries not reset after authenticate 
tries not reset after reset 
credit allowed without authenticate 
setvalue ( 0 ) not allowed 
credit with negative amount allowed 
debit with negative amount allowed 
no check for locked flag 
not locked after 5 attempts 
stays authenticated 
not locked after reset 
MAXVALUE too low 
authenticate does not authenticate 
reset does not make it uninitialized 
tries 5 5 instead of tries < 5 
fresh card has nonzero balance 
setvalue allowed in initial state 
setvalue does not initializediunlock 
MAXVALUE too high 
MAXVALUE balance not allowed 
averages 
original applet, no counterexample 
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For instance, mutant 17 differs from the ideal applet by testing whether 
the number of remaining authentication tries is less than or equal to five 
rather than less than five before setting a flag indicating that the applet 
should no longer accept authentication attempts. This mutant was found after 
executing 94 paths, within 3.82 seconds, containing 4757 transitions in total. 
This mutant showed an invalid output after an input sequence of length 29 in 
path 94. To identify the error, the trace of inputs and associated responses 
are written to a file. 

GAST was able to identify the 22 incorrect implementations without any 
help, using a minimum path length of 50 transitions and a maximum of 100 
paths. It took an average of 0.56 seconds to generate and execute, on average, 
366 transitions on a 1.4GHz Windows computer. Identifying incorrect 
behavior for all 22 mutants cost only 12 seconds in total. This shows that 
GAST is an efficient and effective test tool. 

RELATED WORK 

Two approaches are closely related to ours due to the fact that both rely 
on tools that implement variants of the ioco testing relation5. Du Bousquet 
and   art in^ use UML specifications, which are translated into Labeled 
Transition Systems to serve as input for the TGV tool7. Instead of an on-the- 
fly execution, TGV uses additional test purposes to generate test cases. The 
authors created a tool to automate the generation of test purposes based on 
common testing strategies. The generated test cases are finally translated into 
Java code, which communicates with the applet and executes the test. TGV 
does not treat data symbolically, which can easily lead to a state space 
explosion when dealing with large data domains. Because we generate test 
cases on-the-fly based on the (symbolic) EFSM, this problem does not occur. 

To support symbolic treatment of data, Clarke et use InputIOutput 
Symbolic Transition Systems. The basic approach is similar to TGV, hence 
also here test purposes are needed. The test automation is done via a 
translation to C++ code, which is linked with the implementation. This 
restricts the IUT to be a C++ class with a compatible interface. 

Rather than testing properties of the IUT, its implementation (i.e., the 
Java Card applet) can also be formally verified. Testing and verification are 
complementary techniques to check the correctness of systems, as explained 
in Section 1. A common technique used for verifying Java Card applets is to 
prove their correctness with respect to a specification in the Java Modeling 
Language (JML). State-based specifications similar to the one in Figure 1 
can uniformly be translated to JML specifications, as shown by Hubbers, 
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Oostdijk, and poll9. The resulting annotated Java Card applet can then be 
verified using one of the many JML toolsi0, for instance, the ESCJava2 static 
analyzer". Most Java Card applets are small enough to even attempt a 
formal correctness-proof using the Loop tool, as demonstrated by Jacobs, 
Oostdijk, and warnier12. 

8. CONCLUSION AND FUTURE WORK 

We have presented an approach to automate the testing of Java Card 
applets using the test tool GAST. The test case derivation is based on a 
Statechart specification of the applet under test. The specification can 
directly be translated into a corresponding GAST specification. Tests were 
completely automatically derived, executed, and analyzed. Discrepancies 
between the formal specification and its Java Card implementation were 
successfully detected, which shows the feasibility of this approach. 

The direct translation from the Statechart model to the GAST 
specification, and the on-the-fly execution of the test cases enable the 
developer to start with automatic testing of the applet in the early stages of 
development. The co-development of the formal model and the 
implementation, and the facility to do automatic tests, has shown to be very 
useful. Both the code and the specification have evolved simultaneously, 
vastly improving the quality of the applet, and leading to a complete and 
reliable specification. Such a specification delivers insight on how to specify 
similar cases, and can serve as a pattern for these. 

The tested mutants, representing typical programming errors, have 
increased our confidence in the error detecting power of the GAST algorithm. 
We are planning to compare this with other test tools, e.g., the ioco-based 
tool T O ~ X ' ~ ,  to test more complex applets, testing applets on real cards, and 
testing advanced aspects like the integration, interference, and feature 
interaction between different applets on one card. 

Finally, we will compare the testing approach with the formal 
verification approach, e.g., using JML, to see how far we can get in unifying 
verification and testing techniques into one common framework, and to 
investigate the precise shape of their complementarities. 
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Abstract: We describe an SPA power attack on an 8-bit implementation of AES. Our 
attack uses an optimized search of the key space to improve upon previous 
work in terms of speed, flexibility, and handling of data error. We can find a 
128-bit cipher key in 16ms on average, with similar results for 192- and 256- 
bit cipher keys. The attack almost always produces a unique cipher key and 
performs well even in the presence of substantial measurement error. 

Keywords: AES, SPA, Rijndael, power attack. 

1. Introduction 

In 2001 the National Institute of Standards and Technology selected the 
block cipher Rijndael as the Advanced Encryption Standard (AES), making 
it the standard for private key encryption. A cryptographic attack on AES, 
such as linear or differential cryptanalysis, appears intractable at this time. 
Therefore, some researchers have investigated side-band attacks, which use 
information about the physical manifestation of the hardware or software 
implementing the algorithm [I ,  2, 61. 

Side-band attacks assume access to the hardware performing the 
encryption. Timing attacks, proposed in 1996, assume only the ability to 
time the encryption (or perhaps sub-portions of the encryption) [4]. Such 
attacks are relatively easy to thwart by writing encryption software that uses 
a fixed sequence of operations. Power attacks, another style of side-band 
attack, are more difficult to thwart. The most common power attacks assume 
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the ability to observe the power utilization of the processor or ASIC over 
time [5]. 

Power attacks provide both high-level information about the operations 
being performed on the chip and low-level information about the data being 
operated upon. The high-level information is similar to timing information 
and can be dealt with in a similar way. Low-level information about the data 
arises from sources such as asymmetry in the efficiency of the n and p 
transistors or the flipping of bits on a bus or in a register. Without great care 
in the chip design and addition of power inefficiencies, a CMOS chip will 
use a slightly different amount of power based on the data being calculated 
[8]. Microprocessors operate on a fixed number of bits at a time (usually 
words or bytes), so what is actually revealed is the sum of the bits, or the 
Hamming weight of the data. 

The two main variants of power attacks are differential power analysis 
(DPA), which requires the plaintexts or ciphertexts in addition to the power 
traces for many encryptions with the same key; and simple power analysis 
(SPA), which exposes the secret key solely from power traces [5]. While in 
theory most SPA attacks could reveal the key from a single encryption, poor 
signal-to-noise ratio forces averaging of the error over many encryptions 
with the same key. DPA is applicable to most ciphers and implementing 
such an attack is relatively straightforward. SPA is greatly affected by the 
design of a cipher and the susceptibility of a cipher to this style of attack 
may not be obvious. 

This paper details an SPA power attack on an %-bit implementation of 
AES. We assume that the Hamming weights of the bytes of the expanded 
key can be measured, possibly with some error. Our approach exploits 
regularities in the AES key schedule, which could likely be utilized even if 
different information more specific to the implementation is exposed. It 
improves upon a previously published attack by Mangard [6] in terms of 
speed, flexibility, and handling of measurement error. Specifically our 
algorithm improves upon this work in four ways. 

It runs approximately 20000 times faster. 
It nearly always finds a unique solution rather than a handful of 
candidate solutions. 

It works on cipher-key sizes of 192 and 256 in addition to 128 bits. 
It performs well under a more realistic error model. 

Table I .  Time and Discovery Rate of Cipher Keys 
128-bit key 256-bit key 128-bit key with error 
no error no error /o = 0.25) 

Average time 16ms 20ms 35s 
% of attacks with a unique solution 100% 99.97% 96% 
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With regard to the second item, the previous work required a ciphertext1 
plaintext pair to find the correct solution, thus negating a primary advantage 
of an SPA attack. While the algorithm in this paper cannot guarantee a 
unique solution, our results show that even with significant errors in the data, 
it almost always finds a unique solution. Table 1 provides a summary of our 
results. 

2. AES 

In private-key cryptosystems such as AES, both the sender and receiver 
of a message require access to the same secret key. Public-key 
cryptosystems allow the sender and receiver to use different keys, only one 
of which needs to be secret, but require significantly more computational 
power as well as a significantly longer key. AES (like the DES standard that 
it replaced) is an iterative block cipher. This means that the data is 
manipulated in series of "mini-encryptions," called rounds, each of which 
uses its own key. In order to generate these round keys the AES algorithm 
expands the 128-, 192-, or 256-bit private key (also called the cipher key) 
into the needed number of 128-bit round keys using the key expansion 
algorithm described below. 

Key Expansion in AES 

Our attack exploits the relationships between the round keys resulting 
fi-om patterns in the key expansion algorithm. As such, it is necessary to 
carefully describe the algorithm found in the AES specification [3]. The key 
expansion algorithm is slightly different depending upon the cipher key size. 
Though our attack works on all three different key sizes, for simplicity we 
will discuss only the 128-bit key expansion (which is the most commonly 
used). The 192-bit and 256-bit key expansions are similar, and the results of 
attacks on those key sizes are summarized in section 5. 

The 128-bit cipher key is expanded into eleven 128-bit round keys, each 
of which can be thought of as 16 bytes arranged in a 4-by-4 block. Each 
successive round key is simply a transformation of the previous round key. 
Define RK[N, R, CJ for N = 0 ,..., 10, R = 0 ,..., 3 and C = 0 ,..., 3, to be the byte 
found in the N-th round key at row R and column C. The first round key (i.e. 
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the round key for N = 0) is a copy of the 128-bit cipher key. When N > 0, the 
round key RK[N, R, C]  is equal to 24 

I RK[N-l,R,C]ORK[N,R,C-l],if C > 0 ;  

RK[N - 1, R, C] O SB[RK[N - 1, R - 1,311, if R > 0 and C = 0; 

RK[N -1, R, C] O SB[RK[N - 1,3,3] 0 RC[N], if R = 0 and C = 0. 

Here O is the XOR function; SB is an invertible function, called the 
subbyte function, which maps bytes to bytes; and RC[N] is the N-th round 
constant, a fixed value independent of the cipher key. The AES standard 
gives the precise definitions of SB and RC[N]. Each byte other than those in 
the cipher key is computed from exactly two other bytes. For example, when 
N>OandC>O, 

but then we also have 

That is, the computational relationship between bytes is symmetric in the 
sense that each of the bytes is computable from the other two. This is also 
true in the cases where N >  0 but C # 0, the only difference being that we 
have slightly more complicated expressions involving the SB function and 
RC[N] constants. We picture all of these computational relationships in the 
hypergraph of Figure 1. 

24 The notation here is not the same as the round key function wij] in [3]. The relationship 
between the two notations is RK[ArJ,q  = W[-R mod 4,4N + C ] .  Our notation was chosen 
to make our description of the key schedule structure clearer. 
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Figure 1. The Key Schedule Hypergraph for 128-bit Cipher Keys 

A hypergraph is a pair (V, E) where V is the vertex set and E c 2' is the 
hyperedge set. If we require that all hyperedges contain exactly two vertices, 
we have the usual definition of a graph. In our hypergraph, the vertices are 
the bytes of the round keys and the hyperedges are the 3-element sets of 
computationally related bytes. 

The ovals in the diagram represent the vertices of the hypergraph. For 
clarity, we have not labeled every vertex in the diagram. In the row labeled 
N,O,O, for example, the eleven vertices should be labeled 

(o,o,o>,(l , ~ ~ ~ ) 7 ( ~ 7 ~ 7 ~ ) , . . . , ( ~ ~ 7 ~ , ~ >  

respectively. The figure shows a blowup of a small section of the hypergraph 
with the vertices labeled. The shaded triangles represent the hyperedges; the 
light shaded triangles represent the hyperedges where the subbyte relation is 
not used to compute the computational relationship. For example, since 

we have a light hyperedge {(1,0,1),(0,0,1),(1 ,O,O)], which is the upper- 
leftmost shaded triangle. From 

we get a dark shaded hyperedge {(I, 1,0),(0,1 ,O),(O,O,3)). 
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The bytes of the cipher key RK[O,O,O],RK[O,O,1], ..., RK[0,3,3] are 
assigned to the vertices along the left edge of the diagram. The slightly fuzzy 
row of vertices at the bottom of the diagram is the same as the top row of 
vertices; that is, the diagram should "wrap around" and the first and last rows 
be identified. 

3. Optimizing Search for a Cipher Key 

We now give a precise statement of the SPA Key Schedule Problem (in 
the case of 128-bit cipher keys). Divide a cipher key of 128 bits into 16 bytes 
RK[O,O,O] to RK[0,3,3] and compute bytes RK[N,R,q as described in section 
2. Given just the Hamming weights of these bytes, determine the original 
128-bit cipher key. 

An exhaustive search, cycling through the 2128 possible cipher keys, is 
clearly infeasible. Even if we cycle through only those keys where each byte 
of the cipher key has the correct Hamming weight, the number of possible 
keys could be as large as 298, still far too large to search. We need to utilize 
the Hamming weights of the entire expanded key to reduce the search space 
to a manageable number of keys. 

A naive approach would be to search for the cipher key by sequentially 
assigning possible values for the bytes RK[O,O,O] to RK[0,3,3] (i.e., those 
bytes for which N = 0) and checking consistency with the Hamming weight 
information after each assignment. Inspection of Figure 1 shows that this is 
little better than an exhaustive search. After we have assigned values to 
RK[O,O,O] and WO,O,l], for example, we have no further information about 
Hamming weights of other bytes in the key schedule since they do not 
belong to a common hyperedge. 

Suppose, instead, that we assign possible values for RK[O,O,O] and 
RK[1,0,0] corresponding to vertices in the bottom row of the hypergraph. 
We can then compute RK[0,3,3] and check three values (rather than just two 
as before) for consistency with the Hamming weight information. This 
improves on exhaustive search because it eliminates many possible 
assignments. This is the main idea behind our search sequence optimization. 



A Computationally Feasible SPA Attack on AES via Optimized Search 583 

Figure 2. A Fragment of the Key Schedule Hypergraph 

Systematic use of this idea results in a highly optimized search. Consider 
the small fragment of the hypergraph in Figure 2. Suppose we have assigned 
values consistent with the Hamming weight information for the six shaded 
vertices. If we then make an assignment to vertex A, we can compute values 
for vertices B, C, and D, then check that these values are consistent with the 
Hamming weights. Notice also that if we have values assigned to the six 
shaded vertices, assigning a value to any one of the vertices A, B, C or D 
allows us to compute values for the other three. 

Thus, there are many ways to choose a sequence so that the maximum 
number of byte values can be computed after successive assignments to 
vertices in the sequence. However, it is not difficult to see that after each 
assignment (for at least the first 11 assignments), the pattern of computable 
values will be a triangular array of the type shown in Figure 2. That is, we 
can find a vertex sequence So,SI, ..., SIS so that after values have been assigned 
to So, ..., S,, we can compute (i+l)(i+2)/2 byte values in a triangular array. 
When i 2 11 a complete triangular array will not fit horizontally in the 
hypergraph shown in Figure 1 so the increase in the number of computable 
values is not as great. However, by this stage so many values are determined 
that maximizing the number of computable values is not so important 
(Figure 4 illustrates this). After assignments to SO, ..., SI5, all 176 bytes can be 
computed because of the wrap-around in the hypergraph. 

Besides maximizing the number of computable values after each 
assignment, speedups can be gained by taking advantage of information 
available from the subbyte operation used in the dark hyperedges. 
Maximizing the number of dark hyperedges contained within the triangular 
array of computable values results in additional pruning in the early stages of 
the search. This can give approximately an order of magnitude speedup. 
Because the subbyte is applied to the top vertex in any dark hyperedge, it is 
possible to easily extract this information without determining the two lower 
vertices of such a hyperedge. Maximizmg the number of top vertices of dark 
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hyperedges determined instead of whole dark hyperedges, allows a further 
speedup by a factor of about 2. The search sequence we use is: (9,0,3), 
(8,0,3), (7,0,3), (6,0,3), (5,0,3), (4,0,3), (3,0,3), (2,07317 (1,0,3), (0,0,3), 
(0,1,0), (0,l ,I), (0,1,2), (0,1,3), (0,2,0), (0,2,1). There are many other optimal 
sequences. 

We can now give a precise description of the search algorithm. Let 
So,S1, ..., SIS be a fixed optimal search sequence of 16 vertices as described 
above. Suppose that at some time during the search, values have been 
assigned to So, ..., Si and are stored in a global array A. Let consis tent ( i ) 
be a Boolean function that returns true precisely when the values 
computed from these i-tl values are consistent with the Hamming weight 
information and the information from dark hyperedges mentioned in the 
previous paragraph. Thus, when i < 1 1, consist en t checks the 
consistency of (i+l)(i+2)/2 values.25 

The search algorithm is a standard backtrack algorithm. Pseudocode for a 
recursive version of the algorithm is given in Figure 3. (Our implementation 
was iterative, to optimize performance, but the recursive version here is a 
little more transparent.) Function search (n) cycles through possible 
assignments to S,, storing them in an array A at index n. For those bytes that 
are consistent with the Hamming weight information, the search goes on to 
search (n+l) . For those that are not consistent, it goes on to the next 
possible byte. If all the bytes have been checked, it returns to the last calling 
search. Whenever n reaches 16, it writes out a possible solution stored in A. 

To run the algorithm we initially call search ( 0 ) . 

void search (n) 
{ 

if (n==16) write A; 
else 

f oreach byte w 
{ 

A [nl =w; 
if (consistent (n) ) 

search (n+l) ; 

Figure 3. Pseudocode for the Recursive Search Algorithm 

25 In fact, it is really only ,iecessary to check the consistency of the i+l values added since the 
last consistency check. 
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The Attack in the Presence of Error 

While work by Mayer-Sommer has shown that it is possible to determine 
Hamming weights in "an unequivocal manner" [7], measurement and data 
collection will inevitably have an associated error rate. We model this error 
by adding Gaussian noise with a mean of zero for each of the measured 
Hamming weights. This model is reasonable, because even if the actual 
distribution of noise for a single run is not Gaussian, averaging a number of 
independent noise measurements together should yield an overall 
distribution that approaches Gaussian. A mean of zero should be obtainable 
as part of the method used to calibrate the measurements of the Hamming 
weights. 

The measured Hamming weights with this error assumption will be real- 
valued rather than discrete. Further, it is not possible to search for the exact 
key that matches the given Hamming weights: all keys match, but some keys 
are more likely than others. Our attack provides all cipher keys (if any exist) 
whose round key expansions have Hamming weights differing from the 
measured Hamming weights by less than some bound (using a sum of the 
squares metric). Given our assumptions about the nature of the error, the 
sum of squares difference is a maximum likelihood estimator. This means 
that any key not reported is less likely than any key that is reported. The 
bound can be chosen to guarantee with some confidence (e.g. 95%), given an 
expected amount of error, that the true key will be returned. 

Changes to the Algorithm 

When dealing with error, the definition of the function consistent 
from Figure 3 needs to be modified. Specifically, cons is tent will return 
false if the assignment to Sn gives a sum-of-squares difference greater 
than a certain bound. Our implementation computes an optimistic estimate of 
this value. It is computed as the sum of two values: 

The sum of squares difference between the Hamming weights of those 
bytes determined by Sn and their measured values. 
The minimum sum of squares difference between the measured values of 
all those bytes which are not determined by S, and the integer values 
closest to those measured values. 
The bound is determined by adding a fixed value based on desired 

confidence to the minimum sum-of-squares difference between the measured 
values and the integer values closest to those values. This method of 
determining the bound helps to make the work required by the algorithm 
more uniform than using a fixed bound based on desired confidence. 
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5. Results 

We ran all of our simulations on a 5OOMHz Sun Blade 100 with 5 12MB 
of DRAM. A synopsis of our simulation results can be found in Table 2. As 
noted in section 4, the bound for the search is determined by the desired 
confidence given an expected amount of error. The last four entries in the 
table all assume a different amount of error. The expected amount of error is 
expressed as a standard deviation of the expected Gaussian noise. For all of 
the runs with error we targeted a confidence rate of 95%. 

Table 2. Time and Discovery Rate of Cipher Keys 
Attack type Average time per attack % of attacks with a unique solution 
128-bit no error 16ms 100% 
192-bit no error 60ms 100% 
256-bit no error 20ms 99.97% 
128-bit, o = 0.20 4s 95% 
128-bit, o = 0.25 35s 96% 
128-bit, o = 0.30 38 min **  
128-bit, o = 0.35 15 hours * * 
For the entries labeled **, not enough data was collected to provide a meanin&l value 

Notice that the run time of our algorithm increases exponentially relative 
to the expected amount of noise. This is because a higher expected error rate 
forces us to have a looser bound, and that reduces the amount of pruning of 
the search space that can be accomplished. Figure 4 graphically shows how 
large an impact this has. An implication of Table 2 and Figure 4 is when a 
large amount of noise is present our algorithm's runtime will become 
untenable. 

Another interesting result from Table 2 is that the 192-bit implementation 
takes longer than either the 128 or 256 bit implementations. This is because 
the 192-bit version of AES has fewer instances of subbyte per expanded key 
byte than the 128 or 256 bit versions. 
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Figure 4. Average number of calls to search as a function of n 

6. Conclusions and Future Work 

We have shown that AES is susceptible to very efficient attacks based 
solely upon Hamming weights of the bytes of the expanded key. These 
Hamming weights would likely be exposed in the case of an 8-bit 
implementation, even if a pre-expanded key were used. Further, this 
algorithm works well even in the presence of significant Gaussian noise. 

This work can be extended in the following ways: 

Modifymg the algorithm to work with 16 or 32 bit implementations 
without a pre-expanded key. 

Proving information theoretic bounds about the feasibility of t h s  SPA 
attack on 16 and 32 bit implementations with pre-expanded keys. 
Significantly improving the algorithm's efficiency in the face of error 
to handle larger errors. 
Gathering the data and performing the attack on a real system. 
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Abstract: Injecting faults into an arithmetic device is a way of attacking 
cryptographic devices.The proof by 2"-1 is a method to detect 
arithmetic errors induced by this attack without having to 
duplicate the computations. This method is simple and not too 
expensive, in terms of computation power when the arithmetic 
in software and in terms of both silicon surface and power 
consumption when the arithmetic operations are performed by a 
hard-wired operator. In that the proof by 2"-1 is well-suited for 
martcards, in which these resources are limited. The proof by 
2"-1 is scalable, in that the designer can choose the parameter m, 
which determines the level of protection offered and the 
resources needed for the verification. 

Key words: Fault injection, modular computations, Security, Modular Computations 

1. INTRODUCTION 

The injection of errors during a cryptographic computation is an efficient 
attack provided the attacker has access to the target. A smartcard is its 
typical target. Its power is such that a single uccessful fault induction is 
enough to break RSA cite [Roneh et al., 1997 Siefert, 20021. 
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The proof by 2"-I is a self-test method which can verify arithmetic 
computations either in Z or in Z I n Z ,  for some (big) integer n and thus 
detect such fault induction. It is specific to countering fault injection: it does 
not address any other class of attack, such as DPA [Kocher et al., 19991, 
SPA, timing attack [Kocher et al., 19961 or E M A  [Quisquater and Samyde, 
20011. 

The proof by 2"-1 is scalable, in that the designer can choose the parameter 
m , which determines the level of protection offered and the resources 
needed for the verification. 

All cryptographic applications based on arithmetic operations can take 
advantage of the proof by 2"-1, such as, [Rivest, Shamir and Adleman, 19781, 
the Diffie & Hellman protocol [Diffie and Hellman, 19761. 

Section 2 exposes the principles of using arithmetic residue codes to check 
arbitrary size arithmetic computations. Section 3 shows the case of decimal 
computation.Then we switch to a larger modulus. Section 4 exposes how to 
check modular multiplications. Section 5 concludes the article. 

2. PRINCIPLES OF THE PROOF BY y - 1  

Let (z,+,x) be the ring of integers, M > 1 an integer, ( Z  I MZ,;,?) the 

ring of residual classes modulo A4 , and P,( . )  be the canonical ring 

homomorphism (z,+,x) -+ ( Z  I MZ,$,?) . 

The proof by 2"-1 uses the properties of qw (.) to verify the computations 
performed by a cryptographic device subject to fault injection with a small 
computational overhead, which is nearly independent of the size of the 
operands. 

Other works [Noufal and Nicolaidis, 19991 use similar concepts but focuses 
on the synthesis of hardware multipliers. The authors use dedicated 
structures for fixed-width data paths that cannot be scaled to an arbitrary 
operand size. 

Our solution can be implemented using either regular software or off-shelf 
hardware structures, available in CAD vendors libraries. 
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3 .  VERIFYING COMPUTATIONS IN Z 

3.1 Proof by 9 

When no pocket calculator is available, a simple way exists to check 
multiplications, which is a lot simpler than doing them twice: the proof by 9, 
which consists in repeating the multiplication modulo 9. If the actual result 
of the multiplication and the one obtained with the reduced operands are not 
congruent modulo 9, one of the results is wrong. 

Calculating in Z  1 9 2  is easy because any operation involves only 1-digit 

numbers. As for any positive integer i ,  10' is congruent to 1 modulo 9, 
reducing a number n modulo 9 comes down to adding its decimal digits and 
reiterating the process until the sum is strictly smaller than 10. At the end a 
result equal to 9 is replaced by a 0 if necessary. 

This process is guaranteed to stop because, if n consists p > I digits in base 
P-1 P-1 

10, i . e  n = n, 10' , then n'= ni is strictly smaller than n . The 
0 0 

successive sums form a strictly decreasing sequence of integers, which must 
fall below 10 after a finite number of steps. 

The process of reduction is roughly linear in complexity with the size of the 
operands but the complexity of the multiplication in Z  1 9 2  is independent 
of this size as it always consist of always a single 1-digit by 1-digit 
multiplication, followed by the reduction of a 2-digit number. 

The proof by 9 does not prove correctness. To prove correctness the 
process should be repeated with different prime numbers until the chinese 
remainder theorem could be used. However P9 (x)P9 ( y )  # P, (xy)  proves 

that an error occurred. Otherwise a random mistake is detected with 
probability 119. In addition, the proof by 9 will detect any error which affects 
a single digit, except if a 9 was replaced by a 0 or vice versa. 
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3.2 Proof by M-1 

A 119 probability of missing an error is not safe enough for security purposes. 
Besides, if the operation A x  B was to be checked, computing P,(A) and 

P, ( B )  would involve a lot of computations, each of them possibly subject 

to other attacks. 

However changing the modulus will at the same time yield a much better 
fault coverage and make it very easy to compute the proof. In particular, any 
error affecting a single digit in base M will be detected except if a M - 1 is 
replaced by a zero or vice versa. As no single-bit fault can do that, any 
single-bit fault will always be detected. Again the cost of the computation 
modulo M  - 1 will be a lot lower than the one of the real computation. The 
proof by M - 1 is thus a lot cheaper than the repetition of the computations. 

3.3 Notations 

Let M  > 1 an integer. Though M will usually be 2" , with 
m E {8,16,32,64), we will not use this fact in the rest of the article more 
than deriving the name of the method from it. 

An uppercase letter X represents a positive integer, whose base 

B decomposition is denoted (..., x'"~", x '"~",  X[O(~) ]  ) , in which the 

x['(~)] are an infinite sequence of integers in [0, B - 11 among which only a 

finite number of them is non-zero. Given a positive integer X ,  its size in 

base B , denoted 1xIB , is the smallest integer x such that 

'Jj 2 x, x"'~)' = 0 .  

To simplify the notations from now on we will use some shorthands. 
Unless otherwise specified: 

the canonical ring homomorphism Z + Z l ( M  - l)Z is denoted P(.) 

instead of P,-, (.) , 
- $ and 2 operate in Z l(M - 1)Z,  

- the digits of X in base M  are denoted Xi instead of x " ' ~ ] ) ,  
- the size o f X  in base M is denoted 1x1 instead of  XI,^ . 



The Proof by 2m-I: A Low-cost Method to Check Arithmetic ... 593 

3.4 Mathematical basis 

It is easy to prove that, for any positive integer n and any number M , 
b'n >O,(Mn -1)=(M-l) (Mn- '  + M n P 2  +...+ M + l ) .  

Computing modulo M - 1 , this identity becomes: 

b'n>O,Mn -1mod(M-1)  (1) 

I'! 
From Eq. (I), given A = A["M' , the evaluation of A mod ( M  - 1 )  

1=0 

consists in the addition of the A'" with the following peculiarities: 
1. a Carry,,, has weight M , thus is congruent to 1 modulo ( M  - I ) ,  

it can be re-injected as the Carryh of the next addition; 
2. the reduction ends with the addition of a zero to ensure that the last 

Carry,,,, is effectively added. This last addition can produce no 
Carry,,, because, at the preceding addition, each of the operands was 
at most ( M  - 1) .Thus the value of the result was at most 2M - 2 ,  
which can be rewritten as M + ( M  - 1 )  - 1 and, given than 

M = 1 mod ( M  - I ) ,  the result of the last addition will be at most 

(M - 1 )  and no Carry,,, can be generated; 

3.  at the end if the result is exactly ( M  - I),  it is replaced by zero. 

The number of additions needed to reduce a number A modulo ( M  - 1)  is 

I A ~  + 1 .  It is proportional to log A and inversely proportional to log M . 

If this reduction has to be implemented in hardware, the data path consists in 
a conventional adder, in which the Carry,,, is connected to the Carryi,, 
together with the control circuitery which instructs the device to perform the 
final addition of a zero and, if necessary, the replacement of a ( M  - 1 )  by 0. 

3.5 Checking additions and multiplications in Z 

When computing with integers, the verification process is straightforward: 
given two operands A and B , an operation * (which can be any of + , - 
o r  X) is performed and verified as follows: 

1. evaluate a = P(A) and b = P(B)  , 
2. evaluate R = A * B in 2, 
3. evaluate r = a 2 b in Z l(M - 1)Z,  
4. check that P(R)  = r . 
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The operations involved are: the evaluations of P(A)  and P(B) ,  which cost 

I A ~  + I B ~ +  2 additions, the evaluation of P(R)  , which costs I R ~  + 1 

additions, the operation between a and b , which is a single addition or 
multiplication, the reduction modulo (M - 1) of the result, which costs two 
additions at most. 

Although they add overhead, the reductions of the operands must be 
performed only once, for the original operands. During the computation the 
reduced results of any operation will be kept together with the real results for 
use in the next operations. In that the overhead will be nearly independent of 
the computation performed. 

3.6 Security of the test 

Again the proof by 2"-1 can only prove non-correctness: that the results of 
the integer and of the modular operations are not congruent proves that an 
error occurred. Otherwise, the probability of an undetected error is 

exponentially decreasing with lM12 as shown on the table below. 

4. CHECKING MODULAR COMPUTATIONS 

1 ~ 1 2  

2. 8 

Cryptographic operations seldom involve multiprecision computations in Z 
itself. Most of the time, the computations are done in Z I n Z  , for some 
integer number n . As there exists no non-trivial ring homomorphism from 
Z 1 nZ into Z l (M - l )Z (unless n is a multiple of (M - 1 )  ) the checking 
of the computations is a little more difficult. 

1. Probability of an undetected error 

2. 2-' = 3 . 9 2 ~ 1 0 - ~  

4.1 Modular Addition 

Given two operands in Z , A and B , each of them being in [0, N - 11 , 
their addition modulo N is performed in three steps: 
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1. compute R 1 = A + B i n Z . A s  A < N a n d B < N ,  R 1 < 2 N ;  
2. if R1< N set R = R' else set R = R'-N . 

None of these low-level operations is modular. It is thus possible to check 
the modular addition with two operations in Z l (M - l )Z  : 

1. compute r l= P(A) 4 P(B)  ; 

2. if R '<  N set r = r '  else set r = rl-P(N). 

Normally P ( N )  will have been precomputed when N was set. Verifying a 

modular addition costs thus only one addition more than verifying it in Z . 

4.2 Modular Multiplication 

The multiplication modulo N of A and B , both in [0, N - 11 can be 
performed as: 

1. let T = A x B ,  
2, let Qand R be respectively the quotient and the remainder of the 

division of T by N , 
3. the result is R . 

As A x B = Q x N + R , the relation P(A)  2 P(B)  = P(Q) 2 P ( N )  $ P(R)  
must hold, which allows us to check the modular multiplication. However, a 
modular multiplication is never computed like that: the division is too 
expensive. 

4.3 Binary modular multiplication 

When no hard-wired multiplier is available, the multiplication in Z consists 
in a sequence of additions, together with left shifts for the multiplicand and 
bit tests for the multiplicator. Note that in all figures, the notation ( X , x )  

stands for the couple ( X ,  P (X) )  . 

To transform the binary integer multiplication into a verifiable modular 
multiplication, we will first pretend to compute in Z but in base N . Each 
of B and P will be represented as digits in base N . As we are computing 
modulo N , we assume that A < N and B < N , thus we have: 

P = A x  B < N' and lpIN i 2 . As for B , its value will be under N' until 

the beginning of the last round of computation. The last doubling may yield 
a wrong result but we don't use this last B . Fig. 4.3.1 shows the 
multiplication with base N cnmputations. For the sake of readibility, we 
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1. mulmod ((‘4, a )  7 (B,  b )  , ( N ,  n )  ) 1. 

1. ( 2. 
1. P, t O ; P ,  t O ; B h  t O ; B ,  t o ;  3. I1 Initialize 

1. f o r ( i t O ; i < l ~ l ~ ; B , + O i + l ) {  4. I/ Loop on bits of 
A 

1 .  i f(  A"'~" # 0 ) { 5. /I Addition 
necessary? 

I .  Ph t 4 + B h ; P ,  t P , + B I ;  6. 

1. 7. I1 Correction 

i f(P, 2 N ) { P ,  t P, + 1 ; P ,  t P, - N ; }  modulo N 

1. > 8. 
1. B, t B , + B , ; B ,  t B , + B , ;  9. I1 Double B 
1. 10.4 Correction 
i f (B ,  2 N ) ( B ,  t B, +1;B,  t B, - N ; )  modulo N 

1. > 11. 
1. Check that 12.11 Final check 
a?b= P(P,)?P(N)$P(P,)  ; 

1. return (4, ~ ( 4 ) )  ; 13 ./I Return both 

2. 1 real and 
14.11 reduced 
results. 

Fig. 4.3.1 : binary integer multiplication in base N 

As only the projection of P, into Z /(ill - l)Z is used in the verification, 

we can compute this value directIy in Z l (M - 1)Z by replacing from the 

beginning B, and P, by their projections, respectively denoted b and p , 
into Z l(M - 1)Z , which are single-word integers. Fig. 4.3.2 shows the final 
binary multiplication algorithm with verification of the result using the proof 

by 2" - 1, in which we have yet more simplified the notations by replacing 
P, by P and B, by B .  
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1. > 
1. Check that a = a' ; 

1 .  Check that aS?b-p>;:n;P ; 

1 .  return (4, ~ ( 4 ) )  ; 

2. 1 

1. 

2. 
3 .  /I Initialize 

4. I1 Init eval of P(A)  
5. 11 Loop on bits ol 

A 
6. 11 Additior 
necessary? 
7.  11 Add B to P : 

then 
8. 11 correct modulo 
N ,  
9. I then modulo 
M  - 1 .  
10.11 Eva1 P(A),  then 
1 1 ./I correct modulo 
M - 1  
12. 
13.11 Double a" , then 
correct 
14.11 modulo M - 1 

15.11 Double B , then 
correct 
16.11 modulo N , then 
modulo 
17.11 M - 1  
18. 
19.11 Final check on 
tests 
20.// Final check 

21 .I1 Return both real 
and 
22.11 reduced results. 

Fig. 4.3.2 : binary modular multiplication with verification. 
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4.4 Computational overhead 

The computational overhead consists in: 
1. the precomputation of the projections of the operands and of the 

modulus, the result and each of the parameters consist of two fields: 
the number itself and its projection in Z  l(M - l)Z ; 

2. one single-precision addition is added to each multiple-precision 
operation, with possibly a reduction modulo M  - 1 ; 

3. the final checking test implies one multiplication in Z  l(M - l)Z . 

Out of these sources of overhead, a single one is significant: the added 
single-precision operands. If the operands are 1024-bit wide and the word 
size is 32 bits, each big integer consists of 32 words. Thus the multiple- 
precision addition consists of 32 additions and, consequently, as the 
overhead consists of a single operation, its relative value is 1 1  32. 

4.5 Evaluation of security 

We already know that a random error is detected with probability 1 - & 
However can an induced fault generate a non-random error, i.e. an error 
which would preserve the result of the final test? 

Obviously no arithmetic operation operates at the same time on the real 
values and on the reduces ones. Only the tests will have an effect on both. 
A single error, which changes a value x into x' such that 
x'= x mod ( M  - 1 )  will not be detected. However the only pair of numbers 

in [0 : M - 1] which are congruent modulo ( M  - 1 )  are 0 and ( M  - 1). A 

single error on a single bit will always be detected because 2' cannot be a 

multiple of (M - 1 )  if M  = 2" for some m , which is always the case on a 
binary processor. 

Artificially changing the result of the test on the bits of A will add (resp. 

subtract) B x 2' for some i to (resp. from) the result. Thus, the error will be 
detected if B # 0 mod (M - I),  which happens with probability 1 - & if 
the attacker cannot inject a specific B . Otherwise, a specific check must be 
done on this test and it is why we added the statements to eval P(A) and 

check it against the value passed as a parameter together with A . 
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A perturbation of a reduction modulo N will change p the reduced value 1 

and the real value by N in the reverse direction. As a real N will never be a 
multiple of M , the error will be detected. 

A perturbation of a reduction modulo (M - 1) will also be detected for the 
same reason. 

4.6 Modular exponentiation 

This operation is basically a sequence of modular multiplications. If each of 
the multiplications is properly protected, there is a single waek point in the 
exponentiation: the test on the bits of the exponent. However, the reduced 
value of the exponent can again be directly computed from its value and 
computed from the actual results of the tests of these bits as the bits of A 
were protected in Fig. 4.3.2. 

As the reduced modulo (M - 1) value of the result is returned at the same 
time as the actual result of the modular multiplication, the additional penalty 
for using the proof by 2" - 1 in a modular exponentiation is just the initial 
reduction of the number to be exponentiated. In the case of the Diffie- 
Hellmann protocol\cite{DH76), even this number is constant. 

CONCLUSION 

From a simple arithmetic trick, the proof by 9, and a property of rings with a 

unit, we have constructed coherent schemes, based on the proof by 2" - 1, 
to protect the binary implementation of the modular multiplication and the 
modular exponentiation from fault injection. 

Even if the math behind them is relatively simple, these schemes will resist 
any single-bit fault and a random fault will have an exponentially low 
probability of not being detected. 

Thus the proof by 2" - 1 is thus a cheap way to render the attack by fault 
injection very chancy if the builtin arithmetic is 8-bit or 16-bit and 
impractical if the builtin arithmetic is 32-bit or 64-bit. 
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Besides its cost is negligible in front of the cost of multiprecision 
computations in case of a software implementation and, in case of a 
hardware implementation, it requires very little additional hardware. 

Further work, to be published soon, will extend this protection to the 
multiplication of Montgomery. 
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Abstract: StreamTo uses a tamper resistant hardware token to generate the key stream 
needed to decrypt encrypted streaming music. The combination of a hardware 
token and streaming media effectively brings tried and tested Pay-TV 
technology to the Internet. We present two prototype implementations with a 
performance assessment, showing that the system is both effective and 
efficient. 
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1. INTRODUCTION 

To enforce usage rights and to prevent copyright violations, digital 
content needs to be protected. As shown in Fig. 1, content protection has 
three objectives (Judge and Ammar, 2003): (1) protected distribution, which 
protects content when it is accessed online by a content renderer, e.g. a 
streaming mechanism; (2) protected storage, which protects content while 
being stored locally, e.g. safe disc; and (3) protected output, which protects 
content after it is being rendered by a content renderer at the content output 
(say a sound card), e.g. Microssft Secure Audio Path (SAP). 
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Content protection is difficult on a personal computer (PC) because most 
of the PC components (i.e., content renderer and content output) are open 
(i.e. programmable) and thus not trustworthy. When protected content is 
being used locally on a PC, an attacker might be able to retrieve the actual 
content by circumventing the protection mechanism (Greene, 200 1). 

However, if content is stored on a server while 
being used via a streaming mechanism (SM), the 
security of the content can be guaranteed to a 
certain extent because the entire content is not sent 

On to the user's PC directly but only piecemeal as a 

protected stream of packets (Holankar and Stamp, 2004). 
Storage T ~ I S  stream of packets is interpreted and rendered 

at the user's PC as they arrive. Therefore, SM helps 
to achieve protected distribution of content, 
provided that the stream cannot be captured easily. 

Compared to a PC, a consumer electronic (CE) 
device is relatively more trustworthy because its 

Figzrre 1 Three phases components can be manufactured compliant and nOn- 
of content protection. programmable (Eskicioglu and Delp, 200 1). 

Therefore, it is more difficult to circumvent the 
protection mechanisms applied to CE devices. A common example of such a 
content protection mechanism is the Conditional Access System (CAS) 
(Kravitz and Goldschlag, 1999). A Pay-TV system (Jain et al., 2002) applies 
CAS to control users' access to broadcast TV. Similar to SM, CAS is able to 
achieve protected distribution of the content. 

In this paper, we propose StreamTo, which combines aspects of CAS and 
SM to design a content protection approach, supported by a tamper-resistant 
hardware token, e.g. a USB dongle. A tamper-resistant hardware token can 
also provide protected storage for the content. 

In addition, StreamTo has the following benefits: 
It allows using content without an active Internet connection or when the 
user does not have sufficient bandwidth. 
It allows flexible sharing of content between users. The provider can 
control access to different parts of the content by different users. This is 
useful for business-to-business (B2B) and business-to-consumer (B2C), 
for instance, when paying users can enjoy full content access at near CD 
quality, while non-paying users can only listen to clips. 
StreamTo is able to solve some of the security threats faced by CAS and 

SM. This will be discussed later in section 4. Like most streaming 
mechanisms, StreamTo is not easily scalable. Scalability could be achieved 
by using Broadcast Encryption techniques as pioneered by Fiat and Naor 
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(1994). However, this is beyond the scope of the present paper. Here, we 
show that StreamTo is applicable, practical and secure (within limits). 

The remainder of the paper: Section 2 briefly explains CAS and SM, 
which inspired StreamTo. Section 3 describes StreamTo in detail. Section 4 
implements a prototype on a CM-Stick and an iButton. Section 5 assesses 
the performance of the prototype. The last section concludes and presents 
future work. 

2. CAS AND SM 

A Conditional Access System (CAS) is a smart-card-based technology 
(Guillou, 1984), which is used in Pay-TV systems. The smart-card stores 
subscription information and a secret key. A set-top-box (STB) is required to 
interface with the smart-card and the television (TV). 

The provider encrypts a TV program using a content key (which is the 
same for all users) and broadcasts the encrypted TV program, as shown in 
Fig. 2. 

The key management system (KMS), which is responsible for billing, 
subscriber and key management, transmits the universal content key to the 
authorized subscribers. A content key is encrypted with the unique secret 
key stored on a smart-card (Macq and Quisquater, 1995). The smart-card 
decrypts and stores the content key received from the provider (via the STB). 
The STB decrypts the encrypted TV program with the content key, and 
displays the program on the TV. 

The provider updates the content key used to encrypt the TV 
progradchannel on a frequent basis (normally each 5 to 20 seconds). Once 
the key is updated, the KMS must retransmit the updated content key to the 
subscribers within seconds. 

In a streaming mechanism (SM), as shown in Fig. 3, the provider 
encrypts the content with different content keys for different users. The 
content is encrypted and transmitted to the user. 

A user has a renderer, which is a software application that establishes a 
secure channel with the provider. The content key is transmitted to the 
renderer when a secure streaming session is established. The renderer then 
decrypts the content packet by packet with the content key and renders it, as 
it is received, leaving behind no residual copy of the content at the renderer 
(assuming that the renderer is not hacked). 

The characteristics of the content key of CAS, SM and StreamTo differ 
as shown in Table 1. We list the two most important characteristics of a 
content key: (1) uniqueness (whether the key is unique for different content 
and users), and (2) update (whether the key is updated on a regular basis). 
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Figure 2. An abstract view of a 
conditional access system (CAS). 

Figure 3. An abstract view of 
a streaming mechanism. 

Table I .  Comparison of CAS, SM and StreamTo with respect to the characteristics of the 
content kev. 

Uniqueness Update 
CAS A content key is shared among all The content key is updated 

authorized users. frequently. 
SM A unique content key is assigned to The content key is not updated in 

a user. a streaming session. 
StreamTo A unique content key is assigned to The content key is updated 

a user. frequently. 

3. STREAMTO 

In this section, we discuss StreamTo as outlined in Fig. 4. 
We use a token, which has a 

cryptographic co-processor and 
tamper-resistant storage. The token is 
dispatched physically by the provider 
to a user in the same way as a Pay-TV 
smart-card. The provider also serves 
encrypted content. A user has a 

Figure 4. An abstract view of StreamTo. player (a 
application) that interfaces with the 

token, and which can play encrypted content. The player depends on the 
token for providing the key stream necessary to decrypt the content stream. 

StreamTo can handle two methods of rendering the content, as shown in 
Fig. 4: online and offline. For online rendering, the provider streams the 
content to the player; whereas for offline rendering, the provider transmits 
the entire encrypted content io the player. For both access iilethods, the 



Stream to: Streaming Content Using a Tamper-Resistant Token 605 

player plays the content piecemeal, waiting for each subsequent block of the 
key stream from the token. We call this indirect streaming. 

StreamTo has the characteristics of both the CAS and SM: 
The provider generates a unique content key for a user (SM provider). 
The player decrypts and plays the content piecemeal (SM renderer). 
The token stores a unique secret key (CAS smart-card). 
The content key is updated frequently (CAS provider). 
The token transmits the updated key for decryption to the player (CAS 
KMS and smart-card). 
To explain the StreamTo protocols in more detail, we use the notation 

listed in Table 2. 

Table 2. The notation of the StreamTo protocols. 
Notation Meaning 
SecK A secret key shared between the token and the provider. 

Ki The content key for the fhcontent frame. 
s, The key stream for the ibcontent frame. 

pi The ihframe of content (plaintext). 

c, The corresponding ?"frame of encrypted content (ciphertext). 

3.1 Keys 

We use three different key types: a secret key, a content key and a key 
stream. 

A secret key (SecK) is a secret shared between the provider and the token. 
We assume that an attacker canriot read, modify or access this key stored 
on the token; it never leaves the token, and is preloaded on the token in a 
secure environment of the provider. 
A content key (K;) is used for generating the key stream. The first content 
key KO is generated randomly by the provider and sent encrypted (with 
the secret key) to the user along with the encrypted content. 
A key stream (S,) is used to eddecrypt the content. The key stream is 
derived from the content key and the content. 
The size of the content key is short (e.g. 128 bits) so that a provider can 

send it to a player efficiently. The size of the key stream is equal to the size 
of the content so that stealing the key stream is inconvenient. 

As a refinement, the provider could partition the content, using a 
different KO for each partition. This would allow for example free use of 
trailers but paid for use of the remaining content. In this paper, for simplicity, 
we only use one content key to explain StreamTo in the subsequent sections. 
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3.2 Encryption Process 

Streaming content, e.g. an MPEG audiohide0 has a special structure: it is 
composed of multiple frames, each of which has a descriptive header. This 
header contains the particular information for the corresponding frame, e.g. 
bit-rate, sample-rate, etc. StreamTo exploits this special feature of streaming 
content as follows: 

The encryption process, as shown in Fig. 5 is performed by the provider. 
The provider generates a first content key KO randomly. The generate 
function (Eq. 1) takes the content key K, and the secret key to produce a 
block of key stream for the current frame (P,). The encrypted frame (C,) is 
then XORed with the block of kt 

Figurej. Encryption of streaming 
content, frame by frame, at the 
provider with a key stream that is 
generated from an initial content 
kev. 

1 stream, as shown in Eq. 3. Finally, the 
Plaver 

Figure 6. Decryption of encrypted 
streaming content, frame by frame, 
with the regenerated key stream 
using the regenerated content key. 
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next content key is calculated by the transform function. If the output of the 
generate function is shorter than the frame size, it is repeated to form the 
required length. 

The encrypted frames (CO, ..., C,) are written to a new content file, 
preceded by a header. The header contains the first content key (KO) 
(encrypted with the secret key SecK of the token), padding, and information 
about the generate and transform functions. 

3.3 Decryption Process 

The player receives an encrypted content file from the provider. When 
the player renders the encrypted content, the decryption process is executed 
as shown in Fig. 6. 

The player interprets the header information of the encrypted content to 
retrieve the encrypted first content key KO and other information. The player 
then asks for a valid token. Authentication can be achieved between the 
player and the token with standard methods (Kelsey and Schneier, 1999); 
this falls outside the scope of this paper. The player then feeds the token with 
the encrypted first content key (KO), so that the token can decrypt it. 

The token uses the generate function (Eq. 1) to re-generate the key 
stream, and sends it to the player. The player retrieves a frame C, from the 
encrypted content, and decrypts it (by XOR-ing) with key stream S, 
generated by the token, as shown in Eq. (4). 

The player then updates the content key using the transform function (Eq. 
2), sends it to the token to generate the next block of the key stream, and the 
next frame is decrypted with this key stream block. At the same time, the 
player plays the previously decrypted frame The decrypted frames will 
be overwritten by newly decrypted frames after they are played (again, 
assuming the player has not been hacked). Ideally, the token would perform 
the transform function itself, but our hardware (the CM-stick) is not capable 
of doing this. 

4. PROTOTYPES 

In this section, we discuss the implementation of our prototype. We use 
streaming audio (MP3) in our prototype because it is less demanding on 
resources than video. If StreamTo can be applied practically to protect 
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streaming audio, we can investigate if StreamTo can support other streaming 
content as well. 

The architectural overview of our prototype is given in Fig. 7. The 
Provider and the Player are the two applications we have created by using 
Windows Media Format SDK, iB-IDE, CM-Stick SDK (WIBU, 2003), and 
JavaZoom JLayer SDK. 

The Provider executes the 
generates 

enciypted content 

key stream encrypted aud~o piecemeal 

Fig~lre 7. Architectural Overview of the prototype 

encryption process discussed 
in section 3.2. It takes as input 
an MP3 audio file and 
produces an encrypted audio 
file as output. The Player 
performs the decryption 
process discussed in section 
3.3. It asks the token (i.e., CM- 
Stick or iButton) continuously 
for blocks of key stream to 
decrypt the audio. 

The hardware token we use in our prototype are a CodeMeter Stick (CM- 
Stick) and an iButton (as shown in Table 3). 

Table 3. Comparison of the iButton and the CM-Stick. 
CM-Stick iButton 

Manufacturer WiBu-Systems AG, Gem~any Dallas Semiconductor,America 
Processor Speed 24 MHz 10-20 MHz (Kingpin, 2002) 
Non-volatile memory 128 kBytes 134 kBytes 
Cryptographic AES, Triple-DES (for DES, Triple-DES, RSA 
algorithms communication), ECC. and SHA-1 

SHA-256 
Interface USB connection SeriallParallel and USB connection 

We use the standard Counter-mode (CTK-mode) syinrnetric encryption 
(Lipmaa and Rogaway, 2000) to implement StreamTo by virtue of the 
simplicity, efficiency and proven security of CTR-mode encryption. 

The content key (K,) is the counter of CTR-mode encryption, which is 
initialized to a random n-bit string. The implementation of the transform 
function of the content key (Eq. 2) is simple: 

The generation of the key stream (S,,) (Eq. 1) is the encryption of the 
ssunter in CTR-mode encryptioin. We m e  AES eccryption, which is the only 
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symmetric encryption supported by the CM-Stick; and DES encryption on 
the iButton as the generate function (Eq. 1). 

In our prototypes, each time a new frame is decrypted a click is audible. 
This allows us to point out during demonstrations when decryption happens. 

5. PERFORMANCE ASSESSMENT 

To justify the practicality of StreamTo, we assess the performance of our 
prototype. Our prototype is built on a platform with an Intel Pentium 4, 1.4 
GHz, 512 MBytes RAM, 20 GBytes hard disk space, running Windows XP. 
We use a 1 -minute 192 kbps MP3 audio as the sample for our performance 
assessment. The sample has 2300 frames, each of which contains 623 bytes. 

In our prototype, we use a CM-Stick, which is attached with a USB 
interface; and an iButton, with two different interfaces to the platform, 
namely a serial port connection (with the adapter DS9097U) and USB 
connection (with the USB iButton holder DS9490B). 

5.1 Content Key Size 

The key stream is generated on the tokens by using the firmware 
symmetric encryption algorithm. Therefore, to determine if the content key 
size influences the performance of our prototype, we assess the performance 
of symmetric encryption on the iButton and the CM-Stick. 

From our previous experience, we know that the cryptographic 
operations on the iButton are relatively slow (Chong et al., 2003). DES 
encryption of 128 bytes on the iButton takes roughly 200 ins (Chong et al., 
2004). 

We also need to measure the time required by the CM-Stick to perform 
AES encryption, which we use to generate the key stream. We use an LSQ- 
fit equation to summarize the result of 10 measurements as follows: 

Here, t is the time required in milliseconds and d is the data size in bytes. 
Thus, it takes approximately 100 * 25 ms to encrypt 128-byte of data on the 
CM-Stick, making the CM-Stick about twice as fast as the iButton. This is 
consistent with the cryptographic co-processor speed (Table 3). 

If we use 128 bytes of content key, i.e., 1024 bits, the iButton requires 
approximately 2300 A 0.2 = 460 seconds to generate the key stream, whereas 
the CM-Stick needs roughly 230 seconds. For a 1-minute MP3 this is too 
long, hence, we must sacrifice security for performance by (1) using a 
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smaller content key size; and (2) enldecrypting every n-th frame of the audio 
sample only. 

In our prototypes, we choose a content key of size 8 bytes (64 bits) for 
the iButton and 32 bytes (256 bits) for the CM-Stick. On the CM-Stick, it 
takes approximately 40 It 26 ms to generate a block of key stream. However, 
for the iButton, it takes approximately 70 ms due to the slower co-processor. 
Therefore, we also use the second tradeoff on the iButton prototype, as will 
be discussed in next section. 

Figure 8. The time required to decrypt the encrypted audio sample frame by frame 
with the iButton and the CM-Stick. 

5.2 Sample Bit Rate 

The MP3 sample bit rate refers to the transfer bit rate for which an audio 
file is encoded. The sampling frequency refers to the number of samples of 
an audio taken per unit time, i.e., the rate at which audio signals are sampled 
into digital form. 

The frame size depends on the sample bit rate and sampling frequency 
according to the MPEG-3 standard. We use 6 different sample bit rates (with 
the same sampling frequency of 44.1 KHz) of our experiment, which include 
64 kbps, 128 kbps, 160 kbps, 192 kbps, 224 kbps and 256 kbps. Each frame 
has standard constant time length of 26 ms. A 1-minute MP3 has 
approximately 2300 frames. 

It takes roughly 80 ms to generate a block of key stream. Therefore, for 
decrypting the audio sample 192 kbps of 2300 frames (1 minute of play time) 
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by using a content key of 64 bits, theoretically the iButton needs 
approximately 2300 x (0.08 + 0.2 x 2) = 1104 seconds in total to generate 
and transmit the key stream to the player. We have rerun the test using the 
USB iButton holder. However, there is no obvious improvement of the speed 
due to the slow cryptographic operations on the iButton. 

To overcome this problem, we choose appropriate values of n, 
eddecrypting every n-th frame of the audio sample. Fig. 8 shows the 
measurement for n = 25, 50 and 100. We report the average of 10 
measurements. The decryption time measured includes the time required to 
upload the updated content key; to generate and transmit a block of the key 
stream; and XOR-ing of the encrypted frame. The actual play time of the 
audio sample is 60 seconds (i.e., y-  60). 

As can be seen in Fig. 8, the graphs of the iButton are slightly slant, 
indicating that the time required to decrypt the audio frames increases with 
faster sample bit rate. This is caused by the preprocessing of the encrypted 
audio file, i.e. reading the audio frames from an encrypted audio file. 

When n = 100, the iButton is able to handle the key stream generation 
and audio frames decryption comfortably in real time. When n = 50, the 
decryption time is marginally parallel with the play time of the audio sample. 
This means that real time playback is possible but only when every n-th 
frame is encrypted and n 2 50. 

On the other hand, the CM-Stick, due to its faster cryptographic co- 
processor, has better performance than the iButton, as shown in Fig. 8. In 
conclusions, the CM-Stick is able to provide real time playback at n = 1. 

6. CONCLUSIONS AND FUTURE WORK 

We propose a streaming content protection approach, namely StreamTo, 
which combines the technology of the Internet streaming mechanism (SM), 
Pay-TV Conditional Access System (CAS) and a tamper-resistant hardware 
token. 

We implement StreamTo on two commercial tokens, namely the iButton 
and the CM-Stick, by using the CTR-mode of symmetric encryption. Thus, 
we show the applicability of StreamTo. We also evaluate the performance of 
the implementation to justify the practicality of StreamTo. The CM-Stick has 
a better performance than the iButton due to its faster cryptographic 
coprocessor. 
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