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Abstract In this article we review the recent developments in the field of high reso­
lution lateral mapping of the surface chemical composition of polymers by atomic force 
microscopy (AFM) and other complementary imaging techniques. The different AFM ap­
proaches toward nanometer scale mapping with chemical sensitivity based on chemical 
force microscopy (CFM) are discussed as a means to unravel, for instance, the lateral 
distribution of surface chemistry, the stability of various types of functional groups in 
various environments, or the interactions with controlled functional groups at the tip sur­
face. The applicability and current limitations of CFM, which allows one to image chem­
ical functional group distributions with a resolution in principle down to the 10-20 nm 
scale, are critically discussed. In addition, complementary imaging techniques are briefly 
reviewed and compared to the AFM-based techniques. The complementary approaches 
comprise various spectroscopies (infrared and Raman), secondary ion mass spectrome­
try (SIMS), matrix-assisted laser desorption/ionization mass spectrometry (MALDI-MS), 
X-ray photoelectron spectroscopy (XPS or ESCA), and near-field optical techniques used 
for imaging. 

1 
Introduction 

1.1 
The Scope of Atomic Force Microscopy 
in Polymer Surface Characterization 

The Atomic Force Microscope [ 1] with its various imaging modes, and the 
related Scanning Probe Microscopy techniques have changed the scientific 
landscape during the last IS years. Atomic force microscopy (AFM) and re­
lated scanned probe techniques have become enabling methods (platforms) 
in cutting-edge nanotechnology. These instruments at the same time func­
tion also as a "workhorse" in scientific laboratories and are being used to 
assist solving materials science problems covering a wide range of issues. It 
is not the purpose of this review to introduce AFM, its operational princi­
ples, and the various imaging modes used in polymer research. Instead, the 
reader is referred to other reviews introducing AFM imaging [2-14], AFM­
based studies, and force measurements using force-distance curves [IS, 16]. 
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We only mention here that the probe used in AFM is a sharp tip, which is at­
tached to a flexible microbeam (microcantilever). In AFM various forms of 
interactions between the apex of the tip (with a radius between approximately 
10-100 nm) and the sample surface are measured, either as a function of tip 
location with respect to the surface, or at a fixed (x,y) position as a function 
of the cantilever deflection or tip-sample distance. In most conventional in­
struments the cantilever-tip assembly is attached to a piezo controller, which 
positions the tip in the (x,y) scanned plane and adjusts the vertical pos­
ition (piezo travel) to accommodate sample height, or to measure tip-sample 
force curves. The latest generation instruments can also be equipped with 
active x-y-z distance feedback control loops, which enable one to perform 
lithography, vertical positioning of the tip ( e.g. for single molecule force spec­
troscopy), etc. 

Whereas scanned probe techniques are being continuously developed, 
some applications have reached a relative maturity. At the beginning of AFM 
in the eighties emphasis in AFM-related research was put on surface top­
ology imaging of structures from the 100 micrometer to the nanometer size 
domains. Distinct advantages of AFM, e.g., its capability to deliver "true" 
3-D surface topology information, have been described in ample detail in 
the literature. A great deal of excitement was caused by nanometer-scale 
studies making use of the AFM's ability to visualize molecular packing in 
regular structures from a true nanometer scale perspective. Corresponding 
research was soon followed by work aiming at surface property studies on 
the nano scale ( tribology, adhesion by surface force measurements using AFM 
cantilevers as nanoscale force sensors, nanomechanics). With developments 
in imaging speed and stability, and with inventions enabling environmental 
control ( temperature, imaging media, including gases and solvents) studies 
of processes (physical and chemical) and nanofabrication approaches are also 
gathering momentum (Fig. 1). 

The chemical functionalization of AFM tips allows one, in principle, to 
map functional groups at surfaces, to pick up and deliver single molecule re­
actants, and to study force responses of (macro )molecules under mechanical 
tension, or exited by external fields (e.g. light). Various tip functionalization 
approaches have been described in the literature. By now, some of these can 
be considered as robust enough for being routinely used in research lab­
oratory environments to study interaction forces between (functionalized) 
tips and sample surfaces in a simple manner. AFM tips with simple func­
tional groups attached ( e.g. in the form of a self-assembled monolayer of 
the functional molecules) can even be commercially purchased. The surface 
forces measured by AFM, of course, always include contributions by London 
dispersion forces. However, when functional groups are attached to tip sur­
faces, e.g., by AFM tip modifications, these can interact with surface groups 
via system-specific forces (H-bonding and other hydrophilic interactions, hy­
drophobic forces, acid/base type interactions, etc.) in addition to London 
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Fig. 1 Towards controlled AFM in (polymer) applications 
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forces. The tip force-distance curve characteristics measured reflect the sum 
of all of the specific and non-specific contributions. 

As a result of the high lateral resolution of AFM when sharp probes and 
appropriate imaging conditions are used, in theory, lateral mapping of sur­
face chemical groups can be performed with near nanometer (several tens of 
nm) resolution. This mapping involves measurements of the local variation of 
interaction forces either in the surface normal or in the surface tangential di­
rection. Surface normal forces and forces at which AFM tips get disengaged 
in the surface normal direction give information about adherence, 1 while 
surface tangential forces are related to tribological properties (static and dy­
namic friction). By measuring local variations of normal and lateral forces, in 
ideal situations (for ideally smooth surfaces and without surface (visco)elastic 
deformation under the load of the AFM tip) one would image the lateral dis-

1 We use here "adherence" to describe the practical work of adhesion to emphasize differences be­
tween its value and the magnitude of thermodynamic adhesion. The latter, if expressed in work of 
adhesion, corresponds to the reversible free energy change per unit surface area when two contact­
ing surfaces are moved apart from contact to infinite distance of separation. Thus, adherence also 
includes the energy dissipated during separation of the contacting surfaces from each other. 
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tribution of chemical groups at the sample surface, hence the related method 
has been named "Chemical Force Microscopy" (CFM).2 This nomenclature 
has been introduced by one of the first groups of authors [ 17] describ­
ing mapping of functional groups in self-assembled monolayes (SAMs) of 
end-functionalized alkanethiols. These authors mapped the spatial arrange­
ment of different functional end groups exposed at the surface of the SAMs 
using chemically specific contrast between the tip and the SAM surface (see 
Sect. 5.1). 

In this review we shall focus on "true" imaging with chemical sensitiv­
ity, with the main focus of using forms of AFM, which utilize and control 
chemically specific contrast between tip and sample, e.g., by controlled mod­
ification of the tip surface. AFM as a near-field technique has a limited field 
of depth, which can be significant (several tens of nanometers) only if soft, 
rubbery or viscoelastic polymers are studied. Hence, for smooth surfaces (i.e. 
without the perturbation of surface topological features and roughness) the 
interactions between tip and sample are dominated by the surface chemistry 
and surface mechanical properties. Thus, questions that one can raise regard­
ing surface chemical composition include the lateral distribution of surface 
chemistry, the stability (e.g. for charged surfaces in electrolytes) of various 
types of functional groups in various environments, interactions with con­
trolled functional groups at the tip surface, etc. CFM allows one to image 
chemical functional group distributions with a resolution, in principle, down 
to the 10-20 nm scale. However, chemical imaging is by no means routine, 
and one should carefully evaluate experimental strategies and data for lat­
eral mapping of chemical groups. To this end, it is very essential to consider 
CFM as a complementary technique to the other surface imaging approaches, 
including spectroscopies (infrared - IR -, and Raman), secondary ion mass 
spectrometry (SIMS), X-ray photoelectron spectroscopy (XPS or ESCA), etc. 
Hence, these imaging techniques will also be reviewed in this article, albeit 
shortly, and differences and complementary approaches with CFM will be 
emphasized and discussed whenever appropriate. 

Emphasis is laid in this review naturally on polymer specific problems. It 
is not our purpose to give a full encyclopedic account of the literature up 
to date. We shall rather focus on typical selected applications and introduce 
briefly the underlying physical and chemical concepts. We try to sketch the 
power and the limitations of CFM at the current state-of-the-art of the tech­
nological developments of CFM. The choice of the examples discussed reflects 
our preferences and scientific taste, but omissions may have also occurred 
by accident. We regret if we left out (by accident or by choice) articles from 

2 Chemical force microscopy (CFM) will be used as a synonym for "AFM using defined surface 
chemistry, for instance self-assembled monolayer functionalization, on AFM probe tips in order to 
measure differences in surface chemical composition" ( using friction or adhesion differences re­
lated to interactions between functional groups or atoms exposed on both tip and sample surface 
as contrast) throughout this review article. 
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the literature which the corresponding authors would miss and we offer our 
apologies to those who consider these omissions as negligence on our part. 
We cannot provide justice to everyone. 

1.2 
The Case and Need of Surface Treatment of Polymers 

In applications, such as coatings, adhesives and biomaterials, the surface 
properties, as well as good bulk mechanical properties, of polymers are 
equally important for their success. Since polymers often do not possess 
the required surface properties, various treatment techniques have been de­
veloped to modify their chemical or physical characteristics. Introducing 
functional groups, or modifying the surface morphology, for increased adhe­
sion or decreased hydrophobicity are classical examples for these treatments. 
A limiting factor for biomaterials is, for example, non-specific protein interac­
tions, often leading to undesirable responses from the host. These undesirable 
reactions are driven by surface-protein interactions. One method to enhance 
biocompatibility is by chemical modification of the surface by grafting biolog­
ically active molecules, such as peptides, proteins or polysaccharides. These 
surface modifications can be achieved by different techniques making use 
of either physical adsorption or covalent binding. Functional groups can be 
grafted by various techniques, such as plasma modification, gamma radiation 
grafting, photochemical reactions as well as exposure to oxidizing agents in 
solution. 

With the recent development of various advanced surface characteriza­
tion techniques, our understanding of polymer surfaces has been significantly 
improved, as well as our ability to control and even to tailor surface charac­
teristics for specific applications down to sub-micrometer dimensions. Tech­
niques for controlling the lateral distribution of functional groups on surfaces 
have a wide range of potential applications such as in biosensors, cell guid­
ance, molecular electronics, wetting, membranes, etc. Regarding a general 
reference on polymer surfaces, the reader is referred to the book of Garbassi 
et al. [18]. Complementary microspectroscopic imaging is dealt with in the 
monograph of Koenig [19]. 

1.3 
Homogeneous vs. Heterogeneous Distributions 
of Functional Groups at Surfaces 

In thermodynamics of polymers (solutions, mixtures, etc.) radial pair dis­
tribution functions are of central importance as they contain information 
about the global character of intermolecular interactions and describe the 
structure on the atomic (segmental) ensemble level. Pair distribution func­
tions and spatial distribution in heterogeneous (e.g. two component) systems 
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can also be statistically described and averages, such as preferential solvation 
and clustering, can be quantitatively derived. Once the pair distribution func­
tions are known, average measurable thermodynamic quantities (derivatives 
of the corresponding thermodynamic potentials) can be calculated. Scatter­
ing experiments, as well as other thermodynamic measurements, such as 
"inverse" gas chromatography, can be used to derive statistical structure 
(and property) characteristics (see e.g. [20-23]). In principle, for heteroge­
neous surfaces similar surface-specific formalisms can be introduced. It has 
been recognized that surface chemical heterogeneities for multicomponent 
systems have a profound influence on surface-related phenomena, such as ad­
sorption [24]. For a statistical description of surfaces, particle distribution 
functions should be specified to describe (average) values and distributions 
of surface-sensitive properties down to the characteristic observation depths 
from the (geometrical) surface into the bulk. Once the distribution func­
tion and the averaging processes ( characteristic moments over the particle 
distribution functions) for the given property that depend on the spatial het­
erogeneity are known, the appropriate ensemble mean values (measurable) of 
the property in question can be derived. Although for the bulk such statistical 
treatments are standard, there is surprisingly very little described in the lit­
erature regarding statistical treatments of surface-related atomistic structures 
and properties (and related distributions). One important example is related 
to thermodynamic adsorption on heterogeneous surfaces, or interfaces. For 
heterogeneous surfaces [heterogeneous materials, surface treated (polymer) 
particles] adsorption sites can have different (free) energies and correspond­
ingly a site energy distribution can be defined (and measured). For example, 
energy site distributions at the surface of xerographic toner particles (with 
heterogeneous average compositions) were characterized with success [21]. 

For heterogeneous surfaces in multicomponent systems it is surprising 
that virtually no quantitative description is usually given with respect to 
exact lateral distributions of surface (functional) groups down to quantity­
dependent characteristic depths. One usually characterizes heterogeneous 
surfaces by number average concentrations of atoms or molecular fragments 
(XPS, SIMS) or patch sizes and shapes for surface phase-separated struc­
tures. For a quantitative description of surface structure and properties such 
distributions must eventually be introduced. However, there are only few ex­
perimental techniques, which give (in real space) adequate information about 
the atomic ( or segmental) distribution of different species. Surface scattering 
(in Fourier space) could be used, but this falls beyond the scope of this re­
view as we focus here on non-average local imaging of spatial heterogeneities 
of functional groups (in real space) and not on ensemble averaging. In the 
following sections it will become clear that a tremendous experimental and 
theoretical effort is needed until rigorous surface structure distributions for 
heterogeneous surfaces (and ultimately a first-principles based treatment of 
surfaces) can be given with atomistic details. 
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Polymer surfaces are often expected to show spatially heterogeneous dis­
tributions of functional groups as a result of, e.g., widely-applied surface 
treatment procedures and surface chemical reactions. The analysis of the spa­
tially heterogeneous chemistry and the direct relation of this heterogeneous 
surface chemistry with related properties have been only recently addressed 
in detail. This lack of knowledge that we have just begun to overcome has 
been in part caused by the unavailability of suitable characterization tools 
that allow one to map the respective distributions on the sub 100 nm length 
scale. 

The knowledge of the spatially heterogeneous distributions of functional 
groups is of widespread importance in polymer science and of striking rel­
evance in the biochemical field. It is well known that, for instance, cell 
adhesion depends critically on the spacing of (poly)peptide sequences on 
functionalized substrates. For example, the effect of surface coverage of RGD 
protein sequences, which was at that time only indirectly related to lateral 
spacings, has been investigated in detail [25]. A minimum spacing of 440 nm 
was concluded to be necessary for spreading of cells, while focal point for­
mation required minimal spacings of 140 nm. In an extension of this type 
of work, the direct control of spacing between adhesion islands was shown 
by Chen et al. to control cell growth or cell death [26]. More recently, the 
nanoscale clustering of RGD was unraveled [27], which clearly proves and 
exemplifies the importance of micro- and nanoscale analysis of the distri­
bution of chemical functional groups at surfaces. Many of these and related 
biological and biochemical processes rely on biopolymers, such as proteins 
and peptides, in so far they can be considered part of polymer science. In 
addition, the interaction of man-made polymers and biological species is 
of crucial importance in for instance drug discovery and tissue engineer­
ing [28, 29], and hence the understanding of the underlying processes down 
to the molecular scale clearly requires advanced local chemically sensitive 
analysis and imaging methodologies, as discussed in this review. 

In addition to the obvious impact of nanometer scale distributions of 
recognition units in controlling cell adhesion, the lateral heterogeneity of 
functional groups at polymer surfaces plays a centrally important role in 
many surface-related properties and processes, for example in the well­
known phenomenon of wetting of surfaces. In most instances a liquid placed 
on a solid does not wet the surface, but remains as a drop having a defi­
nite angle of contact between the liquid and the solid phase. The idealized 
situation for a homogeneous, flat surface is illustrated in Fig. 2. 

The contact angle 0 is geometrically defined as the angle formed by the in­
tersection of the two planes tangent to the liquid and solid interfaces at the 
perimeter of the contact between the two phases and the third surrounding 
phase, which is typically air or vapor. The change in surface free energy, t-.G, 
accompanying a small displacement of the liquid such that the change in area 
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Fig. 2 Contact angle between a liquid placed on a solid surface and the surface; y is the 
interfacial energy (or interfacial tension), and LV, SV, and SL in the subscripts refer to 
liquid-vapor, solid-vapor, and solid-liquid interfaces, respectively 

of solid covered is ~A, can be written as 

~G = ~A (YsL - Ysv) + ~Anv cos(0 - ~0) (1) 

where y is the interfacial energy ( or interfacial tension), and LV, SV, and SL 
refer to liquid-vapor, solid-vapor, and solid-liquid interfaces, respectively. 

At equilibrium 

lim ~G = 0 
t.A----.0 ~A 

and Eq. 1 becomes: 

Ysv - YSL = YLv cos 0 

In combination with the definition of thermodynamic work of adhesion: 

ws1v = Ysv + YLv - YsL 

we can write Eq. 2 as 

WSLV = YLv(l + cos0) 

(2) 

(3) 

(4) 

Equation 2 was stated in quantitative form by Young in 1855 [30]; the equiva­
lent (Eq. 4) was stated in algebraic form by Dupre in 1869 [31], along with the 
definition of work of adhesion. 

By contrast, real surfaces can be rough and/ or heterogeneous in compo­
sition [24]. In the following we will briefly discuss as an illustrative example 
how the wettability and the contact angles measured will depend on the sur­
face composition. For instance, the surface can be composed by domains of 
different composition. The effect of a patchy structure on the Young equa­
tion was described by Cassie, who proposed the following equation ( Cassie 
equation) for a two component, heterogeneous surface [32]: 

cos0 = Ji cos01 + Ji cos02 (5) 

where Ji and Ji are the fraction of the surface having inherent contact an­
gles 01 and 02• Equation 5 constitutes a simple arithmetic mean, weighted 
by the respective surface fractions of the components. The Cassie treatment 
of heterogeneous surfaces was reviewed by Israelachvili and Gee [33], who 



64 G.J. Vancso et al. 

modified Eq. 5 in order to account for heterogeneities close to atomic and 
molecular dimensions: 

(6) 

Equation 6 replaces Eq. 5 whenever the sizes of the chemically heterogeneous 
patches approach molecular or atomic dimensions. In the latter treatment, 
polarizabilities, dipole moments and surface charges are averaged, owing to 
the very low dimension of heterogeneity, instead of cohesion energies as 
in the Cassie equation. Experiments on mixed monolayers of alkanethiols 
showed that the Cassie equation fits the variation of angle with surface frac­
tion better than the Israelachvili-Gee equation [34], while for other systems 
the deviations were to within the experimental error [35]. While these treat­
ments describe the effect of chemical composition on equilibrium contact an­
gles, it is obvious that other techniques, in particular the imaging techniques 
discussed in this review, may provide differently weighted information. 

Apart from wettability and the related spreading of liquids, chemically 
heterogeneous surface composition has a profound impact on adhesion and 
its respective failure mechanisms and defects [24]. Further relevant areas 
comprise release surfaces, corrosion, lubrication, as well as chemical surface 
functionalization in coatings, sensors and biomedical applications (stealth 
surfaces) [ 18]. These important phenomena together with related applica­
tions in miniaturized devices, where the tolerances for defects and lateral 
heterogeneities are rapidly decreasing, are in the focus of the microscopic 
techniques reviewed in this article. 

An emerging area of applicability is the field of sub-micron and nanopat­
terning, where there is a clear need to analyze the chemical composition 
of patterns at the relevant length scales. Many of these applications are 
again ultimately located at the interface between polymer surface science 
and life science. For example, protein patterning of polymer surfaces via 
e-beam lithography [36], bioactive molecular patterning in the fabrication 
of biosensors [37] and high-throughput combinatorial chemistry analyti­
cal techniques [38], as well as light-directed, spatially addressable, stepwise 
chemical synthesis ofbioactive biopeptides are target areas [39]. Other exam­
ples include applications in microfluidic devices for localized drug applica­
tions to cell cultures [40] and DNA analysis [41], and investigations on neuron 
networks [42, 43]. For fundamental understanding of these interface-related 
processes, knowledge on a sub-micrometer level is required. 

In addition to the mentioned widespread phenomena related to poly­
mer surface chemical composition, applications outside the life sciences are 
located e.g. in the area of semiconducting polymers [44], e.g. for the fab­
rication of polymeric light emitting diodes. For this particular topic, the 
efficiency of polymeric light emitting diodes has been shown to be depen­
dent of the nucleation processes (referred to as nanometer-sized clusters) in 
conjugated polymer films. These phenomena can be successfully studied on 
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a sub-micrometer scale by a combination of Near-Field Scanning Optical Mi­
croscopy and AFM [45]. 

2 
How can Polymer Surfaces be Modified? 

The purpose of this chapter is to focus on controlled surface modifications of 
polymers, with emphasis on the advances achieved during the past decade or 
so. The commonly used techniques generally mentioned include corona dis­
charge, plasma, UV, laser, and electron beam treatments. Lateral patterning 
techniques utilizing soft lithography, which is the collective name for a num­
ber of techniques where a patterned elastomer is used as mold, stamp or mask 
to generate or transfer patterns with sub-micrometer resolution, will not be 
covered in this chapter, since several comprehensive reviews focused on these 
techniques have been recently published [46, 47]. 

2.1 
Plasma Treatment 

The term "plasma" denotes a partially ionized gas containing a mixture of 
positive and negative charge carriers and neutral components. The overall 
charge of the plasma is neutral. Plasmas used for surface modification of 
polymers are generally not in a thermal equilibrium, but are generated by 
an external electric field applied over the gas mixture. This means that the 
gas temperature is usually hardly above room temperature even though the 
temperature of the electrons is much higher (10 000-100 000 K) and is only 
maintained as long as the external electric field exists. The reason for the low 
gas temperature is that the electrons make up only a very small part of all 
particles present and that the energies of positive ions and neutral species 
are only negligibly increased by the electric current within the plasma. By 
exposing a polymer surface to a plasma, it is exposed to this complex mix­
ture of reactive species such as ions, electrons, as well as to UV radiation. 
Generally, the effects can be classified as follows [ 48]: ( 1) Surface reactions 
between gas-phase species and surface species introduce functional groups 
and crosslinks at the surface, (2) plasma polymerization, which involves the 
formation of a thin film via polymerization of an volatile organic monomer, 
and (3) etching, where materials are removed from the polymer surface by 
physical etching forming volatile by-products. There exists a large body oflit­
erature on surface modification of synthetic polymers by plasma treatments 
or plasma polymerization [49-55]. The advantage of the plasma processes is 
that the modification is limited to the top surface layer and does not affect the 
bulk properties of the polymer. 
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By using different types or mixtures of gases in the plasma, different sur­
face functionalities can be obtained. Oxygen containing plasmas are the most 
frequently used treatments and these very effectively increase the surface 
energy of polymers by introduction of oxygen-containing species, such as 
hydroxyl, carbonyl, carboxyl and ether groups. Plasma treatments in noble 
gases, such as argon or helium, also result in a significant increase of oxygen 
containing groups. This is probably due to the exposure of the freshly treated, 
reactive surfaces to atmospheric oxygen after treatment or originates from 
trapped oxygen on the reactor walls [SO] or oxygen dissolved within the poly­
mer. Nitrogen containing plasmas can be used to introduce functionalities, 
such as amino groups. Fluorine containing plasmas are used to increase the 
hydrophobicity of polymer surfaces by the introduction of fluorine. Differ­
ent functional groups can also be obtained by plasma polymerization using 
different monomers. For example, poly(ethyleneterephthalate) was function­
alized in a glow discharge plasma by: - OH (using allyl alcohol), - NH2 

(using allyl amine), - CF3 (using perfluorohexene) and siloxyl groups (using 
hexadimethylsilane) [56] . 

Reports on the lateral distribution of the induced functional groups on 
polymer surfaces by plasma treatments have only been published recently. 
For example, using AFM with chemically functionalized tips, the lateral dis­
tribution of functional groups in plasma-polymerized allylamine films was 
investigated [57]. These measurements indicated the presence of a hetero­
geneous local environment of the amino groups formed, where patches ex­
hibiting differences in hydrophobicity on a sub-SO nm scale were detected. 
In another study it has been shown that surface treatments of isotactic 
polypropylene with fluorine-containing gases resulted in an inhomogeneous 
distribution of the hydrophobicity on length scales below 50 nm [58]. 

Plasma-induced chemical micropatterning for cell growth is a new field of 
plasma surface modification of polymers. The advantages are the flexibility 
concerning type and density of introduced functional groups and the possi­
bility to modify the morphology of the surface [ 59]. Moreover, the technique 
provides sterile surfaces and can be scaled to high outputs. Disadvantages are 
the low pressure and the UV-component which may cause denaturation and 
generation of multiple surface functionalities [59]. Another recent applica­
tion of the plasma technique is mass production of disposable microfluidic 
devices by plasma etching ( using an oxygen plasma) [ 60]. In most of these ap­
plications aiming at a lateral homogeneity of the introduced functionalities is 
obvious as is the need to develop suitable high resolution analysis methods. 

2.2 
UV-Radiation and UV-Laser Ablation 

UV-radiation, generally in the range between 250-400 nm, can be used 
for lateral surface modification of polymer surfaces. The radiation causes 
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photon-activated fragmentation, or crosslinking, of the surface, where UV­
sensitizers can be added to enhance the photon yield of the process. The 
characteristic penetration depth of the UV usually does not exceed a few 
hundred nanometers [61]. The technique can be used with lateral control of 
the functionalized groups using different atmospheres [ 62] . Polymer surfaces 
were irradiated by UV in different reactive gas atmospheres, where BrCN in­
troduced nitrile functionalities, N2H4 introduced amino functionalities and 
SO2 + 0 2 introduced a mixture of thioureas and derivatives of sulfonic acids. 
Projection techniques allowed patterned modification of the surfaces to be 
made. Another application is improved micro-wear resistance of polymer sur­
faces [ 63]. Conducting patterns in 1-4-polybutadiene, doped by iodine, were 
made by UV-photolithography [64]. Conducting polymers are of interest for 
many potential applications in polymer batteries, integrated circuits, field­
effect transistors, optical memory storage devices and electrochromic dis­
plays [65]. The microlithographic formation of conducting patterns is a key 
prerequisite for most of these applications [64]. 

UV lasers are photon sources characterized by energy and spatial coher­
ence, whose energies can be in the watt range. The energies can be delivered 
in pulses and the narrow wavelength spread can be tuned to the maximum 
absorption of a polymer, making the treatments an energy-efficient process 
for patterning the surface. The photoablation process involves absorption of 
short-duration laser pulses, which excites and fragments the polymer chains. 
The resulting shock wave ejects the decomposed fragments (C2, CO2, CO) 
leaving behind a photoablated cavity [66]. Thus the method can be used as 
a dry etching technique. Special polymers, based on cinnamylidenemalonic 
acid ester groups, have been tailored for higher sensitivity to the laser ab­
lation [67] . They exhibited high sensitivity, stability to wet etching (acids), 
high quality film formation properties and high resolution ablation struc­
tures. Prototyping can be performed using UV-laser ablation because of the 
flexibility of the direct writing [60]. A pulsed UV-excimer laser was used 
for photoablation of polymer surfaces, making fluid-handling microchannels 
with high aspect ratios for the fabrication of micro diagnostic devices [ 66, 
68]. Bilayers of UV-absorbing and optically transparent polymer films were 
irradiated by UV-laser pulses. The UV-absorbing polymer was selectively 
photolyzed, and covalently crosslinked onto the transparent film. Fine sur­
face patterns of the formed crosslinked film-layers were obtained by pulsed 
irradiation through a projection mask [69] . By using this method two di­
mensional patterns consisting of hydrophilic domains ( ~ 150 µm x 150 µm) 
of crosslinked poly(N,N-dimethylacrylamide) on hydrophobic polyethylene 
were created. 
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2.3 
Electron/Ion Beam Treatment 

Polymer surfaces can also be laterally modified using electron beam lithog­
raphy. A focused beam of high-energy electrons is used to pattern a layer of 
electron-sensitive polymers, mostly poly(methyl methacrylate) [70]. By this 
process line widths < 5 nm have been achieved [71]. Using e-beam lithog­
raphy, high resolution patterning of protein features on (poly(tert-butyl­
methacrylate-co-methyl-methacrylate) with a resolution of 125 nm has been 
obtained [36]. Ion beams also contain high energy species, but these only 
affect the surface regions due to their higher mass. Ion beams are used in 
high-resolution patterning of polymeric surfaces, such as patterning of pro­
tein features on (poly(tert-butyl-methacrylate-co-methyl-methacrylate) [ 36]. 
Enhancement of interfacial adhesion between polypropylene and polyamide 
by functionalization of the polypropylene surface by low-energy ion beam ir­
radiation has also been performed [72]. The modification depth was< 70 nm. 
Lithography with neutral metastable atoms has several advantages compared 
to electron and ion beams: thanks to the short wavelength ( < 0.01 nm) the 
neutral beam can be focused to a spot that is limited by the size of one atom 
and the effects of diffraction will be very small even for lithography through 
masks with 10 nm scale features [73]. By exposing self-assembled monolayers 
(SAMs) on gold substrates to metastable argon atoms, the SAMs were sensi­
tized to etching by an aqueous ferricyanide solution, which etched patterns 
into the gold. 

2.4 
Surface Grafting 

Polymer surface grafting offers versatile means for surface modification. The 
advantages of the grafting technique are the easy and controllable introduc­
tion of new polymer chains with a high surface density and precise local­
ization at the surface, while keeping the bulk properties unchanged [74]. 
If the surface to be modified possesses reactive groups, modification can 
be conducted by a chemical coupling reaction. If no functional groups are 
present they can be created by irradiation of the surface, generating radi­
cals as surface sites for graft polymerization. Graft polymerization is usually 
achieved by the formation of highly reactive radical-generating species, such 
as trapped polymer radicals or peroxide groups, via y-irradiation [75], UV 
irradiation [76-79], plasma, glow discharges or ozone treatments [53], fol­
lowed by a subsequent radical polymerization at elevated temperatures in 
solution. By using tethered diblock copolymers (PS-b-PMMA), whose blocks 
can self-assemble, ordered arrays or patterns on the surface can be fabri­
cated [80]. These nano patterns can be controlled by the degree of graft­
ing, molecular weight of the blocks, volume fraction of diblock copolymer 
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and the Flory-Huggins interaction parameter [80, 81]. For example, well­
defined poly(tert-butyl acrylate) brushes were prepared by a surface-initiated 
polymerization on silicon wafers [82]. The brushes were then patterned 
using photolithographic techniques yielding novel patterned polymer sur­
faces exhibiting well-defined hydrophobic and hydrophilic domains. Features 
as small as 1 µm could be reproducibly obtained [82]. Patterned polymer 
brushes of poly(caprolactone) were prepared from micro-contact printed 
gold surfaces. The key feature of this approach was to use the surface-initiated 
polymerization to chemically amplify the patterned SAM into a patterned 
macromolecular film. The benefit of this approach was the formation of pat­
terned polymeric thin films without the need for photolithographic tools. 
This method is also tolerant to initial imperfections within the original 
monolayer structure [ 82]. 

Surface block-graft-copolymerization, based on the photochemistry of 
N, N-diethyldithiocarbamate has been applied to precisely design biocompat­
ible and functional surfaces (patterns of immobilized heparin or proteins), 
as well as block-grafted surfaces on polystyrene [83] . Polystyrene surfaces 
have also been patterned by immobilization of poly(N-isopropylacrylamide) 
by photolithography, and subsequently used for regiospecific cell attach­
ment [84]. Surface modification of polydimethylsiloxane microfluidic devices 
by UV induced polymer grafting improved the stability of the electroosmotic 
mobility and improved electrophoretic resolution of peptides (85]. 

2.5 
Surface Patterns Originating from Physical Instabilities 

Another class of methods for achieving patterning of polymer surfaces on 
a length scale of micrometers or less relies on a physical instability with an 
intrinsic length scale. Examples of such processes, which will not be fur­
ther discussed in this review, include dewetting (86, 87], buckling produced 
by stresses arising from dispersion forces (88, 89] or residual mechanical 
stress [ 65]. Further approaches exploit the amplification of capillary waves by 
various means (90, 91]. 

3 
Surface Tension and Surface Tension Models 

In this section a brief introduction to the concept of surface tension and 
surface tension models for the determination of surface tension of solids 
is given. The surface tension (y ) is the tangential stress (mN m-1) in the 
surface layer and is a direct measure of the intermolecular forces at the 
surface [92]. A number of empirical and semi empirical methods, based 
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on contact angle measurements, have been developed for determining sur­
face tension of solids. Among these are the critical surface tension [93-95], 
the Good-Girifalco equation [96, 97], the equation of state by Wu [98, 99], 
Fowkes theory [100] and its extensions [101,102], and Lewis acid/base inter­
actions [ 103]. Controversies and discussions concerning the validity of these 
methods can be found in literature and have been reviewed by a number of 
authors [98, 104, 105]. 

3.1 
Single Surface Tension Theories 

The fundamental equation for the measurement of solid surface tension by 
using contact angle measurements is the Young's equation: 

Ysv - YSL = YLv cos 0 (7) 

where Ysv, YsL and YLv are the interfacial tensions between solid/ vapor, 
solid/liquid and liquid/vapor respectively, and 0 is the equilibrium contact 
angle. The Ysv may be considerably less than the surface tension of the solid 
in vacuum (ys), as a result of absorption of vapor on the surface. The amount 
of reduction in the surface tension of the solid caused by this absorption is 
referred to as the equilibrium spreading pressure ne: 

Jre = Ys - Ysv (8) 

A stable equilibrium is obtained if the surface is ideally smooth, uniform and 
non-deformable. If the surface is rough or heterogeneous, the system may re­
side in one of many metastable states, and the measured angle is a metastable 
contact angle. In this instance, the contact angle is not only dependent of 
surface tension, but also on the surface roughness and the drop volume [98]. 

The concept of critical surface tension was proposed by Fox and Zis­
man [93-95]. An empirical, linear relation was found when plotting between 
the cosine of the advancing angle and the surface tension of a series of ho­
mologous liquids (referred to as a Zisman plot). The critical surface tension 
(ye) equals the surface tension of the liquid, when it is extrapolated to a zero 
contact angle on the solid: 

Ye= lim YLv = Ys - (YsL + ne) 
0----> 0 

(9) 

Since both the interfacial tension and spreading pressure will vary with the 
testing liquid, values of the critical surface tensions must be used with great 
caution [92, 98]. Non-linear relations are often observed if specific interac­
tions (such as hydrogen bonding) between liquid and surface are present [94]. 
Moreover, it may not be sufficient to measure only the advancing angle, 
thereby losing information from the contact angle hysteresis [104]. 
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Good et al. formulated a theory of interfacial tension between two phases 
using the geometric mean of the surface tension of each phase and suggested 
a general equation, known as the Good-Girifalco equation [96, 97]. When 
substituted into the Young's equation, neglecting the spreading pressure, this 
leads to [105]: 

Ysv = nv( 1 + cos 0)2 / 4ct>2 (10) 

where ct> is an interaction parameter, characteristic of the molecular prop­
erties of a given system. The interaction parameter can be determined from 
a liquid homologue of the solid, or from molecular constants [98]. Based on 
the critical surface tension and the Good-Girifalco theory, Wu proposed an 
equation of state, which gives accurate values of surface tension [98, 99]. The 
contact angle of a series of testing liquids with known surface tension ( YLv) is 
used to obtain a number of critical surface tensions (Yc,cp). 

2 l 2 
Yc,cp=cl> Ys-ne= 4(l+cos0) YLv (11) 

The Yc,<P is plotted against YLv to obtain a curve (the equation of state plot) 
whose maximum value ( ct> ~ 1) corresponds to the surface tension of the solid 
(ys). The maximum value is attained by matching the polarities of the testing 
liquids and the surface. 

3.2 
Theories Based on Multi-Component Surface Tension Models 

These theories are based on the assumption that the surface tension can be 
considered as a sum of a number of independent components, each represent­
ing a particular intermolecular force [92]: 

(12) 

where yd, yP, yh, yi, and yab are the contributions from London dispersion 
forces, polar forces, hydrogen-bonding forces, induction (Debye) forces and 
acid-base forces, respectively. Fowkes made the assumption that the surface 
tension was based on the sum of the hydrogen bonding and dispersive forces 
and derived an expression for the surface tension of a liquid on a solid in 
which only dispersion forces were common to both phases [ 100]: 

YSL = Ys + YL - 2/J;i ( 13) 

This theory was then further complemented with polar contributions to 
the surface tension, for example by inserting the geometrical mean of po­
lar components [101, 102] or by use of the reciprocals of the dispersive and 
polar surface tension components [106, 107]. Assuming that the geometri­
cal mean could describe both polar and dispersion interactions Owens and 
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Wendt [ 102] proposed the following equation: 

YsL = Ysv + YLv - 2j Y~vrfv - 2j YfvYiv {14) 

By inserting YsL into the Young's equation the two unknown solid surface ten­
sion components can be obtained via the measurement of the equilibrium 
contact angles of two liquids of known surface tension components, for ex­
ample by using water and diiodomethane [ 102]: 

(15) 

Van Oss et al. [103,108, 109] combined yd, yP and yi into a single compon­
ent, which they called the apolar or Lifshitz-van der Waals component (y 1w). 
The hydrogen bond (yh) and acid-base (yab) components were described by 
electron acceptor-electron donor (Lewis acid/base) interactions of the polar 
component (y/B). The electron acceptor-electron donor parameters of the 
surface tension of a compound i are expressed as yt (acidic term) and Yi- (ba­
sic term) according to: YiAB = J ytyf [108, 109]. The total surface tension is 
then obtained by the addition of the apolar and polar components. By com­
bining this approach with the Young-Dupre equation the following equation 
is obtained [108]: 

l ot= YLW + YAB = (1 + cos0)YL = 2 ( jy}WytW + JYtYi. + JYsY{ ) 
{16) 

Thus by contact angle measurements using three different liquids (L), of 
which two must be polar, with known ytw, y(,, and y1 values, the y}w, Yt 
and Ys of any solid (S) can, in principle, be determined. The value of YL 
must be known or determined independently [108] . The apolar component 
of the surface tension of solids ( y}w) can be determined by contact angle 
measurements using strictly apolar liquids for which YL = Ytw. These sur­
face tension components can be related to experimentally determined pull-off 
forces between chemically modified AFM tips and an oxyfluorinated isotac­
tic polypropylene surface in CFM approaches [llO]. It was observed that the 
pull-off force measured with carboxylic acid tips in ethanol depended linearly 
on the basic term of the surface tension ( yn on the modified polymer surface. 

3.3 
Contact Angle Hysteresis 

The most commonly used method for the determination of surface tension 
of polymers is the sessile drop technique. A droplet of a purified liquid is 
placed on a surface using a syringe. The angle formed by adding liquid to the 
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droplet, causing it to advance over the surface is termed the advancing contact 
angle. The angle formed by removing liquid from the droplet, causing it to 
recede over the surface, is termed the receding contact angle. The difference 
between the advancing and the receding contact angles is ref erred to as the 
contact angle hysteresis. Its value depends on the surface roughness and the 
surface heterogeneity [98]. Generally, the influence of the surface roughness 
on contact angle hysteresis is insignificant if the asperities are < 0.5 µm or 
if heterogeneous phases present with characteristic dimensions in the range 
of < 0.15 µm [98]. Cosines of equilibrium contact angles (cos 0) of liquids 
on heterogeneous surfaces with well-defined surface regions obey the Cassie 
equation which predicts a linear dependence on the surface composition, as 
mentioned previously (Eq. 5) [32]. 

Agreement with the Cassie equation has been obtained for contact 
angle measurements on surfaces micropatterned using - CH3 and - COOH 
groups [ 111]. Johnson and Dettre performed a theoretical analysis of a two­
region surface consisting of circular, low (01 = 120°) and high (02 = 0°) 
surface energy regions, ranging between 100 to 25 µmin diameter [112]. They 
found that the advancing angles were associated with the low-surface-energy 
regions, whereas the receding angles were associated with the high-surface­
energy regions. Furthermore, the contact angle hysteresis was found to 
increase with decreasing diameter of the phases. They concluded that both 
the advancing and receding angles must be measured to obtain reliable data 
describing surface heterogeneities [112]. Other phenomena that may cause 
a contact angle hysteresis on polymer surfaces include the dynamic nature 
of the polymer network (reorientation of functional groups) [53, 104] or 
swelling and liquid penetration by the probing liquid [18]. Critical measure­
ments of the contact angle hysteresis and its time dependence offer a valuable 
help to understand the nature of polymer surfaces, especially in combination 
with other surface sensitive techniques [ 104]. 

4 
Techniques to Measure Ensemble Average Distributions 

4.1 
Surface Forces 

The chemical nature of surfaces determines most of their characteristics such 
as surface tension and adhesion. In the previous Section we discussed the ba­
sic definitions and experimental techniques for studies of surface tension in 
polymer systems. We have seen that the outmost atomic layers with a charac­
teristic action radius determine the magnitude of the various components of 
the different types of interactions, which contribute to the excess free energy 
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of surfaces. A typical atom in the bulk is surrounded by its neighbors and 
experiences forces in all directions due to interatomic ( chemically specific) 
interactions. The resulting interatomic force fluctuates in equilibrium (with­
out additional external forces) around a zero value. In contrast, if atoms ( or 
other specii) are at the geometrical surface of the body under consideration, 
they are only interacting by the atoms below or beside them ( disregarding 
the gas and vapor molecules present above the surface). The net resulting 
force is pointing towards the interior and its value depends on pair- and mul­
tiatomic forces within an action radius. Whereas the first neighbors make the 
strongest contributions, there are non-zero force contributions also from the 
second, third, etc. coordination spheres below the particular surface atom be­
ing considered. These make an effective contribution to surface forces (hence 
to surface tension) up to a characteristic distance of a few atomic (molecular) 
layers. Thus macroscopic surface tension techniques result in values averaged 
over a characteristic action radius with a typical value in the range of up to 
a few nanometers. In addition, for multicomponent systems (with different 
atoms and molecules) all the different pairs of the mixed type interactions 
contribute to macroscopic surface tension. Hence these techniques average 
over chemical composition, as well as the characteristic action radius of the 
corresponding surface forces. 

Differences in surface tension (surface free energy) and in adhesion for dif­
ferent substances are a result of different interatomic (intermolecular) forces. 
These (surface) forces are also responsible for the work required when two 
contacting bodies are separated from contact to infinite distance. Although 
the physical origin of all relevant intermolecular forces from a physical chem­
istry point of view stems from electromagnetic interactions, it is customary 
to group these in categories based on characteristic phenomena which dom­
inate the essential physical behavior. Thus one speaks of ionic (monopole), 
dipole-dipole, ion-dipole interactions, induced dipolar forces, van der Waals 
(London dispersive) interactions, hydrophobic and hydrophilic, solvation, 
structural, and hydration forces, steric and fluctuation forces, etc. The reader 
finds an in-depth description and review of all these interactions in the book 
of Israelachvili [113]. Disregarding London dispersive forces, in cases when 
forces between a pair of complementary specii depend on the choice and 
the nature of these, one speaks of specific (molecule-specific) interactions. 
For example, strong dipole-dipole interactions occur when a hydrogen atom 
bonded to an electronegative atom in a given molecule interacts with the lone 
electron pair of a nearby electronegative atom, bonded in another molecule. 
The complementarity here is obvious such as in ligand-receptor (key-lock), 
or antibody-antigen type interactions for entirely specific pairs that bind 
together in biological molecules (e.g. for biotin and avidin, with an interac­
tion energy of 35 kT which is one of the highest known for ligand-receptor 
systems) [113]. It should be mentioned that for H-bonded and some other 



Chemical Composition of Polymer Surfaces by Atomic Force Microscopy 75 

ligand-receptor pairs the term specificity does not always mean exclusivity for 
the choice of a given pair (no obvious need for a geometrical fit) . 

For polymer surface properties controlled by the chemical composition, 
thermodynamic (equilibrium), non-equilibrium, and technical terms and 
definitions play an important role. These are not always used in a consistent 
way, hence a short recapitulation seems appropriate. The thermodynamic 
work of adhesion (WA) is defined as the reversible work (the free energy 
change) required to separate two phases with unit area of contact, from con­
tact to infinity. The corresponding work of adhesion (and cohesion for similar 
bodies) can be easily expressed with surface tension values. In general, for 
surfaces of two intimately contacting solids ("l"and "2", respectively) each 
with a unit area, are separated in a medium ("3"), a work Wm is required 
which can be expressed as: 

(17) 

This equation is easy to understand as one new 1-3 and one new 2-3 unit sur­
face areas are created at the expense of breaking up the unit area 1-2 contact 
and expanding the fluid by two unit areas to cover both sides of the originally 
contacting bodies. This expression is valid for processes that occur through 
quasi-equilibrium steps, i.e. when energy dissipation (e.g. due to surface or 
interface molecular relaxation and other processes) is negligible. This is, how­
ever, often not the case, i.e. net rearrangements of surface-proximity atoms, 
groups of atoms or molecules accompany approach or withdrawal. In add­
ition, stored elastic energy ( due to molecular stress fields) will also relax and 
gets dissipated by internal atomic and molecular scale friction. These dis­
sipative processes, i.e. surface molecular rearrangements and internal stress 
relaxation give rise to differences in adhesion for outbound and inbound 
movement cycles and result in hysteretic behavior. Further contributions to 
dissipative processes can originate in surface topology ( e.g. roughness) ef­
fects. Adherence is experimentally easier to access (as opposed to adhesion) 
and is used to describe the energy required to separate the two contacting 
surfaces during a mechanical test. The value of adherence (which can be 
determined by specific experimental techniques) is usually greater that the 
(presumed) value of adhesion e.g. due to contributions by viscoelastic dissi­
pation, plastic deformation and other forms of dissipated energy [ 114]. 

The basic concept in chemical force microscopy is to scan forces of ad­
herence, from pixel to pixel in AFM experiments with chemically specific 
contrast. As force in general is a vectorial quantity, for a full characteriza­
tion its magnitude and direction are both needed. However, in AFM instead 
of fully measuring both, the lateral and the normal components are sepa­
rately recorded. Here we assume the usual measurement geometry i.e. the 
sample surface being horizontal, and the AFM tip mounted above the spe­
cimen (with a cantilever long axis making a shallow angle with the sample 
surface). The magnitude of the lateral component, i.e. the friction force, de-
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pends on the normal load. The normal (vertical) component is the sum of 
the vertical (pre-set) load (which can be positive upon pushing the tip into 
the sample, or negative, upon pulling the tip away from the surface) and 
the normal component of the surface (adhesion) and elastic (deformation) 
forces, respectively. As discussed in section 5, during a tip-sample approach 
cycle at snap-on the tip jumps in contact as the gradient of attractive forces 
overcomes the cantilever spring constant and the magnitude of the net at­
tractive normal forces (including the elastic bending force of the cantilever) 
becomes negative at a characteristic tip-sample distance. The opposite hap­
pens at withdrawal when at increasing piezo displacement (thus increasing 
bending of the cantilever-spring and increasing negative normal force) the 
tip jumps out of contact. This pull-off happens when the cantilever spring 
constant overcomes the gradient of attractive forces and the total force on 
the tip (surface, adhesion, and tip-elastic contributions) crosses zero and 
becomes positive. At this point the tip jumps out of contact. The magni­
tude of the snap-on (pull-on) and pull-off forces are usually different as the 
sample-cantilever tip mechanical system is bistable and exhibits an inherent 
hysteresis loop. This hysteresis and the basics of lever mechanics, lever-tip 
sample contact and non-contact interactions are nicely described by Sarid 
in one of the first reference books on AFM [ 5]. It should be mentioned that 
the lever hysteresis and the adhesion hysteresis have different origins; i.e. 
lever hysteresis can be present for ideal, non-dissipative sample-tip systems, 
as well. 

For imaging with chemical sensitivity ( either based on adhesion, or on 
friction force contrast arising from chemical composition differences) it is 
relevant to understand the physical origins of the pull-off forces. Naturally, 
during an AFM force-distance cycle, a contact between tip and sample (in 
general, within a medium, e.g. in a fluid cell) is first established during ap­
proach and then broken during withdrawal. The radius of the contact areas 
between AFM tip and sample are small ( typically in the range of tip radii of 
several tens of nanometers for imaging i.e. low normal force conditions). It 
is of interest to consider theories of (continuum) contact mechanics as start­
ing point which quantitatively describe the pull-on and pull-off forces and 
related work of adhesion. It is also of interest to consider whether the corres­
ponding macroscopic contact mechanics theories break down at the level of 
only a few contacting ( effectively interacting) pairs of atoms ( or molecules) in 
AFM. Another reason for discussing adhesion is due to interrelations between 
friction and adhesion. In friction force microscopy (sometimes referred to as 
Lateral Force Microscopy) forces of friction (lateral forces) are measured by 
detecting the torsion of AFM cantilevers. Intuitively, one anticipates correla­
tions between adhesion and friction as surface forces are being broken (and 
formed) during both processes. Related studies e.g. by the surface forces ap­
paratus (SFA) [115,116) showed that the static friction force to start a sliding 
motion is related to the thermodynamic work of adhesion. However, kinetic 
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friction also depends on the irreversible component (i.e. energy dissipation) 
of the adhesion work. Hence, adhesion hysteresis (which can be measured e.g. 
in contact mechanics cycles) yields information about kinetic friction. 

We summarize below the most relevant results of contact mechanics the­
ories due to their relevance for AFM adhesion (and thus chemical mapping) 
research. 

4.2 
Adhesion Force and Work of Adhesion between Solids 

The physical foundation of any treatment dealing with adhesion and friction 
forces is the knowledge of interatomic (intermolecular) potentials. If the pair­
wise (two-body) potential between two specii is described by a potential V(r) 

as a function of the distance, r, between the particles, the force F(r) and the 
potential are related through simple differential (integral) equations: 

_ F(r) = dV(r) 
dr (lS) 

oo r 

V(r) = - f F (r') dr' = j F (r') dr' (19) 

(X) 

The potential energy for a pair of atoms at a separation distance of r can be 
obtained as the integral (area) under the force-distance curve between infin­
ity and the distance r (see Fig. 3). 

The pairwise potential energy V(r) between two non-bonded intermolecu­
lar pairs (strictly speaking atoms) as a function of intermolecular separation, 
r, can be obtained by summing repulsive and attractive potentials which are 
often approximated by the "6-12" Lennard-Jones potential: 

V(r) = 4s [ (~)12 
- (~)6] (20) 

where a is the equilibrium intermolecular separation and s is the depth of the 
potential well at equilibrium separation (see Fig. 3). 

The values of the power exponents can differ from "6-12" for various cases 
(see reference [113]); for example for H-bonded systems a "12-10" potential 
gives a better description. Various other functional forms are used to de­
scribe the pairwise potential energy, for details the reader is referred to the 
literature. 

For van der Waals potentials the values of the two parameters, i.e. a and s, 
must be known. If the concrete forms of the interatomic potential functions 
(including all different types of London dispersion, dipole, induced dipole, 
etc. forces) are known, the usual treatment of calculating net forces between 
objects includes a "pairwise" summation of the interaction forces between 
atoms (molecules). Here we neglect multibody interactions, which can be 
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Fig. 3 Potential energy V(r) and force F(r) for two interacting atoms ("point-like" 
molecules) as a function of separation distance r 

considered, e.g. by Green-function formalisms. Additivity is assumed during 
calculations of pairwise interactions and retardation effects for interactions 
are usually neglected. In addition to the knowledge of the two-body in­
teraction potential energy functions, the exact geometry of the interacting 
bodies (e.g. sphere and a semi-infinite planar object) must also be known. 
The corresponding so-called Hamaker summation method [113,117) is well 
described in texts and references and also in AFM-related references [5]. 
Regarding the interaction energy W(d) of a sphere with a semi-infinite pla­
nar object made of two different types of materials (i.e. having the number 
density of atoms "Qi" and "Q2", respectively), it has the following form as 
a function of gap distance "d" between the sphere and the flat: 

AR 
W(d) =- 6d (21) 

where R is the radius of the sphere and "A" is the Hamaker constant defined 
as: 

(22) 

keeping only the attractive part of the van der Waals potential w(r) =- C/r6 

( C = 4so-) between the corresponding pairs of atoms of the sphere and the 
semi-infinite flat, respectively. In Figs. 4 and 5 we depict typical examples of 
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Fig.4 Intermolecular forces vs. distance between a sphere (with a radius of SO nm) and 
flat surfaces. Solid curve: both sphere and planar surface are terminated by hydrocarbon 
groups across water as a medium, with a Hamaker constant of 4.5 x 10-2 1 J (( 113], pg 
189). Dashed curve: both sphere and planar surface are modified with bilayer surfaces 
composed of the uncharged sugar-headgroup lipid, monogalactosyl diglyceride in O.ISM 
NaCl, with a Hamaker constant of 3.5 x 10-21 J ((113], pg 396) (source: Zou S., private 
communication) 
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Fig. S Intermolecular forces vs. distance between a sphere (with a radius of 50 nm) 
and flat surfaces. Solid curve: both sphere and planar surface are terminated by hydro­
carbon groups across vacuum as a medium, with a Hamaker constant of 0.5 x 10-19 J 
((113), p 178). Dashed curve: silicon nitride/ silicon scenario, with a Hamaker constant of 
2.13 x 10-19 J [118] (source: Zou$., private communication) 

the van der Waals forces for different surfaces as a function of separation 
distance in different media. 

Interactions between atoms and molecules are usually described by po­
tential energies as a function of separation distance as the directly measured 



80 G.J. Vancso et al. 

quantities are usually of thermodynamic nature. In force microscopy the 
negative differential of the potential energy function, i.e. force-distance - is 
measured, hence we should now relate force and potential. For two general 
curved surfaces with radii of curvature R1 and R2 the force F(D) as a func­
tion of distance of separation, D, is related to the energy per unit area of 
two planar surfaces at the same separation (Derjaguin approximation, Is­
raelachvili) [ 113]: 

F(D) ~ 2n ( RiR2 ) W(D) (23) 
R1 +R2 

The most useful consequence of the Derjaguin approximation is that it al­
lows one to obtain a force law (by considering local curvatures of any curved 
surface) for any given geometry of two interacting bodies. If the work of ad­
hesion between two bodies (in a third medium) is given by Wm then the 
adhesion force between two infinitely stiff (non-deformable) spheres of re­
spective radii of curvature R1 and R2 of the given materials has the following 
form: 

F= 2n --- W132 ( R1R2 ) 
Ri +R2 

(24) 

Upon approach (or withdrawal) of objects surface forces can be determined 
(surface forces apparatus, AFM). To estimate forces for a typical AFM experi­
ment, let us consider a sphere with a radius of 1 µm (replacing an AFM probe) 
at a distance of 1 nm from a surface. A characteristic value of the constant 
C = 4o-.s = 5 x 10-78 Jm6 with Qi = Qz = 3 x 1028 m-3. In this case a Hamaker 
constant A= 1 x 10-19 J was used and the corresponding force obtained had 
a value of 1.6 x 10-8 N (16 nN). In reality, the tip radii of AFM probes are 
much smaller (on the order of 10-20 nm) and the tip-sample distance varies 
depending on AFM operating conditions. Typical values of contact forces ( at 
pull-off) in characteristic AFM experiments are in the range of 10 pN-10 nN. 

Infinitely stiff spheres do not deform when brought in contact and pressed 
together. Hence the contact between them is a point contact. If the Young's 
modulus of the contacting spheres is finite, then the contact point becomes 
a contact circle with a radius "a". The value of the contact radius "a" depends 
in such cases on the elastic properties of the spheres, on the Young's moduli 
E1 and E2, and on the Poisson's ratios v1 and v2, of the two contacting mate­
rials, respectively. The value of the contact radius "a" can be calculated from 
the following formula: 

3 3 ( 1 - vf 1 - vi) R1R2 
a=- --+-- ---L 

4 E1 E2 R1 +R2 
(25) 

with the load L pressing the two spheres together. For this simplest case no 
surface forces were assumed, and the "flattening out" of the contact area 
from a geometrical point to a circle is fully due to elastic deformation under 
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load. The corresponding expressions were derived by Hertz, hence the name 
"Hertzian contact". Naturally, if one of the surfaces (say Ri) is planar, then 
R1 = oo and R2 = R; or if one of the surfaces is rigid E1 = oo and E2 = E. If 
the contacting sphere is rigid (stiff AFM tip pressing against an elastic, planar 
surface) then the contact radius is written: 

a3 = ~ ( 1 - vz) RL 
4 E 

(26) 

However, when surface (adhesive) forces are present, the shape of the con­
tacting spheres in the vicinity of the rim of the contact area will further be 
deformed. Due to van der Waals attraction, this additional deformation of the 
elastic body will pull the two contacting objects closer together and hence 
further increases the contact radius with regard to the Hertzian value. 

It was Johnson, Kendall and Roberts (JKR) who described the area of con­
tact of two spheres including surface energy under the combined external 
load and the load of adhesion forces [119]. Figure 6 shows the contacting 
geometry for an infinitely stiff (rigid) surface and an elastic sphere for the 
Hertzian (dashed line) and JKR (solid line) contacts, respectively. Near the 
contact the vertical arrows at the dashed contour represent the surface forces 
which cause an additional deformation of the elastic sphere thus increasing 
the contact radius from att (Hertz) to aJKR (JKR). The contact radius for the 
JKR model is a function of the external load, the work of adhesion, the radius 

(a) 

Hertzian elastic contact 

L (external load) 

(b) 

JKR adhesive contact 

...... ········ .. 

Fig. 6 Comparison of elastic Hertzian contact (left) and adhesive JKR contact (right). 
(a) Hertzian contact: Dashed line (sphere): shape of contacting spherical lens prior to 
pressing to the flat by force L. Hertzian contact profile shown by solid line, with radius 
under external load L: aH; (b) JKR contact: Schematic of adhesion force (adhesive "zone" 
model, forces schematically indicated by vectors) further deforming a spherical lens from 
Hertzian contact (solid line) to JKR contact (dotted line) with radius aJKR 
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of the contacting sphere ( or if two different spheres are contacting, the re­
duced radii) and the elastic constant K (a combination of the Young's moduli 
and the Poisson's ratios of the contacting materials), defined as: 

_!_ = ~ ( 1 - vf + I - vi ) 
K 4 E1 E2 

(27) 

written as: 

a]KR =; [ l + 3nW123R + (6nWmRL + (3WmnR) 2) ½] (28) 

The value of ayKR can only become zero (at rupture of contact) if the normal 
force is negative, i.e. if the contacting sphere is pulled up (away from the flat). 
If this is the case, a physical solution can only exist if 

(29) 

When the contacting sphere is about to "jump off', the force that is necessary 
to separate the sphere from the flat plane, lpf, is written as 

3 
lpf =- 2 (W132nR) (30) 

For the Hertzian contact no force is needed to pull away the contacting sphere 
from the flat plane in excess of the weight of the sphere. However, for the JKR 
contact, due to adhesion forces, this does not hold. The value of the non-zero 
pull-off force represents the adhesion of the contacting sphere with the flat. 
Strictly speaking, this force corresponds to adherence of the surfaces as en­
ergy dissipation, surface relaxation, etc. also influence its value. It should be 
stressed, that the value of the JKR pull-off force only depends on the sphere 
(lens) radius and the work of adhesion (adherence) in the medium in which 
the JKR experiment is conducted. Thus the contact area and mechanical prop­
erties do not play a role for its value.3 

All the above considerations for contact mechanics were based on pairwise 
additivity of molecular forces. The role of the medium in which contact­
ing and pull-off is performed, has not been discussed so far. However, the 
surroundings obviously influence surface forces e.g. via effective polarizabil­
ity effects (essentially multi v > 0-body interactions e.g. by the presence of 
a third atom and its influence via instantaneous polarizability effects). These 

3 Several other contact mechanics theories have been put forward, which are not described in detail 
in this contribution. The most important ones of these theories for AFM applications include the 
Derjaguin-Muller-Toporov (DMT), the Burnham-Colton-Pollock (BCP) and the Maguis mechanics, 
see in 15,16. These theories differ in the assumptions (and limitations) and yield different expres­
sions for the pull-off force. For example, the DMT theory, which assumes that long-range surface 
forces act only outside the contact area ( as opposed to JKR, where adhesion forces only inside the 
contact area are assumed), predicts a pull-off force of 2rr RW; compare with the JKR expression of 
Eq. 30. 
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effects can become noticeable in condensed media (liquids) when the pair­
wise additivity of forces can essentially break down. One solution to this 
problem is given by the quantum field theory of Lifshitz [120], which has 
been simplified by lsraelachvili [ 113]. The interaction is expressed by the 
(frequency-dependent) dielectric constants and refractive indices of the con­
tacting macroscopic bodies (labeled by 1 and 2) and the medium (labeled by 
3). The value of the Hamaker constant A total is considered as the sum of a term 
at zero frequency (v = 0, dipole-dipole and dipole-induced dipole forces) and 
London dispersion forces (at positive frequencies, v > 0). 

Atotal =Av=O +Av>O :=:::; -kT --- ---3 ( fJ - f3) ( f2 - f3 ) 

4 fJ + f 3 f 2 + f 3 

3hve (nf - nD (n~ - nD 
+ ---------------- (31) 

Bv'l (nf + n~)°"5 (n~ + n~)°"5 [ (nf + n~)°"5 + (n~ + n~)°"5] 

Here Ve is the main electronic absorption frequency in the UV, typically 
around 3 x 1015 s-1 [113]. An analysis of the above equation shows some in­
teresting consequences. A close match between the dielectric constants of the 
interacting bodies leads to diminishing values of the first term. The second 
term (determined by the refractive index values) shall then play the dominant 
role in the surface forces in this case. This effect can be utilized in "force spec­
troscopy'' to maximize pull-off forces. On the other hand, interaction forces 
can also be minimized by a proper choice of the medium. Both these aspects 
will be important later for AFM-based force spectroscopy. 

s 
Atomic Force Microscopy with Chemically Fundionalized Tips 
("Chemical Force Microscopy'; CFM} 

As mentioned in the introduction, chemical force microscopy (CFM)4 is an 
AFM-based technique, which allows one to determine and map the distri­
bution of chemically distinct functional groups. Owing to the small tip­
sample contact area, this mapping can be performed down to the sub-SO nm 
level (17]. The technique is based on the controlled chemical modification/ 
functionalization of AFM probe tips in order to control the interaction be­
tween tip and the sample surface. Depending on the exposed functional 
groups and the medium, attractive or repulsive van der Waals forces, forces 
between dipoles, H-bonding, and electrostatic repulsion, among other forces, 

4 Chemical force microscopy (CFM) is used as a synonym for "AFM using defined surface chem­
istry, for instance self-assembled monolayer functionalization, on AFM probe tips in order to 
measure differences in surface chemical composition" ( using friction or adhesion differences re­
lated to interactions between functional groups or atoms exposed on both tip and sample surface 
as contrast) throughout this review article. 
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may occur (see Sect. 4). The chemical contrast necessary for "imaging" is 
achieved by exploiting the spatial or temporal variations of these forces in 
quantitative measurements of the pull-off and/or friction forces between the 
tip and selected areas on the surface of interest. This approach is in particu­
lar promising for high resolution studies of functional group distributions in 
surface-treated polymers [57, 58, ll0, 121-138]. 

S.1 
The Case of Chemically Sensitive Imaging of Surfaces 
by Atomic Force Microscopy 

S.1.1 
Atomic Force Microscopy 

Atomic force microscopy has developed into a mature technique for quantita­
tive topography imaging of solid materials, including polymers. In the basic 
mode, called contact mode AFM, a very sharp probe tip, which is attached to 
a cantilever (typical spring constant of 1.0-0.1 N/ m), is scanned across the 
sample surface (Fig. 7). The accurate positioning of the tip or, as shown in 
Fig. 7, the sample under a stationary tip, is achieved by piezo actuators. While 
the tip is scanned over the sample surface, the deflection of the cantilever is 
measured using a position-sensitive photodiode. A feedback loop holds a pre­
set cantilever deflection constant by adjusting the piezo extension ("constant 
force mode"). A graphic representation of the adjustment of the piezo actu­
ator's vertical extension as a function of lateral position yields the sample 

position-sensitive 
photodiode 

cantilever 
and tip 

piezo 
positioner 

laser diode 

Fig. 7 Schematic diagram of contact mode AFM. (Adapted with permission from [143]) 
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Fig. 8 SEM image of contact mode AFM cantilevers (left) and tip (right) (Reprinted with 
permission from [ 143]) 

topography (surface profile). The deflection of the cantilever is a result of the 
(repulsive and attractive) interactions between the atoms of the tip and the 
atoms of the sample surface, hence the name force microscopy. The nature of 
the various tip - sample interactions and their dependence on the tip - sample 
distance have been discussed in the literature [113, 116]. 

AFM tips, which are often made of silicon or silicon nitride, possess a ra­
dius of curvature at the apex between ca. 10 and (several) 100 nm nanometers. 
SEM images of two typical cantilevers and a tip are shown in Fig. 8. The tip 
radius, which ultimately limits the true lateral resolution [139], can also be 
determined based on high resolution SEM images or calibration gauges such 
as SrTiO3 crystals [140]. AFM experiments are often performed in ambient 
conditions, however under these conditions a contamination layer (including 
water) gives rise to sometimes significant capillary forces [141]. AFM experi­
ments can also be performed in other gases, in liquids, or in (high) vacuum. 
By performing measurements in liquids utilizing a liquid cell, the problem of 
capillary forces can be conveniently eliminated [142] . 

S.1.2 
AFM-Based Force Measurements 

Chemically sensitive imaging can be achieved in a general sense if a particular 
mode of AFM is sensitive to differences in a materials properties, which are 
then related to certain chemical functionalities exposed at or near the surface. 

Differences in, for instance, modulus can give rise to excellent materials 
contrast in force modulation mode AFM or intermittent contact mode AFM 
phase imaging [144-146]. However, since this imaging contrast is not directly 
related to exposed functional groups and rather depends only on mechani­
cal properties (including different indentation depths or energy dissipation), 
these and related approaches will not be considered here as chemically sensi­
tive imaging [2, 147]. 
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By contrast, normal forces and in some case lateral (friction) forces be­
tween the AFM probe tip and the sample surface are intimately related to 
exposed functional groups and will hence be treated in detail. CFM utilizes 
predictable and often specific interactions between functional groups in order 
to detect and identify functional groups with sub-100 nm resolution (see 
Sect. 5.1.3). The central idea of CFM is to control the interaction between tip 
and sample surface by chemically modifying the tip (Scheme 1). The interac­
tion between such chemically modified tips and well-defined model surfaces 
composed of monolayers on gold, which expose different functional groups at 
the surface, was shown to depend on the nature of the interacting functional 
groups. These observations were consistently made in both pull-off force and 
friction measurements [ 17]. 

Pull-off force experiments and friction mode AFM with unmodified tips 
can be utilized to measure differences on chemically heterogeneous surfaces 
and have been shown to differentiate between chemically distinct phases in 
phase separated LB films, etc. However, the tip functionality cannot be varied 
and therefore, this approach is inherently limited [148]. 

In a standard contact mode AFM set up both repulsive and attractive forces 
between sample and surface can be measured with a high accuracy (force­
displacement curves, force-distance curves, force spectroscopy). Examples 
include electrostatic forces, electrostatic double layer forces, hydrogen bond­
ing, van der Waals interactions, and magnetic forces. The resolution limit 
for an optical detection system and typical commercial spring constants has 
been estimated to be in the order of 10- 11 N [149]. Depending on the detec­
tion system, the force constant, the stiffness, and the resonance frequency of 
the cantilever even smaller forces are in principle measurable using designer 
cantilever-tip assemblies [150, 151]. 

functionalized 
polymer 
surface 

·•·. 
\I, 

··, .. 
·•·· ..... 

s 

SFM tip 

X = COOH, NH,, OH, CO-OR, NH-COR, 
OR, CH,, CF, etc. 

Scheme 1 Schematic drawing of monolayer-modified SFM tip used for CFM and inter­
actions between exposed functional groups on the contacting surfaces (Adapted with 
permission from [ 143]) 
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In a standard force displacement experiment the sample is moved up and 
down (in and out of contact with the tip) at a fixed position (x,y) [15, 152]. In 
Fig. 9, the corresponding movements of piezo (sample) and cantilever deflec­
tion, and the resulting force displacement curve are schematically depicted. 
The adhesion is characterized by the so-called pull-off or pull-out force (sud­
den jump of force when the tip breaks free from the surface). This force is 
related via the corresponding surface free energies to the functional groups 
exposed on the contacting surfaces and also the medium in which the experi­
ment takes place (see below). A quantitative determination of forces requires 
a thorough calibration of the cantilever spring constant [15, 152-155]. 

A second viable option to perform chemically sensitive AFM imaging in 
a general sense is using the lateral force, or friction mode. This is based on 
the "semi-quantitative" relationship between adhesion (adherence, pull-off) 
and friction. In contact mode AFM, friction forces can be measured simul­
taneously with topography imaging in constant force mode. In order to max­
imize the sensitivity of friction force measurements the sample is scanned in 
an angle of 90° with respect to the long axis of the cantilever. The torsion of 
the cantilever around its long axis is measured with a 4-quadrant photodi­
ode (for schematic see Fig. 7). A representative example for the corresponding 
output of the photodiode signal is shown in Fig. 10. The so-called friction 
loop displayed here allows one to calculate the friction force from the differ­
ence of the trace and retrace line multiplied by 0.5. In order to improve the 
statistics one typically acquires a complete scan simultaneously for both rela­
tive scan directions ( trace and retrace) and calculates the mean friction forces 
from the corresponding difference image. 
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Fig. 9 Measurement of force distance curves (left); Schematic force-distance plot (right): 
The sample is approaching the tip (1, top); at some distance the gradient of the force 
overcomes the cantilever spring constant and the tip jumps into contact (2); further 
movement up causes a deflection of the cantilever (3); during retraction the tip "sticks" 
usually much longer to the surface (4) and snaps off when the spring constant over­
comes the force gradient (5). The adhesion between tip and sample is characterized by the 
so-called pull-off or pull-out [156] force (snap off). (Adapted with permission from [143]) 
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Fig. 10 Friction loop (friction force vs. scanned distance plot) measured perpendicular to 
the polymer chain direction of oriented polyethylene with a -CF3 modified tip [l31 ]. The 
photodiode output signal in Volts is directly proportional to the friction force (Reprinted 
with permission from (1431) 

Quantitative measurements of friction forces are complicated by the geom­
etry in the case of triangular shaped cantilevers, variations of photodiode 
sensitivity, the dependence of the photodiode output signal on laser align­
ment and the difficulty of accurate calibration of the lateral force spring 
constant [157]. Furthermore, since the friction forces are related to energy 
dissipation, these forces may depend on factors other than the chemical na­
ture and variation of the functional groups exposed. Examples include poly­
mer specimens with orientational order on various length scales (molecular, 
lamellar) or monolayer systems, which possess differences in conformational 
order (see below). 

In order to utilize pull-off forces obtained in force-displacement meas­
urements, or friction forces in lateral force microscopy (LFM) measurements 
for chemically sensitive imaging, the relation of these forces and chemical 
functionality must be established. For pull-off forces, (continuum) contact 
mechanic theories, including the JKR theory, have yielded a satisfactory 
description of the experimental data [119). For the idealized geometry of 
a sphere with radius R interacting with a flat planar surface, the JKR theory 
predicts that the contact area is a function of R, the moduli of the sphere and 
surface material (through the reduced modulus K, see Eq. 27), the surface en­
ergy per unit area Wm (Eq. 17) and load L (compare Eq. 28). The pull-off 
force thus derived (Eq. 30) depends only on the sphere radius and the sur­
face energy per unit area/work of adhesion W12, which may be expressed as 
a function of the surface free energies of the tip (y1), the sample y2, and the 
corresponding interfacial free energy Y12 (Eq. 32). If the experiment is carried 
out in a medium, the y; refer to the surface free energy for the surface i in 
contact with the corresponding medium. 

W12 = YI + Y2 - Y12 (32) 

As mentioned, the central idea behind CFM is to exploit differences in long 
and short range forces via (a) the control of the tip chemical composition by 
assembly of a functionalized monolayer (see below), thus via control of the 
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surface free energy of the tip, and (b) via control of the medium.5 By corre­
lating the forces obtained in force-displacement measurements with surface 
energies based on these equations it is possible to discriminate between dif­
ferent materials and specimens of a given material with different surface en­
ergies. This approach can be combined with spatially resolved adhesion force 
imaging by sequential pull-off force data acquisition. As an example for spa­
tially resolved adhesion data we show in Fig. 11 the spatially resolved friction 
and force data measured on a solution-grown polyethylene (PE) lamella de­
posited on mica. The interaction between the Si3N4 tip and the hydrophobic 
PE crystal is weaker than the interaction between the tip and the underlying 
mica substrate. As this data were acquired in air, the contribution of capillary 
forces must be considered as well. Typically, CFM measurements are carried 
out in a liquid environment to eliminate these forces. The friction contrast in 
the lateral force mode image shown on the left, however, is dominated by the 
difference in friction force due to the different orientation of folds in different 
fold sectors. 

The localization of different functional groups exposed at various polymer 
surfaces is more challenging. For chemically complex polymer surfaces, such 
as surface-treated polymers, the variation in chemical nature of the func-

5 For a discussion of manipulation of the sum of van der Waals forces via an appropriate choice of 
solvent, see [125]. 

0 2 . 5 5.0 7.5 10.0 0 13000.0 nlrll ... 
Fig. 11 Friction force micrograph of PE lamella on mica ( left, friction forces increase 
from dark to bright contrast) and laterally resolved adhesion forces (right, dark: - 80 nN, 
bright: - 50 nN pull-off force) collected in the so-called force-volume (FV) mode (see 
Sect. 5.2.2). Since the measurement was carried out in air, the forces are dominated by 
capillary forces. The contrast in the friction force micrograph is related to the orientation 
of the folds on the polymer lamella surface, which are oriented along the crystal edge in 
each sector. (Reprinted with permission from [158]. Copyright 1999 American Chemical 
Society) 
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tional groups exposed will result in many different interactions with the tip 
(Scheme 1). If these different interactions can be understood, the detection 
of chemically distinct species with high spatial resolution becomes feasible. 
The spatial resolution is limited by the range of the operating forces or by 
the sharpness of the probe tip. In a first approximation we can state the con­
tact area at pull-off Ao according to the JKR theory. For typical values we 
obtain an area of< 10-100 nm2 , i.e. < 50-500 molecules of a monolayer (see 
below). 

2 l 

( 3rrR W12) 3 
Ao= Jr 

2K 
(33) 

S.1.3 
AFM Probe Functionalization, Surface Imaging and Surface Chemistry 

The standard AFM tip materials silicon (rather SiOx) and silicon nitride, as 
well as various metal and oxide coatings applied by evaporation or sputter­
ing, can be used in conjunction with different liquid environments to vary 
the interaction between tip and surface in a controlled way. While these tip 
functionalities may be useful in CFM experiments, a much richer variety of 
tip functionalities is in many cases required, to allow for instance for (spe­
cific) hydrogen-bonding, hydrophobic or hydrophilic interactions. Thus, the 
need to control and deliberately vary the surface free energy of the tip ( e.g. y1) 

can be met by procedures for controlled tip functionalization. Among the 
requirements for tip functionalization procedures are ease and reliability of 
preparation, chemical and mechanical robustness of the deposited layers, 
and a wide variety of functionality (different functional groups). These re­
quirements are met by using self-assembled monolayers (SAMs). These are 
monomolecular layers, which are formed by spontaneous adsorption and or­
ganization at the solid-liquid or solid-gas interface. These layers are highly 
ordered, thus the alkane chains possess conformational order, the end groups 
that dominate the corresponding surface energy are exposed at the layer sur­
faces, and the anchoring headgroups are bound to the tip. The most popular 
procedures will be briefly explained. 

The free hydroxyl groups exposed on standard AFM tip materials SiOx 
and silicon nitride can be directly functionalized using chloro- or ethoxy­
substituted alkanesilane chemistry (Fig. 12 left). When proper reaction con­
ditions are used, SAMs can be deposited onto the tip. These procedures are 
complicated by crosslinking reactions for the typically used trichloro- or tri­
ethoxysilanes, by variations in the number of silanol groups exposed on the 
tip surface, and details of the derivatization procedure. 

A severe limitation is related to the limited number of functional groups, 
which can be introduced in the w-position of the alkane substituent due 
to unwanted side reactions. An alternative approach relies on the forma-
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Fig. 12 Left: Schematic drawing of the idealized condensation reaction of trichlorosi­
lanes on oxidized silicon, which leads to an internally cross linked SAM. Right: Schematic 
drawing of self-assembly of n-alkanethiols and disulfides on gold. Thiol and disulfide 
molecules which are functionalized in the w-position, can be utilized leading to function­
alized SAMs. (Reprinted with permission from [1431) 

tion of SAMs on noble metals, such as gold. AFM tips can be coated by 
a thin layer of Au ( one to few nm of Cr or Ti is used as an adhesion 
promoting layer between Au and the tip), which is then simply immersed 
into a solution of a cv-functionalized alkanethiol or disulfide. After sev­
eral hours of assembly the tip can be rinsed and dried, and is reliably 
functionalized. Many functional groups are compatible with this chemistry, 
thus - CH3, - CF3, - CO - OCH3, - CH2 - OCH3, - CO - NH2, - NH2, - OH, 
- COOH and many other groups can be incorporated. The caveat of this pro­
cedure is the increase in mean tip size. The evaporated Au layers are granular 
(Fig. 13). 

The SAMs used for tip modification, being versatile in terms of surface 
chemistry (exposed functional groups), homogenous, and practically defect­
free, are ideal model systems for interfacial studies and thus served as model 
systems for the first CFM studies. In the histograms shown in Fig. 14 the 
differences in pull-off force between a - COOH functionalized tip and two 
different pairs of surfaces is summarized. The mean pull-off forces calcu-

Fig. 13 High resolution SEM image of a gold/ SAM coated AFM tip. (Reprinted with per­
mission from (143]) 
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Fig. 14 (a) Histograms of pull-off forces measured with a - COOR tip on - COOR (left) 
and - CH3 terminated SAMs (right) in ethanol (curves: Gaussian fits). The average pull­
off forces are 1.21±0.SlnN (-COOR) and 0.42±0.25nN (-CH3); (b) Histograms of 
pull-off forces measured with a - COOR tip on - NH2 (left) and - CH3 terminated SAMs 
(right) in ethanol (curves: Gaussian fits). The average pull-off forces are 0.90 ± 0.22 nN 
(- NH2 ) and 0.12 ± 0.08 nN (- CH3) (Reprinted with permission from [ 57). Copyright 
2000 American Chemical Society) 

lated from the histograms show that carbox:yl groups and methyl groups, and 
amino groups and methyl groups, respectively, can be differentiated in force 
measurements in ethanol. 

From the force histograms it is evident that areas in monolayer systems, 
which expose different chemically distinct functional groups, can be differ­
entiated in pull-off force measurements. In Fig. 15, the first example of CFM 
force imaging published by the Lieber group is shown [ 17]. Here a patterned 
SAM exposing - CH3 and - COOH groups was imaged (friction contrast) 
with a - CH3 and a - COOH terminated tip in ethanol. The friction con­
trast shows in accordance with adhesion measurements that the interaction 
between carbox:ylic acid groups in ethanol is stronger than the mixed inter­
action between methyl and carbox:yl groups. 

COOH 

251,1m 

Fig. 15 Friction force image recorded on a patterned - CH3/- COOR monolayer sam­
ple with (a) a - CH3-terminated tip and (b) a - COOR-terminated tip in ethanol. The 
friction forces, which increase from dark to bright contrast, show a contrast reversal. 
(Adapted/reprinted with permission from [17). Copyright 1994 AAAS) 
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Fig. 16 AFM friction force micrograph (left, z = 0.2 V) and FV (see Sect. 5.2.2) force image 
(right, z = - 20 nN) measured with a - CH3 modified tip on patterned SAM exposing a hy­
drophilic - OH stripe in a hydrophobic cholesterol-terminated matrix in water. In the 
FV image darker color corresponds to higher pull-off forces. (Reprinted with permission 
from [163]. Copyright 1999 American Chemical Society) 

Rapidly after the first report, a number of groups have reproduced the 
original contact mode results and complemented the observations and the re­
sults of the Lieber group [57, 58, 110, 125-132, 134, 135, 137, 138]. One of the 
spectacular results is the chiral recognition reported by McKendry et al. [ 134] 
A very closely related field is the so-called single molecule force spec­
troscopy [121, 159, 160). Here AFM tips are functionalized e.g. with lig­
and molecules. Specific interactions with surface-immobilized receptors are 
measured. Examples include exclusively relatively large molecules, often 
with biological relevance, such as DNA, cell adhesion molecules, or strep­
tavidin [121,159]. This method can also be extended to measure individual 
supramolecular host-guest interactions of small molecules, which possess fast 
unbinding kinetics [121, 161, 162]. 

A second example for CFM imaging is shown in Fig. 16. Here a hydropho­
bic - CH3 terminated tip is used to differentiate between hydrophilic and 
hydrophobic regions in a microcontact printed SAM in friction and adhesion 
(pull-off) force measurements in water [163]. 

In addition to chemically sensitive imaging, the control of tip-sample in­
teractions by means of tip functionalization has been exploited by various 
authors to improve the imaging forces and thus force contrast (164-166). 

We can summarize at this point that the forces measured in AFM adher­
ence force (and frequently friction) measurements depend crucially on the 
chemistry of the AFM tip and the surface of interest, as well as the medium 
in which the contact takes place. Hence by systematic variation of the tip 
chemistry via chemical modification/functionalization and of the medium 
chemical contrast spatially resolved chemical imaging becomes possible. 
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5.2 
CFM on Polymers - Friction and Pull-Off Force Imaging/ Mapping 

Reports on CFM-based imaging by force mapping of well-defined model sur­
faces, mainly composed of SAMs, are abundant in the literature. By contrast, 
there are much fewer reports on the application of CFM imaging on poly­
mers. Expanding on the basic features of the friction force and pull-off force 
data acquisition, the simplified interpretation based on continuum contact 
mechanics, and the discussion of various examples of CFM data based on 
force-displacement (f-d) curves and pull-off forces discussed above, we will 
shift our focus here to the spatially resolved acquisition of force and fric­
tion data on polymers. Since the "tip functionality'' of any tip material can 
very well be defined and may off er the basic requirement of CFM regarding 
chemical contrast, we will also treat some results obtained with "unmodified" 
tips. 

5.2.1 
Friction Force Imaging 

CFM friction imaging using modified AFM tips is, as far as the imaging tech­
nique and data acquisition are concerned, the same as conventional friction 
force or lateral force imaging in contact mode AFM. In order to maximize 
sensitivity, the relative scanning direction of the tip with respect to the sam­
ple is carried out such that the scanning direction is perpendicular to the long 
axis of the cantilever (compare Fig. 7). The image contrast, correctly derived 
from a difference image of retrace subtracted from trace divided by 2, can be 
predicted in the case that adhesive interactions are dominant. The magnitude 
of the friction force is proportional to the contact area A, which can be cal­
culated as a function of work of adhesion following e.g. Equation 28. Based 
on this equation, a local increase in work of adhesion leads to an increase in 
magnitude of the measured friction force. 

One early example described by Sinniah et al. [138] shows that AFM 
tips functionalized with various alkanethiols can be utilized to differentiate 
polyamide-rich regions from poly(ethylene glycol)-rich regions in a blocky 
segmented copolymer in water (Fig. 17). In this particular case, the friction 
forces observed with the more hydrophobic methoxy-terminated tips on the 
polyamide-rich domains exceed the forces measured on the PEG-rich do­
mains. Using amide-terminated tips, the contrast is significantly reduced, 
which implies imaging with predictable contrast. 

A similarly clear and predictable contrast has been reported by Feld­
man et al. for a phase separated blend of polystyrene (PS) and poly(methyl 
methacrylate) (PMMA) imaged with gold-coated and silicon oxide coated tips 
in perfluorodecalin (Fig. 18) [ 125]. Here the contrast is dominated by the dis­
persive van der Waals interactions, which have been selectively amplified by 
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Fig. 17 Solvent-exclusion contribution to image contrast is demonstrated with scan­
ning force data acquired on a co-block-polyethylene glycolpolyamide (Nylon-12) surface 
(PEBAX 1074), prepared by melting/ resolidification. (a) Topographic image in water, 
methoxy tip termination (15 µ,m x 15 µ,m); (b) friction image in water, methoxy tip termi­
nation (15 µ,m x 15 µ,m); (c) topographic image in water, amide tip termination (7.5 µ,m x 
7.5 µ,m); (d) friction image in water, amide tip termination (7.5 µ,m x 7.5 µ,m). (Reprinted 
with permission from [138]. Copyright 1996 American Chemical Society) 

A) 

B) 

311 t.tmO 3 11 ~"' 

Fig. 18 Height (AFM) and friction (LFM) images of a spin-cast polystyrene/ poly(methyl 
methacrylate) polymer blend [PS/ PMMA (1: 10 w/w)], obtained with (a) gold-coated and 
(b) SiOx tips under perfluorodecalin. (Reprinted with permission from [125]. Copyright 
1998 American Chemical Society) 
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a clever choice of the solvent as discussed above. The gold-coated tip experi­
ences higher friction forces on the PS compared to PMMA, while the silicon 
oxide terminated tip shows an inverted contrast. This example shows how 
the Lifshitz theory earlier mentioned can be successfully applied to predict 
the chemical contrast for various apolar polymers imaged by different tips in 
cases where the optical constants of the materials in question are known or 
can be determined. The chemical contrast on (more) polar surfaces, includ­
ing polymers that have undergone an oxidative surface modification, cannot 
be predicted in a similar way (see below). 

The resolution of friction imaging is limited by the effective tip-sample 
contact area and thus by the sharpness of the chemically modified probe ( the 
contact area in principle varies with the variation of surface composition due 
to changes in the JKR forces). This sharpness can be described by a tip radius 
of 10-100 nm, depending on the procedure used. Werts et al. have reported 
on successful CFM imaging of a microphase-separated block copolymer (PS­
PVP hetero-arm star copolymer), which implies a lateral resolution of better 
than ,....., 30 nm [167]. On thin microtomed sections of microphase-separated 
polymer films the friction contrast measured in an argon atmosphere was 
pronounced with a carboxylic acid-functionalized tip, as shown in Fig. 19, 
while methyl-terminated tips yielded no contrast between the microphase 
separated domains. This observation was interpreted by the authors as chem­
ical contrast, i.e. polystyrene and poly(2-vinylpyridine) can be differentiated 
owing to the strong interactions between the carboxylic acid groups on the tip 
and the pendant pyridine groups of the 2-PVP block. 

The clear advantage of friction imaging compared to pull-off force map­
ping is the ease of the experiment and the relatively rapid data acquisition. 
Scan velocities of several micrometers per second are feasible, hence typical 
images can be recorded within one to a few minutes and possible instru-

b 

Fig.19 Friction force images (1.5 µ,m x 1.5 µ,m) obtained by means of CFM (a) with 
a - CH3 tip and (b) with a - COOH tip. Since the friction coefficients determined with 
a - CH3 t ip are nearly the same on PS as PVP, the lamellar structure is not visible in (a). 
With a - COOH tip the friction coefficient is higher for the PVP part of the copolymer, 
which reveals the morphology as the alternating bright (high friction, PVP) and dark (low 
friction, PS) areas. (Reprinted with permission from [167]. Copyright 1998 Wiley-VCH) 



Chemical Composition of Polymer Surfaces by Atomic Force Microscopy 97 

mental drift in liquid media can be tolerated to a certain extent. Possible 
disadvantages include an increased tip-sample contact area ( compared to the 
situation at pull-off in a f-d experiment, see Eqs. 33 and 28) and a contact 
area variation at a constant load due to variations of the JKR forces. Hence 
lower lateral resolution, and the possibility of tip or sample damage as a re­
sult of significant shear forces may arise. The interpretation of experimental 
data is sometimes complicated by friction forces, which are not dominated 
by adhesive interactions. Alignment on the molecular scale (polymer chains 
in crystalline areas [131,168, 169] or at the fold surface of solution-grown 
lamellar crystals, see also Fig. 11 left) [158, 170-172] may lead to pronounced 
friction anisotropy; we have for instance measured differences in friction 
signal of a factor of > 4 depending on the orientation of PTFE chains with 
respect to the stationary scanning direction of the tip [169, 170]. Further, vari­
ations in modulus (Eq. 28) may dominate over the work of adhesion and 
render interpretation of the image contrast difficult without additional ex­
perimental data or independent knowledge. The most serious limitation is 
the intrinsic difficulty to perform truly quantitative friction imaging, which 
is required to obtain values of surface free energy similar to the data ex­
tracted from f-d curve measurements. Besides the calibration of the lateral 
spring constant of the cantilever, the calibration of the photodiode (sensitiv­
ity) is a major challenge [ 157]. The best option is obviously to analyze friction 
force data and subsequently captured pull-off force data (for an example see 
below). 

5.2.2 
Pull-Off Force Imaging 

The alternative imaging mode for laterally visualizing chemical or composi­
tional differences in CFM involves spatially resolved f-d curve data acquisi­
tion. As briefly mentioned above, several approaches as to how to tackle this 
experimental challenge have been proposed [173-178]. The basic approach is 
to record f-d curves for each pixel of a mesh of pixels. A simple method is the 
display of the data as a so-called force volume (FV) image. In this approach 
the deflection data are sliced and sorted in deflection values that are larger 
and smaller than some arbitrarily chosen value. Since this mode displays the 
deflection values with respect to a reference point and not true pull-off forces, 
care must be taken when such data are interpreted. For instance, f-d curves 
displaying a large hysteresis may show a strongly negative (deflection= force) 
value in the force volume image, which may erroneously imply large pull­
off forces. The best way to analyze and display the data is by an automated 
software procedure in which each force-displacement curve recorded for each 
single pixel is analyzed off-line. The corresponding data, e.g. magnitude of 
the pull-off force, can be displayed on a 2-D map of forces (adhesion map) 
or can be treated statistically to yield a mean value of the pull-off force. In 
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the latter case an image with a limited number of pixels, e.g. 64 x 64 points2, 

yields a mean of 4096 force-distance measurements [ 179]. 
A comparison with subsequently recorded height images can be useful to 

exclude some well-known artifacts. The interpretation of force data on the 
basis of the continuum contact mechanics (e.g. JKR theory, see Sect. 4.2) re­
lies on the idealized situation of a spherical tip interacting with a flat surface; 
however, in practice, surfaces are in most cases "rough" [132, 133]. Protru­
sions on the sample surface lead to a local variation in tip-sample contact 
area. Depending on the geometry near the area of contact, i.e. non-conformal 
tip-sample contact or contact between tip side-wall and a protrusion, this 
may lead to an underestimate, or an overestimate, respectively, of the "true" 
pull-off forces [132). Two illustrative examples are shown in Figs. 20 and 21. 

In Fig. 20, a height and a corresponding force volume image are shown, 
which were recorded with a - CH3 terminated tip on an octadecanethiol SAM 
on a granular gold surface. In force-volume images the pull-off forces can be 
graphically displayed in a layered image. Pull-off forces larger than a certain 
value are displayed in a gray scale. As an attractive force has per definition 
a negative sign, the scaling ranges from dark tones (high pull-off force) to 
bright tones (low pull-off force). The influence of the tip-sample contact area 
is clearly seen. The pull-off forces are smallest on top of the grains, where the 
contact area is minimized, while the highest forces are measured between the 
grains. The differences in contact area on this chemically absolutely homoge­
neous, but granular, surface (rms roughness on this image scale 3-5 nm) can 
already give rise to artifacts in CFM. 

Artifacts due to contact area variations can also be observed, when fea­
tures with sizes of several hundred nanometers are imaged. In order to 
illustrate this problem, poly(vinyl alcohol) (PVA) fibers, prepared by elec-

Fig. 20 Height (left) and FV images (right) of octadecanethiol SAM on granular gold sur­
face obtained with - CH3 terminated tip in air. The gray scale denotes: bright (low forces) 
to dark (high forces), - 5 nN to - 21 nN. (Reprinted with permission from [143]) 
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trospinning [180,181], were imaged on SAMs using functionalized tips. The 
pull-off force differences between the polymer and the substrates varied sys­
tematically when fibers with a diameter of one or several micrometer were 
imaged [143]. For thinner fibers the pull-off force images revealed a clear 
inhomogeneous pull-off force on the polymer fiber itself (Fig. 21). 

The occurrence of areas of high and low adhesive forces, which are ori­
ented parallel to the PVA fiber axis, can be attributed to an increased and 
decreased effective contact area between the side of the tip as compared to 
the tip apex. As the fiber shape is not a priory known, no definite conclusions 
about the chemical contrast can be obtained. However, a careful comparison 
of topography and force data clearly reveals the artifact. These observations 
demonstrate that force maps, and force data in general, must be interpreted 
carefully. In particular, attention must be paid to avoid coupling of the topog­
raphy into the force images. 

The first example for the study of polymer surfaces by "adhesion force" 
mapping known to us is the report by Mizes et al., who studied polycarbon­
ate with a conventional ShN4 tip [173]. On the polycarbonate film depicted in 
Fig. 22, a clear contrast in the adhesion image is seen. 

All methods based on the capture of individual force-distance, f-d, curves 
are conceptually similar to this first reported method. The acquisition of 
f-d data in a pixel-per-pixel fashion is intrinsically slow compared to fric­
tion imaging since the tip must be lifted out of contact for each pixel. In 
liquids the corresponding viscous drag forces limit data acquisition to rates 
of typically few pixels per second, thus, an image of 64 pixels x 64 pixels 
takes on the order of 8-12 min. For high resolution work, thermal and in­
strumental drift may therefore become serious problems. However, these 
drawbacks are often overcome by a much more straightforward data inter-

0 tnon.n n• o 1000. 0 ,__ 

Fig. 21 Height (left) and FV force images (right) of electrospun fiber of PVA on SAM of 
octadecanethiol. The gray scale denotes: bright (low forces) to dark (high forces), - 4 nN 
to - 30 nN. (Reprinted with permission from [143)) 
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(a) (b) 

Fig. 22 (a) Topography of an undoped polycarbonate film; (b) Spatial variation in ad­
hesion over approximately the same area. The adhesion ranges from 7.6 to 36.3 nN. 
(Reprinted with permission from [173]. Copyright 1991 American Institute of Physics) 

pretation (as discussed above the pull-off forces do not depend on modulus, 
but only on tip radius and work of adhesion) and a significantly less compli­
cated calibration of the cantilever spring constants and photodiode sensitivi­
ties [15, 16, 153-155, 157]. 

An improved experiment has been proposed and commercialized by the 
group of Marti [182]. In the so-called "pulsed force" mode, the sample is 
modulated sinusoidally (,....., 1 kHz) during a conventional contact mode AFM 
scan with an amplitude, which is just large enough to overcome the adhesive 
interactions. Hence the tip contacts, indents, and breaks free from the surface 
with a frequency of ,....., 1 kHz during scanning. Instead of digitally recording 
the complete f-d curve, only the four points are captured, the baseline, the 
maximum repulsive force, the maximum adhesion force and a point that can 
be used with the maximum repulsive force to define the slope in the load­
ing regime, respectively (Fig. 23). CFM data using this technique have been 
reported by Fujihira et al. on SAMs [183]. 

As mentioned in the introduction, the application of CFM on surface­
treated polymers promises to be particularly useful to determine the lat­
eral distribution of surface functional groups in liquid environments on the 
nanometer scale. Owing to the complexity of the conventional functional­
ization procedures, the imaging of particular functional groups is, however, 
difficult and the data interpretation may become challenging. The presence 
of many different functional groups with widely varying contributions to the 
intermolecular interactions discussed above, limits the successful mapping 
to phase-separated blends or morphologies (see examples above) on the one 
hand, and to "addressable" functional groups, such as acidic or basic groups, 
on the other hand. For the latter functional groups, it is possible to change the 
chemical character of the group in situ in the liquid cell of the AFM simply by 
changing the pH. Thus, while all interactions of pH-independent functional 
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Fig. 23 Pulsed force mode measurement on two homopolymers spin coated on silicon 
from THF solution of a mixture of P2VP and PtBMA. The pulsed force mode AFM 
images clearly distinguish the PtBMA islands from the surrounding P2VP in both topog­
raphy (a) and in adhesion (b). (Reprinted with permission from [184). Copyright 2000 
American Institute of Physics) 

groups are unchanged or at worst predictably altered, the addressable groups 
change their behavior and become charged ( or uncharged). This feature can 
be exploited in selective CFM imaging. 

As an illustrative example we show below the surface of two modified 
(oxyfluorinated) isotactic polypropylene films [ 185] imaged in force-volume 
mode with a hydroxy-functionalized tip. The hydroxy end group of the alka­
nethiol used for tip modification shows pH-independent adhesive proper­
ties [124] and, owing to the low surface energy, the adhesion in aqueous 
medium is minimized on all surfaces. As shown in Figs. 24-26, the pull-off 
forces of various oxyfluorinated iPP films depend on the pH of the imag­
ing solution (Fig. 24). This behavior is attributed to the deprotonation of the 
carboxylic acid groups introduced by the surface modification [57, 58, 110]. 

From an analysis of FV images of these specimens it becomes clear that 
the forces are heterogeneously distributed over the film surface at low and 
intermediate pH, while at high pH exclusively electrostatic repulsion is ob­
served with no discernible pull-off force. A careful comparison with the 
additionally captured height images ensures that the observed differences in 
pull-off force are not due to differences in effective contact area. The areas 
in which attractive interactions are measured at pH 6.1 were interpreted to 
contain carboxylic acid groups with a higher "pKa'' compared to the regions 
where repulsion is observed. This observation was attributed to a difference 
in local hydrophobicity, in accordance with data reported by the Lieber group 
on SAMs [124]. The most hydrophobic local environments will be the areas 
where the deprotonation of carboxylic acid groups is least favored. Conse­
quently, these areas will be more protonated at pH 6.1 compared to the more 
hydrophilic areas, thus areas with a high density of - COOH and - OH func­
tionalities [ 58]. 
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Fig. 24 Force titration of an untreated iPP ( top, left) and three oxyfluorinated iPP films 
using OH-terminated SFM tips. The total surface tension values are indicated. The error 
bars correspond to the standard deviation of the average value calculated from the cor­
responding histograms. (Reprinted with permission from (58) . Copyright 2000 American 
Chemical Society) 

A qualitatively similar observation was made on plasma polymerized al­
lylamine films on oxidized Si (Fig. 27) [57, 121]. The force titration behavior 
was found to agree with the presence of primary amino groups that were 
identified independently by FT-IR spectroscopy and XPS. The shift in force 
pKa ("' 5.7) with respect to the solution pKa ("' 10.5) was attributed similarly 
to the above mentioned behavior of carboxylic acid groups to the effect of the 
hydrophobic environment; the more hydrophobic the local environment, the 
higher is the free energy of creating a charged amino group. The locally more 
hydrophobic environments will resist protonation stronger than hydrophilic 
areas and hence correspond to the areas of high pull-off force. 

Another recent example of the use of CFM for polymer surfaces is force­
volume mapping of stabilized polypropylene films (process stabilizers, UV­
stabilizers and antioxidants) [186, 187] . The mapping was performed using 
methyl- or hydroxy- functionalized tips in water or in nitrogen atmosphere. 
Differences in the pull-off forces between the additives and polypropylene al­
lowed imaging with sub-micrometer resolution of the lateral distribution of 
the additives present on the surface. By performing pull-off measurements on 
spin-coated films of pure additives, characteristic pull-off force values were 
obtained, which made it possible to discriminate between the antioxidant, 
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0 300,0 nM 0 300,0 nN 

Fig. 25 FV images of oxyfluorinated iPP (y = 39.6 mN/ m) at pH 6.8 (left) and pH 8.8 
(right). Dark color indicates high adhesion ( - 0.3 nN for pH 6.8, ~ 0 nN for pH 8.8), 
bright color indicates low adhesion (O nN for pH 6.8 and pH 8.8). The arrows indicate 
areas of high pull-off forces, which were attributed to domains with the most hydropho­
bic character, i.e. lower density of polar - COOH and - OH functional groups introduced 
by the oxyfluorination). (Reprinted with permission from [58] . Copyright 2000 American 
Chemical Society) 

0 300,0 nM 0 300.0 nM 

Fig. 26 FV images of oxyfluorinated iPP (y = 37. l mN/ m) at different pH. In the force 
images dark color indicates high adhesion ( - 1.3 nN, - 0.4 nN for pH 6.1 and pH 8.0, 
respectively), bright color indicates low adhesion ( - 0.2 nN and ~ 0 nN for pH 6.1, and 
pH 8.0, respectively). (Reprinted with permission from [58]. Copyright 2000 American 
Chemical Society) 

which was more hydrophobic, and the UV-light stabilizers [187]. It was, how­
ever, pointed out that it was necessary to perform measurements using both 
tip modifications in both water and nitrogen atmosphere in order to identify 
an additive. Moreover, a gradual change of the average adhesion forces with 
aging time of the stabilized polypropylene films was correlated to a migration 
of additives from the bulk to the surface, gradually forming a film which made 
the surface less hydrophobic [186]. Time offlight (ToF) SIMS was used to con­
firm the presence of the additives, even though sub-micrometer resolution 
was not provided [187]. 
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Fig. 27 Top: Force titration of plasma polymerized allylamine film ( the dotted line has 
been added to guide the eye). To the right corresponding force-distance curves which 
display (depending on the pH of the buffered aqueous solution) (a) exclusively repulsive 
(pH 4.7), (b) and (c) repulsive and attractive (pH 5.3 and pH 6.2, respectively), or (d) 
exclusively adhesive interactions (pH 6.8). Bottom: FV images of corresponding plasma 
polymerized allylamine film at pH 5.2 (bright 0.0 nN, dark - 2.0 nN) and pH 3.8 (bright 
0.0 nN, dark - 0.1 nN). (Reprinted with permission from [57]. Copyright 2000 American 
Chemical Society) 

CFM using hydroxy- or methyl-terminated tips has been used to investi­
gate the frictional properties of polystyrene films exhibiting different degrees 
of oxidation, ranging between 0-20 at.% oxygen by XPS [188,189]. It was 
claimed that absolute friction values of the oxidized surfaces could be de­
rived, if the torsional response of the tip cantilever and the resulting signal 
output of the photodiode were known. A linear increase in the coefficient 
of friction with increasing surface oxygen level (by XPS) and in the water 
contact angle were observed. The friction values of the oxidized surfaces ob­
tained using the hydroxy-terminated tip were higher than those obtained 
using the methyl-terminated tip. It was suggested that this could be used 
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to follow approximate changes in polar free surface energy of polymer sur­
faces due to oxidation. Moreover the lateral resolution using this CFM ap­
proach was demonstrated using a model system consisting of a PS/ PMMA 
blend. Little image contrast was obtained using an non-functionalized or 
a methyl-terminated tip since the friction difference between the two phases 
was too low (Fig. 28a). Using a hydroxy-functionalized tip a clear contrast 
was obtained, thus the increased friction contrast was chemical in nature 
and caused by an increased polar interaction between the tip and surface 
(Fig. 28b) [188]. 

Eaton et al. used FV mapping for imaging of a phase-separated blend 
of PMMA and poly(dodecyl methacrylate) (PDDMA) [190, 191]. Unmodified 
silicon nitride cantilevers were used in ambient conditions in air or in wa­
ter using a liquid cell. Differences in pull-off forces correlated with features 
in topography, making it possible to distinguish between the PDDMA-rich 

0 s.oo '"'0 

Fig. 28 Topographical (left, z range 150 nm) and frictional force (right, z range 0.2 V) im­
ages of a PS/ PMMA blend using unfunctionalized (a) and hydroxy-terminated (b) tips. 
The continuous phase consists of PMMA. (Reprinted with permission from [188]. Copy­
right 2000 American Chemical Society) 
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domains (exhibiting higher adhesion) from the PMMA-rich domains (ex­
hibiting lower adhesion). However, since the values of the adhesive force 
measured in the PDDMA-rich domains were lower than those determined for 
films of pure PDDMA, it was suggested that this was due to sub-micrometer­
level domains of PMMA, even though no evidence for this hypothesis was 
provided. Particularly high adhesion forces were observed at the interface be­
tween the domains, originating from the increased contact area between the 
tip and the substrate [191). It was suggested that indentation mapping, using 
a stiff er cantilever, could be used as a complimentary technique to the adhe­
sion mapping, since it was less dependent of topographic features. 

By performing adhesion mapping and friction force imaging of mech­
anically scratched structures on biaxially oriented polypropylene films with 
a conventional Si3N4 tip an increase in surface energy of the scratched re­
gions was observed [192). This was explained in terms of increasing density 
and orientation of polymer strands, as well as added energy by the work done 
by the mechanical scratching. The increase in the surface energy ("adhesion 
force") was comparable to that introduced by surface oxidation of the un­
scratched surface after 1 min UV/ ozone exposure. The CFM approach was 
thus successfully used to create and assess local active sites of the surface in 
terms of surface energy increase or wettability improvement. 

Furthermore, CFM was used in a study on the surface chemical prop­
erties of UV excimer laser irradiated polyamide to complement XPS and 
ToF-SIMS data [193), as well as in a study on the surface properties of modi­
fied poly(dimethyl siloxane) (PDMS) [194). The surface hydrophobicity of 
UV /ozone-treated PDMS was also probed by Hillborg et al. using CFM and 
AFM indentation measurements, among other techniques, as a function of 
storage/recovery time [179). The CFM data were acquired in the form of force 
volume images and were converted automatically into pull-off force images 
and the corresponding histograms (force distributions) using a custom-made 
software. Exposure times < 30 min resulted in laterally homogeneously oxi­
dized surfaces, which are characterized by an increased modulus and a high 
segmental mobility of PDMS. As detected on a sub-SO nm level, the subse­
quent "hydrophobic recovery" was characterized by a gradual increase in 
pull-off forces and a decrease in normalized modulus, approaching the values 
of unexposed PDMS after 8-50 days. Longer exposure times (60 min) led to 
the formation of a hydrophilic silica-like surface layer. Under these condi­
tions a gradual surface reconstruction within the silica-like layer occurred 
with time after exposure, where a hydrophilic SiOx-enriched phase formed 
< 100 nm sized domains, surrounded by a more hydrophobic matrix with 
lower normalized modulus (Fig. 29). 
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Fig. 29 Representative histograms of the pull-off forces and corresponding adhesion 
(pull-off force) images of: (a) unexposed PDMS and oxidized PDMS; (b) 0.1; (c) 8 and 
(d) 40 days after exposure to 60 min UV /ozone. In the adhesion images, the gray scales 
are individually scaled from dark (low pull-off) to bright (high pull-off). (Reprinted with 
permission from [179]. Copyright 2004 American Chemical Society) 

6 
Other Techniques to Image Chemical Functional Groups 
and their Lateral Distributions 

In this section surface characterization techniques, which are capable of lat­
eral imaging of polymer surfaces with sub micrometer resolution, are dis­
cussed. The following terms will be used: mapping is used when small regions 
of a single area of interest are sequentially sampled. These regions are then 
linked together via their spatial coordinates. The term imaging is used when 
the whole area of interest is sampled simultaneously, and the localized spatial 
resolution is achieved by other means [195]. 
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6.1 
Secondary Ion Mass Spectrometry 

SIMS is based on the mass spectrometric analysis of secondary ions, gener­
ated by the interaction of a primary ion beam (usually Ga+ or Ar+) with the 
polymer surface. The emitted fragments of the molecules allow characteristic 
signatures of elements, isotopes and molecules to be identified. Generally, ToF 
analyzers are used due to their higher sensitivity, compared to quadrupole 
detectors. Of the currently available spectroscopic imaging techniques for 
non-conducting materials, time-of-flight secondary ion mass spectrometry 
imaging is a powerful method thanks to its combination of high sensitiv­
ity (femtomole-attomole), capacity to detect molecules as well as elements, 
and sub-micrometer lateral resolution [196-199]. There are two operational 
regimes in SIMS, which yield fundamentally different information and ana­
lytical features. The so-called dynamic SIMS involves use of a high primary 
ion current density on the sample that allows fast erosion so that in-depth 
concentration profiles can be measured. Static SIMS operates in principle the 
same primary ion guns, but at a lower primary ion current ( < 1013 ions cm-2 ), 

where the basic idea is that each local environment in the sample is hit 
only once by the primary beam, thereby only acquiring data from the top 
10-20 A [196-199]. SIMS imaging can either be performed using an ion mi­
croscope or ion microprobe instruments [197, 198]: the ion microprobe uses 
a finely focused primary ion beam, which is raster-scanned point by point 
over a given area. The intensity of a given ion or a full mass spectrum is 
then acquired from each point. In the ion microscope mode, the entire area is 
irradiated by a less focused primary ion beam. The lateral distribution infor­
mation is then obtained by the use of special ion optics and position-sensitive 
detection. Using the microprobe mode, the lateral resolution is defined by 
the beam diameter (around 20 nm using liquid metal ion guns) [198,200]. 
In the microscope mode the lateral resolution of approximately 0.4 µm is 
determined by the ion optics of the instrument [ 197]. The drastically de­
creased sputter and ionization yield of secondary ions for higher molar mass 
polymers, however, reduces the lateral resolution compared with these values 
obtained at favorable conditions (single layers of molecules etc.) [197]. Thus, 
in imaging polymer surfaces a higher intensity, especially for the higher mass 
molecular peaks, in order to allow molecular imaging with the most charac­
teristic ions, and shorter exposure times are desirable. The best theoretical 
resolution (~l) is correlated according to the following equation: 

~l=~ (34) 

where a is the damage cross section of the exposed surface layer and Y is 
the yield of secondary ions ( the number of detected secondary ion species 
divided by the total number of applied primary ions). In this context, post-
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ionization ( of emitted neutral particles) techniques for molecular species 
and new primary ion beams in order to increase the yield are promising 
for the future development of SIMS. [ 197, 198, 201-204] Static SIMS imaging 
using cluster ion beams (for example Au2 +) generated with a liquid metal ion 
source seems to be a promising approach for imaging organic surfaces [204]. 

Typical applications of imaging SIMS to polymers are characterization of 
Langmuir-Blodgett (LB) films [205,206], self-assembled monolayers [207], 
polymer blends [208] and micro patterned surfaces [209,210). Molecular 
identification of active members of bead-bound combinatorial libraries is an­
other application well suited to imaging SIMS. Femtomol quantities of differ­
ent peptides attached to 30-60 µm PS beads have been determined [211,212], 
even though the method provides fewer structurally informative fragments, 
compared to MALDI-MS [212]. At least two factors limit the spatial imaging 
of self-assembled monolayers and polymers as identified by a number of re­
searchers [42,202,210,213,214]: firstly, organic molecules do not frequently 
give rise to unique molecular ions with an intensity that is sufficiently large 
to permit imaging below the static SIMS limit. Secondly, low mass atomic 
ions often have high enough intensity for ToF-SIMS imaging under static 
conditions, but can originate from different chemical species on the surface, 
ranging from the underlying substrate, as well as from other organic moieties. 
One solution to this problem is the use of specific labeling techniques, for ex­
ample using isotopes [208,215]. Stable isotope labeled proteins (15N-labeled 
streptavidin) were utilized in ToF-SIMS imaging of biotin micro-patterns on 
polymer or gold surfaces. The imaging was based on the specific secondary 
ion (C15W). 

Leufgen et al. demonstrated the use of static ToF-SIMS to visualize 
two coexisting phases in LB films, prepared as a mixture of two fluor­
escent dyes: NBDPC and DPPC (nitrobenzooxadiazol- and dipalmitoyl­
phosphatidylcholine) [216]. Images of the monolayer produced by mapping 
the detected intensities of specific secondary ions are shown in Fig. 30. The 
lateral resolution was approx. l µm. The distribution of the protonated mo­
lecular ions of NBD PC was enriched in a liquid-expanded phase (Fig. 30a), 
whereas the protonated DPPC molecular ions were enriched in the liquid­
condensed phase (Fig. 30b ). The domain structures seen in the images of the 
protonated molecules corresponded exactly to fluorescence data (not shown). 
The homogeneous distribution of the gold substrate ions is shown in Figure 
(Fig. 30c). 

Bourdos et al. observed that the contrast of ToF-SIMS images of LB 
films was generated not only by chemical, but also by physical differences 
within the film on the substrate (packing of molecules in the liquid crystal 
phase) [206]. The lateral resolution obtained during the experiments was ap­
proximately 230 nm. The resolution was limited by the pixel raster used even 
though the physical limit determined by the ion beam was approximately 
80nm. 



110 G.J. Vancso et al. 

(a) (b) (c) 

(NBOPC+H)+ m/u•734 Au+ m/Ua197 

Fig. 30 Mass-resolved images by static TOP-SIMS (120 x 120 µm2). The secondary ion in­
tensities are color coded, from dark to bright. Illustrated is the lateral distribution of the 
molecular ions of: (a) NBDPC, (b) DPPC, and (c) gold ions (substrate). (Reprinted with 
permission from (216]. Copyright 1996 American Chemical Society) 

Static ToF-SIMS imaging of the morphology and miscibility of ethylene­
tetrafluoroethylene copolymer / PMMA blends was successfully performed 
using the ion p- (m/z = 19) as a distinct characteristic fragment. The lat­
eral resolution was approx. 780 nm [217]. The corresponding images showed 
that slow cooling facilitated the phase separation between ETFE and PMMA 
domains. The dynamic rearrangement of bromine end groups (79Br - , 81 Br - , 
m/z = 79, 81) attached on amorphous or semi crystalline polymers prepared 
by condensation polymerization of Bisphenol A and 1,8-dibromooctane 
was investigated using static ToF-SIMS [218]. The images revealed that the 
bromine end groups were preferentially expelled to the surface of the lamellae 
during the crystallization process. 

l ' 

Static ToF-SIMS was also used to investigate the effects of various surface­
engineering conditions on the lateral distribution of poly(L-lysine)- or 
poly(ethylene glycol) modified poly(lactic acid). However, the analysis of 
poly(ethylene glycol) and poly(lactic acid) surfaces did not produce distin­
guishing ions of a sufficient intensity, yielding high enough lateral contrast. 
During these conditions, imaging XPS (Sect. 6.2) was successfully used de­
spite of the comparatively low lateral resolution (25 µm, compared to ap­
prox. 1 µm using SIMS) [219]. This combination of instruments was also 
successfully used for chemically micro-patterned surfaces, formed by plasma­
polymerization [209]. Distinct regions of fluorine, carboxylic acid and hydro­
carbon functionalities were imaged by ToF-SIMS, whereas mapping XPS was 
used to image the nitrogen content (using the N Is peak) due to the lack of 
a unique nitrogen signal of allylamine [209]. Another application of imaging 
static ToF-SIMS described in literature is the characterization of surface dif­
fusion of polymers on inorganic substrates [220]. It was observed that PS and 
PMMA did not exhibit any surface diffusion at room temperature, whereas 
poly(dimethylsiloxane) and a perfluorinated polyether exhibited high surface 
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Fig. 31 Imaging by dynamic SIMS (27 x 27 µm2 ): (a) deuterated polystyrene ( white 
areas, m / z = 26) distribution in a deuterated polystyrene/ polyimide (50/ 50) blend; 
(b) corresponding profile of the polyimide fraction as function of distance from surface 
(1 sputtering cycle """0.5 nm). (Reprinted with permission from [208]. Copyright 2001 
Wiley-VCH) 

diffusion. Provided that a well-defined boundary between a covered and un­
covered surface area can be produced, this technique can be applied to a wide 
variety of substrate-overlayer combinations [220] . 

By using dynamic mode SIMS the lateral distribution of phases in three 
dimensions can be resolved (Fig. 31). Thin films (thickness ca. 500 nm) 
of binary mixtures of deuterated or partially brominated PS, polyisoprene 
and poly(vinylpyridine) were investigated with a lateral resolution of ap­
proximately 120 nm and composition versus depth profiles with a resolution 
better than 10 nm [208]. The brominated PS formed continuous phase­
domain structures in the interior of the films whereas they were encap­
sulated by deuterated PS layers at the interfaces. Moreover a very thin 
layer (ca. 3 nm) of polyisoprene covered the surface of a binary mixture of 
poly(isoprene)/ deuterated PS [208]. 

Dynamic SIMS has also demonstrated the clustering of oxidized poly(pyr­
role) into small granules (50-300 nm) embedded in a matrix of ferric stearate 
LB films after exposure to pyrrole vapors [221], and the surface enrichment of 
fluorinated chains in a poly(methyl methacrylate) matrix [222]. 

6.2 
X-ray Photoelectron Spectroscopy 

XPS is one of the most popular spectroscopic methods for surface analy­
sis of polymers. It provides qualitative and quantitative information on the 
atomic composition down to a depth of typically 0.5-10 nm depending on 
the take-off angle. In an XPS instrument the sample is positioned in a high 
vacuum chamber and is irradiated with a monochromatic X-ray source (gen­
erally Al Ka or Mg Ka) resulting in an emission of photoelectrons from the 
exposed surface region. The XPS spectrum shows the number of photoelec-
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trons as a function of their kinetic energy, which is characteristic of the 
element and its binding state (except for helium and hydrogen). The recent 
increase in instrumental sensitivity has led to the development of spatially 
resolved XPS [223,224]. The spatial resolution of commercial instruments 
is in the order of 5-30 µm with acquisition times of minutes rather than 
hours [223,225]. The lateral resolution is limited mainly due to the difficulty 
in focusing the X-ray beam. Although XPS imaging does not have the same 
spatial resolution as ToF-SIMS, the advantage of XPS is not only the determin­
ation of the atomic surface composition, but also the information it delivers 
on the electronic environment (often referred to as chemical shift) in a non­
destructive manner [209,219]. As is the case with SIMS, imaging can be made 
using two different main techniques: the first utilizes the X-ray beam to bom­
bard the specimen very locally, i.e. an X-ray probe. The second method floods 
the specimen with X-rays and then images parts of the surface by manipulat­
ing the photoelectrons in a controlled manner [225]. 

A direct comparison of the spatial resolution of XPS and transmission in­
frared spectroscopy imaging on heterogeneous polymer blends of poly(vinyl 
chloride)/PMMA was presented by Artyushkova et al. [226] The spatial reso­
lution of the XPS and infrared instruments was 2-3 µm and 7 µm, respec­
tively. The comparable resolution of the instrumentation allowed for images 
and spectra from the same areas of the samples to be directly compared 
(Fig. 32). 

The XPS image was based on the intensity of the Cl 2p peak, whereas the 
infrared image was based on the absorption at the band at 1333 cm-1, used 
for identification of PVC. The PVC enriched (bright) areas in the images were 

XPS, Cl 2p FTIR-PVC band 

'-' 
100µm 100µm 

Fig. 32 Comparison of XPS Cl 2p and transmission FT-IR PVC (1333 cm- 1) images for 
a PVC/PMMA (25/75) blend. (Reprinted with permission from [226]. Copyright 2000 
Society for Applied Spectroscopy) 
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similar in both shape and size. Since the XPS sampled approximately the top 
10 nm, while the transmission infrared images were representative of the total 
film thickness (a few micrometers). This implied that the phase-separated 
regions extended well into the film (Fig. 32). This combination of different 
techniques thus provided a more complete method for characterizing com­
plex polymers containing different surface and bulk combinations [226]. 

Owing to the sensitivity of the chemical surrounding, XPS imaging was 
used to study segregation effects of polyethylene glycol (PEG)-modified poly­
lactic acid (PLA) systems, since it enabled a straightforward distinction of the 
two species [219]. Mapping of the signal intensity at a given binding energy 
(C ls) as function of the position along a sample surface was performed with 
a lateral resolution of approx. 25 µm. The PLA generated three peaks each be­
ing separated by binding energy shifts of approx. 2 eV and 4 eV relative to the 
C ls methyl group at 285.0 eV. The C ls ether peak of PEG arose at 286.3 eV, 
enabling a straightforward deconvolution and determination of the relative 
intensities of the two polymers. The method was used to assess surface seg­
regation of PEG and PLA, which were of the order of tens of microns [219]. 
Moreover imaging XPS and laterally resolved Raman microscopy were used 
to investigate the effects of laser-induced ablation of polyimide [227]. Both 
methods revealed the deposition of carbon surrounding the ablation craters 
(300 µm diameter). 

Although spatially resolved XPS is constantly improving (increased inten­
sity of the X-ray source, improved electron optics of the lenses, increased 
transmission of the energy analyzer) it is believed that SIMS will be at an 
advantage for probing inhomogeneous surfaces [225]. However, when the 
chemistry involved in the surfaces is complex, XPS offers unique capabilities 
owing to the chemical shifts in binding energies (225]. 

6.3 
Matrix-Assisted Laser Desorption/Ionization Mass Spectrometry 

Matrix-assisted laser desorption/ionization mass spectrometry (MALDI-MS) 
based imaging was first described in 1995, developed as a detection method 
for thin-layer chromatographic separations [228]. The images are obtained 
by acquiring mass spectra stepwise over the desired area of a surface. The 
mass of the ions of interest is then extracted and displayed at their correct 
spatial positions to produce the final image. The spatial resolution achieved 
was 250-500 µm even though the ultimate spatial resolution, based on matrix 
heterogeneity and minimum laser beam diameter to acquire a good signal 
intensity, was estimated to be in the order of 50 µm [228]. The spatial reso­
lution of the imaging approach is moreover limited by the physical ability 
to focus and step the laser across the sample, spreading of the sample due 
to the addition of the liquid matrix, [228,229] as well as by the software 
used for the scanning and acquisition process [230]. The capability of imag-



114 G.J. Vancso et al. 

ing MALDI-MS has been demonstrated by the acquisition of mass spectra 
images of symbols printed by an ink-jet printer with a lateral resolution of 
30 µm [230,231]. Two letters were printed on top of each other using dif­
ferent inks [230]. Since the inks differed in molecular weight, the letters 
did not interfere with each other in the acquired images (Fig. 33). Moreover 

Fig. 33 (a) Mass spectrometry image (m/ z = 340) by MALDI and (b) optical image of a let­
ter printed with an ink printer. The size of the images are 1500 x 1500 µm2• (Reprinted 
by permission of Elsevier Science from "Automated mass spectrometry imaging with 
a matrix-assisted laser desorption ionization time-of-flight instrument", by Stoeckli et 
al., Journal of the American Society for Mass Spectrometry, Vol. 10, pg 69, 1999, by the 
American Society for Mass Spectrometry) 



Chemical Composition of Polymer Surfaces by Atomic Force Microscopy 115 

the potential to perform quantitative analyses was demonstrated [230]. Since 
MALDI-MS imaging offers the possibility to detect significantly higher mo­
lar masses than SIMS, direct MALDI-based imaging is believed to become an 
important complement to other molecular imaging techniques [229]. 

6.4 
Raman Microspectroscopy 

Raman microspectroscopy is based on an optical microscope, where the 
spectral distribution of inelastically scattered light is detected by a Raman 
spectrometer/ CCD detector, thereby microprobing an area with a spatial 
resolution of about 1 µm. The spatial resolution of Raman systems employ­
ing normal optical microscopes is limited to approximately the wavelength 
of the light (about 0.5 µm), because both the illuminating laser light and the 
Raman scattered light are collected in the optical far field (i.e. many wave­
lengths of light away from the scattering material). While the methods of 
image acquisition are diverse, each generates a two-dimensional map based 
on the intensity of a given Raman scattering band. By using Raman imag­
ing, a widened laser beam provides a global illumination of the investigated 
area which is then imaged directly onto a CCD detector. A complete Raman 
spectrum can be collected for each pixel. Raman mapping is an equivalent 
procedure which uses point illumination to obtain the spectrum at single 
points, gathered in a grid pattern over an area of the sample. The addition 
of confocal filters can increase the lateral resolution and allows one to image 
at different depths. The theoretical performance of a confocal Raman mi­
croscope is mainly determined by the optical properties of the microscope 
objective (numerical aperture, magnification power, and focal length) and by 
the size of the pinhole placed in the back image plane of the microscope [232]. 
The depth of analysis in the confocal mode is in the order of 2-4 µm [232]. 
Recent developments in Raman spectrometers have led to great improve­
ments in sensitivity and imaging capabilities [233,234], allowing mapping 
of polymer surfaces with a lateral resolution of < 1 µm [235,236]. Submi­
cron spatial resolution using wide-field Raman imaging in the confocal mode 
has been demonstrated by imaging polystyrene spheres (2 µm diameter) with 
an interparticle distance of 200 nm [237]. The dominant criteria to take into 
account when obtaining a Raman image is the weakness of the Raman ef­
fect [234, 237]. Since the incident laser energy is focused on a very small 
area, low laser power must also be used to minimize local thermal expansion 
and sample degradation [237]. Moreover problems of sample fluorescence 
and photodamage may occur when mapping polymer surfaces [236,238,239]. 
Markwort et al. compared Raman imaging using global illumination with 
mapping by point illumination and concluded that lower spectral resolution, 
increased fluorescence and artifacts caused by sample shape were worse for 
the global illumination method [240] . These authors recommended the use 
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of point illumination with confocal light collection for the study of heteroge­
neous polymer surfaces. 

A polypropylene/polyethylene copolymer containing a small amount of 
blended ethylene-propylene rubber (EPR) was characterized by confocal Ra­
man microspectroscopic mapping with a spatial resolution of 1 µm. The 
surfaces exhibited micrometer-size domains with a higher content EPR in 
the copolymer matrix (Fig. 34a). However, since absorption bands originating 
from the copolymer were more or less dominant in all spectra, it was con­
cluded that the EPR existed as submicrometer particles. Figure 34 shows the 
same surface after a surface modification by exposure to an argon-plasma. 
The regions containing higher amounts of EPR exhibited a slight increase in 
number and size suggesting that the EPR was less susceptible to damage due 
to its crosslinked nature (235]. Due to the poor sensitivity of Raman spec­
troscopy to polar functional groups it was not possible to map the oxygen 
functionality on the surface. However, by mapping using reflection infrared 
spectroscopy the presence of hydroxy groups was verified. The lateral reso­
lution was, however, limited to 30-50 µm. After the plasma treatment, the 
surfaces were grafted using polystyrene. The lateral distribution of polystyr­
ene was shown to be heterogeneous and corresponded to the areas of higher 
EPR concentration after the plasma treatment (235]. 

By combining Raman imaging with photoacoustic FT-IR and FT-IR mi­
croscopy three-dimensional maps of the heterogeneous degradation of epoxy 
and polyurethane films exposed to UV and water vapor were obtained (241]. 
Similarly, the phase separation in styrene/butylacrylate copolymers and latex 
films were analyzed (242]. Blakey and George used point illumination Raman 
mapping to investigate the surface of photooxidized PP with a lateral reso­
lution of 1 µm and successfully mapped the distribution of both oxidation 
products (a,/3-unsaturated ketones) and catalyst residues (239). The distri-

Fig.34 Raman map of the surface distribution of EPR in a PP matrix (a) before and 
(b) after plasma treatment (the absorption band used for EPR was 1064 cm-1, whereas 
1220 cm- 1 was used for PP). (Reprinted with permission from [235). Copyright 2001 
Society for Applied Spectroscopy) 
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bution of the oxidation products did not correlate with the distribution of 
the catalyst. It was suggested that the catalyst residues tended to stabilize the 
polymer in the immediate vicinity, but also formed reactive species that dif­
fused away from the catalyst to initiate oxidation (239]. 

Raman confocal microprobe mapping was used to investigate the effect 
of a silica filler on the phase separation in binary blends of brominated 
poly(isobutylene-co-p-methylstyrene) and cis-1-4-polybutadiene with a lat­
eral resolution of less than 1 µm (238]. The size of the polymer domains were 
less than one micrometer, even though some domains formed aggregates, 
which in some cases exceeded 5 µm. By using long (70 µm) linear scans the 
average size of these aggregates as a function of added silica filler was in­
vestigated. Using linear scans are less time consuming, but provide similar 
information. It was found that the average size of these aggregates decreased 
with increased concentration of silica: from 4-6 µm without silica, down to 
2-2.5 µm at 45 phr (parts per hundred) silica as a result of the increasing 
shear deformations during the internal mixing process. 

By using Raman imaging/ mapping techniques with a lateral resolution of 
1-2 µm inhomogeneous surface structures of a number of polymers were 
investigated including sub-microdomain structures of polycarbonate/ 
poly( styrene-co-acrylonitrile) blends [ 243], recrystallization of polyethylene 
blends (244], surface architecture of a chlorinated PP-primer in thermoplas­
tic olefins (245], the effect of embedded PET fibers on the orientation of 
PP spherulites during crystallization [ 246], surface ablation/ carbonization 
of polyimide by laser irradiation (227] and characterization of photoablated 
PET surfaces [247]. Furthermore, the chemistry and kinetics of holographic 
grating formation in a multicomponent photopolymer was also studied to 
directly image the submicron concentration variations responsible for the 
hologram diffraction [236]. 

An interesting approach describing the combination of the lateral reso­
lution of near-field scanning optical microscopy with Raman spectroscopy 
to attempt material-specific surface characterization on the nanoscale (233, 
248,249]. However, long acquisition times (approx. 10 h) and attendant in­
strumental drift severely limit the advantage in resolution (250] . A strongly 
increased Raman signal from molecules attached to metallic nanostructures 
have attracted considerable attention since this effect, referred to as Sur­
face Enhanced Raman Scattering (SERS) shows promise in overcoming the 
low-sensitivity problems inherent in Raman spectroscopy (251,252]. Surface­
enhanced Raman mapping has been used to produce images of patterned 
self-assembled monolayers of molecules, differing only in the terminal func­
tional groups, on silver or gold surfaces with a resolution of approximately 
2 µm [250,253,254]. The technique combines chemical selectivity with the 
ability to be used under ambient conditions or even in the presence of a li­
quid, as in an electro-chemical cell containing an aqueous electrolyte (250]. 
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6.S 
Near Field Scanning Optical Microscopy 

Near field scanning optical microscopy (NSOM) is a scanning probe mi­
croscopy technique, which can simultaneously collect nanoscale topographic 
and fluorescence images by scanning with a force feedback mechanism in 
the near-field using a fiber optic probe with a sub-wavelength aperture. Thus 
this technique is not diffraction limited, which allows one to obtain optical 
(spectroscopic) information in the sub-wavelength length scale. In a region 
very close to the aperture, there is an evanescent electric field, whose lat­
eral extent is confined by the size of the aperture, which is typically on 
the order of 25-150 nm [255,256). By keeping the sample-probe separation 
constant within this near-field region (approx. 7-15 nm), an image of the 
sample is formed with a resolution of c-.., 100 nm. The NSOM probe is used 
to excite the sample and the transmitted light or the excited fluorescence is 
collected together with topographic data in either transmission or reflection 
mode. Absorbance and fluorescence spectroscopies provide detailed chem­
ical information while polarization spectroscopy can be used to determine 
molecular orientation. An important consideration in reflection NSOM is the 
effect of contributions to the signal from the bulk of the samples. However, 
the evanescent modes of the NSOM tip will only excite the sample to a depth 
of approximately 100 nm giving NSOM its surface sensitivity [257]. 

The application of NSOM to characterization of polymer surfaces has been 
so far mainly limited to thin conjugated polymer films [255, 257-266). Spec­
troscopic studies have revealed strong heterogeneities in the emission from 
these films [255,257,260], while others have observed a homogeneous emis­
sion [266]. A direct correlation between the nanometer-scale topography of 
a conjugated polymer film and the local electronic properties was found 
by NSOM: thin films of poly(p-phenylene vinylene) exhibited polymer ag­
gregates in the size of 100-200 nm, which correlated to areas with lower 
photoluminescence (Fig. 35) [257,262]. Furthermore thin films of substituted 
polyfluorene also exhibited polymer aggregates in the size of 50-150 nm, 
which correlated to regions with lower fluorescence [255,259,260]. It was sug­
gested that these aggregates were caused by partial insolubility of the polymer 
in solution prior to casting [255,259,260) . It is believed that these aggregated 
species may be responsible for the reduced fluorescence efficiency of poly­
meric light emitting devices (LEDs) [264]. 

However, when thin films of a substituted poly(p-phenylene vinylene) 
were studied by NSOM no aggregated domains above the resolution limit of 
50 nm were found [266). With careful evaluation of both the spectroscopy 
and morphology using NSOM, new polymers with superior properties for im­
proved device performance can be created by tailoring the molecular struc­
ture in order to avoid aggregation [259,260, 264,265). 
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Fig. 35 Near field scanning optical microscopy (NSOM) images (2 x 2 µ,m 2) of a thin con­
jugated polymer film: (a) topography, (b) line scans of lines shown in (c) and (d), (c) and 
(d) NSOM fluorescence images at orthogonal polarizations. (Reprinted with permission 
from [45]. Copyright 2000 American Chemical Society) 

NSOM has also been used to pattern thin polymer films with resolution 
below 100 nm by photo-oxidation [262]. Moreover, time-correlated single 
photon counting has been successfully integrated with NSOM to image chem­
ical species with different fluorescence lifetimes with a spatial resolution of 
< 100 nm [267]. The method was used to follow a photochemical degrada­
tion of a thin conjugated polymer film [267]. In addition, infrared absorption 
spectroscopy has been successfully integrated with NSOM for the analysis of 
polymer surface phenomena [268,269]. The chemical specificity of infrared 
spectroscopy, combined with near-field sub-wavelength resolution was used 
to characterize transport phenomena in a polymeric photoresist during a UV­
lithographic process [268]. 

7 
Outlook 

Based on the current state of the art, as reviewed in this article, it is obvi­
ous that much work needs to be done in order to approach surface analysis of 
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polymers with true nanometer scale spatial resolution combined with exact 
chemical information. For crystalline solids, in an ideal (ultrahigh vacuum) 
environment great progress has been made following the advent of related 
real-space imaging techniques, such as the scanning tunneling microscope 
(for metals and semiconductors). In such cases true atomic (or sub-atomic) 
information in direct space can be obtained on the sub-nanometer scale. 
These ordered systems can also be successfully studied down to the atomic 
level by high-resolution transmission electron microscopy. Polymers, unfor­
tunately, exhibit in general a very complex structural hierarchy and the de­
gree of order typical for inorganic and metallic crystals is virtually unknown 
in the world of macromolecular systems. The complex structural architecture 
is obviously reflected also by the surfaces and interfaces of these materials. 
In addition, due to the large size molecular building blocks the definition of 
surface as such is not that straightforward as it is for e.g. metallic crystals. 

AFM-based approaches for high resolution lateral mapping of the surface 
chemical composition of polymers have made their debut, expanding reso­
lution limits in favorable cases down to the 20-30 nm level. These approaches, 
which exploit the use of chemically functionalized tips, can be considered 
relatively mature in terms of mapping differences in surface and interfacial 
energies (hydrophilic/hydrophobic) in the sub-micrometer to sub-100 nm 
regime on flat polymer specimens of known origin or treatment. However, 
the chemical information is still indirect and limited, and does not match in 
quality the exact composition information provided on the ensemble aver­
age level (without high spatial resolution) by established spectroscopic and 
spectrometric methods. 

The question can be posed: can the problem of exact and accurate surface 
analysis of polymers be solved and if yes, when? This problem has two facets: 
a principal, theoretical one, and an experimental, instrumental one. A full 
theoretical solution means that the problem is solved, when the position and 
type of each particle (atom) in space and time at (or near) the surface would 
be known. Problems like this, including the description of atomistic and 
molecular systems with a high degree of freedom, are treated by statistical 
mechanics. There are practical and technical problems with an exact atom­
istic description, including the amount of information and the amount of data 
that is absolutely necessary. Statistical mechanics treats systems with a high 
degree of freedom by various means over partition functions for the differ­
ent ensembles. For such a description the surface must be first defined. As 
a pure geometrical definition for non-crystalline materials (polymers) is not 
possible, one option is to define surfaces to within a given depth of field by the 
technique used to measure composition. For example, surface tension is sen­
sitive to the few top molecular ( or atomic) layers due to cutoff in effective pair 
interaction functions, while XPS (depending on the escape depth and electron 
take off angle) can look into the surface to a thickness of up to 10 nm, and 
infrared reflection spectroscopy for surface characterization gathers informa-
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tion from a top surface layer with a few to 10 µm depth. For validation of 
statistical averaging structural information ( on the ensemble level) is usually 
used in the Fourier space. In this review we focused on direct space imag­
ing and direct space local determination of structural heterogeneities, and 
left surface scattering out from our treatment. For the average description 
of surfaces the relationship between these two approaches still needs to be 
established. 

If we set out to unravel surface chemical functionalities with high spatial 
resolution down to atomic detail, we also encounter various practical (tech­
nical) problems. It is fair to say that the technique development for direct 
space analysis (again, we exclude Fourier space methods) is still lagging much 
behind. Chemical force microscopy can be considered as a first step in the 
direction of a true description of surface chemical functionalities with high 
spatial resolution in polymers, primarily based on the chemically sensitive 
analysis of AFM data via adhesion mapping. At this point the detailed the­
ory for force spectroscopy is not developed beyond the description of London 
forces. The consideration of the effect of polar functional groups in force 
spectroscopy (similar to difficulties with solubility parameter and surface ten­
sion approaches for polar forces, as well as specific interactions) is still in 
its infancy. Instead, one must still rely on continuum contact mechanics to 
couple measured forces and surface free energies. 

Clearly, the briefly reviewed complementary spectroscopic techniques are 
important to approach these current shortcomings in a rational manner for 
practical purposes. For future progress significant technical refinements for, 
e.g. XPS and SIMS imaging, will enhance the spatial resolution and will lead 
to new opportunities. However, the costs for the equipment and instrumen­
tation may limit the widespread application of these approaches compared to 
AFM-based techniques. 

So far we have not considered surface dynamics and time-dependent relax­
ation processes. These can alter surfaces and thus time averaging must also be 
considered. At the same time, the speed with which the different approaches 
gather information about lateral distributions of surface chemical groups 
must be recognized. Finally, another very essential variable is the chemical 
environment (solution, gases, etc.). For ionizable surfaces to describe their 
stability and lateral chemical structure, domain stability of charged hetero­
geneous patches (usually different from the bulk), differences in ionization 
behavior, conformational changes and molecular relaxation, which drive dy­
namic surfaces towards different equilibria in different mediums, must be 
considered. 

It is of course difficult to predict future developments, however, a num­
ber of directions can be identified. These comprise the development of the 
next generation force microscopy instruments (advanced analysis of the be­
havior of resonating levers), which would deliver topological, physical, as well 
as chemical information on surfaces in a parallel fashion, with high reso-
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lution, fabrication of smaller, sharper probe tips (to increase the resolution 
and attainable scan rates, with more robust chemical functional coatings), 
manufacturing small probes with high resonance frequencies and using them 
with fast and robust electronics to increase imaging speed and systems for 
robust imaging under full environmental control. These developments will 
likely lead to a significant broadening of the possible applications and at­
tainable lateral resolutions, which in turn will allow one to bring many more 
systems and approaches from the academic level to everyday routine, which 
is of relevance for the practitioners in industry and R&D. This anticipated 
development must be complemented by simultaneous theoretical advances 
to enable one to tackle problems with increased complexity. Corresponding 
developments will likely be complemented by the advancement of other tech­
niques, such as those briefly mentioned, as well as others, which possess the 
potential to provide new, complementary information about chemistry on the 
nanoscale. 
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