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Preface

The International Conference on Networking (ICN 2005) was the fourth confer-
ence in its series aimed at stimulating technical exchange in the emerging and
important field of networking. On behalf of the International Advisory Com-
mittee, it is our great pleasure to welcome you to the proceedings of the 2005
event.

Networking faces dramatic changes due to the customer-centric view, the
venue of the next generation networks paradigm, the push from ubiquitous net-
working, and the new service models. Despite legacy problems, which researchers
and industry are still discovering and improving the state of the art, the hori-
zon has revealed new challenges that some of the authors tackled through their
submissions.

In fact ICN 2005 was very well perceived by the international networking com-
munity. A total of 651 papers from more than 60 countries were submitted, from
which 238 were accepted. Each paper was reviewed by several members of the
Technical Program Committee. This year, the Advisory Committee revalidated
various accepted papers after the reviews had been incorporated. We perceived
a significant improvement in the number of submissions and the quality of the
submissions.

The ICN 2005 program covered a variety of research topics that are of current
interest, starting with Grid networks, multicasting, TCP optimizations, QoS and
security, emergency services, and network resiliency. The Program Committee
selected also three tutorials and invited speakers that addressed the latest re-
search results from the international industries and academia, and reports on
findings from mobile, satellite, and personal communications related to 3rd- and
4th-generation research projects and standardization.

This year we enriched ICN with a series of papers targeting emergency ser-
vices and disaster recovery (the AICED section); this emerging topic hopefully
will lead to more robust and fault-tolerant systems for preventing technical and
human disasters.

We would like to thank the International Advisory Committee members and
the referees. Without their support, the program organization of this conference
would not have been possible. We are also indebted to many individuals and
organizations that made this conference possible (Cisco Systems, Inc., France
Telecom, IEEE, IARIA, Region Reunion, University of La Reunion, ARP). In
particular, we thank the members of the Organizing Committee for their help
in all aspects of the organization of this conference.

We hope that the attendees enjoyed this International Conference on Net-
working on Reunion Island, and found it a useful forum for the exchange of ideas
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and results and recent findings. We also hope that the attendees found time to
enjoy the island’s beautiful countryside and its major cultural attractions.

April 2005 Pascal Lorenz
Petre Dini
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Flávia Delicato, Fabio Protti, José Ferreira de Rezende, Luiz Rust,
Luci Pirmez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 569

Power Management Protocols for Regular Wireless Sensor Networks
Chih-Pin Liao, Jang-Ping Sheu, Chih-Shun Hsu . . . . . . . . . . . . . . . . . . . 577

Information Fusion for Data Dissemination in Self-Organizing Wireless
Sensor Networks

Eduardo Freire Nakamura, Carlos Mauricio S. Figueiredo,
Antonio Alfredo F. Loureiro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585

An Efficient Protocol for Setting Up a Data Dissemination Path in
Wireless Sensor Networks

Dong yun Kim, Gi-Chul Yoo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 594

for

k



XVIII Table of Contents – Part I

Traffic Control (II)

Active Traffic Monitoring for Heterogeneous Environments
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Tarik Čičić, Audun Fosselie Hansen, Stein Gjessing, Olav Lysne . . . . . 173

Network-Tree Routing Model for Large Scale Networks: Theories and
Algorithms

Guozhen Tan, Dong Li, Xiaohui Ping, Ningning Han, Yi Liu . . . . . . . . 184

Failover for Mobile Routers: A Vision of Resilient Ambience
Eranga Perera, Aruna Seneviratne, Roksana Boreli, Michael Eyrich,
Michael Wolf, Tim Leinmüller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

Quality of Service Routing Network and Performance Evaluation
. . . . . . . . . . . . . . . . . . . . . . . . 202

Ad Hoc Networks (II)

A Partition Prediction Algorithm for Group Mobility in Ad-Hoc
Networks

. . . . . . . . 210

Routing Cost Versus Network Stability in MANET
Md. Nurul Huda, Shigeki Yamada, Eiji Kamioka . . . . . . . . . . . . . . . . . . 218

Multipath Energy Efficient Routing in Mobile Ad Hoc Network
Shouyi Yin, Xiaokang Lin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Performance of Service Location Protocols in MANET Based on
Reactive Routing Protocols

Hyun-Gon Seo, Ki-Hyung Kim, Won-Do Jung, Jun-Sung Park,
Seung-Hwan Jo, Chang-Min Shin, Seung-Min Park, Heung-Nam Kim 234

A New Scheme for Key Management in Ad Hoc Networks
Guangsong Li, Wenbao Han . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

TCP (II)

Robust TCP (TCP-R) with Explicit Packet Drop Notification (EPDN)
for Satellite Networks

Arjuna Sathiaseelan, Tomasz Radzik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

ShenLin , CuiYong , XuMing-wei , XuKe

Nam koo Ha, Byeong jik Lee, Kyung un Kim, Ki un Han- - - -J J



XXVI Table of Contents – Part II

Adapting TCP Segment Size in Cellular Networks
Jin-Hee Choi, Jin-Ghoo Choi, Chuck Yoo . . . . . . . . . . . . . . . . . . . . . . . . . 258

AcTMs (Active ATM Switches) with TAP (Trusted and Active PDU
Transfers) in a Multiagent Architecture to Better the Chaotic Nature
of TCP Congestion Control
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Pavel Zahradnik, Miroslav Vlček, Boris Šimák . . . . . . . . . . . . . . . . . . . . . 392

Iterative Decoding and Carrier Frequency Offset Estimation for a
Space-Time Block Code System

Ming Luo, Qinye Yin, Le Ding, Yiwen Zhang . . . . . . . . . . . . . . . . . . . . . 401

Signal Processing for High-Speed Data Communication Using Pure
Current Mode Filters
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Abstract. In this paper we present an architecture of a middleware
layer1 that enables users of mobile devices to seamlessly and securely
access distributed resources in a Grid. It lays the ground work for an
application toolkit that addresses issues such as delegation of the job to
the Grid service, interaction with heterogeneous mobile devices, support
for offline processing, secure communication between the client and the
middleware and presentation of results formatted in accordance with the
device specification by outsourcing computationally intensive tasks with
high storage and network bandwidth demands.

1 Introduction

Grid [1] computing is based on an open set of standards and protocols that enable
coordinated resource sharing and problem solving in dynamic, multi-institutional
virtual organizations [2]. With Grid computing, organizations can optimize com-
puting and data resources by pooling them for large capacity workloads, share
them across networks and enable collaboration. Though the concept of Grid
computing is still evolving, yet there have been a number of achievements in the
arena of scientific applications [3], [4], [5]. Extending this potential of the Grid
to a wider audience, promises increase in productivity, particularly for users of
mobile devices who are the prospective users of this technology.

Wireless environments and mobile devices bring different challenges when
compared to wired networks and workstations. Although mobile devices pro-
mote mobile communication and flexible usage, yet they bring along problems
such as unpredictable network quality, lower trust, limited resources (power,
network bandwidth etc) and extended periods of disconnections [6]. If such re-
source limited mobile devices could access and utilize the Grid’s resources then
they could implicitly obtain results from resource intensive tasks never thought
of before.

1 This research work has been partially supported by Korea Ministry of Information
and Communications’ ITRC Program joint with Information and Communications
University.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 1–8, 2005.
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The classical client server approach assumes that the location of computa-
tional and storage resources is known [7]. This approach has to evolve in order
to provide transparent access to distributed resources. Also considering the lim-
itations [8] of interaction among mobile devices and grid nodes as well as the
complexity of the Grid protocols, there is an emerging consensus [8] to develop a
middleware layer which will mediate and manage access to distributed resources.
Besides the clear separation among the key functionality, the introduction of a
middleware layer can offer potential technical advantages. Among them are re-
duced communication cost, reduced network bandwidth usage, the possibility of
using remote interfaces and the support for off-line computation.

In this paper we present an architecture for a middleware (Section 3), en-
abling heterogeneous mobile devices access to Grid services and implement an
application toolkit that acts as a gateway to the Grid. This middleware provides
support for seamless delegation of jobs to the Grid, secure communication be-
tween the client and the Grid (the same level of security that RSA provides by
using smaller key sizes), offline processing, adaptation to network connectivity
issues and presentation of results in a form that is in keeping with the resources
available at the client device.

2 Mobile-to-Grid Middleware

Considering the constraints of mobile devices and how operations take place
within a Grid environment [1], demands for computational as well as network
bandwidth resources are intense. These demands for resources make it difficult
for the developers to implement practical applications for the users of mobile
devices. The problems [8] of mobile and wireless environments aggravate the
dilemma. Hence there is a need for a middleware which could operate on behalf
of the client and interact with the Grid services in such a manner that the client
application is only required to participate primarily at only two instances; firstly
before submitting the job and secondly when collecting the results so that the
client application is not obliged to steer the process.

There are a number of areas that need to be addressed, namely, job delegation
to the Grid, management of the request, handling of disconnections in the wire-
less environment, the security aspects between the client and the middleware
layer, formalization of results depending upon the client’s device specification
and managing all this information efficiently etc.

To instantiate a job, the client must be able to instruct the Grid service.
However, direct interaction with the Grid service results in exhausting demands
for storage and computational resources on the client device. Similarly if the
request to a Grid service requires continuous steering from the client, this puts
strenuous demands on the computational resources and network bandwidth.

If the job submitted by the user is expected to complete in a long duration
of time, conventionally the user is bound to maintain an active connection to
obtain the results. Also if the network connection goes down (due to power loss,
being out of range etc) the user would lose his connection and would have to
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start mediating with the Grid service from scratch which would result in loss of
precious time and resources.

The Grid security infrastructure is based on public key scheme mainly de-
ployed using the RSA algorithm [9]. However key sizes in the RSA scheme are
large and thus computationally heavy on handheld devices such as PDA’s, mo-
bile phone’s etc [10]. Also a user accessing the Grid services must use credentials
which are compliant with the X.509 proxy credentials of GSI [9]. Transferring
user credentials to access the Grid services without creating a security hazard
and demanding relatively large computational and bandwidth resources is an-
other issue that needs to be addressed.

The introduction of a middleware layer allows the user to reduce computa-
tional activities at the client device, minimize usage of network bandwidth, save
battery power, permit offline processing etc. This is achieved as the middleware
acts as a broker and interacts with the Grid on behalf of the client.

3 Detailed Architecture

The primary steps that may occur while the client device accesses the Grid
services may be explained as follows. Firstly the client application discovers and
connects with the middleware. Then the device, after authentication, submits its
device specification along with the job request. The middleware then locates the
relevant Grid service and after authorization forwards the request. The client
may then request some status information (regarding the job or the service). If
the client wishes to disconnect (and collect the results later), the middleware
would facilitate a soft state registration and to which would later help in the
reintegration. After disconnection all the requests are served locally (with the
cached information). Requests that result in updates at the middleware service
are logged for execution at reconnection. Upon reconnection pending instructions
are executed and information updates at the client end are made to maintain
consistency. Considering these steps the details of the modules involved (shown
in Figure 1) are mentioned below.

3.1 Discovery Service

The discovery of the middleware by mobile devices is managed by employing a
UDDI registry [11], [12]. Once the middleware service is deployed and registered,
other applications/devices would be able to discover and invoke it using the API
in the UDDI specification [11] which is defined in XML, wrapped in a SOAP [7]
envelop and sent over HTTP.

3.2 Communication Interface with the Client Application

The interface advertised to the client application is the communication layer
between the mobile device and the middleware. This layer enables the mid-
dleware to operate as a web service and communicate via the SOAP frame-
work [13].
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Fig. 1. Deployment model and the architecture

Adaption to Disconnected Operations. The advertisement of the mobile-to-Grid
middleware as a web service permits the development of the architecture in a
manner that does not make it mandatory for the client application to remain
connected to the middleware at all times while the request is being served.

We focus on providing software support for offline processing at the client de-
vice. For this we consider two kinds of disconnections; intentional disconnection,
where the user decides to discontinue the wireless connection and unintentional
disconnection, which might occur due to variation in bandwidth, noise, lack of
power etc. This is made possible by pre-fetching information or meta-data only
from the middleware service. This facilitates in locally serving the client ap-
plication at the device. However, requests that would result in updates at the
middleware service are logged (so that they may be executed upon reconnection).

To establish the mode of operation for the client application, a connection
monitor is used to determine the network bandwidth and consequently the con-
nection state (connected or disconnected). Moreover, during execution, check-
points are maintained at the client and the middleware in order to optimize
reintegration after disconnection.

3.3 Communication Interface with the Grid

The communication interface with the Grid provides access to the Grid services
by creating wrappers for the API advertised by the Grid. These wrappers include
standard Grid protocols such as GRAM [14], MDS [15], GSI [16] etc which
are mandatory for any client application trying to communicate with the Grid
services. This enables the middleware to communicate with the Grid, in order
to accomplish the job assigned by the client.
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3.4 Broker Service

The broker service deals with initiating the job request and steering it on behalf of
the client application. Firstly the client application places a request for a job sub-
mission. After determining the availability of the Grid service and authorization
of the client, the middleware downloads the code (from the mobile device or from
a location specified by the client e.g. an FTP/web server). Once the code is avail-
able, the broker service submits a ”createService” request on the GRAM’s Master
Managed Job Factory Service (via the wrapper) which is received by the Redirec-
tor [14]. The application code (controlled by the middleware) then interacts with
the newly created instance of the service to accomplish the task. The rest of the
process including creating a Virtual Host Environment (VHE) process and submit-
ting the job to a scheduling system is done by GRAM. Subsequent requests by the
client code to the broker service are redirected through the GRAM’s Redirector.

The Status monitor (a subset of the broker service) interacts with GRAM’s
wrapper to submit FindServiceData requests in order to determine the status
of the job. The Status monitor service then communicates with the Knowledge
Management module to store the results. The mobile client may reconnect and
ask for the (intermediate/final) results of its job from the status monitor service.

3.5 Knowledge Management

The knowledge management layer of the system is used to manage the rele-
vant information regarding both the client and Grid applications and services.
The main function of this layer is to connect the client and Grid seamlessly as
well as to introduce the capability of taking intelligent decisions, based on the
information available to the system.

Also, the results to be presented to the client are formatted (or scaled down)
here considering the device profiles maintained at the ontology server.

3.6 Security

The Grid Security Infrastructure is based on public key scheme mainly deployed
using the RSA algorithm [9]. However key sizes in the RSA scheme are large
and thus computationally heavy on handheld devices such as PDA’s, mobile
phone’s, smart phones etc [10]. We employ the Web Services Security Model [17]
to provide secure mobile access to the Grid. This web services model supports
multiple cryptographic technologies.

The Elliptic Curve Cryptography based public key scheme can be used in
conjunction with Advanced Encryption Standard for access to the Grid. This
provides the same level of security as RSA while the key sizes are a smaller [10].

Communication between the user and middleware is based on security policies
specified in the user profile. According to this policy different levels of security
can be used. e.g. some users might just require authentication, and need not
want privacy or integrity of messages. Both ECC and AES have smaller key
sizes as compared to RSA [10] which means faster computation, low memory,
bandwidth and power consumption with high level of security. It may be noted
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that we emphasize on providing security on Application layer, which also gives
us the flexibility to change the security mechanism if the need arises.

4 Information Service

This module interacts with the wrapper of the GLOBUS toolkit’s API for in-
formation services (MDS [15]). It facilitates the client application by managing
the process of determining which services and resources are available in the Grid
(the description of the services as well as resource monitoring such as CPU load,
free memory etc. Detailed information about grid nodes (which is made available
by MDS) is also shared on explicit request by the client.

5 Multiple Instances of the Middleware Gateway

In case multiple instances of the middleware gateway are introduced for scalabil-
ity, some problematic scenarios might arise. Consider a client that accesses the
Grid via gateway M1, but disconnects after submitting the job. If the client later
reconnects at gateway M2 and inquires about its job status, the system would
be unable to respond if the middleware is not capable of sharing information
with other instances. This can be achieved in the following manner.

We define a Middleware Directory Listing which maintains the ordered pairs
(ID, URI) which will be used for the identification of the middleware instance.
Also, we define an X service as a module of the middleware which facilitates the
communication between any two middleware instances. After reintegration of the
client at M2, client C sends the ID of the middleware instance, where the job was
submitted (i.e. M1), to the X service. The X service determines that the ID is not
that of M2. The X service then checks the Middleware Directory Listing to find
the URI corresponding to M1. The X service then requests the job-ID submitted
by C. Upon a successful response the X service communicates with the X service
of M1 using the URI retrieved. After mutual authentication, X-M2 sends the
job-ID along with the clients request for fetching the (intermediate/final) results
to X-M1. If the job is complete, the compiled results are forwarded to client. In
case the job isn’t complete yet, the client continues to interact with middleware
service X-M1 (where the job was submitted). Note that X-M2 acts as a broker
for communication between C and M1. Also, if the C decides to disconnect and
later reconnect at a third middleware instance M3, then M3 will act as a broker
and communicate with M1 on behalf of C. As all the processing of information is
done at the middleware where the job was submitted, the other instances would
only act as message forwarding agents.

6 Related Work

Various efforts have been made to solve the problem of mobile-to-Grid middle-
ware. Signal [18] proposes a mobile proxy-based architecture that can execute
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jobs submitted to mobile devices, so in-effect making a grid of mobile devices. A
proxy interacts with the Globus Toolkit’s MDS to communicate resource avail-
ability in the nodes it represents. The proxy server and mobile device commu-
nicate via SOAP and authenticate each other via the generic security service
(GSS) API. The proxy server analyzes code and checks for resource allocation
through the monitoring and discovery service (MDS). After the proxy server de-
termines resource availability, the adaptation middleware layer component in the
server sends the job request to remote locations. Because of this distributed ex-
ecution, the mobile device consumes little power and uses bandwidth effectively.
Also their efforts are more inclined towards QoS issues such as management
of allocated resources, support for QoS guarantees at application, middleware
and network layer and support of resource and service discoveries based on QoS
properties.

In [19] a mobile agent paradigm is used to develop a middleware to allow
mobile users’ access to the Grid and it focus’s on providing this access transpar-
ently and keeping the mobile host connected to the service. Though they have to
improve upon the system’s security, fault tolerance and QoS, their architecture
is sufficiently scalable. GridBlocks [20] builds a Grid application framework with
standardized interfaces facilitating the creation of end user services. They advo-
cate the use of propriety protocol communication protocol and state that SOAP
usage on mobile devices maybe 2-3 times slower as compared to a proprietary
protocol. For security, they are inclined towards the MIDP specification version
2 which includes security features on Transport layer.

7 Future Work

Some devices may not be able to efficiently process SOAP messages. Therefore
we intend to provide multi-protocol support in order to extend the same facilities
to such devices. However our first and foremost goal is to complete the imple-
mentation of the architecture using Java’s support for web services and devices
using 802.11b wireless interface cards. Our main focus will be on handling secu-
rity, providing support for offline processing, presentation of results depending
upon the device specification and interfacing with the Grid nodes. Along with
this implementation we intend to validate our approach by using non-Markovian
stochastic Petri nets to analyze the model.

8 Conclusion

In this paper we identified the potential of enabling mobile devices access to
the Grid. We focused on providing solutions related to distributed computing in
wireless environments, particularly when mobile devices intend to interact with
grid services. An architecture for a middleware is presented which facilitates
implicit interaction of mobile devices with grid services. This middleware is based
on the web services communication paradigm. It handles secure communication
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between the client and the middleware service, provides software support for
offline processing, manages the presentation of results to heterogeneous devices
(i.e. considering the device specification) and deals with the delegation of job
requests from the client to the Grid.
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Abstract. In the Grid computing, it is a key issue how limited net-
work resources are effectively shared by communications of various ap-
plications in order to improve the application-level performance, e.g., to
reduce the completion time of each application and/or a set of applica-
tions. In fact, the communication of an application changes the condition
of network resources, which may, in turn, affect the communications in
other applications, and thus may deteriorate their performance. In this
paper, we examine the characteristics of traffic generated by some typical
grid applications, and how the round-trip time and the bottleneck band-
width affect the application-level performance (i.e., completion time) of
these applications. Our experiments show that the impact of network
conditions on the application performance and the impact of application
traffic on the network conditions are considerably different depending on
the application. Those results suggest an effective network resource allo-
cation should take network-related properties of individual applications
into consideration.

1 Introduction

Along with the deployment of high-performance off-the-shelf computers and
high-speed wide-area networks, large-scale distributed computing environments
are growing at an amazing speed. In such environments, massive computations
are performed using a large number of computers connected over WAN (Wide
Area Networks). Such a form of distributed computing (the grid computing) dy-
namically involves a number of heterogeneous computing resources (e.g., CPU,
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memory, storage, application program, data, etc.) and heterogeneous network re-
sources for connecting them, across geographically dispersed organizations. [1][2]
The fundamental challenge in the grid computing is to perform multiple dis-
tributed applications sharing the limited and/or heterogeneous computing and
network resources so that they achieve a good performance (e.g., the completion
time of each distinct application and/or that of a set of related applications).
In particular, as the amount of data handled by the distributed applications
has recently increased, the time required to transmit data increases, and thus,
begins to strongly affect the application performance. The effective share of the
network resources is therefore of significant importance.

There are numerous studies on the traffic engineering to improve the network
resource utilization. Elwaid et al. propose a decentralized method to balance
flows over multiple paths based upon the traffic load of the paths obtained by
an active end-to-end measurement along the paths.[3] Guven et al. propose that
routers passively measure loss and available bandwidth of connected links by
the measurement entities for re-balancing flows over multiple paths.[4] Although
both propose re-balancing traffic over multiple paths, they consider neither the
traffic patterns generated by applications nor the application-level performance.

Suppose that the network-related properties of each application can be ob-
tained based on either a test run beforehand or the first run in a series of repeated
runs. The network-related properties of an application can have two aspects:
how each application performance is affected by the condition of the network
resources and, inversely, how the traffic generated by each application affects
the network resource condition. In such a scenario, it is expected that those dis-
tributed applications can be scheduled to effectively share the network resources
on the internal-network as well as the computing resources on the end-nodes,
by taking such network-related properties of applications into account. In this
paper, therefore, we investigate if the applications show the peculiar characters
on the performance related to network to meet this issue, especially focusing on
the sensitivities of some typical distributed applications in the completion time
to the condition of network resources. The results of our preliminary experiment
show a non-trivial tension between the performance of applications and the con-
dition of network resources, which can be utilized to achieve an effective share
of the network resources to execute multiple applications in parallel.

2 Application Features and Distributed Computing
Experiment Environment

We here describe the target applications employed in our study and the network
environment on which those applications run.

2.1 Features of Target Applications

In this section we describe applications employed in the study: N Queen, Jigsaw
Puzzle and Task Scheduling, that can run on the grid environment.
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Fig. 1. Network Configuration

– N Queen solves placing N Queens on N by N grid such that none of them
shares a common row, column or diagonal.

– Jigsaw Puzzle solves a jigsaw puzzle for computers, which was originally from
Problem C in the 2001 ACM International College Programming Contest,
Asia Preliminaries (Hakodate) [5] and has been expanded to take the rotation
and the size of a piece into account.

– Task Scheduling is a task scheduling program subjecting the standard task
graph archives [6]. Its algorithm is to assign a task to available computers
based upon its priority. A task is given higher priority as a task flow (the
critical path), to which the task belongs, requires the longer time. In selecting
computers, the available memory is evaluated if the computer has enough
memory to perform task.[7]

The type of distributed processing in N Queen and Jigsaw Puzzle is classi-
fied into Task-Framing and Task Scheduling is into Work Flow.[8] In the Task-
Framing processing, a master distributes small tasks composing the target prob-
lem among a farm of multiple slave processors and gathers the partial results
in order to produce the final result of the computation. Huge data transfers are
expected to occur on the communications taking place only between the master
and the slaves. In the Work Flow processing on the other hand, the target prob-
lem is divided up into multiple pipelined stages and/or steps. Various amounts
of data are expected to be asynchronously exchanged on each pair of processors.

2.2 Network Configuration for Experiments

We employ the network configuration in Figure 1 for experiments described in
Section 3. Distributed processing for each application described in Section 2.1
is performed on computers PC1 through PC4 with starting up from PC1. The
basic features of all the computers are: Xeon 3.06 GHz CPU, 2 GBytes memory,
Intel (R) PRO/1000 NIC and PCI-X bus. The speed of all links is 1 Gbit/s.

For the Task-Framing applications, the master process runs on PC1, and the
slave processes run on all the computers including PC1. A network emulator
[9] is employed between PC1, 2 and PC3, 4 to insert latency and to shape a
bottleneck link in packet forwarding between two switches. The measurements
are performed by capturing all the packets sent to/received from each of the
computers. The average round-trip times (RTTs) are, respectively, 0.141 and
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0.331 millisecond between PC1 and PC2, and between PC1 and PC3 without
any latency inserted.

3 Analysis on Network-Related Characteristics of the
Applications

In this section, we investigate network-related characteristics of the targeted
applications listed in Table 1. Note that, in Figures 3, 4 and 5, we only illustrate
the results in the cases of the 16 × 16 grids for N Queen, the 36 × 36 pieces
for Jigsaw Puzzle, and the 500 tasks for Task Scheduling because the alternative
cases have tended to show the results quite similar to the above cases.

3.1 Features of Traffic

We investigate the features of the application traffic, e.g., the amount of trans-
ferred data, fluctuations of throughput and flows composing the application traf-
fic. We run each of the applications in the network described in Section 2.2 with
the sufficient network resources: the average RTTs are 0.114 and 0.331 millisec-
ond; the bandwidth of links is 1 Gbit/s.

Table 1 shows the total amount of transferred data and the average through-
put on PC3, and the completion time for each of the applications. The values are
the average on 20 experiments. All the applications take longer time to complete
their processing and transmit a larger amount of data as the scales of their prob-
lems become larger. The relations between the amount of transmitted data and
the completion time heavily depend on its applications. N Queen increases an
amount of data 5 times and its completion time increases 2.5 times. Jigsaw Puz-
zle increases its completion time 10 times while the amount of data significantly
increases, more than 1000 times. Moreover, Task Scheduling roughly unchanges
its completion time while the amount of data increases 1.5 times. In Jigsaw Puz-
zle and Task Scheduling, the reason that the completion time doesn’t increase
as much as data must be that the average throughput increases to convey the
larger amount of data.

Table 1. Traffic features of the each application

Incoming Traffic to PC3 Outgoing Traffic from PC3 Completion

Application Total Amount Average Total Amount Average Time

of Data Throughput of Data Throughput

N Queen, 15×15 grd 0.926 MB 0.878 Mbit/s 39.2 MB 37.2 Mbit/s 40.78 s

N Queen, 16×16 grd 4.07 MB 1.45 Mbit/s 210 MB 75.4 Mbit/s 191.33 s

Jigsaw Puzzle, 4×4 pc 0.0780 MB 0.0443 Mbit/s 0.117 MB 0.0666 Mbit/s 13.70 s

Jigsaw Puzzle, 36×36 pc 101 MB 4.56 Mbit/s 194 MB 8.79 Mbit/s 176.48 s

Task Scheduling, 300 tsk 116 MB 7.68 Mbit/s 132 MB 8.78 Mbit/s 131.83 s

Task Scheduling, 500 tsk 163 MB 10.1 Mbit/s 188 MB 11.6 Mbit/s 132.52 s
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Fig. 2. Fluctuation of throughput in each of the applications. The X axis is the elapsed
time in seconds after the applications start. The Y axis shows the throughput of 10
millisecond average in Mbit/s. Positive values on the Y axis indicate the traffic incoming
to PC3 while negative values indicate the outgoing traffic

Figure 2 shows the fluctuation of the throughput of data transferred to/from
PC3 for one instance of the 20 experiments described in Table 1. Note that both
PC2 and PC4 showed the traffic pattern similar to PC3 for all the applications.
We found that the patterns of the fluctuation across the scales of the problems
were similar for all the applications while those across the applications were
completely different. N Queen sends a huge amount of data near to the end of
the process from the slave to the master (outgoing from PC3 to PC1). Jigsaw
Puzzle continuously exchanges a small amount of data in a stable rate through
its processing. Task Scheduling intermittently exchanges a large amount of data
through its processing.

In addition, we analyze the feature of flows composing traffic generated by
each of the applications. Since all the applications employ only TCP for their
task communications, we define a flow as a set of packets transferred in a TCP
connection, by direction, beginning with a SYN flag and terminating with a
FIN flag. It is seen that in all the applications, multiple TCP connections often
established in parallel through their processing.

Figure 3 shows the amount of transferred data and the duration on each of
the flows in N Queen and Task Scheduling for one instance of the 20 experiments.
Jigsaw Puzzle shows the features similar to N Queen described in Figure 3 (a).
The amount of transferred data in flows and their durations differ depending
on the type of the distribution process. For N Queen in Figure 3 (a), the flows
are small in number, and some of them last for less than ten milliseconds, some
last for around ten seconds, and the others last from the beginning to the end.
The long-lived flows transmit a various amount of data from 100 bytes to more
than 100 Mbytes. The huge amount of data transferred in the N Queen mast
be carried by such the long-lived flows. For Task Scheduling in Figure 3 (b),
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Fig. 3. Plots of the duration and amount of data transferred in each flow. The line is
the boundary of plots which is equivalent to 1 Gbit/s

flows are large in number and diverse in length (duration time), which transmit
various amounts of data.

3.2 Impact of Expanding Round-Trip Time

We investigate the influence of a long RTT on the completion time of each
application. In our experiments, 1 to 32 milliseconds latencies are inserted into
passing traffic for each way by the network emulator employed in Figure 1.
The link bandwidth is configured to a sufficient value of 1 Gbit/s to focus only
on the impact of the RTT to the application performance. The socket buffer
of 16KB length is employed in N Queen and Jigsaw Puzzle, and 64KB and
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256KB are in Task Scheduling. Figure 4 shows the completion times of the each
application influenced by the RTT. The completion times are normalized by that
without any latency inserted. Each completion time is the average of results on
20 experiments.

Note that, for Jigsaw Puzzle, the completion time differs depending on which
couple of communications between the master and slaves are influenced by the
RTT: e.g., PC1–PC2 and PC1–PC3, PC1–PC2 and PC1–PC4, or PC1–PC3 and
PC1–PC4. In Figure 4, we employ the worst case that the completion times are
most influenced by the long RTT.

For all the applications, the application-level performance deteriorates as the
RTT increases. For Task Scheduling, enlargement of the maximum size of send-
ing window in TCP connections is very effective in reducing its completion time,
which must come from the fact that the average sending window size should be
equal to the product of the average throughput and the RTT in successively
sending a large amount of data. N Queen is remarkably affected by the RTTs in-
crease while Jigsaw Puzzle is not. To pursue the reason of the difference between
the influence of the RTT on N Queen and that on Jigsaw Puzzle, we analyze
intervals of consecutive packets in flows generated between PC1 and PC3.

Figure 5 shows the distribution of intervals of consecutive packets in flows
generated between PC1 and PC3 for N Queen and Jigsaw Puzzle. For N Queen
in Figure 5 (a), the distribution of packet intervals in case with a short RTT
(0.331 milliseconds) shows that almost all the intervals are less than the RTT.
This implies that almost all the packets are sent in a successive manner, not
in an interactive manner. Two peak values of packet intervals are indicated;
one is about 0.012 milliseconds corresponding to back-to-back data packets of
1500 bytes (more than 70 % of intervals), the other is about 0.1 millisecond. On
the other hand, in case with the RTT (32.3 milliseconds), while there exist two
similar peak values of intervals, the number of intervals in the most bursty case
(i.e., back-to-back packets) decreases to 60 % and the intervals around the RTT
increases instead. This indicates that a long RTT prevents the rapid growth of
the sending window size, resulting in the decrease of the throughput.
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For Jigsaw Puzzle in Figure 5 (b), the distribution of intervals also shows
two peak values; one, which is more than 40 %, is roughly close to that of back-
to-back packets of 1500 bytes (0.012 millisecond), the other is roughly close to
the RTT (0.331 millisecond) where the packets may be sent in an interactive
manner. In case of 32.3-millisecond RTT, the number of packets in the bursty
case is unchanged, while the peak value corresponding to the RTT moves to the
new RTT. The reason that the RTT affects only packets in an interactive manner
is that a small amount of data, which doesn’t exceed by the size of the current
sending window, are frequently sent when Jigsaw Puzzle sends lamp data.

The information on such the sensitivity of the application performance for
a long RTT will help us in path allocation for different applications in multi-
path environments.

3.3 Impact of Limiting Bandwidth of Bottleneck Link

We investigate the influence of limiting bandwidth of the bottleneck link on the
completion time of each application. In the experiments, the bandwidth of the
bottleneck link varies from 80 Kbit/s to 1Gbit/s by using the network emulator
in Figure 1. The RTT is the original short value without any additional latency to
focus only on the impact of bandwidth restriction to the application performance.
We employ the socket buffer of 16KB length in N Queen and Jigsaw Puzzle, and
256KB in Task Scheduling. We found that Task Scheduling with 64KB socket
buffer showed the similar performance characteristics to that with 256KB on the
restriction of the bottleneck link.

Figure 6 shows, the completion time roughly unchanges (within 1.1 normal-
ized completion time) even if the bandwidth is reduced before reaching some
upper-threshold for each application: e.g., 200 Mbit/s for N Queen with 16 ×
16 grids, 70 Mbit/s for Jigsaw Puzzle with 36 × 36 pieces, and 200 Mbit/s for
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Task Scheduling with 500 tasks. Furthermore, the completion time abruptly in-
creases (exceeding 1.2 normalized completion time) if the bandwidth is reduced
after reaching some lower-threshold for each applications: e.g., 100 Mbit/s for N
Queen with 16 × 16 grids, 30 Mbit/s for Jigsaw Puzzle with 36 × 36 pieces and
40 Mbit/s for Task Scheduling with 500 tasks. The order of such the thresholds
across the applications (N Queen > Task Scheduling > Jigsaw Puzzle) is the
same as that of the average throughputs generated by them in Table 1.

The information on such the thresholds of limiting bandwidth with respect
to the application performance will help us to determine how a limited amount
of network bandwidths should be allocated to an application.

4 Conclusion

In this paper, we have investigated the network-related characteristics of some
typical distributed applications, focusing on the influence of the application traf-
fic on the condition of network resources and inversely, that of the condition of
network resources on the application-level performance.

We first have analyzed the characteristics of traffic generated by the ap-
plications that were classified into the Task-Framing or the Work Flow type
distributed processing. It was found that all the applications increased their
completion time and the amounts of transmitted data as the scale of their prob-
lem became larger while the relations between the amount of transmitted data
and the completion time heavily depend on its applications. In addition from
the analysis of flows, the communications of Task Scheduling (Work Flow type)
consisted of a large number of flows with various durations and throughputs.

N Queen and Jigsaw Puzzle (Task-Framing type) had a relatively small num-
ber of flows, less than a hundred, and their flows lasted either for short durations
less than ten milliseconds, for moderate durations around ten seconds, or for the
application processing from the beginning to the end.

We secondly have analyzed how the performance of each application was
affected by the condition of network resources. It has been shown that the sen-
sitivity of the application completion time to RTT differed strongly depending
on the applications. Note that the capability of enlarging the window in TCP
connections could mitigate the performance degradation caused by a long RTT
in an application sending a large amount of data in the successive manner. Then
it has also been shown that the application completion time abruptly increased
if the bottleneck bandwidth was limited to a value less than some threshold,
which differed strongly depending on the applications.

Our future goal is to develop an application-aware network resource alloca-
tion by using the information on network-related properties of applications. Such
kind of traffic engineering will determine which applications should be run simul-
taneously and which end-to-end path (among alternatives) should be allocated
to an individual application, based on how the performance of each of the appli-
cations is affected by the condition of network resources and on how the traffic
generated by these applications affects the condition of network resources. Our
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experiments suggest that an efficient network resource allocation is feasible by
using such information from the view point of the application-level performance.
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Abstract. Grid computing is becoming a mainstream technology for 
 sharing large-scale resources, accomplishing collaborative tasks and integrating 
distributed systems. With the development of the Grid technology, the Grid will 
provide the fundamental infrastructure not only for e-Science but also for  
e-Business, e-Government and e-Life. The workflow management system in the 
Grid is important to support such Grid applications. This paper proposes  
a framework of client-side workflow middleware, puts the emphasis on the 
transaction management and service discovery in workflow. The transaction in 
the workflow includes atomic transaction and compensation transaction. The 
coordination of these transactions in workflow is introduced in detail.   

1   Introduction 

Grid based computational infrastructure is an ideal computing platform to meet large-
scale resources and heterogeneity system [1]. Grid computing is becoming a main-
stream technology for sharing large-scale resources, accomplishing collaborative 
tasks and integrating distributed systems [2].  

In the past few years, the Computational Grid and Data Grid have received much 
attention, the server side applications, toolkits, middlewares are more available for the 
Grid, however the client side middleware for end Grid user is less concerned. For the 
workflow management system in Grid, much attention is put to e-science fields; little 
work has been done for the client-side workflow management system, which seems 
more close to our daily life than the Computational Grid.  

Although the Grid society has no clear definition for the information Grid, knowl-
edge Grid, but the conception of such Grid is now widely accepted. The client-side 
workflow management middleware plays an important role in Grid: the e-business, e-
government in Information Grid need the workflow to coordinate varieties tasks and 
activities, the Grid user needs a way to compose existing Grid Services into a new 
business services. In this paper, a client-side workflow management middleware is 
proposed in the Grid. 
                                                           
1 This paper is supported by 973 project (No.2002CB312002)of China, ChinaGrid Program of 

MOE of China, and grand project of the Science and Technology Commission of Shanghai 
Municipality (No. 03dz15026, No. 03dz15027 and No. 03dz15028). 
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2   Background and Related Works 

According to the Workflow Management Coalition, workflow is concerned with the 
automation of procedures where information and tasks are passed between partici-
pants according to a defined set of rules to achieve, or contribute to, an overall busi-
ness goal [3]. The traditional workflow management system (WFMS) is mainly con-
cerned with the automation of administrative and production business processes. 
These processes coordinate well-defined activities that execute in isolation, i.e. syn-
chronize only at their start and terminate states [4]. Currently a lot of workflow mod-
els were put forward to meet the requirement of the distributed, cross enterprise appli-
cation integration (EAI).  

Recent years, Web Services became an important technique to serve e-business. 
The service based workflow protocol was designed such as Web Services Flow Lan-
guage (WSFL) [5], Web Services for Business Process Design (XLANG) [6], Busi-
ness Process Execution Language for Web Services(BPEL4WS)[7]. 

The Workflow Framework for Grid Services (GSFL) was put forward in article [8].  
The Grid Services Flow Language is an XML based language that allows the specifi-
cation of workflow descriptions for Grid services in the OGSA [1] framework. It has 
been defined using XML Schemas. 

3   The Requirement of Client-Side Workflow in Grid  

In article [7] the author analyzed the existing Web Services workflow specification 
and put forward the GSFL to avoid some disadvantages in Web Services workflow. 
However, GSFL puts emphases on the effectiveness of exchanging large amount of 
data in Grid, the research is aimed at the server side workflow. According to the 
workflow in GSFL, we believe that in Client-side workflow environment, the follow-
ing additional condition must be taken into account: 

- Transaction support 
Traditionally, transactions have held ACID properties. However, in Grid service 
environment, the coordination behaviors provided by a traditional transaction 
mechanism are sufficient if an application function can be represented as short-
lived transaction performing stable state changes to the system. But they are less 
well suited for structuring “long-lived” application functions, and less capability to 
handle the coordination of multiple services. Long-lived transactions may reduce 
the concurrency in the system to an unacceptable level by holding on resources for 
a long time. If such a transaction aborts, much valuable work already performed in 
the workflow must be undone.  Therefore, in a loosely coupled and service auto-
nomic gird service workflow environment, it is inevitable that more relaxed forms 
of transactions, which don’t strictly abide to the ACID properties, will be required.  

- Grid workflow schedule and coordinate 
Compared with traditional workflow schedule where each service is statically cre-
ated, the scheduling of workflow engine in Grid is more complex. Except the static 
scheduling which workflow engine allocates the resources according to the process 
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description statically binding the resources, there exists dynamic scheduling, which 
engine dynamically allocates the resources at runtime. 

- Easy composed and used by end user 
Currently the research of the Grid workflow is mainly in scientific field [10] [11]. 
The workflow system could be beneficial for modeling and managing scientific 
processes of experimental investigation, evidence accumulation and result assimila-
tion [11]. Processes themselves can then be reused, shared, adapted and annotated 
with interpretations of quality, provenance and security. 

With the growth of the e-business in the Grid and the development of information 
Grid, user-composed or client-side workflow system must be taken into account. In the 
testbed of ShanghaiGrid [12], end users need a tool to published their Grid applications 
or compose existing Grid Services into a new business services to extend its business 
values. Under such circumstance, the Grid Computing Environment (GCE) must pro-
vide a way to let end user easily compose workflow, so client workflow management 
system is more important. Users, organizations and other roles in the Grid need a facility 
to assemble the Grid Services to form business logic or a new Grid Services in a work-
flow; such workflow is a dynamic process and maybe change frequently.  The benefits 
of client-side Workflow in Grid include flexibility, adaptability and reusability. 

The research is to design a client-side workflow management middleware based on 
the GCE. It should include such high level feature:  Grid Transaction support, Grid 
based services discovery, Rule-based workflow, GUI-enabled workflow composing 
tools.  

4   Agent Based Transaction Management in Grid Workflow  

Based on our previous research on the transaction model in Web Services and Grid 
[13][14], Fig.1 shows the transaction architecture based on agent in the Grid work-
flow system. This architecture can handle two types of transaction in the Grid work-
flow system, which can be appointed by users or administrator: 

-  Atomic transaction (AT). AT is used to coordinate activities having short-lived 
application and executed within limited trust domains. 
-  Compensation transaction (CT). CT is used to coordinate activities having long-
lived application. In order to improve the concurrency, a compensation model must be 
applied in CT. 

4.1   Atomic Transaction (AT) Coordination in the Workflow 

AT holds the ACID properties. In some condition, especially in short-lived applica-
tion, AT will provide a more efficient way to accomplish workflow; meanwhile it has 
consistent failure and recovery semantics. The AT coordination in the workflow in-
cludes following steps: 

- Initiation: the Agent in workflow engine creates the transaction management and 
sends the Coordination Context (CC) message which includes necessary information 



22 Y. Li et al. 

 

to create a transaction such as transaction type AT, transaction identifier, coordinator 
address and expires to the Grid Services participate in the workflow. The lifecycle of 
CC will extinct till the transaction finished. 
- Preparation: the coordinator send prepare information to the Grid Services’ agent, and 
each service will first attempt to reserve all the needed resources. If successes, agent 
returns the success message to the coordinator, otherwise, returns the failure message. 

 

Fig. 1. Transaction architecture for Grid workflow 

- Execution:  Pi (i=1..n) is the ordered execution activities participate in the work-
flow, P1 is the start activity and Pn is the end activity. Ri(i=1..n-1) is the rule to 
determine if the return value of Pi suits certain condition. At certain time point, 
P1…Pk-1(1<=k-1<n) are already executed, and PK is to be started. The Pk first allo-
cates the resource it reserved, then executes, records the transaction in log in order 
to recover later from possible failure. After execution, Pk remains uncommitted 
status and returns the results to the workflow engine; the engine compares the re-
sults with RK. If the results of PK satisfy the RK, then PK+1 will execute next. Other-
wise, the workflow stops executing PK+1. When workflow Engine receives the re-
sults from Pk, it sends confirmed message to Pk , if Pk does not receives the con-
firmed message in a certain period of time, it will resend the results for N times. 
Meanwhile, the workflow Engine can query Pk  status if there is no results after 
certain time. 
- Committion: within the expiration time, if Pn(the last activity in workflow) is 
successfully executed and returns the results to workflow engine, the workflow is 
about to commit all the transactions. Otherwise cancel all the transaction, roll back 
any Pi to previous states. The commit step is like the traditional two-phrase commit. 

If Pk has sub-workflow, it will apply above mechanism recursively. 



 A Client-Side Workflow Middleware in the Grid 23 

 

4.2   Compensation Transaction Coordination in the Workflow  

AC applied in workflow system has some disadvantages: it reserves the resources all 
the activities needed until the transaction finished. In long-lived application, it is im-
possible to use AC as a workflow model. Fault-tolerance and compensation are re-
quired to support such application, the steps are similar to the AC in the workflow, 
but have following important differentiations: 

-  The Grid Services reserves and allocates resources only when it’s invoked. 
- In execution step, every activity has a timestamp. At certain time point, P1… Pk-1 
(1<=k-1<n) are already executed, and PK is to be started. Task Manager(TM) starts 
the Pk through agent and wait the response from Pk . Pk reserves and allocates the 
resource, then executes, records the transaction in log in order to recover later from 
possible failure. After execution, Pk immediately commits, if successful commits, it 
generates corresponding compensation transaction and returns TM with Committed 
message, which contain the results, to the Workflow Engine. Otherwise it automati-
cally rollbacks operations taken previously and returns Aborted messages. After send-
ing commit information, Pk waits for confirm information from TM. If workflow 
engine receives committed message it compares the results with RK. If the results of 
PK satisfy the RK, then PK+1 will execute next. Otherwise, the workflow stops execut-
ing PK+1, sending abort message to Pi (1<=i<=k) which has already been committed. 
After that, the TM sends confirm information to Pk . If In certain time Pk does not 
receive confirm message, it will resend for N times, if there still has no response from 
TM, Pk automatically recovery using compensation.  
- Compensation generation: based on pre-defined rules stored in rule database in 
GCE, Database event, Transaction Event, human anticipate pattern and system envi-
ronment, the Agent generates compensation.  
- Recovery: The compensation option is used to recover the committed transaction for 
committed activities, meanwhile rollback option is used to the abort the transaction 
before commit.  

4.3   Non-compensation Transaction Coordination in Workflow  

For non-compensation transaction existing in workflow, the coordination of the trans-
action became more complex. Currently, if any activity in workflow is non-
compensation transaction, the workflow engine treats that workflow as atomic trans-
action workflow to avoid the complexity of workflow schedule.  

5   The Design of the Workflow Management System on the Grid 

5.1   The Framework of the Workflow Management System on the Grid   

Fig.2 shows the framework of the workflow, it includes: 

-  Workflow Client Tools (WCT).  
WCT gives a GUI based interface to let uses or agents to assemble Grid Services in 

which information was retrieved from UDDI.  
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-  Workflow Repository Services (WRS) 
The user defined persistence workflow is also regarded resource and can be reused 
by others. The composed workflow information is put in UDDI and stores it per-
manently in the Workflow Repository Services. The WRS provides inserting, delet-
ing, updating, or querying service to be invoked by the Grid users.  

-  Workflow Monitor Services (WMS) 
The WMS can monitor the execution of the workflow return the status. 

-  Workflow admin Services (WAS) 
The WAS mainly includes role management, audit management and so on. 

-  Workflow Engine Services (WES) 
The WES is the core services in the workflow management system. The Workflow 
Engine is responsible for creating, assigning, controlling the activities (tasks), and 
deciding in each moment the next action to be performed [15]. It invokes the Grid 
Services as the tasks. The transaction management is discussed in section 3. 

The framework that the Grid based workflow management system is like tradition 
one [16,17,18], but all functions should be wrapped with Services. 

 

Fig. 2. he framework of the workflow management service 

5.2   Service Discovery of the Workflow  

As mentioned before, the user-defined workflow can be regarded as grid services in 
the GCE, and can be regarded as a sequence of Grid Services running under one 
transaction. In GCE we assume that each Factory and Grid service instance must 
register its GSH (Grid Service Handle) with Registry. Mapping relationship between 
GSH (Grid Service Reference) to GSR is registered in HandleMapper. And the Fac-
tory Service should be persistence service which means the factory service will auto-
matically create when its container starts up. 

 T
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Grid user (Client) looks up Grid Services through the UDDI according to the ser-
vices descriptions, the UDDI returns the Grid Services’ URLs. Fuzzy search arithme-
tic of the schema is designed that if there does not exist entire match, the UDDI will 
return a list of Grid Services to the user and let user choose one. 

GCE judges if the URL is a workflow-based Grid services. If it is, the Agent cre-
ates the WES and WRS instance and WES gets the workflow information from the 
WRS.   

The WES picks up the first task in the tasks-list and gets its URL, using this URL 
the WES discovers the GSR of a Grid service instance. If the Grid Service instance 
has been created and in valid status, the WSE looks up the Registry and gets GSR 
according to the GSH by using querying HandleMapper. If GSR does not exist, the 
WSE finds the GSH of Factory in Registry, creates a Grid service using the factory 
interface, which gets the GSH and GSR and then registers them in the Registry. 

When WES gets the GSR, it has enough information to bind it then receives its re-
sults. And then using that result as input to do the same step mentioned above until 
the entire task in task list have been done. 

6   Conclusions and Future Work 

In this paper, we analysis the requirement of client-side workflow in Grid and  a cli-
ent-side workflow management middleware is purposed based on our pervious work 
on ShanghaiGrid testbed about transaction , workflow and so on; the transaction and 
service discovery in workflow is discussed in detail. The Client side workflow Engine 
Service we proposed is a lightweight engine. It does not contain performance evalua-
tion, dynamic scheduling, fault torrent and so on. And the workflow management 
system is a centralized system. Such matter will be taken into account to improve the 
workflow management system. The none-compensation transaction in workflow 
should be further studied to improve the coordinate of schedule. 
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Abstract. The sophisticated distribution of computing some difficult 
mathematical tasks between geographically scattered computers, connected into 
the so-called grids, offers to users the potential of using a processing power 
several times higher than that of a supercomputer or a cluster at a much lower 
price. A crucial problem of recent applications requiring the grid-based solution 
is that they are designed to solve one specific problem. The aim of this paper is 
to propose a universal Grid framework that will use a sophisticated aggregation 
method for distributed data processing. This framework should realize all 
repeating programmer operations automatically – e.g. data transfer and 
validation, security, authorization, etc. The user of this system should only 
insert desired algorithm and data for processing and the system will be able to 
solve any parallelized task automatically without additional programming. 

1   Introduction 

Currently, there is an increasing number of tasks which cannot be processed by 
common computers. The demands of research and science define new algorithmized 
tasks continually and these tasks cannot be solved by the computing power of a single 
workstation. It is necessarily to use expensive supercomputers or aggregate 
computing power for solving these tasks. 

The aggregation of computing power can be realized in two different ways. The 
first one, historically older and very expensive solution, is to develop a 
multiprocessing supercomputer. This centralized system, with exactly defined 
requests on the function of each component, covers complex problems from parallel 
use of processors to programming the specialized software. This solution is 
proprietary in most cases and there are a lot of financial and technological barriers 
that disallow effective usage. 

The second method is aggregating the power of a few servers into clusters, when it 
is possible to solve the task on multiple computing units in parallel. This is the most 
widely used method today. 

1.1   Grid Networks 

The idea of using clusters was later generalized in constructing Grid networks, which 
can aggregate the power of not only servers but common workstations too. The Grid 
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is in principle cluster secured to be able to work in the unprotected space of the 
Internet. The whole system consists of geographically scattered computers, which are 
being interconnected dynamically towards being able to offer unified information 
about its free capacity (e.g. computing cycles, free disk space, etc.). 

Today there are a lot of subjects supporting grid research in the hardware area 
(HW, IBM), for the middleware or the business database grids (Oracle). On the basis 
of these experiences there were written recommendations for a grid development 
called “Standard Open Grid Services Architecture”.  

1.2   Current Grid Problems 

A huge problem of current applications using the Grid technology is the fact that they 
are programmed to solve one specific task. For a different task it is necessary to 
program the whole system again, including e.g. network communication, user 
authentication, encryption, etc. It is also impossible to use an algorithm already 
programmed for a single computer, because it is not optimized for parallel computing. 
Another difficulty is the fact that tools for grid-usage monitoring, accounting or even 
for security have not been developed. These disadvantages are very problematic 
mainly when the grid is used by several departments or even companies. 

The idea of aggregation power of common computers connected over a 
communication network is not an original. There exist some systems in computer 
networks that are focused on processing distributed computing. But each of them has 
some troubles. Solutions like SETI@home, Folding@home, Genome@home, 
breaking the DES algorithm are programmed for computing one specific task. On the 
other hand there are projects like MOSIX or BEOWULF that offer more flexibility 
from the viewpoint of algorithm but they can be used for only one specific operation 
system, they require a complex support and very often they require the whole 
computing power of  the machine. 

The main disadvantage of both mentioned solutions is the impossibility to solve 
any computing task without large additional costs. But these aspects offer the biggest 
potential of distributed tasks.  

2   Universal Grid Framework Architecture 

The reasons for the above specification are clear – design an open architecture 
enabling users to substantially speed-up the development work by reducing it to a 
mere implementation of a concrete algorithm. This universal architecture has to 
ensure the aggregation of the power of common workstations for solving generally 
any parallelized tasks.  

This architecture will not work as a stand alone system. It will be only a general 
application framework where it is very simple to input algorithm and data for 
processing a particular task. This framework ensures an automatic distribution of the 
algorithm from server (node) to workstations (points or execution units) and 
consequently collects the processed outputs, sorts them and presents results. 



 General Architecture of Grid Framework with QoS Implementation 29 

 

Demands on Universal Grid Framework Architecture 

We determine these important demands on the planned architecture: 

- Internet-based clustering of points, 
- federation of clusters to create hierarchical, cooperative grids, 
- web services interface supporting a grid job model for cross-platform 

interoperability, 
- one or more interoperable nodes in the network,  
- client installation on unlimited number of points, 
- transparent access to distributed resources, 
- framework independence from the processing task, 
- high effectivity of using the distribution power, 
- definition of maximal using computing capacity of workstation, 
- definition of maximal storage limit of workstation, 
- secured and verified communication between node and points, 
- elaborated verification of the authenticity of computed data, 
- Quality of Services in Grid network should be implemented. 

Advantages of a Grid Based on the Framework 

- facilitation of algorithm implementation, 
- faster and cheaper grid building, 
- easy development, 
- secured communication realized automatically, 
- user verification realized automatically, 
- decentralized data saving (distributed backups, archiving, data stores, etc.). 

2.1   Concept of Grid Framework  

Due to our demands we could not use the existing Grid open source projects (eg. 
Globus Project) or grid solutions offered by JAVA or .NET. Te main argument for 
refusing these projects is speed – interpreted languages are slow or at least they are 
not as fast as compiled code is. And what is more – only JAVA and .NET frameworks 
occupy some computing power and need at least Pentium III with 256MB RAM for 
their smooth working. 

We had to design our own concept of Grid framework that covers the server and 
client specification, communication node-point protocol and methods for computing 
parallel threads. 

This Grid framework respects OGSA (Open Grid Service Architecture) and uses 
also Web Service technologies – SOAP for communication and WWW for 
monitoring the execution units. As can be seen in Figure 1, it consists of 3-layer 
architecture described below. 

Execution Unit 
Execution unit is a final client application that receives the algorithm and data from 
the node. The workstation then computes the task and sends the result back to the 
node. Our client was written in Microsoft C++ compiled with Intel C++ Compiler. 
This 3MB application is super-effective for processing computing tasks, easily 
installable and configurable (also remotely) and has extended options of setting the 
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Fig. 1. Grid framework 3-layer architecture 

user rights. It can be set up whether users can start or stop the computing process, 
change the capacity of processor, memory or storage, etc. At the present, the client 
application is available for the Windows platform just now but we are preparing also 
the UNIX version. 

Grid Core System 
This daemon ensures subsystem communications for the server part of framework. 
The grid server was written in JAVA for the UNIX operation system. 

Database Subsystem 
Our framework is not dependent on a single type of DBMS (Database Management 
System). We have found it is an advantage to use relation database systems only for 
some computing tasks, while sources and results of others tasks meet the object-
oriented, hierarchic database systems or even the XML format. Due to this 
requirement we had to write a universal database driver which defines a generalized 
database language that is later translated into the native DBMS language (e.g. SQL 
Data Manipulation Language). Because of huge database capacity we also 
implemented support for data mining. 

Data Operations 
This subsystem uses the SOAP technology for data transfer (communication 
principles are described later) and ensures  

- store user algorithm 
- store data for proceeding 
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- store processed data 
- deliver the algorithm 
- send data to clients 
- receive data from clients 
- security 
- data validation 

Presentation Subsystem 
Remote server administration is realized through apresentation subsystem. It allows 
setting server parameters, properties of the grid network and several clients. The 
administration is accessible via the web and allows monitoring the state of computing 
task as a whole but also monitoring serveral clients. 

3   Communication Principles 

A process of data computing must deal with the following issues:  

- identifying suitable Grid nodes (that possess the required computing power, 
memory, storage, etc.), 

- transferring the algorithm (input resources and dependent libraries) execution 
units, 

- transferring data to execution units, 
- starting the remote job and monitoring its execution, 
- transferring the results from the remote execution unit back to the node. 

3.1   Quality of Service for Grid Networks 

The environment in which an application resides is very important. Grid clients 
(execution units) will present their requirements at component development-time, 
assembly-time, deployment-time or execution-time. Quality of Service for Grid could 
be defined in terms of how well these requirements can be met. 

As was said above, our universal architecture respects a widely adopted Open Grid 
Services Architecture (OGSA) that provides a web-service-based development 
environment for developing grid applications. Although OGSA relies on Internet 
standards while making the platform services open for loose coupling, it does not 
support any QoS issues such as QoS specification, management, and is limited in 
performance optimization. 

Grid users may wish to have fine-grained control of quality of service (QoS) 
guarantees in the network in order to allow timely data transfer in a distributed 
application environment. Internet Protocol (IP) based networks, and the Internet 
itself will be used to allow communication across Grid Systems. The IP and the 
Internet were never designed to handle QoS-sensitive traffic and so the Internet 
community must evolve the network and enhance the Internet protocols in order to 
cater for the needs of these new and demanding applications. Although there exist 
some solutions for IP protocol (e.g. INTSERV, DIFFSERV) they are not suitable for 
Grid networks. 
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Fig. 2. Grid QoS Protocol architecture 

3.2   Concept of Grid QoS Protocol 

As we could not use QoS on the network layer of the OSI model for our universal 
architecture we had to define our own Grid QoS protocol. As shown in Figure 2 this 
protocol is based on Internet Protocol (application layer) and uses TCP ports. This 
high-performance network protocol ensures: 

- endpoint-A, endpoint-B - the IP addresses of the two end-points of the 
reservation, 

- directionality: whether the reservation is uni-directional or bi-directional, 
- resource reservation and allocation of execution unit computing capacity, 
- access control, security, accounting & billing, 
- admission control, policing, and scheduling, 
- encrypting data, 
- traffic shaping, bandwidth, buffer management, etc., 
- monitoring support. 

4   Conclusion 

In the near future, the Computational Grid will become an important and powerful 
computing platform in both the scientific and commercial distributed computing 
communities for the execution of large-scale, resource-intensive applications. The 
goal of our grid-framework solution is to aggregate collections of shared, 
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heterogeneous, and distributed resources to provide computational “power” for 
parallel application in a fast and cheap way.  

Using the Grid Framework can greatly reduce expenses and the implementation 
time for any subject that plans to solve sophisticated computing tasks. Quality of 
Services is particularly important in utility Grid networks and it provides a new 
opportunity to further R&D in networking. 
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Abstract. Significant progress has been made towards making optical networks 
100% restorable in the event of single link failures through protection schemes 
with preplanned spare capacity. Currently dual failures are considered not un-
common and finding shows that designs offering complete dual failures restor-
ability require more than double the amount of spare capacity. In this paper, we 
study the impact of re-provisioning on improving the overall network robust-
ness and we compare two different re-provisioning schemes under both central-
ized and distributed implementations. We show that under distributed imple-
mentation, network robustness degrades due to excessive contentions and 
accordingly we propose a solution to mitigate the impact of contentions. We 
evaluate the performance of our proposal through simulation experiments. 

1   Introduction 

Significant progress has been made towards making optical networks resilient in the 
event of single link failures. Protection schemes with preplanned spare capacity [1] 
have been extensively studied in optical mesh networks where for each admitted con-
nection two link disjoint paths are provisioned; a primary path with working capacity 
and a secondary path with protection capacity [2]. Protection capacity can either be 
dedicated or shared among multiple connections whose primary paths are physically 
disjoint and in the event of a failure along the primary path, the connection is rerouted 
to its secondary path [3, 4]. 

Given the increase in the size and complexity of today’s networks, dual failures 
become increasingly probable. Dual failures can dramatically disrupt the services of-
fered by the network if appropriate precautions are not implemented. Hence, design-
ing recovery algorithms to protect against such failures is a paramount concern. To 
date, various efforts have already addressed the problem of routing connections under 
dual failures assumption, and findings show that designs offering complete dual fail-
ures restorability require more than double the amount of spare capacity [5, 13]. 

In order to avoid this excessive deployment of extra spare capacity in the network, 
capacity re-configuration after the occurrence of and recovery from the first failure 
has been proposed [6-10].  After the occurrence of the first failure, all failed connec-
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tions are restored from their working into their protection paths. Hence, upon com-
plete recovery, shared protection capacity along active protection routes can no 
longer be shared. As a result some of the connections in the network will become 
unprotected and therefore will increases the network vulnerability to a subsequent 
failure.  

Re-provisioning provides a mechanism by which one can find and allocate new 
protection capacities for these newly unprotected connections without a priori 
knowledge of the location of the second failure. A backup re-provisioning algorithm 
for handling multiple failures is recently presented in [10] and comprehensive stud-
ies indicate that re-provisioning can dramatically lower network vulnerability. Simi-
larly, others have considered pre-emptive network re-provisioning schemes [8,9] 
whenever the second failure is assumed to occur after recovery actions are taken for 
the first failure but before the actual failed link itself is restored; overall findings 
show a notable improvement in the level of network vulnerability as well as recovery 
ratios.  

In this paper we study the benefits of capacity re-provisioning, particularly on 
improving network robustness in optical shared mesh network. We assume two in-
dependent link failures, where the second failure occurs after the first failure is 
recovered from, but before it is physically repaired. A critical objective for re-
provisioning, however, is to reduce the total number of connections that have to be 
re-provisioned.  Here the motivations are twofold: (1) to reduce management over-
heads in provisioning a large number of connections, and (2) to lower reservation 
contention between multiple unprotected connections trying to establish backup ca-
pacity. The latter may result in increased blocking rates for re-provisioning, which 
in turn will increase vulnerability to subsequent failure(s). We present and compare 
the performance of two different re-provisioning schemes under both centralized 
and distributed implementations. We show that re-provisioning mitigates the impact 
of double-link failures and dramatically improves the robustness in a network that is 
designed to achieve 100% restorability under only single link failures. Moreover, 
we show that the proposed re-provisioning scheme outperforms the conventional 
scheme; that is under the same failure circumstances, our scheme re-provisions 
fewer connections than the conventional approach (i.e., reduced overhead and con-
tentions) and protects more (i.e., better robustness). We also show that under 
distributed implementation the performance of both re-provisioning schemes 
degrades. This is due to the fact that right after recovery from the first failure, 
contentions among multiple unprotected connections simultaneously attempting to 
reserve protection capacity may occur, therefore leaving some of these demands 
unprotected. We propose a new technique to cope with the adverse effects of 
contentions by allowing unsuccessful connections to reattempt re-provisioning. We 
show that reattempting substantially improves the network performance when 
distributed re-provisioning is implemented. The rest of the paper is organized as 
follows. In section II we present the problem statement and network re-provisioning 
in section II. Section III presents the centralized and the distributed implementation 
of the re-provisioning algorithm. Section IV presents performance evaluation and 
comparisons and finally we conclude in section V. 
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2   Network Reprovisioning  

2.1   Problem Statement 

The objective of this paper is to study the benefits of capacity re-provisioning on im-
proving the robustness of a network that, under normal conditions, is designed to only 
protect against all single link failures. When a failure occurs, all connections whose 
working paths are affected by that failure are re-routed on their corresponding protec-
tion paths [2, 3, 4]. Connection recovery usually requires source node notification and 
recovery signaling to configure the protection resources (e.g., wavelengths and cross 
connect switches) along the backup route [4].  However, since these protection re-
sources may also be shared with other unaffected connections, these connections may 
become unprotected and vulnerable to the next failure [10]. Fig. 1 shows an illustra-
tive example with three connections (A-H, C-G, and D-F).  A working lightpath (wi) 
and a physically disjoint backup lightpath (bi) for each connection are initially provi-
sioned.  The protection resource wavelength 1 on link <D-E> is shared between b1 
and b2 since their corresponding working paths (w1 and w2) are link disjoint. Upon 
the failure of link <B-F>, all working connections that are routed through that link are 
re-routed onto their corresponding protection paths.  This in turn yields a set of unpro-
tected connections, which increases the vulnerability to a second failure.   

Overall, to summarize these unprotected connections, one can classify them into 
three categories: 

1) Indirectly Affected Connections: During recovery, shared protection resources are 
activated by the failed connections and this may cause unaffected connections 
(whose backup lightpaths share these protection resources) to become unpro-
tected.  For example, w2 in Fig. 1 is unprotected since b1 is activated and b2 can 
no longer share spare capacity with b1.  

2) Directly Affected Working Connections: A connection that is re-routed to its 
backup route is still vulnerable to another failure on its protection route and hence 
is no longer protected (e.g., b1 is unprotected since it loses its primary). 

3) Directly Affected Backup Connections: Connections whose protection routes have 
failed due to the first failure become unprotected (e.g., w3 is unprotected since it 
loses its backup path). 

  
Fig. 1. Sample network and connections                 Fig. 2. Example for re-provisioning 
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Clearly, increased numbers of unprotected connections can increase vulnerability 
to subsequent failures and lower overall network restorability. To improve the service 
availability, re-provisioning exploits the available capacity in the network to re-
establish new backup paths for unprotected connections in advance of a subsequent 
failure (and right after the recovery from the first fault).  

2.2   Reprovisioning Approach 

A re-provisioning algorithm typically takes several inputs including network topol-
ogy/usage information and a list, U, of unprotected demands or demands that require 
re-provisioning. The algorithm then tries to establish backup lightpaths for unpro-
tected connections using available capacity. One such scheme has been proposed in 
[10] and its performance is evaluated here, termed thereafter Scheme I.  Here, upon 
recovery from the first failure, this particular algorithm categorizes all unprotected 
connections into one of the three categories detailed above and attempts to establish 
new protection lightpaths for each.  

However, we note that when a connection (wi) is restored onto its backup route 
(bi), the shared protection capacity along bi becomes temporarily unavailable for 
other demands whose backup routes also share that capacity. To improve the restor-
ability of these connections, we present a new, improved scheme, termed thereafter 
Scheme II.  Namely, instead of provisioning new backup capacity for these newly un-
protected demands (whose total number may be very large), a new path wi

new is provi-
sioned for the failed lightpath, wi, that is link-disjoint with bi. Hence, upon completing 
the provisioning of wi

new, the traffic is simply reverted back from bi to wi
new.  How-

ever, note that protection capacity along bi may not preserve its sharability status as 
wi

new could be non link-disjoint with (some) demands whose protection routes share 
protection capacity with bi. In such a case, a new pair (wi

new, bi
new) is re-provisioned 

and traffic is reverted from bi to wi
new. Finally, if this step is not successful, the algo-

rithm computes the set of unprotected connections resulting from the recovery of wi 
and re-provisions them accordingly (similar to scheme I). Note that when wavelength 
conversion is deployed, only the links along bi where protection wavelength(s) cannot 
be shared are identified and new protection wavelength(s) on those links are provi-
sioned. Upon finishing this phase, other unprotected connections in other categories 
that have not been considered are re-provisioned.  

The effectiveness of Scheme II is best shown via an illustrative example in Fig. 
2.  Here we assume that initially b1, b2 and b3 are all setup using 1, and b1 shares 1 
on link <D-E> with b2 and on link <E-H> with b3. Typically when link <B-F> fails, 
w1 is restored to its backup b1 and as a result, b2 and b3 become unavailable since 
they share protection capacity with b1.  Hence w2, w3 and b1 become unprotected and 
three new protection paths (or capacity) need to be re-provisioned if Scheme I is 
applied in order to fully protect the network against a subsequent failure. However 
in Scheme II, when w1 is restored to its backup, b2 and b3 become only temporarily 
unavailable.  Hence if we can find a new working path (w1

new) that is link disjoint 
with b1 to carry the failed traffic, then b2 and b3 can also become available again. 
Note that w1

new may not be disjoint with w2 and/or w3 (w2 in this example).  There-
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fore, b1 cannot share any protection resource with b2. In a wavelength continuous 
network, a new backup b1

new (and protection wavelength) that is link-disjoint with 
w1

new has to be provisioned. In a wavelength convertible network, the conflict links 
are identified (e.g., <D-E>) and a different wavelength is provisioned along those 
links (e.g., 2 can be assigned to b1 on link <D-E> leaving the rest of the backup 
lightpath intact). Note that Scheme II differs from Scheme I in that the number of 
connections to be re-provisioned upon a failure is dramatically reduced, whereas the 
number of temporarily unprotected connections during the re-provisioning time re-
mains the same. The steps for executing Scheme II algorithm are now detailed: 

1) Each demand whose working path, wi, is affected by the first failure is rerouted to 
its backup route, bi, and resources along wi are released.  

2) For each bi 
a. Find wi

new with enough capacity that is link-disjoint with bi and the primary 
routes of demands sharing protection capacity with bi; reserve the working 
capacity along wi

new and revert the traffic into it from bi. 
b. Otherwise, find wi

new with enough capacity that is link-disjoint with bi: 
i. If successful, revert traffic to it and find a new protection capacity for bi. 

ii. Otherwise, compute wi
new and reserve corresponding capacity and revert 

traffic to it, then compute bi
new to protect wi

new. 
3) For each connection that fails in step 2, identify the list of unprotected connec-

tions: 
a. For each unprotected demand, release protection capacity that is already re-

served and no longer useable. Repeat until all demands are processed. 
b. Compute a link-disjoint route with the working path of each unprotected de-

mand and allocate protection capacity if available.  
c. Reserve capacity and go back to 3b. Stop when all unprotected connections 

are processed. 

3   Centralized and Distributed Reprovisioning 

The performance of a re-provisioning scheme strongly depends on the implementa-
tion of the underlying algorithm. An algorithm typically can either have a centralized 
or a distributed implementation [11]. Under a centralized implementation, a central 
network management system holds the global information of network resources, such 
as network topology, link states, wavelength usage on each link, sharability informa-
tion for protection resources, etc., and the corresponding steps of the particular algo-
rithm are executed at this central controller. Here, upon the occurrence of a failure, 
the network will take the responsibility of recovering the failed connections through a 
standard signaling recovery protocol [4] and the central controller is informed through 
an alarm message to initiate the re-provisioning procedure. Upon receiving the alarm, 
the central controller identifies the list of unprotected connections (if scheme I is de-
ployed) resulting from the recovery of failed connections. For every unprotected con-
nection in the list, a new protection path with available capacity is determined.  The 
controller then configures resources for the unprotected connection by notifying each 
node along the route. If the controller finds there are not sufficient network resources 
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to protect a connection, the connection is deemed unprotected. After the controller re-
ceives acknowledgment from each node, it will send a message notifying the source 
node of the appropriate changes to its protection path. 

Similarly, when scheme II is used, the controller starts by first computing a new 
working path for each failed connection and assigning a wavelength along the path. 
If successful, then the controller requests the reservation of the wavelength along 
the new selected route; upon completion, the recovered traffic is reverted back to 
the new working connection (see section before for details of algorithm). Clearly, 
under a centralized management, re-provisioning of unprotected connections is 
done sequentially in order to avoid contention for capacity. Contention for capacity 
may lead to increasing the number of unprotected connections in the network, there-
fore increasing its vulnerability. Alternatively, under distributed implementation of 
scheme I, the source node of each unprotected demand is responsible for re-
provisioning new protection capacity for its connection. An unprotected demand is 
typically identified by either the node detecting the link failure or by the source 
node of a failed connection. We deploy a distributed provisioning approach with 
forward reservation [12]. If at least one node along the route is not successful in re-
serving the selected wavelength, the reservation fails and the connection is deemed 
unprotected. Here, unlike the centralized scheme, all unprotected connections at-
tempt to reserve protection capacity simultaneously and therefore contentions [11, 
12] may likely occur among connections requesting the reservation of the same re-
source. Clearly, a connection failing to find new protection capacity will be left un-
protected and ultimately increasing the network vulnerability to a subsequent fail-
ure. Note that, if the number of unprotected connections resulting from the first 
failure and simultaneously attempting to re-provision new protection capacity is 
quite large, contentions over resources is more likely to increase; thereby, leaving a 
large number of unprotected demands in the network upon re-provisioning. There-
fore, to achieve a better network restorability, the effect of contentions will have to 
be reduced. Similarly discussions hold for scheme II. Contentions are likely to oc-
cur among multiple connections simultaneously attempting to provision new capac-
ity (i.e., wavelength resources); therefore, and unlike the centralized scheme, result-
ing in an increase in the number of unprotected connections after re-provisioning. 
As we have already mentioned, the impact of contentions among unprotected con-
nections trying to re-provision backup capacity is intensified when the number of 
connections to be re-provisioned is large. One of the advantages scheme II pos-
sesses over scheme I is that the number of connections to be re-provisioned is po-
tentially much smaller; therefore making the impact of contentions on network 
restorability less severe. Nonetheless, it is still a concern as it will prevalent in 
section IV. To mitigate the impacts contentions may have on the network 
restorability, we propose that unprotected connections attempting to re-provision 
and failing to succeed due to contention, be allowed to reattempt after selecting a 
different wavelength if possible. The advantage of reattempting is that blocking due 
to contentions may be reduced whereas the drawbacks are increased network re-
provisioning times.  
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4   Simulation Results 

We study the performance of lightpath re-provisioning in a sample core topology [10] 
consisting of 24 nodes and 86 unidirectional links. Requests are uniformly distributed 
between all source-destination pairs and arrive according to a Poisson traffic model. 
Meanwhile, the connection-holding time is exponentially distributed and the number of 
wavelengths per link is W=64. Table 1 summarizes the performance of re-provisioning 
under centralized implementation. We compare the conventional scheme (Scheme I) 
versus the proposed scheme (Scheme II) in terms of total number of demands to be re-
provisioned (Ri), total number of successfully re-provisioned demands (SRi), and the to-
tal number of unprotected demands after re-provisioning (UAi). We simulate the failure 
of a unidirectional link and calculate the number of unprotected demands upon the fail-
ure (before re-provisioning); note that this number (Ui) is the same for both schemes 
and it is equal to the number of connections to be re-provisioned in Scheme I (i.e., 
U1=U2=R1). For Scheme II, the number of unprotected connections after re-
provisioning and the number of successfully re-provisioned connections are measured to 
determine the total number of re-provisioned connections (i.e., R2 = UA2 + SR2).  

Results in Table 1 show that when the load is 500 Erlangs, the total number of un-
protected connections resulting from the first failure is 146. Subsequently, upon re-
provisioning using scheme I, a total number of 146 connections are re-provisioned 
and only 9 connections are left unprotected (9:146). This shows that re-provisioning 
dramatically reduces the network vulnerability by protecting vulnerable demands. On 
the other hand, scheme II shows that although 146 connections are unprotected before 
re-provisioning, only 63 connections are re-provisioned and 1 connection is left un-
protected out of 146 (1:146). Further, when the load increases, e.g. 1000 Erlangs, the 
gain figures of scheme I and II are 34:177 and 20:177 accordingly with only 113 con-
nections re-provisioned under scheme II. Clearly, the benefits of re-provisioning are 
evident herein, as the total number of unprotected connections is significantly re-
duced. We also observe that Scheme II outperforms Scheme I in two other aspects:  
(1) the total number of unprotected connections in the network after re-provisioning is 
much lower. This indicates better network restorability and less vulnerability to an-
other failure; (2) the total number of connections that require re-provisioning upon a 
failure is lower.  This yields a clear advantage as it can substantially lighten network 
management overheads and reduce contention amongst simultaneously re-
routing/reservation attempts (i.e., higher re-provisioning successful rate). Overall, the 
results show that the proposed Scheme II performs less re-provisioning yet achieves 
better protection. Similarly, the performance results of re-provisioning under distrib-
uted implementation are shown in Table 2. Clearly, the results show the advantages of 
network re-provisioning in reducing the total number of unprotected demands in the 
network after the first failure. However, it is important to notice that distributed re-
provisioning protects fewer connections than the centralized scheme. This is mainly 
due to the fact that in a distributed environment, connections contend among each 
other to reserve protection capacities. For example, when the load is 1000 Erlangs, 94 
connections (Table 2) are left unprotected after re-provisioning with scheme I 
whereas only 34 connections (Table 1) are unprotected if re-provisioning is central-
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ized. This therefore will adversely affect the network robustness in advance of a sec-
ond failure. Similarly, with scheme II, 33 connections are unprotected after re-
provisioning (when the load is 1000 Erlangs) vs. only 20 unprotected connections left 
in centralized implementation. 

Two observations are in order here. We first notice that the total number of re-
provisioned connections for scheme II under distributed implementation is larger than 
that under centralized implementation (e.g., 148 vs. 113 at 1000 Erlangs). This is due 
to the fact that when an unprotected demand is not successful in steps 2.a and 2.b (see 
section III), step 3 of the algorithm is executed whereby all unprotected demands re-
sulting from this connection are identified and re-provisioned accordingly. Now, 

unlike centralized re-provisioning, under distributed implementation our experiments 
showed that more connections will not be successful with steps 2.a and 2.b and as a 
result, a lager number of connections will be re-provisioned using step 3. Another im-
portant observation is that scheme I is more affected by contentions than scheme II. 
The justification for this is explained by the fact that under scheme I, all unprotected 
connections are simultaneously re-provisioned which means higher contentions. 
Whereas under scheme II, steps 2.a and 2.b start by re-provisioning only the failed 
connections going through the failed link (i.e., the directly affected connections) and 
finally resort to step 3. Since the total number of failed connections is much smaller 
than the number of unprotected connections, contentions will have a lower effect. 
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Total number of unprotected connections due to contentions 

load R1 UA1 SR1 R2 UA2 SR2 
100 37 9 28 17 1 16 
200 48 17 31 24 1 23 
300 72 30 42 44 7 37 
400 104 48 56 55 9 46 
500 146 71 75 91 14 77 
600 152 83 69 100 25 75 
700 153 83 70 120 29 91 
800 167 83 84 113 21 92 
900 171 90 81 135 36 99 
1000 177 94 83 148 33 115 

load R1 UA1 SR1 R2 UA2 SR2 
100 37 0 37 16 0 16 
200 48 0 48 23 0 23 
300 72 3 69 34 0 34 
400 104 3 101 47 0 47 
500 146 9 137 63 1 62 
600 152 13 139 74 3 71 
700 153 20 133 94 10 84 
800 167 19 148 97 7 90 
900 171 27 144 97 9 86 
1000 177 34 143 113 20 93 

 
Table 1. Schemes I vs. II-centralized                 Table 2. Scheme I vs. II-distributed  

W W
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Overall, under distributed re-provisioning, a demand may fail to protect its connection 
for two reasons: (1) due to unavailable resources or (2) due to contentions with other 
connections. We measured the impact of contentions on increasing the load in Fig. 3. 
Clearly, most of connections fail to be protected due to contentions while attempting 
to reserve capacity. Here, unlike centralized re-provisioning where a central controller 
maintains an updated database for its resources; in distributed re-provisioning, the 
blocking due to contentions increases substantially due to the latency in receiving re-
source updates in time. Therefore, a node attempts to reserve capacity that may al-
ready have been reserved by some other connection, leading to blocking due to con-
tentions. Also, Fig. 3 shows the strong impact contentions have on scheme I; this is 
due to the larger set of unprotected connections attempting to re-provision simultane-
ously. To minimize the impact of contentions, we propose that a connection that is 
blocked due to contention be allowed to select a new wavelength and retry its reserva-
tion. Fig. 4 shows the improvement of this retry scheme in reducing the number of 
unprotected connections. The disadvantage of retrying, however, is the increase in the 
overall re-provisioning time. Our simulations showed that the total network re-
provisioning time is kept well under 1 second when the number of retries is 3. 

5   Conclusions 

We studied the problem of improving restorability in optical networks for dual, near-
simultaneous failures.  A novel capacity re-provisioning scheme is introduced in order 
to reduce the number of unprotected connections after the first failure. The work con-
siders a conventional scheme for lightpath re-provisioning and proposes a new, im-
proved scheme that yields superior performance.  We discussed the implementations 
of re-provisioning under both centralized and distributed control; we showed that un-
der distributed implementations, the restorability of the network degrades due to ex-
cessive contentions that occur when simultaneous connections attempt to re-
provision. We also showed that the proposed re-provisioning scheme performs much 
better than a conventional scheme under distributed implementation; that is because 
the proposed approach reduces contentions since it re-provisions less number of un-
protected demands. Finally, we proposed to reduce the impacts of contentions by al-
lowing unsuccessful connections to reattempt re-provisioning.  
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Abstract. This paper discusses performance implications of meshing degree (or 
nodal degree) for optical burst switching (OBS) mesh networks using signaling 
protocols with one-way reservation schemes. The analysis is focused on the 
following topologies: rings, chordal rings with nodal degrees ranging from three 
to six, mesh-torus, NSFNET, ARPANET and the European Optical Network 
(EON). It is shown that the largest nodal degree gain, due to the increase of the 
nodal degree from two to around three, is observed for degree-three chordal 
ring topology, where as the smallest gain is observed for the ARPANET. For 
these cases, the magnitude of the nodal degree gain is slightly less than three 
orders for the degree-three chordal ring and less than one order of magnitude 
for the ARPANET. On the other hand, when the nodal degree increases from 2 
to a value ranging from about four up to six, the nodal degree gain ranges 
between four and six orders of magnitude for chordal rings. However, EON, 
which has a nodal degree slightly less than four has the smallest nodal degree 
gain. The observed gain for this case is less than one order of magnitude. Since 
burst loss is a key issue in OBS networks, these results clearly show the 
importance of meshing degree for this kind of networks. 

1   Introduction 

Optical burst switching (OBS) [1]-[6] has been proposed as an alternative paradigm to 
overcome the technical limitations of optical packet switching (OPS), namely the lack 
of optical random access memory and to the problems with synchronization. OBS 
combines the best of OPS and circuit switching, and it is a technical compromise 
between wavelength routing (i.e., circuit switching) and optical packet switching, 
since it does not require optical buffering or packet-level processing and is more 
efficient than circuit switching if the traffic volume does not require a full wavelength 
channel. In OBS networks, IP (Internet Protocol) packets are assembled into very 
large size packets called data bursts. These bursts are transmitted after a burst header 
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packet, with a delay of some offset time. Each burst header packet contains routing 
and scheduling information and is processed at the electronic level, before the arrival 
of the corresponding data burst. The burst offset is the interval of time, at the source 
node, between the transmission of the first bit of the setup message and the 
transmission of the first bit of the data burst. 

According to the length of the burst offset, signaling protocols may be classified 
into three classes: no reservation, one-way reservation and two-way reservation. In 
the first class, the burst is sent immediately after the setup message and the offset is 
only the transmission time of the setup message. This first class is practical only when 
the switch configuration time and the switch processing time of a setup message are 
very short. The Tell And Go (TAG) protocol [7] belongs to this class. In signaling 
protocols with one-way reservation, a burst is sent shortly after the setup message, 
and the source node does not wait for the acknowledgement sent by the destination 
node. Therefore, the size of the offset is between transmission time of the setup 
message and the round-trip delay of the setup message. Different optical burst 
switching mechanisms may choose different offset values in this range. Just-in-time 
(JIT) [3], JumpStart [4]-[6], JIT+ [8], just-enough-time (JET) [1] and Horizon [2] are 
examples of signaling protocols using one-way reservation schemes. The offset in 
two-way reservation class is the time required to receive an acknowledgement from 
the destination. The major drawback of this class is the long offset time, which causes 
the long data delay. Examples of signaling protocols using this class include the Tell 
And Wait (TAW) protocol [7] and the scheme proposed in [9]. Due to the 
impairments of no reservation and two-way reservation classes, we concentrate the 
study in one-way reservation schemes, being considered the following protocols: JIT, 
JIT+, JumpStart, JET, and Horizon. 

A major concern in OBS networks is the contention and burst loss. The two main 
sources of burst loss are related with the contention on the outgoing data burst 
channels and on the outgoing control channel. In this paper, we consider bufferless 
networks and we concentrate on the loss of data bursts in OBS networks. 

The reminder of this paper is organized as follows. In section 2, we describe the 
model of the OBS network under study, and in section 3 we discuss performance 
implications of the nodal degree for OBS networks with mesh topologies. Main 
conclusions are presented in section 4. 

 

2   Network Model 

In this study, we consider OBS networks with the following mesh topologies: chordal 
rings with nodal degrees between 3 and 6, mesh-torus with 16 and 20 nodes, the 
NSFNET with 14-node and 21 links [10], the NSFNET with 16 nodes and 25 links 
[11], the ARPANET with 20 nodes and 32 links [10], [12], and the European Optical 
Network (EON) with 19 nodes and 37 links [13]. For comparison purposes bi-
directional ring topologies are also considered. These topologies have the following 
nodal degree: ring: 2.0; degree-three chordal ring: 3.0; degree-four chordal ring: 4.0; 
degree-five chordal ring: 5.0; degree-six chordal ring: 6.0; mesh-torus: 4.0; NSFNET 
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with 14-node and 21 links: 3.0; the NSFNET with 16 nodes and 25 links: 3.125; the 
ARPANET with 20 nodes and 32 links: 3.2; and the EON: 3.89. 

Chordal rings are a well-known family of regular degree three topologies proposed 
by Arden and Lee in early eighties for interconnection of multi-computer systems 
[14]. A chordal ring is basically a bi-directional ring network, in which each node has 
an additional bi-directional link, called a chord. The number of nodes in a chordal 
ring is assumed to be even, and nodes are indexed as 0, 1, 2, …, N-1 around the N-
node ring. It is also assumed that each odd-numbered node i (i=1, 3, …, N-1) is 
connected to a node (i+w)mod N, where w is the chord length, which is assumed to be 
positive odd. For a given number of nodes there is an optimal chord length that leads 
to the smallest network diameter. The network diameter is the largest among all of the 
shortest path lengths between all pairs of nodes, being the length of a path determined 
by the number of hops. In each node of a chordal ring, we have a link to the previous 
node, a link to the next node and a chord. Here, we assume that the links to the 
previous and to the next nodes are replaced by chords. Thus, each node has three 
chords, instead of one. Let w1, w2, and w3 be the corresponding chord lengths, and N 
the number of nodes. We represented a general degree three topology by D3T(w1, w2, 
w3). We assumed that each odd-numbered node i (i=1, 3, …, N-1) is connected to the 
nodes (i+w1)mod N, (i+w2)mod N, and (i+w3)mod N, where the chord lengths, w1, 
w2, and w3 are assumed to be positive odd, with w1≤N-1, w2≤N-1, and w3≤N-1, and 
wi ≠ wj, ∀i≠j ∧ 1≤i,j≤3. In this notation, a chordal ring with chord length w is simply 
represented by D3T(1,N-1,w3).  

Now, we introduce a general topology for a given nodal degree. We assume that 
instead of a topology with nodal degree of 3, we have a topology with a nodal degree 
of n, where n is a positive integer, and instead of having 3 chords we have n chords. 
We also assume that each odd-numbered node i (i=1,3,…,N-1) is connected to the 
nodes (i+w1)modN, (i+w2)mod N, …, (i+wn)mod N, where the chord lengths, w1, 
w2, … wn are assumed to be positive odd, with w1≤N-1, w2≤N-1, …, wn≤N-1, and wi 
≠ wj, ∀i≠j ∧ 1≤i,j≤n. Now, we introduce a new notation: a general degree n topology 
is represented by DnT(w1, w2,…,wn). In this new notation, a chordal ring family with 
a chord length of w3 is represented by D3T(1,N-1,w3) and a bi-directional ring is 
represented by D2T(1,N-1). 

We assume that each node of the OBS network supports F+1 wavelength channels 
per unidirectional link. One wavelength is used for signaling (carries setup messages) 
and the other F wavelengths carry data bursts. Each OBS node consists of two main 
components [8]: i) a signaling engine, which implements the OBS signaling protocol 
and related forwarding and control functions; and ii) an optical cross-connect (OXC), 
which performs the switching of bursts from input to output. It is assumed that each 
OXC consists of non-blocking space-division switch fabric, with full conversion 
capability, but without optical buffers. It is assumed that each OBS node requires [8]: 
i) an amount of time, TOXC, to configure the switch fabric of the OXC in order to set 
up a connection from an input port to an output port, and requires ii) an amount of 
time, Tsetup(X) to process the setup message for the signaling protocol X, where X can 
be JIT, JET, and horizon. It is also considered the offset value of a burst under 
reservation scheme X, Toffset(X), which depends, among other factors, on the 
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signaling protocol, the number of nodes the burst has already traversed, and if the 
offset value is used for service differentiation. In this study, it is assumed that [8]: 
TOXC = 10 ms, Tsetup(JIT)=12.5 μs, Tsetup(JIT+)=12.5 μs, Tsetup(JumpStart)=12.5 
μs, Tsetup(JET)=50 μs, Tsetup(Horizon)=25 μs, the mean burst size, 1/μ, was set to 50 
ms, and the burst arrival rate λ, is such that λ/μ=32 (except for figure 3). 

3   Performance Assessment 

In this section, we make a careful study of the influence of nodal degree on the 
performance of OBS mesh networks for JIT, JIT+, JumpStart, JET, and Horizon 
signaling protocols. Details about the simulator used to produce simulation results can 
be found in [15]. In chordal ring topologies, different chord lengths can lead to 
different network diameters, and, therefore, to a different number of hops. One 
interesting result that we found is concerned with the diameters of the D3T(w1, w2, 

w3) families, for which w2=(w1+2)mod N or w2=(w1-2)mod N. Each family of this 

kind, i.e. D3T(w1,(w1+2)mod N, w3) or D3T(w1, (w1-2)mod N, w3), with 1≤w1≤19 

and w1≠w2≠w3, has a diameter which is a shifted version (with respect to w3) of the 

diameter of the chordal ring family (D3T(1, N-1, w3)). For this reason, we concentrate 

the analysis on chordal ring networks, i. e., DnT(1, 19, w3, .., wn). 

In order to quantify the benefits due to the increase of nodal degree, we introduce 
the nodal degree gain, G(n-1)n(i,j), defined as: 
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where Pi(n-1) is the burst loss probability in the i-th hop of a degree n-1 topology and 

Pj(n) is the burst loss probability in the j-th hop of a degree n topology, for the same 

network conditions (same number of data wavelengths per link, same number of 
nodes, etc), and for the same signaling protocol. 

Figures 1 and 2 show, respectively for JIT and JET, the nodal degree gain, in the 
last hop of each topology, due to the increase of the nodal degree from 2 (D2T(1,19)) 
to: 3 (D3T(1, 19, 7)), 3.2 (ARPANET), 3.89 (EON – European Optical Network), 4 
(D4T(1,19,3,9)), 5 (D5T(1,19,3,7,11)), and 6 (D6T(1,19,3,5,11,15)). Concerning 
chordal rings, we have chosen among several topologies with smallest diameter the 
ones that led to the best network performance. As may be seen in those figures, the 
considered topologies may be sorted from the best performance for the worst 
performance as: D5T(1,19,3,7,11), D6T(1,19,3,5,11,15), D4T(1,19,3,9), D3T(1, 19, 
7), ARPANET, and EON – European Optical Network. 

We observed that the performance of the ARPANET is very close to the 
performance of EON. ARPANET has a nodal degree (3.2) near to the degree-three 

topology (D3T(1, 19, 7)), and EON has a nodal degree (3.89) near to the degree-four 
topology (D4T(1,19,3,9)). However, the performance of both ARPANET and EON is 

worst than the nearest chordal ring degree topology. This results reveals the 
importance of the way links are connected in the network, since chordal rings and 
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Fig. 1. Nodal degree gain due to the increase of the nodal degree from 2 (D2T(1,19)) to: 3 
(D3T(1, 19, 7)), 3.2 (ARPANET), 3.89 (EON – European Optical Network), 4 (D4T(1,19,3,9)), 
5 (D5T(1,19,3,7,11)), and 6 (D6T(1,19,3,5,11,15)) as function of the number of data channels, 
in the last hop of each topology, for JIT signaling protocol; N=20 
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Fig. 2. Nodal degree gain due to the increase of the nodal degree from 2 (D2T(1,19)) to: 3 
(D3T(1, 19, 7)), 3.2 (ARPANET), 3.89 (EON – European Optical Network), 4 (D4T(1,19,3,9)), 
5 (D5T(1,19,3,7,11)), and 6 (D6T(1,19,3,5,11,15)) as function of the number of data channels, 
in the last hop of each topology, for JET signaling protocol; N=20 

 
 

ARPANET and EON have similar nodal degrees and therefore a similar number of 
network links. Results presented in these figures (1 and 2) were obtained for the JIT 
and JET signaling protocols, and, as may be seen, their performance is very close. 
This result is confirmed in Fig. 3, that presents the performance comparison of the 
nodal degree gain for the best (D5T(1,19,3,7,11)) and the worst (EON) of the 
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topologies showed in Figures 1 and 2. Fig. 3 shows the nodal degree gain due to the 
increase of the nodal degree from 2 (D2T(1,19)) to: 3.89 (EON), and 5 
(D5T(1,19,3,7,11)), as a function of λ/μ, in the last hop of each topology, for JIT, 
JET, Horizon, JIT+, and JumpStart signaling protocols (F=64). 
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Fig. 3. Nodal degree gain due to the increase of the nodal degree from 2 (D2T(1,19)) to: 3.89 
(EON - European Optical Network), and 5 (D5T(1,19,3,7,11)), as a function of λ/μ, in the last hop 
of each topology, for JIT, JET, Horizon, JIT+, and JumpStart signaling protocols; N=20, F=64 

Fig. 4 shows the nodal degree gain, as a function of the nodal degree, due to the 
increase of the nodal degree from 2 (D2T(1,14)) to 3 (NSFNET (N=14)), from 2 
(D2T(1,15)) to: 3 (D3T(1, 15, 5)), 3.125 (NSFNET (N=16)), 4 (D4T(1,15,5,13) and 
Mesh-Torus (N=16)), and 5 (D5T(1,15,7,3,9)), from 2 (D2T(1,18)) to 3.89 (EON 
(N=19)), from 2 (D2T(1,19)) to: 3 (D3T(1,19,7)), 3.2 (ARPANET (N=20)), 4 
(D4T(1,19,3,9)), 5 (D5T(1,19,3,7,11)), 6 (D6T(1,19,3,5,11,15)), from 2 (D2T(1,24)) 
to 4 (Mesh-Torus (N=25)), and from 2 (d2T(1,29)) to 6 (D6T(1,29,3,7,11,13)). As 
may be seen, when the nodal degree increases from 2 to around 3, the largest gain is 
observed for degree-three chordal rings (a bit less than three orders of magnitude) and 
the smallest gain is observed for the ARPANET (less than one order of magnitude). 
When the nodal degree increases from 2 to around 4, the largest gain is observed for 
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degree-four chordal rings (with a gain between four and five orders of magnitude) and 
the smallest gain is observed for the European Optical Network (with a gain less than 
one order of magnitude). When the nodal degree increases from 2 to around 5 or 6, 
the gain is between four or five orders of magnitude, considering that for degree-six 
chordal ring with 30 nodes, the gain is more then five orders of magnitude. These 
results clearly show the importance of the way links are connected in OBS networks, 
since, in this kind of networks, burst loss probability is a key issue. 
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Fig. 4. Nodal degree gain in the last hop of each topology, as a function of the nodal degree, 
due to the increase of the nodal degree from 2 (D2T(1,14)) to 3 (NSFNET (N=14)), from 2 
(D2T(1,15)) to: 3 (D3T(1, 15, 5)), 3.125 (NSFNET (N=16)), 4 (D4T(1,15,5,13) and Mesh-
Torus (N=16)), and 5 (D5T(1,15,7,3,9)), from 2 (D2T(1,18)) to 3.89 (EON – European Optical 
Network (N=19)), from 2 (D2T(1,19)) to: 3 (D3T(1,19,7)), 3.2 (ARPANET (N=20)), 4 
(D4T(1,19,3,9)), 5 (D5T(1,19,3,7,11)), 6 (D6T(1,19,3,5,11,15)), from 2 (D2T(1,24)) to 4 
(Mesh-Torus (N=25)), and from 2 (d2T(1,29)) to 6 (D6T(1,29,3,7,11,13)), for JIT signaling 
protocol; F=64 

4   Conclusions 

In this paper, we analyzed the influence of nodal degree on the performance of OBS 
mesh networks with the following topologies: rings, chordal rings, mesh-torus, 
NSFNET, ARPANET and the EON. It was shown that when the nodal degree 
increases from 2 to around 3, the largest gain occurs for degree-three chordal rings, 
being slightly less than three orders of magnitude and the smallest gain occurs for 
the ARPANET, being the gain less than one order of magnitude. When the nodal 
degree increases from 2 to around 4, the largest gain is observed for degree-four 
chordal rings, being between four and five orders of magnitude and the smallest 
gain is observed for the European Optical Network, being less than one order of 
magnitude. 
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Analytical Model for Cross-Phase Modulation in
Multi-span WDM Systems with Arbitrary

Modulation Formats

Gernot Göger1 and Bernhard Spinnler1
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Abstract. Cross-phase modulation (XPM) is a major performance-li-
miting effect in high capacity wavelength-division-multiplexed (WDM)
networks. In this contribution, we present closed expressions for fast and
accurate calculation of XPM-induced field distortions. We validate the
derived method for various modulation formats and apply it for simulta-
neous optimization of power and dispersion management. Efficient sup-
pression of self-phase modulation (SPM) and XPM penalties is achieved
by a novel dispersion compensation strategy.

1 Introduction

Increasing traffic demand is met by running backbone WDM communication
systems with many narrow spaced channels. Simultaneously non-linear multi-
channel interaction – particularly XPM – is strongly enhanced. Its impact has
to be determined fast and reliably for the applicability of search algorithms for
optimum network configurations. Previous studies are confined to XPM penalties
in intensity modulated systems [1][2] or dealt with statistical considerations in
systems with phase modulation (PM) [3]. In this contribution, we present a
generalized method to calculate XPM-induced field distortions in multi-span
WDM systems with arbitrary modulation formats and validate its scope. Our
method avoids the time-consuming task to solve the multi-channel nonlinear
Schrödinger equation (NLSE) by the split-step Fourier (SSF) method.

2 Perturbational Approach to XPM-Induced Field
Distortions

The propagation of the complex optical field E(z, t) in a single-mode optical
fiber is governed by the NLSE [4]:

∂zE +
α

2
E + β1∂tE + i

β2

2
∂2

t E − iγ|E|2E = 0. (1)

βm ≡ dmβ/dωm is the mth coefficent of the frequency expansion of the propa-
gation constant β(ω) at ω = ω0, γ is the nonlinear coefficient and α the fiber
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attenuation. After transformation into the retarded time frame T = t− z β1,i of
channel i and with E(z, t) = A(z, t) e−α z/2 (1) becomes

∂zA = −i
β2,i

2
∂2

T A + iγ|A|2A. (2)

The zeroth order solutions of (2) for a power series expansion A =
∑∞

m=0 γmAm

according to [5] for two channels i and k are1

Ã0,i(z, ω) = Ãi(0, ω) eiβ2,iω
2z/2

Ã0,k(z, ω) = Ãk(0, ω) ei(β2,kω2z/2−iωzdi,k) (3)

where di,k = β1,i−β1,k is the group velocity difference between channel i and k.
The first order XPM contribution Ã1,i(z, ω) (Equation (9) in [5]) can be written
as

Ã1,i(z, ω) =
iγ

π
eiβ2,iω

2z/2
∫ z

0

∫ ∞

−∞

∫ ∞

−∞
e−(i β2,iω

2/2+α)ζ

Ã0,k(ζ, ω1) Ã∗
0,k(ζ, ω2) Ã0,i(ζ, ω − ω1 + ω2) dω1 dω2 dζ. (4)

Assuming a continuous wave carrier, i.e. Ã0,i(ζ, ω) = Āiδ(ω) and inserting (3)
into (4) we get

Ã1,i(z, ω) =
iγ

π
Āi eiβ2,iω

2z/2
∫ z

0

∫ ∞

−∞
e−(i β2,iω

2/2+α)ζ

ei(β2,kω(2ω1−ω)/2−ωdi,k)ζ Ãk(0, ω1) Ã∗
k(0, ω1 − ω) dω1 dζ. (5)

After setting ai,k(ω, ω1) = α + iω di,k − iβ2,kω(ω1 − ω/2) + iβ2,iω
2/2 and inte-

gration

Ã1,i(z, ω) =
iγ

π
Āi eiβ2,iω

2z/ 2
∫ ∞

−∞

1− e−ai,k(ω,ω1)z

ai,k(ω, ω1)

Ãk(0, ω1) Ã∗
k(0, ω1 − ω) dω1. (6)

Generalization to a N -span system is straightforward. The contribution from
span l detected at L =

∑N
j=1 L(j) can be written as

Ã
(l)
1,i(L, ω) =

iγ
(l)
i

π
Āi e

iω2
∑N

j=l
β

(j)
2,i

L(j)
∫ ∞

−∞

1− e−a
(l)
i,k

(ω,ω1)L(l)

a
(l)
i,k(ω, ω1)

e
−i
∑l−1

j=1

(
ω d

(l)
i,k

−β
(l)
2,k

ω(ω1−ω/ 2)
)
L(l)

g
(l)
k,net

Ãk(0, ω1) Ã∗
k(0, ω1 − ω) dω1. (7)

1 The Fourier transform sign convention f̃(ω) =
∫

e−iωtf(t) dt is applied.
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With g
(l)
k,net =

∏l−1
n=1 e−L(n)α(n)

g
(n)
k the net gain of channel k at the start of span

l compared to the first span, and d
(l)
i,k = β

(l)
1,i − β

(l)
1,k, a

(l)
i,k(ω, ω1) = α(l) + iω d

(l)
i,k −

iβ
(l)
2,kω(ω1 − ω/ 2) + iβ

(l)
2,iω

2/ 2 as before, summing over all M channels and N
spans yields

Ã
(l)
1,i(L, ω) =

i

π
Āi

M∑
k=1,k �=i

N∑
l=1

γ
(l)
i g

(l)
k,net e

iω2
∑N

j=l
β

(j)
2,i

L(j)/ 2

∫ +∞

−∞
e

−i
∑l−1

j=1

(
ω d

(l)
i,k

−β
(l)
2,k

ω(ω1−ω/ 2)
)
L(l) 1− e−a

(l)
i,k

(ω,ω1)L(l)

a
(l)
i,k(ω, ω1)

Ãk(ω1) Ã∗
k(ω1 − ω) dω1. (8)

3 Verification of the Model

To check the accuracy of the model, we first consider a system with five spans
each consisting of 100 km SSMF with D = 17.0 ps/(nm km), α = 0.20/km and
γ = 1.297/(W·km) and of 15.686 km dispersion compensating fiber (DCF) with

Fig. 1. Temporal XPM-induced phase (top) and intensity distortions (bottom) of the
cw probe channel for the model system with NRZ (left) and NRZ-DPSK (right) modu-
lation. SSF simulation (upper curves) and theoretical predictions (lower curves). Con-
stant phase shift due to SPM has been subtracted
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D = -102 ps/(nm·km), α = 0.50/km, and γ = 2.954/(W·km) corresponding to a
residual dispersion of 100 ps/nm per span. One 10 Gb/s channel at 193.45 THz
with NRZ and NRZ-DPSK modulation, respectively is employed. The continuous
wave (cw) probe channel is located at 193.4 THz. Per channel launch powers into
SSMF amount to 3 dBm for NRZ and 6 dBm for NRZ-DPSK modulation. DCF
launch powers are chosen 4 dB lower. As can be seen in Fig.1, theoretical predic-
tions for phase and intensity distortions agree very well with results obtained by
the SSF method. Despite the sharp leading and trailing edges of the modulated
channel’s pulses with roll-off factor 0.5, the curve for phase changes runs rather
smoothly due to the low-pass filter characteristics of PM-PM conversion.

In a next step, we test the proposed procedure for various network config-
urations. All channels are modulated. Since – different from noise-like multi-
channel interactions – lower order perturbational or Volterra series solutions of
the NLSE for single channel propagation turn out not to be satisfactory [6],
SPM influence is taken into account by propagating a 32-bit random sequence
by the SSF method. XPM-induced field fluctuations according to (8) scaled with
Āi = ASPM(L, t) are repeatedly superposed on this sequence. After -680 ps/nm
dispersion precompensation, seven 50 GHz spaced channels are transmitted over
15 spans each consisting of 90 km SSMF (here α = 0.25 dB) and of 15 km DCF.
10.7 Gb/s NRZ, NRZ-DPSK and NRZ-DQPSK channels with mean per channel
launch powers of 3 dBm are employed. Amplifier noise figures of 5.5 dB, optical
(Gauss) and electrical (fifth order Bessel) filter bandwidths of 25 and 7.5 GHz
are chosen. In case of PM signals, a balanced detector is inserted. Probability
density functions are derived according to [7].

For comparison we perform numerical SSF simulations for the corresponding
systems with PRBS length of 27-1. As for the analytical method ASE is not
accounted for on the link but it is added at the end of the link as an equiva-
lent noise process with analytically calculated variance. In order to generate a
proper noise statistics the received signal is repeated periodically before adding

Fig. 2. Q-factor of the channel at 193.4 THz versus total accumulated dispersion for
NRZ-DQPSK (left), NRZ-DPSK (middle) and NRZ modulation (right) for full inline
dispersion compensation. SPM only (dashed), multi channel SSF calculations (solid)
and semi-analytic model (symbols)
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noise. The bit-error rate (BER) at the optimum decision threshold is obtained
by Monte-Carlo simulations for a set of several (non-optimum) thresholds and
subsequent tail extrapolation. The calculated BER for the examined channel at
193.4 THz is mapped for both methods via the standard relationship onto an
equivalent Q-factor. Figure 2 shows the good agreement of the proposed model
with the SSF method results.

4 Application to Network Optimization Problems

Fast Q-factor assessing algorithms enable the successful search for regions in
parameter space where extreme values are located, e.g. maxima of Q or con-
figurations of largest dispersion tolerance. Here we focus on the Q extremum.
Firstly, a strictly linear dispersion map is examined for a link consisting of 25
fiber spans. The residual dispersion per span and the per channel launch power
are chosen as the degrees of freedom. Dispersion precompensation is set to -
300 ps/nm. Postcompensation is adjusted in each configuration for maximum
Q. All other parameters correspond to those of the previous section. Again re-

Fig. 3. Maximum Q-factor contour plots versus channel launch power and residual
dispersion per span for NRZ (left) and NRZ-DPSK modulation (right). Single (bottom)
and multi channel results (top)
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sults are taken for the middle channel at 193.4 THz of eight active channels
193.6, 193.55 . . . 193.25 THz.

For NRZ single channel transmission, slight dispersion over-/under-
compensation of about ±30 ps/nm per span and 7 dBm per channel launch power
are favourable. The optimum dispersion values also hold in case of additional
XPM interaction (see left half of Fig.3) at 1.5 dB lower channel launch powers.
For NRZ-DPSK modulation, the Q-factor maximum at full inline compensation
for single channel propagation is more pronounced due to the inherent OSNR
gain of the modulation process. The so defined region is sharply divided by the
introduction of XPM into two best choice regions around (3.5 dBm, 30 ps/nm)
and (3.5 dBm, −30 ps/nm) (right half of Fig.3).

Disengaging from strict linear dispersion maps with constant per span resid-
ual dispersion we now turn to double periodic schemes: besides the common
(local) per span rest dispersion an additional mean per span rest dispersion is
defined by inserting/removing extra DCF after each fifth span. For these studies
we set the per channel launch power to 3 dBm. The contour plot in Fig.4 left
shows the dependence of the maximum achievable Q-factor on the mean and
local rest dispersion values for NRZ modulation. Compared with the standard
map results in the top left graph of Fig.3, Q can be enhanced by about 1.5 (3
by restriction to positive mean rest dispersion). Considering the approximately
equal maximum Q values of the corresponding single channel graphs (bottom
left graph of Fig.3 and Fig.4 right), one is led to the conclusion that the Q in-
crement in multi-channel transmission with the improved new map (-120 ps/nm
local and 40 ps/nm mean per span rest dispersion) stems primarily from effective
XPM suppression.

Fig. 4. Maximum Q-factor contour plots versus mean and local residual dispersion for
NRZ modulated channels. Per channel launch power is fixed at 3 dBm. Single (right)
and multi channel calculations (left)
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Fig. 5. Maximum Q-factor contour plots versus per channel launch powers for mixed
modulation system with alternating NRZ and NRZ-DPSK channels. 193.4 THz NRZ
(top) and 193.45 THz NRZ-DPSK channel (bottom) each for standard dispersion map
with 30 ps/nm residual dispersion per span (left) and for double period dispersion map
(right)

Finally the compatibility of simultaneous transmission of alternating NRZ
and NRZ-DPSK channels is studied. For the left two graphs in Fig.5 a 30 ps/nm
per span dispersion undercompensation scheme is employed. The right part is
calculated for the novel map (-120 ps/nm, 40 ps/nm). The top (bottom) contour
plots depict the functional dependence of the maximum Q of the NRZ (NRZ-
DPSK) channel at 193.4 (193.45) THz versus DPSK and NRZ channel power.
Quite general, phase modulated channels suffer dramatically from strong phase
distortions injected from neighbored on-off keying (OOK) channels [8] – dispro-
portionate to the higher peak power of OOK. The optimum linear dispersion
map is not compliant with an established Q-factor limit of 6. But for the novel
dispersion compensation scheme, both NRZ and NRZ-DPSK channels can be
configured to meet this requirement.
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5 Conclusion

Our new analytical method for rapid calculation of XPM impairments is based
on a first order perturbational approach. A comparative study with numeri-
cal SSF simulations shows very good agreement for numerous test configura-
tions. Applied to network optimization, improved non-standard configurations
for multi-channel and mixed modulation format transmission are found.
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Abstract. This article presents a mathematical model and an efficient
heuristic that results in a low-cost network design to satisfy a set of static
point-to-point demands. It considers the problem of routing working traf-
fic and assigning wavelengths in an all-optical network. This problem is
known as the Routing and Wavelength Assignment (RWA) problem.

The model and heuristic give a physical network configuration se-
lecting a lowest cost set of components of the network (subnetworks and
switches) with sufficient capacities to attend all demands.

The solutions obtained are compared to existing results found in the
literature using the same instances.

We treated the project of a network without wavelength conversion
because it introduces a delay (Optical-Electrical-Optical mappings) and
this should be avoided in our environment, a core of a backbone.

1 Introduction

To support Internet demands there is a natural tendency to transform backbones
in all-optical networks. Wavelength Division Multiplexing (WDM) technology is
considering as a good option for building the next generation Internet structure.

This technology is an excellent way to increase the capacity of optical net-
works. It is necessary due the increase of communication applications. A given
node may transmit optical signals on different wavelengths that are couples into
a single fiber using wavelength multiplexers [1].

The Routing and Wavelength Assignment (RWA) problem is to find the suit-
able routing paths and wavelengths for each demand request so that no two paths
sharing a link are assigned to the same wavelength. According to [2] the RWA
problem is critically important to increase the efficiency of wavelength-routed
all-optical networks. The solution of the RWA problem provides an optimal con-
figuration to a WDM environment.

In an all-optical WDM network, a logical connection between a pair of nodes,
say (o, d), is a path or route composed of a sequence of links from o to d called
a lightpath [1]. Such a network consists of a number of optical cross-connects
(OXCs) arranged in some arbitrary topology and each OXC can switch the opti-
cal signal coming in on a wavelength of an input fiber link to the same wavelength

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 60–67, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Output port 3

Output port 2
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Input port 3

Input port 2

Input port 1
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Optical
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Fig. 1. 3 × 3 OXC with two wavelength per fiber [3]

in an output fiber link. An OXC with n input and n output ports capable of
handling w wavelengths per port can be thought as w independent n × n opti-
cal switches. These switches have to be preceded by a wavelength demultiplexer
and followed by a wavelength multiplexer to implement an OXC [3], as shown
in Fig. 1.

In the core of the backbone it is wished that a lightpath does not undergo
any conversion to and from electrical form, in this way there is nothing in the
signal path to limit the throughput of the fibers.

International Telecommunications Union (ITU) has developed standards that
specify the architecture of WDM optical transport networks (OTN) [4].

We define a set of possible paths for each demand pair. These paths should
be selected and get an adequate wavelength. Such solution proposed by our
heuristic can suggest a good initial configuration for a given demand. According
to [5] alternate routing can improve the blocking performance and generally
provides significant benefits.

In [6] were investigated different Integer Linear Programming (ILP) formu-
lations for solving the RWA problem with two path protection schemes. We
consider the instances and model in [1]. These instances have two link-disjoint
routes between the source and the destination nodes in order to recover from any
single link failure. We propose a modification of this mathematical formulation
of the RWA problem over an all-optical network. This change disrespects the
selection of wavelengths based in value of the allocated ones. It turns our model
simpler. We will show that our model get best results considering time and cost.

The RWA problem is NP-complete. It was proved in [7], by showing the equiv-
alence of the problem to the graph-coloring problem. Therefore several research
works have focused on developing efficient heuristics. This article proposes a
two-phase heuristic. In the first phase, the flows are distributed over the paths
considering cost and links load. In the second phase, the wavelengths are assigned
by solving a coloring problem. The second phase is often solved as a coloring
problem defined on a conflict graph generated by the set of alternate paths. Such
method was adopted in [8].

We used fixed-alternate routing and propose a heuristic that uses a method
such LLR (Least-Loaded Routing) [9], using components cost in a first time, and
link load in a second time. The heuristic selects several available routes in an
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adaptive way depending of the current state of the network. The load balancing
is important to the second phase, when we use graph coloring. It prevents for
blocking demands.

2 Model

We consider a network with N nodes and E links (i, j). The component capacity
is measured in wavelength numbers such the set W = {4, 16, 20, 40, 80}. The
wavelengths are enumerated from 1 to 80 that will be assigned as necessary.
The demands appear in set D under belong to the format (o, d) where o ∈ N
and d ∈ N . To represent the physical network structure, it was defined a set of
subnetworks that are mesh-type and must be chosen to compose the network
in terms of nodes and links costs. Each mesh of this set is created from the
spanning tree of the network graph, adding edges that are in the original graph
and not in the spanning tree. Each added edge creates a cycle in the graph. Each
cycle represents a subnetwork in set S. These cycles can have new edges from
the original graph to obtain mesh-type subnetworks.

The links that compose a subnetwork s ∈ S generate the set Es,s. Switches
are located between subnetworks to satisfy the existing demands; they join the
subnetworks by means of some nodes in common permiting the communication.
Let C be the set of available switches. Let P be the set of routes that link the
pairs (o, d) ∈ D. These routes are disjoint (fault tolerance) and represent the
shortest paths found between the pairs (o, d) using Dijkstra algorithm. These
paths compose the set P , they are calculated on the complete graph taking into
account all the potential subnetworks and switches. Several paths can satisfy the
same demand pair (o, d) ∈ D and compose the set Jo,d. The routes that involve
two or more subnetworks must use intermediate switches c ∈ C. All routes using
a switch c compose the set Lc.

A constant B exists to penalize the unsatisfied demand. The parameter ro,d

is the number of used wavelengths by the pair (o, d) ∈ D. fc,w is the cost of
using a switch c ∈ C of size w ∈ W and as,w is the use of a subnetwork s ∈ S
of size w ∈W . The variable xp stands for the number of wavelengths that must
be assigned to the path p ∈ P . The unsatisfied demands appear in uo,d. The
variables ys,w and zc,w represent, respectively, the use of a subnetwork s or a
switch c with size w. lf,i,j,s and cf,c represent, respectively, the flow in number
of wavelengths on the link (i, j) of a subnetwork s and on a switch c.

The modified model is shown below. The sets and variables were defined in [1]
and we reuse them in our new model to be able to test in the same network
instances. A comparison is shown in the next section.

min
∑
s∈S

∑
w∈W

as,wys,w +
∑
c∈C

∑
w∈W

fc,wzc,w + B
∑

(o,d)∈D

uo,d (1)

∑
p∈setjod

xp + uo,d = ro,d, ∀(o, d) ∈ D (2)
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p∈Pes,s,i,j

xp = lf,i,j,s, ∀s ∈ S, i, j ∈ Es,s (3)

∑
(o,d)∈D

fr,o,d,w,s,i,j � 1, ∀s ∈ S, (i, j) ∈ Es,s, w ∈ F (4)

∑
w∈F

fr,o,d,w,s,i,j =
∑

p∈(Pes,i,j,s∪Jo,d)
xp, ∀s ∈ S, (i, j) ∈ Es,s/i < j,∀(o, d)(5)

∑
p∈Lc

xp = cf,c, ∀c ∈ C (6)

∑
w∈W

w.ys,w � lf,i,j,s, ∀s ∈ S, (i, j) ∈ Es,s (7)∑
w∈W

w.zc,w � cf,c, ∀c ∈ C (8)∑
w∈W

ys,w � 1, ∀s ∈ S (9)∑
w∈W

zc,w � 1, ∀c ∈ C (10)

The objective function minimizes the network cost. It selects switches and
subnetworks with enough power to attend all demands and using the minimum
number of wavelengths. The demand not attended is penalized.

– Eq.(2): For each pair (o, d), the demand must be attended assigning wave-
lengths to the paths p ∈ Jo,d and considering the unsatisfied uo,d demand
for the pair (o, d).

– Eq.(3): The total flow in the link (i, j) of a subnetwork s represents the sum
of the wavelengths in each path using the same link and subnetwork.

– Eq.(4): The dedicated paths for a demand pair (o, d) are disjoints. There is
only one path for each link (i, j) of a subnetwork s. Therefore in all paths
in Jo,d, only one should use the wavelength f ∈ F in the same link and
subnetwork.

– Eq.(5): The wavelength number used by the pair (o, d) in a link (i, j) of the
subnetwork s, must be equal to the flow in just one path in Jo,d using the
same link and subnetwork.

– Eq.(6): The wavelength number in a switch in the network is equal to the
sum of the flows in all paths that use this switch.

– Eq.(7): The adequate capacity of a subnetwork s must be greater or equal
than the wavelength number in any link in this subnetwork.

– Eq.(8): The adequate capacity of a switch c must be greater or equal than
the number of wavelengths over it.

– Eq.(9-10): Each switch and subnetwork must have a single size w ∈W .
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3 Heuristic

We propose a two-phases heuristic for RWA. In the first phase, the flow is dis-
tributed over the paths in the network taking into account the path cost. The
path cost is a sum of the components cost, subnetworks and switches, along of
the path.

The flow is distributed until the path reaches the maximum capacity before
to jump to the next level of capacity in W . The path capacity is represented by
the bigger component capacity in this path. If it happens the algorithm chooses
another path associated with the current demand. If all paths are full then the
cheapest one is chosen. It increases the capacity to the next level in W . The
demands are chosen considering their number of requests and their number of
dedicated paths. They are sorted in a decrease order of the number of requests
for each dedicated path. We consider a fairness method for the moment.

After completing flow distribution, a component is chosen if it presents little
flow above its current capacity. For this reason it is easy to reduce its cost by
moving the flow over. The algorithm manipulates the flow of the chosen compo-
nents, trying to reduce the cost of this component. It saves the configuration if
it gets a total network cost reduction.

The network cost is the sum of all components cost. The heuristic stop when
a maximum number of iterations are reached. When it reaches a value lower
than the values given by designer for the maximum network cost, the number
of unattended demands and the number of iterations, the algorithm goes to
the second phase. In this phase, the wavelengths are assigned for each demand
request by solving a coloring problem. We use a variant of the color degree
heuristic [10] in this phase.

We illustrate an instance of coloring problem in Figs 2-4. A five nodes network
is represented in Fig 2. In Fig 3 we show a graph where the nodes represent
the requests over the defined paths for the network topology. These paths were
selected in the first phase and they represent the set of a minimum cost to attend
the given demand. There are the demands 5 → 1, 5 → 2, 2 → 3 and 1 → 4.
Each demand has one dedicated path in this example and we consider only one
request to facilitate the comprehension. All requests in the same path will have
necessarily an edge in graph on Fig. 3. In Fig. 4 we show the graph coloring. The
colored nodes define the used paths. The colors define the selected wavelengths
to each demand request.

1 2

3 4 5

Fig. 2. Network graph
with demand path

5431 243

124 542

Fig. 3. Graph represe-
nting the path conflicts

5431 243

542124

Fig. 4. Color graph and as-
sociate the wavelength to
each path
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We denote by I the maximum number of iterations, L the number of links, P
the number of paths and R the number of requests. The worst-case complexity
order to this algorithm is O

(
I
(
LP 2 + R2

))
.

4 Experiments

The instances are 20 randomly generated problems of various sizes. The problem
characteristics are showed below. The problems named ATT01 through ATT05
and EUR01 through EUR05 represent a European network described in [11],
and they have topologies given in Figs. 5 and 6.

Instance Nodes Links Demands Subnetworks Switches Paths
A01 6 9 9 5 5 15
A02 6 9 9 5 5 15
A03 6 9 9 5 5 15
J01 8 12 14 5 6 19
J02 10 15 24 5 6 30

J03-7 9 13 15 5 6 17
ATT01-5 11 23 16 6 7 22
EURO1-5 18 35 18 6 7 20

The instances also have differents paths and demand requests. Our model
was coded using the AMPL modeling language and CPLEX Linear Optimizer
7.0.0 on the SunBlade UltraSPARC 500Mhz, 1GB RAM. Table 11 shows the
results obtained by the proposed model and the results obtained by the model
in [1], both using CPLEX.

Table 2 shows the results obtained by the proposed heuristic and the results
obtained by the model in this article. The heuristic reached the cost showed in
this table with a computation time machine lower than one minute. We repeat
the computation time to solve the model using CPLEX in the last column.

Fig. 5. EUR0x graphs Fig. 6. ATTox graphs

In the majority of the problems our model obtains the best cost in a lower
computation time than model in [1]. It happens because their model assigns
the capacity of the subnetworks and switches based on the highest wavelength

1 Meaning of symbols: * = 1h of Computational Time; ** = 8h of Computational
Time; *** = Memory Limit; $= ’Branch=1’.
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Table 1. Comparison between the models

Cost Time (s)
Instance OurModel Attended dem. Best result in [1] Attended dem. Our Model CPLEX [1]

A01 1059 100% 1297(CPLEX) 100% 14.18 1300
A02 649 100% 874(CPLEX) 100% 15.66 17000
A03 1623 100% 1903(CPLEX) 100% 11.3 65
J01 1998 100% 3233(HEUR) 98,59% 34.29 29000
J02 1222**$ 65,62% 2267(CPLEX)** 68,75% 29000 29000
J03 2682 100% 2885(CPLEX)** 100% 120.29 29000
J04 1465* 100% 1899(CPLEX)** 100% 3600 29000
J05 2087 100% 2816(HEUR) 100% 52.34 29000
J06 3738 100% 4312(CPLEX)** 100% 986.92 29000
J07 3167 100% 3585(CPLEX)** 100% 64.83 29000

ATT01 2301 94,12% 2707(CPLEX)** 94,12% 307.98 29000
ATT02 3187 100% 3810(CPLEX)*** 100% 272.71 24000
ATT03 3901 94,44% 5042(CPLEX)** 94.44% 3624.47 29000
ATT04 4266 100% 5885(HEUR) 100% 73.53 29000
ATT05 4204 100% 5604(CPLEX)*** 100% 49.93 9800
EUR01 no-sol** 14310(CPLEX)** 92,86% 29000 29000
EUR02 15603 98.16% 16830** 98,16% 3400 29000
EUR03 17149** 81,60% 19422** 81,60% 29000 29000
EUR04 21241** 85,96% 21240** 85,96% 29000 29000
EUR05 20558** 80,49% 23346** 80,49% 29000 29000

Table 2. Comparison between the model and heuristic

Cost Time (s)
Instance Our Model Attended dem. Prop. heuristic Attended dem. Our Model

A01 1059 100% 1059 100% 14.18
A02 649 100% 649 100% 15.66
A03 1623 100% 1623 100% 11.3
J01 1998 100% 1998 100% 34.29
J02 1222**$ 65,62% 1748 69% 29000
J03 2682 100% 2682 100% 120.29
J04 1465 100% 1465 100% 3600
J05 2087 100% 2087 100% 52.34
J06 3738 100% 3738 100% 986.92
J07 3167 100% 3167 100% 64.83

ATT01 2301 94,12% 2420 94% 307.98
ATT02 3187 100% 3187 100% 272.71
ATT03 3901 94,44% 4748 94% 3624.47
ATT04 4266 100% 4266 100% 73.53
ATT05 4204 100% 4204 100% 49.93
EUR01 no-sol** 14310 97% 29000
EUR02 15603 98.16% 15603 96% 29000
EUR03 17149** 81,60% 17977 81% 29000
EUR04 21241** 85,96% 19222 85% 29000
EUR05 20558** 80,49% 19290 77% 29000
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allocated over them. They assigned blocks of wavelengths, and therefore, it’s ex-
pected that the highest wavelength might be greater than the capacity to simply
support the absolute flow in the components. Our model assigns capacity based
only on the absolute flow. CPLEX directives are being studied, like ’branch=1’
that considers only some nodes on the branch-bound tree, to get better results.
We used it in J02 and EUR01 but it has not achieved a good outcome yet.

5 Conclusion

This paper proposes a simplified version of mathematical model in [1] and an
efficient heuristic to the RWA problem.

We showed that not considering the value of wavelength to put the others
wavelengths it simplifies the problem. The heuristic showed good results in an
acceptable time for design networks. It is being modified to support dynamic
requests and to treat traffic in number of Mbps considering grooming.
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Abstract. In this paper, we investigate the relationship between the resource 
sharing degree and the protection ability, and propose a new path protection al-
gorithm (PPA) to protect the multi-link failures in survivable wavelength-
division-multiplexing (WDM) mesh networks. Under dynamic traffic with dif-
ferent load, the simulation results show that PPA not only provide 100% protec-
tion for the single-link failure but also has higher resource utilization ratio than 
the dedicated-path protection (DPP) and higher protection ability than the 
shared-path protection (SPP) as the multi-link failures occur. With configuring 
different parameter, PPA can determine the appropriate tradeoffs between the 
resource utilization ratio and the protection ability. 

1   Introduction 

In wavelength-division-multiplexing (WDM) networks, a wavelength channel has the 
transmission rate of over gigabits per second [1]. If the fiber links fail, a lot of con-
nection streams to be blocked. Protection design is very necessary for WDM optical 
networks, and many previous works have proposed their algorithms to protect the 
single-link failure [1-4]. 

1.1   Protection for Single-Link Failure 

A conventional protection algorithm, which is called dedicated-path protection (DPP), 
computes a working path and a link-disjoint backup path for a connection request. The 
reserved backup wavelengths on a backup path cannot be shared with other backup 
paths.  Then, the DPP has low resource utilization ratio. 

Another protection algorithm, which is called shared-path protection (SPP), also 
computes a working path wp and a link-disjoint backup path bp for a connection re-
quest. Differing from the DPP, the reserved backup wavelengths on bp for the SPP 
can be shared with other backup paths if their corresponding working paths are link-
disjoint with wp. Then, SPP has high resources utilization ratio. 

1.2   Protection for Multi-link Failures 

The amount of users increasing heavily leads to the size of networks keeping enlarg-
ing, and many heterogeneous networks interconnecting leads to more and more com-
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plicated structure of networks. Then, the probability of risks become much higher, 
and the protection design for the multi-link failures must been considered in WDM 
optical networks [5-7]. Previous algorithms, which are the DPP and the SPP, can 
completely protect the single-link failure. As the multi-link failures occur, the surviv-
able situations of the DPP and SPP are illustrated as follows. 
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Fig. 1. Survivable situations as the multi-link failures occur for the (a) shared-path protection 
(SPP) and the (b) dedicated-path protection (DPP) 

Unprotected Situation: We can see that, in Fig. 1, the backup paths all traverse the 
fiber link t. If fiber links n and t (or links m and t) fail simultaneously, then the work-
ing paths wp0, wp1, and wp2 (or wp3, wp4, and wp5) cannot be protected; that is, the 
connections will be blocked if their working and backup paths both fail. 

Protected Situation: We assume the fiber link t will not fail. If fiber links m and n 
both fail, 1) in Fig. 1(a), the working paths wp0, wp1, and wp2 can be protected, and 
but the wp3, wp4, and wp5 cannot be protected because 0, 1, and 3 have been used 
by the wp0, wp1 and wp2; 2) in Fig. 1(b), all working paths can be protected because 
there are enough reserved wavelengths on the link t. 

Obviously, the DPP has higher protection ability and lower resource utilization ra-
tio than the SPP; that is, for providing higher protection ability, we need reserve more 
backup wavelengths.  Then, we can consider adjusting the reserved backup wave-
lengths to add a valuable elasticity between the protection ability and the resource 
utilization ratio in protecting the multi-link failures. 

1.3   Proposed Algorithm 

Because the DPP has low resource utilization ratio and high protection ability, and the 
SPP has high resource utilization ratio and low protection ability, so, we consider 
seeking for a tradeoff performance between the DPP and the SPP. We present a new 
path protection algorithm (PPA) that can adjust the reserved backup wavelengths 
according to the current resources sharing degree (RSD). When we assign the re-
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served wavelengths, if the RSD is bigger than the value of k that is a parameter, then 
we shall increase the backup wavelengths until the RSD is no more than the k. In 
Simulations, we can see that the PPA has higher protection ability than the SPP and 
higher resource utilization ratio than the DPP. With configuring different the k, the 
PPA can determine the appropriate tradeoffs between the resource utilization ratio and 
the protection ability. If we extend the link-disjoint to the shared-risk link group 
(SRLG) disjoint [8], the PPA for protecting the multi-link failures can easily be ex-
tend to protect the multi-SRLG failures [9]. 

The rest of this paper is organized as follows. Section 2 elaborates on network 
model, reserved backup wavelengths, and the link-cost assignment. The processes of 
PPA are detailed described in Section 3. Simulation results and analysis are presented 
in Section 4. Section 5 is for conclusions. 

2   Problem Analysis 

2.1   Network Model 

Define a network topology G (N, L, W) for a given WDM mesh network, where N is 
the set of nodes, L is the set of bi-directional links, and W is the set of available wave-
lengths per fiber link. |N|, |L| and |W| denote the node number, the link number and the 
wavelength number, respectively. Connection request arrives dynamically, and there 
is only a connection request arrival at a time, defined by r(s, d), where s, d∈N denote 
the source node and destination node. A requested bandwidth is a wavelength. In this 
paper, we allow wavelength conversion. The least-cost path algorithm, which is 
Dijkstra’s algorithm, applies to compute the routes. In the following, we introduce 
some notations. 

l is a bi-directional fiber link in G. cl is the basic cost of link l, and it is determined 
by many factors, such as physical length of the fiber link, installation cost of the fiber 
link, and so on. c’l is the current cost of link l, and it is determined by the current 
network state. al is the number of wavelengths already consumed on link l. Fl is the 
number of free wavelengths on link l, and al +Fl =|W| should be satisfied.  Wl is the 
number of wavelengths already consumed by working paths on link l. Rl is the num-
ber of reserved wavelengths on link l, and Rl + Wl = al should be satisfied. TRl is the 
number of reserved wavelengths of temporary record on link l. wpn is the working 
path for connection request n. bpn is the backup path for wpn. |S| denotes the number 
of elements in the set S. 

n
lWV is a boolean variable that is defined as Eq. (1). If the connection n is protected 

by link l (namely, bpn traverses link l), then n
lWV  =1. Otherwise, n

lWV  =0. 

1

0
nn

l

if l bp
WV

otherwise
=      (1) 

lWV denotes the number of all connections protected by link l, defined as 

0

n
k

l l
k

l LWV WV
=

=      (2) 
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2.2   Reserved Backup Wavelengths  

For arbitrary link l, we assume vl = max ( e
lv ) (∀e∈L, e  l), where e

lv denotes the num-
ber of working paths that traverse link e and are protected by link l (namely, their 
corresponding backup paths traverse link l). We let TPl = vl, and the resource sharing 
degree for link l is defined as 

( ) l

l

WVRSD l
TP

=      (3) 

We define a parameter k (k ∈ [1, ]), if RSD (l) > k, then we increase the TPl until 
RSD (l)  k. It is obviously that, in Fig.1, bigger k means more reserved backup wave-
lengths and more connections will be protected, that is, higher protection ability. 

2.3   Link-Cost Assignment 

Assume that a connection request n arrives at a given time. First, we adjust the link-
cost according to Eq. (4) and compute the least-cost working path.  

'
0l

l

l

if F
c

otherwisec

=
=      (4) 

If the working path has been found, we adjust the link-cost according to Eq. (5) and 
compute the link-disjoint and least-cost backup path, where  is a sufficient small 
constant (in simulations, we assume  =1) and U = {k; k∈wpn}.  

'

l l l

l ll

l

if l U or F P TP
ifc P TP
otherwisec

+ <
=    (5) 

3   Proposed Algorithm 

3.1   Processes and Complexity of PPA 

Step 1: Wait for a connection request arrival. If a connection request arrives, then go 
to Step 2. Otherwise, update the network’s state and go back to Step 1. 

Step 2: Adjust the link-cost according to Eq. (4) and compute the working path. If 
succeed to find the working path, then go to Step 3. Otherwise, block the connection 
request, update the network’s state and go back to Step 1. 

Step 3: According to the k and Eq. (3), compute the TPl for each link l. Adjust the 
link-cost according to Eq. (5) and compute the backup path. If succeed to find the 
backup path, then accept the connection request, update the network’s state and go 
back to Step 1. Otherwise, block the connection request, update the network’s state 
and go back to Step 1. 

The complexity of PPA mostly depends on running the times of Dijkstra’s algo-
rithm. The complexity of Dijkstra’s algorithm is O(|N|2). Analyzing the process, the 
complexity of PPA is approximately O(2|N|2) for a connection request.  
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3.2   Performance of Algorithm 

The resource utilization ratio (RUR) is calculated in Eq. (6) below. It is obviously that 
a smaller value of RUR means that we need to assign fewer resources and also means 
a smaller backup bandwidths reserve on all the backup paths and a higher degree of 
spare capacity sharing, that is, a higher resource utilization ratio. Higher resource 
utilization leads to lower traffic blocking because more free resources can be used in 
the following traffic routing. 

 /l l
l L l L

RUR WR
∈ ∈

= ∑ ∑      (6) 

The requests blocking ratio (BR) is the ratio of |R| to |V|, where R is the set of con-
nection requests that are being abandoned by the network and V is the set of all con-
nection requests that have arrived at the network. In the case of dynamic traffic, the 
BR can approximately reflect the effectiveness of resource utilization, and a smaller 
BR means a higher resource utilization ratio. 

The protection ability (PA) is the ratio of |D| to |H|, where D is the set of protected 
connections as the failures occur and H is the set of connections that are holding on 
the network. It is obviously that a bigger value of PA means that more connections 
will be protected in failures, that is, higher protection ability. 

4   Simulations and Analysis 

We simulate a dynamic network environment with the assumptions that connection 
requests arrival according to an independent Poisson process with arrival rate , and 
the connections holding time is negative exponentially distributed 1/μ, so the network 
load is β/μ Erlang. We assume μ=1 and each requested bandwidth is a wavelength. If 
the connection fails to establish, the network abandons it immediately, i.e., there are 
no waiting queues. The test network is shown in Fig. 2, where nodes, which have 
wavelength conversion capacities, are interconnected by bi-directional fiber links that 
the basic link-cost is 10. The number of wavelengths of per fiber is assumed to be 
five. The value of k is selected form [1, ]. We compare the performance of the PPA 
with the DPP and the SPP [1-4]. All simulation results are averaged via simulating 
106 connection requests. 

 

Fig. 2. National network topology of America 

In Figs. 3 and 4, we assume A is a sufficient large constant, that is, A . It is shown 
in Fig.3 (a) that the RUR decreases and gradually becomes invariable as k increases 
with different load  (10-35  erlang),  and  this  means  the  resource  utilization  ratio is 
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Fig. 3. With different load, (a) the RUR versus the k, and (b) the BR versus the k. With differ-
ent k, (c) the RUR versus network load, and (d) BR versus network load 

improved and gradually reaches its best performance. When k , the resource utili-
zation ratio is the highest. We can see in Fig.3 (b) that the BR decreases and gradually 
becomes invariable as k increases with different load, and this means the blocking 
ratio is gradually reduced and gradually reaches its best performance. When k , the 
blocking ratio is the lowest. The reason for this is that, when k is bigger, the resource 
utilization ratio is higher, and more free wavelengths can be used by the following 
connection requests, and then less connection will be blocked. 

According with Eq. (3) and Fig. 1, we can find, as k =1, the backup wavelengths 
cannot be shared, and the PPA is equivalent to the DPP; as k , the backup wave-
lengths can be shared, and the PPA is equivalent to the SPP; as k is equal to a finite 
constant from (1, ), the backup wavelengths can be partially shared, and the per-
formance of the PPA can be tradeoffs between the DPP and the SPP. 

In Fig.3 (c) and (d), it is shown that, as k=1, the performances of the RUR and the 
BR of PPA are the worst; as k , the performances of the RUR and the BR are the 
best; as k=1.5, 2, and 3, the performances of the RUR and the BR are tradeoffs be-
tween the best and the worst. 

In Fig. 4, we can see that, with different value of k, PPA can 100% protect the sin-
gle-link failure. We also see that, as the multi-link failures occur, the performance of 
the PA is the best as k=1, it is the worst as k , and it is tradeoffs between the worst 
and the best optimal as k = 1.5, 2, and 3. The reason  for  this  is  that,  there  are  more 
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Fig. 4. The PA versus network load, as (a) a random link fail, (b) two random links fail, (c) 
three random links fail, and (d) four random links fail 

reserved wavelengths as k=1, and more connections can switch their traffics on their 
backup paths as the failures occur (see protected situation in section 1.2), and then 
the protection ability is higher. As k , there are fewer reserved wavelengths that 
can be used by the failed connections, and then the protection ability is lower. As k is 
equal to a finite constant from (1, ), the reserved wavelengths are tradeoffs between 
the k=1 and the k , and then the protection ability is also tradeoffs between the best 
and the worst. 

5   Conclusion 

In this paper, we investigate protection for the multi-link failures in survivable WDM 
mesh networks, and propose a new path protection algorithm (PPA). The simulation 
results show that PPA can provide 100% protection for the single-link failure and has 
higher resource utilization ratio than the DPP and higher protection ability than the 
SPP as the multi-link failures occur. With configuring different k, PPA can determine 
the appropriate tradeoffs between the resource utilization ratio and the protection 
ability.  
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Abstract. NTT developed the Wireless IP Access System (WIPAS), a point-to-
multipoint fixed wireless access (FWA) system utilizing the 26-GHz frequency 
band for home and SOHO users to provide broadband Internet access service. 
This service is a best-effort type IP service with the transmission rate of 80 
Mbit/s and with the maximum Ethernet frame transmission rate of 46 Mbit/s. 
Recently, with the aim of further expanding the applications of WIPAS, ad-
vanced functions have been developed. The WIPAS service area has been ex-
panded by applying WIPAS technologies in a variety of forms. The radio en-
trance line is a point-to-point connection using WIPAS equipment that can be 
applied to extend the broadband access service area where it is impossible or 
difficult to provide service using optical fibers. This paper describes the service 
concepts, configurations, and technologies of WIPAS, and illustrates technolo-
gies pertaining to added functions and extending the service area of this system. 

1   Introduction 

NTT developed the Wireless IP Access System (WIPAS), a low cost FWA system for 
home and SOHO users. WIPAS is a point-to-multipoint (P-MP) system that uses the 26-
GHz frequency band for use by FWA services in Japan. The transmission capacity of 
this system is 80 Mbit/s and the maximum transmission rate of an Ethernet frame is 46 
Mbit/s. IP services using WIPAS started in 2003 in Japan in urban and suburban resi-
dential areas. We reconsidered and revised the requirements for the FWA system to 
reduce the cost of the equipment and its installation, and to downsize the equipment [1]. 

In order to enhance the performance and reliability of this system, and to expand the 
application area more extensively, WIPAS requires additional functions that can re-
spond to a variety of user requests. For this purpose, the system was upgraded by add-
ing an adaptive modulation scheme and a minimum bandwidth guarantee function. 
Furthermore, the radio entrance line, which is advantageous because it can be con-
structed easily at low cost compared to using a wired line, was implemented in order to 
extend the range of the access service area. The radio entrance line is achieved in the 
form of a point-to-point (P-P) cascade connection using sets of WIPAS equipment.  

This paper is organized as follows. Section II illustrates the service concept of 
WIPAS. Section III describes the system and equipment configurations. Section IV 
introduces further advanced functions and Section V describes the service area exten-
sion technologies of WIPAS. Finally, Section VI presents our conclusions. 
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2   Service 

Figure 1 shows the service concept of WIPAS. Services that use this system are pro-
vided to home users and SOHO users. An access point (AP) is installed on a tele-
phone pole or a rooftop of a building, and is connected to the core network using an 
optical fiber cable. A wireless terminal (WT) is installed on the user premises, apart-
ment, or office building, and is connected to the user PC using an Ethernet cable. The 
transmission speed between the AP and WTs is 80 Mbit/s at maximum. Although 
WIPAS initially provided a best-effort-type IP service, it currently provides a new 
Quality of Service (QoS) minimum bandwidth guarantee service. The WT shares the 
wireless bandwidth fairly with other WTs that are connected to the same AP. WIPAS 
is applied to an area where it is impossible or difficult to lay optical fiber cables for an 
access network, but it is a system that combines wireless technology with an optical 
network, and is a complement service to fiber to the home (FTTH) service. 
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Fig. 1. Service Image of WIPAS  

3   System and Equipment Configurations 

3.1   System Concepts 

The main specifications of WIPAS are given in Table 1. The transmission/access 
scheme is TDMA/TDD, and the modulation scheme uses QPSK or 16QAM in this 
system. The transmission capacity is 40 Mbit/s for QPSK,and 80 Mbit/s for 16QAM. 
The transmission power is 14 dBm for QPSK, and 11.5 dBm for 16QAM to reduce 
the equipment cost. A WT performs automatic transmission power control (ATPC) at 
the AP to adjust the reception level to the standard reception level. The control range 
of ATPC is 20 dB. One AP can manage up to 239 WTs.  

3.2   Equipment Configuration 

The equipment configuration of WIPAS is shown in Fig. 2. The AP consists of an 
AP- Radio frequency unit (RFU), which includes an antenna, RF and IF modules, and 
an AP- Interface unit (IFU) that includes a modem, TDMA control, and MAC proc-
essing modules. The AP-RFU uses omni, sector, horn, or Cassegrain antennas de-
pending on the service type. The AP-IFU has an optical interface (100BASE-FX)  and 
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Table 1. WIPAS Specifications 

QPSK: 40 Mbit/s (23 Mbit/s)

16QAM: 80 Mbit/s (46 Mbit/s)
Wireless transmission rate (Maximum 
transmission rate of Ethernet frame )

Fairness assignment among WTs

Minimum bandwidth guarantee
QoS

QPSK:700 m / 16QAM:400 mCell radius

WT

AP

Planar antenna

Omni, Sector, Horn, Cassegrain antenna
Antenna type

VLAN: IEEE802.1QMAC layer processing

100BASE-TX / 10BASE-TUser interface

100BASE-FXNetwork interface

Max. 239 WTs per APNumber of WTs

QPSK: 14 dBm / 16QAM: 11.5 dBmTX power

QPSK, 16QAM 

Adaptive modulation scheme
Modulation

TDMA/TDDTransmission

26-GHz bandFrequency band
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Fig. 2. Equipment configuration of WIPAS 

an electrical interface (100BASE-TX) to connect to the core network. The WT com-
prises an antenna, RF, IF, modem, TDMA control, MAC processing modules, a WT 
adapter that has the functions of an Ethernet interface (10/100BASE-TX), power 
supply, and alarm indicators. The WT equipment connects to the WT adapter using an 
Ethernet cable (multiplexing power). The WT has a planer type antenna. 
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3.3   Radio Unit and Antenna 

The antenna of the WT is a slotted-waveguide-array flat antenna [2, 3]. We down-
sized the WT equipment by using these fundamental technologies. In the AP, we 
separated the AP-RFU containing the antenna and RF and IF modules from the AP-
IFU containing baseband modules, because the antenna of the AP-RFU is changed 
according to the service type. We downsized the AP-IFU by using two ASICs for 
baseband processing. One, which is commonly used by WTs, has functions of a mo-
dem, and the other one has a function for TDMA control and MAC processing. The 
cost of the WIPAS equipment is approximately ten times less than that of conven-
tional systems, and its weight is approximately five times less than that of conven-
tional systems.  

4   Further Advanced Functions 

In this section, we describe two additional functions that were developed recently to 
enhance the adaptive flexibility of WIPAS. 

4.1   Adaptive Modulation Scheme 

We newly developed the adaptive modulation scheme shown in Fig. 3, which auto-
matically switches between 16QAM and QPSK according to the wireless transmis-
sion conditions. The transmission distance for 16QAM is 700 m in clear atmosphere, 
which is equivalent to that of QPSK under rainfall conditions. The transmission dis-
tance for 16QAM should be shortened to within 400 m since it is required by the 
system margin for rainfall.  However, the novel adaptive modulation scheme enables 
the transmission distance to be extended to 700 m, while maintaining 80 Mbit/s of 
16QAM in clear atmosphere and 40 Mbit/s of QPSK during rainfall. 

High-speed communication area is 
expanded while maintaining low-speed 
communication during rainfall.

AP
Rainfall, etc.

WT WT

Modulation scheme automatically 
switches without a short break under 
inferior transmission conditions.

High-speed communication area is 
expanded while maintaining low-speed 
communication during rainfall.

AP
Rainfall, etc.

WT WT

Modulation scheme automatically 
switches without a short break under 
inferior transmission conditions.

 

Fig. 3. Adaptive modulation scheme 

The WT periodically measures the link quality of the user data in the downlink 
payload (16QAM), and reports the measurement results to the AP. The AP determines 
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the modulation scheme based on the link quality report received from the WT. If the 
link quality is degraded by rainfall, the AP immediately switches the modulation 
scheme to QPSK. If the link quality recovers, the AP switches back to 16QAM after 
verifying the stability a few times. 

4.2   Minimum Bandwidth Guarantee Service 

By adding a preferred bandwidth assignment function, WIPAS provides a minimum 
bandwidth guarantee service, while providing the best-effort-type IP services to other 
users at the same time. When the requested bandwidth is less than the guaranteed 
bandwidth, the requested bandwidth is assigned, and the surplus bandwidth is reas-
signed to other WTs. Furthermore, the rest of the guaranteed bandwidth assignment is 
distributed fairly to all the WTs. Therefore, the bandwidth assignment is carried out in 
a flexible manner without wasting the bandwidth (see Fig. 4). The bandwidth-
guaranteed-type service can be provided to special users such as business users or 
heavy traffic users while maintaining a mixture with best-effort-type service for gen-
eral users. 
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Fig. 4. Bandwidth assignment (example) 

5   Service Area Extension 

In this section, we introduce the technologies for extending the service area of 
WIPAS in a variety of forms. 

The WIPAS service area is expanded further by connecting several APs and WTs 
as shown Fig. 5. Figure 5(a) shows the radio entrance line type. AP1 communicates 
with WT1 using a high-gain Cassegrain antenna. AP2, which is used in combination 
with WT1, connects to AP1 through WT1 and constructs a cell at a point distant from 
the optical fiber. Figure 5(b) shows the point-to-point (P-P) cascading type. A couple 
of WTs (WT3 and WT4) operate as repeaters and enable WT5 to connect to AP3 over 
two hops. Since both antennas of AP1 and WT1 have extremely high gain of more 
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than 31 dBi, the transmission distance between the two is longer than 2 km for 
16QAM. This is similar to the transmission distance between WT4 and WT5. Thus, 
the radio entrance line can be applied to increase the range of the access service area 
easily at low cost compared to extending optical fiber cable.  

Figure 6 shows a practical example of dense deployment of WIPAS in a suburban 
residential area, Haramachi city in Japan. Because the AP employs an omni-directional 
antenna, the roughly circular cells overlap in the deployment area. The radio frequency 
channels are allocated optimally with no interference between the cells, and the cells 
are designed on the basis of the line-of-sight (LOS) calculation results derived from the 
building and vegetation information with a high degree of accuracy. The APs are gen-
erally connected to the IP network through the optical fibers of the municipal intranet. 
However, in areas that are distant from the optical fibers, supplementary APs can be 
installed by applying the radio entrance line, and the gaps in the service area are cov-
ered by auxiliary cells such as the gray cells in Fig. 6. 
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Fig. 5. Service area expansion scheme 

 

Fig. 6. Example of cell deployment design for Haramachi city in Japan 
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Abstract. Technological advances in mobile terminals and the large
spreading of Internet have led to the growing need of a certain level of
a quality of service for the applications. Wireless networks characteris-
tics make this task difficult. Thus, the classical protocols and models of
QoS became inaccurate in this type of networks. This article presents
a mechanism that guarantees a service corresponding to the Expedited
Forwarding PHB (Per Hop Behavior) in a wireless network. Simulations
under NS-2 are carried out to evaluate the performances of the solution.

1 Introduction

With the proliferation of mobile terminals and the popularity of Internet ac-
cess, the IEEE 802.11 Working Group has proposed a standard [1] for wireless
local area networks. It proposes two access methods: DCF (Distributed Func-
tion Coordination) and PCF (Polling Function Coordination). DCF is available
in infrastructure mode as well as in ad hoc mode and is based on CSMA/CA
(Carrier Sense Multiple Access with Collision Avoidance) method. Before initi-
ating a transmission, a station senses the medium and executes an exponential
backoff algorithm to avoid collisions. With DCF mode, no priority exists among
the stations. Besides, a station with a low transmission rate, while capturing
the channel, can penalize the other stations on the long run [2]. PCF method
tackles with delay sensitive data transmissions and is limited to the infrastruc-
ture mode. In PCF, time is divided into superframes. A superframe consists of a
period called CFP (Contention Free Period) during which the coordinator, gen-
erally the access point, polled each station if it has packets to send, and a CP
(Contention Period) period during which DCF mode is used as access method.
PCF is complex and some ambiguities remain in its specification. This article
proposes a service for delay sensitive application aiming to support flows marked
as EF (Expedited Forwarding) according to DiffServ Architecture [3]. This ser-
vice is provided in a wireless network without access point. In the following, the
considered network consists of stations having the same diffusion domain and the
hidden station problem is supposed solved by a mechanism such as RTS/CTS.
Section 2 gives a state of the art of QoS in wireless networks. Section 3 details
the proposed architecture, which will be validated in section 4. The results are
summarized in section 5.
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2 Related Works

Many studies have been drawn to introduce QoS in the wireless networks. The
IEEE 802.11e working group has defined improvements [4] to IEEE 802.11 stan-
dard which introduce two new access methods, namely, EDCF (Enhanced DCF)
and HCF (Hybrid Coordination Function). In EDCF which derives from DCF,
QoS is obtained by the use of eight levels of TCs (Traffic Categories). At the
MAC level, the packets are transmitted via separate instances of the backoff
algorithm, each instance having parameters set according to the priority level.
Although EDCF ensures a better service for higher priority traffic, it does not
offer any quantitative guarantee. Moreover, under high load, many collisions may
occur even for the priority traffic. HCF function adopts the same principle as
PCF and allows a hybrid coordinator, localized generally at the access point, to
poll the stations having priority traffic for CFP period. Some of the drawbacks
of PCF remain with HCF. To mitigate these shortcomings, [5] proposes a mech-
anism derived from EDCF, called AEDCF (Adaptive EDCF), which takes into
account the contention level of the channel. AEDCF adjusts the size of the con-
tention window and the persistence factor according to the number of collisions.
[6] introduces a solution to support the real-time traffics. CFP Period will be
used for the transmission of real-time traffic while the CP period is exclusively
reserved for the Best-Effort traffic. To ensure a better bandwidth usage and to
avoid starving the Best Effort traffic, [7] introduces the concept of free space
which defines the unused bandwidth by the privileged traffic, that can be recov-
ered by the Best Effort traffic. To a privileged packet can be piggybacked lower
priority packets sharing the same next hop. [8] presents an architecture support-
ing EF and AF PHB (Per Hop Behaviors). EF PHB is ensured by allocating
a low IFS to the corresponding stations. To alleviate the contention among EF
flows, two jamming sequences are transmitted by each EF station. That which
has the longest sequences will access the medium. [9] proposes to support EF
PHB in a wireless network This approach consists in setting a map of the band-
width usage in the network using an exchange of messages and in deducing the
local BE traffic rate. For a better use of the resources, the unused bandwidth by
the EF traffic is recovered by the BE traffic. The delay constraints are ensured
by anticipating possible load increases by the introduction of a thresholds system
that allocates a bandwidth margin to EF traffic.

3 Wireless Bandwidth Access Control

Our proposition stands for a limitation of the BE traffic of the network, that
aims to guarantee initially fixed bandwidth and delay for the EF class of service.
This restriction is done on the basis of the network state and require neither any
exchange of messages nor the knowledge of the traffic of the other nodes. Indeed,
this is used to prevent the network from congestion and to avoid overload due to
signaling mechanism. The traffic control is conveyed to the policy layer in such
a way that no queueing delay will be induced to the currently transmitted frame
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Fig. 1. Global architecture

at the MAC layer. A control function computes the sending rate of the local BE
traffic. The EF traffic profiles are distributed to the appropriate stations. The
method to distribute these profiles is out of the scope of this paper. However the
adopted policy must take care not to exceed a certain ratio of the bandwidth [10].
The conformance to the profile is done using a token bucket and the excess traffic
will be dropped. The suggested solution is localized between the MAC layer and
the IP layer as shown in the Fig. 1. Each station implements this architecture.

The information obtained from the MAC layer will be used to determine the
network state. This disposal is taken to make it possible for the architecture to
deal with wireless network characteristics, while allowing the possibility of com-
bination with a MAC level mechanism to accentuate the service differentiation.
Indeed, the QoS support provides at the MAC level tackles with the choice of the
node which will acquire the medium while an IP level solution defines the packet
which will be transmitted within a node [11]. EF and BE packets are handed
over to the MAC layer according to a PQ (Priority Queue) scheduling. The BE
traffic limitation is done using a dynamic shaper whose parameters result from
a congestion avoidance mechanism. This mechanism is highly interrelated with
the control function used by the station to increase or to decrease its BE traffic
and it is comprised in the agent localized in each station in such a way that
each one reacts in the same manner depending on the network state. The agent
estimates the network state and allocates the maximum BE sending rate of the
station to ensure a high bandwidth usage while guaranteeing low delays. The
packets are classified thanks to the DS field of the IP header.

The congestion avoidance control consists of a thresholds system similar as
that of [12] and a binary feedback. The network state is provided, periodically ev-
ery Δt, by the thresholds system. This information is deduced from the response



A Robust Service for Delay Sensitive Applications on a WLAN 87

δ̂ ≥ 70

C NC

δ̂ ≤ 60

Fig. 2. Thresholds System with 2 states

time of the MAC level, i.e. the delay d taken by a packet to be transmitted, and
the initially guaranteed MAC level delay dmax. The network load is estimates
using the percentage δ̂ = 100 d

dmax
. A binary feedback (0 or NC for not con-

gested, and 1 or C for going to be congested) is determined by the stations, so
that they can adjust (increase or decrease) their rate rBE , via a control function.
If this feedback estimates that the network is not congested, then, the BE traf-
fic rate can increase, otherwise, the BE traffic rate is decreased. The choice of
binary feedback is motivated by its simplicity and its efficiency for the resource
controller. The thresholds system is used to bring up the measured load so that
the network can act before the maximum delay is reached. So the network never
enters in congestion. The delay is calculated on the packets successfully received
and corresponds to the duration from the handling of the packet by the MAC
level and the receipt of the acknowledgment. For example, by considering the
model of Fig. 2, let δ̂ equals 75 and the previous state, NC, then the current
state will be C, corresponding to a congested network.

However, a question arises on the way by which each station lower its rate in
the case of congestion. Indeed, the flows having a high sending rate must decrease
more their rate compared to the small flows, in other words, the reduction of the
rate must be proportional to the rate. This is done by choosing a multiplicative
function for the decrease. A similar consideration has to be made regarding the
increase. The fairness constitutes the only condition required for BE traffic. The
sharing of the bandwidth must be fair among the stations generating BE traffic
and independent of the rate currently generated by each source. An additive
function is appropriate for the increase in the rate. The choice of AIMD (Ad-
ditive Increase Multiplicative Decrease) is judicious insofar as [13] shows that
this algorithm ensures fairness and convergence. The AIMD control function is
summarized in the following expression:

rbe(t) =
{

rbe(t−Δt) + rAI if state = NC
rbe(t−Δt)/kMD if state = C with kMD ∈ R and kMD > 1 (1)

in which rAI et kMD correspond respectively to the increment value and the
decrease factor of BE traffic rate.

4 Performance Evaluation

The evaluation of the proposed mechanism was carried out with the NS-2 simu-
lator in a IEEE 802.11 network comprising 6 stations, one of which is used as the
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destination for overall traffic. The capacity of the medium is set to 1 Mbits/s. 4
nodes generate BE UDP traffic with a packet size equals 512 bytes and a rate
of 400 kbits/s. One of the nodes moves during simulation and becomes out of
reach of the other nodes. The EF traffic consists of an MPEG encoded movie.

Three cases are considered:

– The first case evaluates the performances of the EF flow when it is the only
one being in activity.

– The second case defines a common scenario where BE sources transmit until
making network congested.

– The last case corresponds to the use of the proposed mechanism in the
previous case to ensure a service to EF flow. The maximum delay imposed
for packets at the MAC level is set to of 0.056 s with Δt = 40 ms. This
choice is based on previous works [9]. The increase is done by an increment
of rAI = 400 bits/s and the decrease by a ratio of kMD = 1.5, derived from
empirical considerations.

The results are summarized in the table 1 and the curves Fig. 3, 4, 5. In
the first case, the bandwidth required by MPEG flow is granted (Fig. 3a) and

Table 1. Statistics of the networks in the three cases

Case EF alone WLAN WLAN + QoS
Bandwidth usage (%) 12.23 69.8 46.63

Max bandwidth usage (%) 58.30 76.23 77.87
# Collisions 0 33505 1716

# Transmitted packets 21267 191650 124493
Exchanged bytes (MB) 14.52 100.23 66.90

# Dropped packets 0 229490 45600
Max EF delay (ms) 80 1700 130
Mean EF delay (ms) 15 90 20

EF standard deviation delay (ms) 13 110 20
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the delay is low (Fig. 3b) with a maximum value of 80 ms. No packet dropped
because of the absence of contention on the medium. In the presence of BE
flows, the constraints in term of bandwidth (Fig. 4a) and delay (Fig. 5a) are
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not satisfied anymore. The EF packets delay are high with a maximum value
of 1700 ms, while the flow experiences significant delay variation. However, the
bandwidth usage is high, but this causes a large number of collisions. The pro-
posed mechanism respects the constraints in term of bandwidth (Fig. 4b) and
delay (Fig. 5b). Indeed, the maximum delay perceived by EF flow equals 130 ms
while delay variation (20 ms against 110 ms in the first case) remains low. The
rate control handles correctly the abrupt increases in the load of the EF flow, as
that occurring at t = 320 s. The EF traffic is completely isolated from BE flows.
Indeed, by comparing Fig. 3b and Fig. 5b, one notes that they are nearly the
same. The bandwidth usage has been reduced with an average value of 46.63%.
A higher EF load would lead to a better utilization ratio because the maximum
value reaches 77.87% vs 76.23% in the case without QoS. Besides, the number
of collisions decreases significantly (1716 vs 33505).

Thus, the proposed mechanism provides a QoS for an EF real VBR flow while
offering fairness for the BE flows.

5 Conclusion

This article presents a robust mechanism for the support of EF PHB in a wireless
network and the bandwidth sharing among the BE traffic. The principle consists
in avoiding the network to be in a congested state. That is done by the restriction
of the BE traffic on the basis of an estimation of the network state thanks to
local information, namely, the MAC level delay. The BE traffic rate is decreased
or increased according to whether the network is in a congested state or not. A
maximum delay, below which a certain level of service can be assured, is initially
fixed. To prevent abrupt increase in the load of EF traffic, a thresholds system
is set up in order to put a margin on the MAC delay increase. Simulations show
that the EF traffic is completely isolated from the BE traffic. The principal
advantage of the proposal lies in its ease of implementation and the absence of
overload: no signaling is needed. The mechanism works in a totally distributed
mode, thus, the motion of a node does not affect the way the other nodes perform
their computation. However, the performance of the mechanism can be improved
by combining it with a MAC level solution such as IEEE 802.11e. A better
bandwidth usage can also be obtained by making the increase and the decrease
factor of the BE load variable with the MAC delay. This can be done by using
much richer feedback for the congestion avoidance mechanism. A study on the
contribution of the solution in the bandwidth allocation in the hidden station
case will also be undertaken. Finally, the support of AF PHB would constitute
an additional extension of this architecture.
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Abstract. The paper presents the development of ARQ schemes ap-
plied to a 17 GHz single-hop ad hoc network, providing very high bit
rate. In particular, the paper aims to analyze and compare the perfor-
mances of different ARQ protocols, in order to outline the most suitable
one for a very high bit rate wireless system. Simulation trials show that
a reliable error control protocol, realized by means of a proper retrans-
mission strategy, can sensibly reduce the number of transmission errors,
thus improving the wireless network overall performances.

1 Introduction

It is well known that wireless communications are exposed to high probability
transmission errors. This is even more challenging when the aim is to develop
a wireless LAN working at very high frequency (17 GHz) and with tight QoS
requirements, in terms of error probability and transmission delay.

In this work we consider a novel wireless LAN developed in the framework of
the WIND-FLEX (WF) project [1], funded by the European Information Society
Technology (IST) program. We investigate in particular the performance of error
control (EC) handling protocols at data link layer, to deal with the noisy radio
channel. The EC protocol uses an Automatic Repeat reQuest (ARQ) that works
on a per connection basis.

ARQ scheme is just an aspect of a wide strategy to improve the performance
of the error-prone air interface. At physical layer, the system employs Forward
Error Correction (FEC) scheme that improves the receiver capacity to detect and
correct garbled bits [2]. In this paper we deal with Protocol Data Units (PDUs) at
the data link layer, after they have been processed and, when possible, corrected
by means of the the FEC scheme.

For what concerns the upper layers, the interaction between TCP and data
link layer ARQ over wireless links has been extensively studied in many papers
in the past years, especially considering ARQ persistence consequences on TCP
behavior. Different conclusions are drawn about this subject. According to some
works (e.g. [3]) not-fully persistent ARQ strategies should be employed at the
data link layer, while other authors claim that a completely reliable ARQ scheme
improves TCP performance (e.g. [4], [5]). In this work, we do not analyze the
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interaction between TCP and the data link layer ARQ. We adopt a non-fully
persistent ARQ scheme, adapting the maximum number of retransmissions to
the QoS requirements (especially in terms of maximum tolerable delay [6]) of
the applications. As showed in the simulation results, this approach leaves to
the TCP layer a small residual packet loss percentage, when, after some retrans-
mission, the packet cannot still be correctly delivered within a certain delay
threshold.

The rest of the paper is organized as follows: Section 2 presents the ARQ pro-
tocols, while Section 3 describes the wireless channel model. Simulation results
are reported in Section 4. Finally some conclusions are drawn in Section 5.

2 ARQ Protocols

As already mentioned, the analysis of the paper focuses on three ARQ protocols,
namely Stop-and-Wait (SW), Go-Back-N (GBN), and Selective-Repeat (SR).
The following section provides a short description of the algorithms, pointing
out the way they have been adapted to the WF system.

2.1 Stop and Wait (SW)

SW is the simplest ARQ scheme: the sender waits for a positive acknowledgment
(ACK), or a negative one (NACK) from the receiver, after every packet transmis-
sion. Depending on the reply, the sender either transmits the next packet (ACK
reception), or retransmits the last one (NACK reception). If the packet is lost or
the reply is lost or corrupted, when a timer expires, the sender retransmits the
not acknowledged packet. Using SW scheme no buffering for transmitted packets
is required (both transmission and reception sliding windows are unitary).

The simplicity makes the SW algorithm attractive in many situations, but
given its scarce utilization of the available bandwidth, the algorithm is not suit-
able for a network characterized by very high bit rate and thus expected to
support high traffic loads. As simulation results confirm (see Section 4), the net-
work performances are definitely scarce, when either traffic load or Packet Error
Rate (PER) increase.

2.2 Go Back N (GBN)

When GBN protocol is used, the transmitter sends several packets consecutively.
Transmitted packets are stored in a retransmission buffer, until they are posi-
tively acknowledged (individually or cumulatively). The number of packets, sent
consecutively without acknowledgment, cannot exceed a transmission window,
whose length is one of the algorithm parameters and mainly depends on the
available HW resources. The receiver instead does not use any buffer, packets
are acknowledged as soon as they are received.

If a gap in the reception sequence is detected, meaning that a packet is
lost, the receiver suspends accepting packets and sends a NACK to request a
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retransmission of the missing one. The sender receiving a NACK restarts trans-
mission from the missing packet and proceeds in sequence. The N packets that
were transmitted after the corrupted (or missing) one are discarded even if they
reached the receiver without errors.

Contrary to SW algorithm, GBN does not force the transmitter to remain in-
active waiting for ACK/NACK messages after every packet transmission, there-
fore it is able to achieve a greater efficiency. Nevertheless, whenever a packet is
lost or gets damaged, up to N redundant retransmissions are made, which results
in a considerable resource waste.

2.3 Selective Repeat

When SR schemes are employed only corrupted or lost packets are retransmitted.
In particular the algorithm considered for the WF system is Selective-Repeat-
with-Partial-Bitmap (SRPB), which makes use of an optimized bit mask field
in the acknowledgment messages, in order to reduce the amount of overhead [7].
The protocol works as follows. The transmitter sends a series of PDUs, sequen-
tially numbered within the predefined window, making full use of the available
bandwidth. Transmitted PDUs are stored until they are not acknowledged; for
each PDU a timer is set. Also at the receiver side, a window is used to buffer cor-
rectly received packets. For each packet of the window, the status of the packet
(positively received or not) is stored.

The acknowledgment is done sending a packet, whose format is reported in
Fig. 1. The TYPE field is used to distinguish among the three kinds of pack-
ets used: data packets, acknowledgment packets, and data plus acknowledgment
packets (which allow the transmission of ACK message in a piggybacking fash-
ion). The CONNECTION ID field carries the connection number to which the
ACK message is related, i.e. the connection used to send data packets that are
being acknowledged. The Flow Control (FC) field is set to 1 if the receiver
window is full, in order to suspend the transmission of other data packets, un-
til a new communication (FC bit set to 0) is received by the transmitter. We
employed transmission and reception sliding windows, whose length is Ws=512,
thus the sequence numbers supported are at least twice the buffer size, represent-
ing numbers from 0 to 1023. Data packet acknowledgment is done considering

MASKLEN
CONNECTION IDFC

BMN 0

BM 0

BMN 1

BM 1

BMN 2

BM 2

CACK

7 6 5 4 3 2 01

BLOCKNUM

CRC

MASKLEN
CONNECTION IDFC

BMN 0

BM 0

BMN 1

BM 1

BMN 2

BM 2

CACK

7 6 5 4 3 2 01

BLOCKNUM

CRC

Fig. 1. SRPB acknowledgement packet format
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blocks of packets and then specifying packets (PDUs), belonging to the block,
which have or have not been received correctly. In particular, as reported in Fig.
1, we decided to use ACK messages containing up to 3 bitmap blocks, where
each block (BM), identified by a 7-bit bitmap block number (BMN), is an 8-bit
bitmask. Every packet belonging to a block is acknowledged with a bit set to
1 (correct packet) or 0 (corrupted or missing packet). For every ACK, the first
0 in the bitmask (corresponding to the first corrupted packet of the acknowl-
edged blocks) suspends the progress of both the receiver and transmitter sliding
windows, forcing the sender to retransmit the requested packet.

To construct blocks for the ACK message, groups of 8 packets to be ac-
knowledged are considered. In the BLOCKNUM field it is reported the current
number of bitmap blocks (BMs). When the last BM is used to acknowledge less
than 8 packets, the MASKLEN field indicates the effective length of the block,
thus allowing to dynamically allocate the necessary bitmap blocks, in order to
reduce protocol overhead. The Cumulative ACKnowledgment (CACK) field is
used to grant multiple packets, whose sequence number is lower than the one of
the first packet in the first bitmap block. Finally the CRC field is used to detect
transmission errors. Obviously, in presence of feedback errors, such as the lost of
an ACK message, all packets related to the ACK blocks are retransmitted, after
the expiration of the timers associated to the packets at transmitter side.

3 Channel Model

For modelling the error characteristics of a wireless channel between two stations,
is widely used model the ”Gilbert-Elliot” model: a two state Markov chain,
where the states (Good and Bad) represent the possible behavior of the radio
link. According to [8], assuming a flat fading channel and high data rates, such
that the duration of a data packet (τ) is smaller than the coherence time of the
channel (fD), it is possible to consider as analytical channel model, a Gaussian
random process with a given mean and the following covariance function:

K(τ) = J0(2 · fD · τ) (1)

The covariance properties depend only on fD · |τ |. When this quantity is small
(i.e. < 0.1) the process is very correlated (“slow” fading). On the contrary, for
larger values (i.e. > 0.2), two samples of the channel are almost independent
(“fast” fading). Note that, for high data rate (small τ), the fading process can
always be considered to be slowly varying. Therefore, the dependence between
the transmission of consecutive data packets cannot be neglected, and the model
for the success/failure process has to take into account this dependence. A gen-
eral success/failure process model considers samples of the fading process:

α n = (α1, α2, ..., αn), αi = α(iT ) (2)

From a communication point of view, dealing with data link protocols, the aim
is to evaluate the binary random process that describes the successes and the
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failures of the packet transmissions: β(t) = φ(α(t)) (assumed, for simplicity,
memoryless). The success or failure of a packet is determined by comparing the
signal power to a certain threshold (i.e. the case of power under this thresh-
old stands for a packet failure). For highly correlated fading, it is possible to
extend the (approximate) Markovian character of the fading process to the suc-
cess/failure process. What is now left to verify, adopting a first-order Markov
model, is that the success/failure of the transmission in the previous slot summa-
rizes almost all the information contained in the past. The verification is based
on [9] and [8], where is considered the average mutual information between the
success/failure process βi and the past two transmissions βi−1, βi−2. A measure
of the goodness of the first-order Markov approximation can be given in terms
of the negligibility of the additional information on βi carried by βi−2 when βi−1
is known. For slow fading, this can be demonstrated, validating the first-order
Markov approximation to be adequate for packet success/failure process on a
fading mobile radio channel.

Given the coherence time ΔTc (1 ms) and the high data rates (up to 160
Mb/s) of the WF wireless network, it is possible to confirm the adequacy of
the Gilbert-Elliot channel model in representing the considered radio channel.
In fact, the bit rate and packet lengths, used in simulation trials (see Section
4), lead to a packet duration in the range [3.33μs, 50μs], which is surely smaller
than the coherence time of the channel (1 ms). Moreover, given the coherence
time, according to [10], Doppler frequency can be expressed as:

fD =
9

16πΔtC
⇒ fD ≈ 179Hz (3)

Therefore the product of the Doppler frequency and the packet duration approx-
imately belongs to the following range:

fD · τ ∈
[
5.96 · 10−4, 8.95 · 10−3] (4)

Being τ < ΔTc and fD|τ | << 0.1, it is possible to conclude that the Gilbert-
Elliot channel is adequate to characterize the behavior of the considered wireless
channel.

4 Performance Analysis

The WF network has been simulated via software, using OPNET Modeler 9.0,
and several trials have been carried out with different network scenarios and traf-
fic conditions. The presented results refer to a scenario with five (fixed) devices
in a 20x20 single-hop cluster. Three classes of service have been considered as
representative of WLAN applications: Streaming class (used for audio and video
streaming applications), Interactive class (used for web browsing applications),
Background class (used for e-mail or FTP applications). The ARQ protocols
are applied only on Interactive and Background classes. ARQ algorithms are
not applied to Streaming class, whose low delay requirements make ineffective
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Table 1. Traffic sources Parameters

Class of Service QoS Requirements Simulation Parameters
Maximum Delay ON State OFF State Interarrival Time

Background 0.33 s Exp(2s) Exp(0.2s) Exp(0.0015s, 0.0075s)
Interactive 0.125 s Exp(3s) Exp(0.1s) Exp(0.0015s, 0.0075s)
Streaming 0.00275 s Exp(2s) Exp(0.1s) Exp(0.0015s, 0.0075s)

Table 2. Channel parameters

Good State BER eG = 0
Bad State BER eB = 10−4 : 10−3

Transition State Probability Good-Bad PGB = 0.005
Transition State Probability Bad-Good PGB = 0.04

a retransmission strategy for such applications. Table 1 describes the main pa-
rameters of the simulated traffic sources, and the maximum acceptable delay for
the three classes of service. As already explained, we assume that the forward
channel is a random-error channel, represented as a Gilbert-Elliot model. The
channel status is defined by the BERs of the two states (god and bad) and the
transition probability matrix, set as reported in Table 2. The feedback channel
is assumed to be an ideal error free link. The considered values for eB , together
with the adopted packet size (450 bits), lead to a PER range of 1-10%. Obviously,
the PER depends on the relationship between the channel error process and the
packet size (longer packets are more likely to be hit by an error). Assuming that
the CRC code error detection probability is ideal, a packet is considered garbled
when at least one bit is hit by error.

Dealing with a very high bit rate WLAN, our interest was mainly focused
on finding the most suitable protocol, to such a system. Out of the parameter
considered to evaluate the respect of the QoS requirements, one of the most sig-
nificant is definitely the maximum delay experienced by the packets, belonging
to the three classes of services. As shown in Fig. 2-left, with respect to Back-
ground and Interactive classes, SW has a very high percentage (from about 75%
to about 90%) of packets discarded due to high delay, mainly caused by the way
retransmissions are handled by the protocol. This percentage increases with the
traffic load and with PER (although the dependence with PER is weaker). The
statistic values are not reported for GBN and SRPB scheme, because the per-
centage of packets not satisfying the QoS requirements is very low for both the
protocols (less than 0.9% for GBN and less than 0.25% for SRPB), for every traf-
fic situation and packet length. The opportunity to retransmit a garbled packet
depends on its time to live (TTL), that is the time left which still enables the
QoS requirements satisfaction (see Table 1). If a packet has not been received
correctly, and its TTL is elapsed, the packet is discarded by the transmitter. The
statistic of discarded packets, that cannot be “corrected” by means of the ARQ
error control scheme, is shown in Fig. 2-right. As expected, SW is the worst
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protocol in recovering the garbled packets. GBN has a very low percentage of
unrecoverable packets (from 0% to 3%), while the best results are obtained using
SRPB (not reported in the picture), with a not-recovery percentage always lower
then 0.002%.

Concerning GBN, it is interesting to show how many packets correctly re-
ceived, are discarded due to protocol mechanism, which is based on an unitary
receiver window. Fig. 3-left reports such percentage. This number grows, with
the increasing of traffic load or of PER, reaching very high values and leading
to a considerable resource wasting.

When analyzing the performances of SRPB protocol, it is important to eval-
uate the resequencing delay, which is the time that correctly-received pack-
ets spend in the receiver buffer, waiting for corrupted or missing packets to
be received correctly. The resequencing delay has to be considered for SRPB
protocol, which is the only protocol allowing the reception of out of sequence
packets. As can be seen from Fig. 3-right, the receiver buffering time is, in
great percentage, concentrated below 10 ms, with a reduction of this percent-
age when traffic increases, and a very little growth of the percentages related
to higher waiting intervals. The resequencing delay is the acceptable price to
pay, for SRPB, which avoids retransmission of correctly received out-of-order
packets.
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5 Conclusions

In this paper we investigated the performances of an EC protocol at DLL, for
a very high speed wireless LAN. The EC protocol has been implemented choos-
ing three ARQ schemes: Stop and Wait, Go Back-N and Selective Repeat with
Partial Bitmap. We analyzed the performances under different traffic loads, dif-
ferent packet lengths and error rates. On one hand, SW and GBN have outlined
great inefficiencies: with regard to the respect of QoS parameters, unrecoverable
errors and bandwidth utilization (mainly SW) and overhead, energy waste and
bandwidth waste due to useless retransmissions (mainly GBN). On the other
hand, SRPB ensured: high efficiency, low overhead, high QoS parameter respect
and very low percentage of unrecoverable errors. In particular, the overcoming
of Selective Repeat ARQ schemes on the other two protocols, in such a network,
comes from considering its Partial Bitmap version. The innovative acknowledg-
ing mode, presented in the paper, enables to grant blocks of packets and to
dynamically allocate the size of the ACK packet, thus enabling to obtain all the
above listed advantages at a reasonable increase of the computational cost.
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Abstract. Two main features of the MAC-hs protocol of HSDPA are retrans-
missions of erroneous blocks and in-sequence data delivery to the upper layer. 
The first function is fulfilled through the HARQ mechanism. The second func-
tion is achieved by managing transmitting/receiving window and by using a 
specific numbering. In this paper, the MAC-hs performance for different win-
dow sizes, timer’s values and number of retransmission attempts are studied. 
Simulations show that values of these parameters have to be carefully set up in 
order to prevent incorrect block discards at the receiver side.  

1   Introduction 

The HSDPA concept (High Speed Downlink Packet Access, e.g., [1], [2]) of UMTS 
has been introduced in Release 5 of 3GPP. The HSDPA includes several enhanced 
techniques such as fast link adaptation, HARQ (Hybrid ARQ) or higher order modula-
tion (16-QAM) that increase downlink data rates up to 10 Mbit/s on the air interface. 

The HSDPA introduces a new transport channel and three physical channels (see 
fig. 1). The transport channel, called High Speed Downlink Shared Channel (HS-
DoShCH), is shared among several users. The HSDPA scheduler reallocates radio 
resources (i.e. channelization codes) with a period called HS-DoShCH TTI (Trans-
mission Time Interval). For the FDD mode, the HS-DoShCH TTI is specified to be 2 
ms ([2]). In the rest of paper, the period is simply called TTI since there is no confu-
sion with the conventional duration of TTI in UMTS, which can be 10, 20, 40, or 80 
ms. Within a TTI, radio resources can be allocated to one or several users. 

At the physical level, data of HS-DoShCH (i.e. MAC-hs PDUs) are mapped into 
the frame structure of HS-Physical Downlink Shared Channel (HS-PDoShCH). Three 
consecutive slots in the HS-PDoShCH frame form a radio “unit” for traffic. We de-
note this three slot unit as T-slot. The T-slot duration corresponds with the TTI dura-
tion. One HS-PDoShCH corresponds to one channelization code (with a fixed spread-
ing factor SF = 16, [3]). There can be employed up to 15 channelization codes ([4]), 
i.e. up to 15 HS-PDoShCHs can be assigned in a T-slot. 

HSDPA signalling information (downlink/uplink) is convey via control channels. 
The downlink signalling informs a mobile how to decode transmitted data on the HS-
PDoShCHs (type of modulation and coding, transport format, HARQ information). 
The signalling is carried by a downlink HS-Shared Control Channel (HS-ShCoCH). 
The transmission of HS-ShCoCH precedes HS-PDoShCH by 1,33 ms (or 2 slots, [1]). 
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Fig. 1. HSDPA physical channels: HS-ShCHCH (High Speed-Physical Downlink Shared Ch.), 
HS-ShCoCH (HS-Shared Control Ch.), HS-DePCoCH (HS-Dedicated Physical Control Ch.) 

The uplink signalling (HARQ Ack/NAck and Channel Quality Indication, or CQI) 
is carried by HS-Dedicated Physical Control Channel (HS-DePCoCH). 

High flexibility of the HSDPA allocation mode is reached by reducing the basic al-
location period from 10 ms to 2 ms. The assignment of radio resources (scheduling) 
and HARQ functions are implemented in a new MAC-hs entity/layer (Medium Ac-
cess Control - high speed, [5]). The MAC-hs is located in the Node B. There is one 
MAC-hs entity per UE (User Equipment). The MAC-hs layer can be seen as a layer 
composing of two sub-layers: upper one and lower one. 

The lower MAC-hs sub-layer handles (re)transmissions of blocks between the 
Node B and UE. The HSDPA uses HARQ mechanism that is based on the ARQ 
method Stop and Wait. Up to 8 independent HARQ processes (or instances) per UE 
can simultaneously be active ([5]), i.e. up to 8 MAC-hs PDUs of a UE can be handled 
at the same time. We shortly denote MAC-hs PDUs as d-Blocks in the rest. At most 
one HARQ process of UE can be activated in a T-slot. A comparison study of differ-
ent HARQ schemes (HARQ I, HARQ II, etc.) can be found for example in [6], or [7]. 

The upper MAC-hs sub-layer manages flow control, reassembling/segmentation, 
numeration, and in-sequence data delivery to the upper layer. The MAC-hs in-
sequence function is fulfilled via transmitting/receiving window and by using a spe-
cific numbering. This paper focuses on parameter settings that are tied with the in-
sequence function. We investigate the MAC-hs performance for different values of 
transmitting/receiving window size and reordering release window timer. Further, we 
look how the performance change for different number of retransmission attempts.  

The rest of the paper is organized as follows. The next section describes the MAC-
hs protocol with the focus on the in-sequence data delivery function. The simulation 
model is presented in section III. Section IV describes simulation scenarios and re-
sults. The last section presents our conclusions. 

2   Basic Features of MAC-hs Protocol 

A UMTS user can activate several radio bearers with different priorities. To reflect 
this UMTS feature, up to 8 priority queues per MAC-hs entity can be activated. The 
pot of 8 HARQ processes is common for all live queues of the given UE. Fig. 2 shows 
an example where two priority queues (Q1 and Q2) are active per user (UE1). 
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Each time a new d-Block is scheduled to be sent, the MAC-hs scheduler deter-
mines: UE, the UE’s priority queue and a suitable d-Block payload size. A d-Block 
payload consists of one or several RLC blocks. The selection of suitable d-Block 
payload size is important since the d-Block size cannot be modified during retrans-
mission attempt(s). A proposal dealing with this issue can be found in [8]. 

A sending d-Block is assigned a Transmission Sequence Number (TSN, modulo 
64), Queue Id (3 bits) and one of the free HARQ Ids (3 bits). The TSN and QId are 
carried in the d-Block header, whereas HARQId is carried by the physical downlink 
control channel. Each priority queue manages numbering of d-Blocks (i.e. TSN) in-
dependently to other priority queues. 

Fig. 2 shows a case where the MAC scheduler selects UE = 1, a priority queue Q1 
of UE1 and the d-Block is assigned to HARQ process with HARQId = 2. Since two 
priority queues are active, two MAC-hs windows are managed. 

The assigned HARQ process controls (re)transmissions of d-Blocks. If a retrans-
mission occurs, the originally selected d-Block size is kept constant and different 
MCSs (Modulation Coding Scheme) may be employed. Different MCSs lead to dif-
ferent coded block sizes and thus different number of channelisation codes is needed. 
We denote a d-Block on which is applied on it channel coding (ECC) as c-Block. 

Via the TSN, the MAC-hs layer provides in-sequence data delivery to the upper. 
The sorting of received d-Blocks is realized in the MAC-hs reordering entity (fig. 3). 
The MAC-hs scheduler may only send d-Blocks with TSN that lie within the MAC-hs 
transmitter window. The maximum transmitter/receiver window size is 32 ([9]). 

Notice that due to the multi-instance ARQ feature together with the specific num-
bering of d-Blocks, the MAC-hs retransmission mechanism behaves as if the ARQ 
scheme Selective Repeat would be used. 

MAC-hs PDU 
or d-Block 

Node B (Transmitter) 

HARQ entity 

HARQ process  
(up to 8; common for all queues of the UE)

QId TSNq1 … data 

1 2 8…

UEN 

1 2 8 … 

UE1 

Q1 
(TSNq1)

UE2 

HS-ShCoCH 
(UE Id, HARQ Id, …) 

HS-PDoShCH
(MAC-hs PDU) 

Q2 
(TSNq2) 

MAC-hs entity 

 

Fig. 2. The MAC-hs entities in the Node B and distribu-
tion of information field in the downlink physical chan-
nel; the fig. shows an example when the MAC scheduler
selects: UE = 1, Id = 1, HARQId = 2 

 Fig. 3. The MAC-hs entity in a 
UE; as in fig. 2, there is shown 
an example when UE = 1, 
QId = 1, HARQId = 2 

The transmitting MAC-hs entity is configured by the upper layer to discard data 
from its buffer that is out of date. There is no explicit signaling between the Node and 
UE when discarding data. The receiving MAC-hs entity (in the UE) is informed about 
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TSN = 7 (missing)
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Re-ordering queue  
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d-Block

TSN = 8 (missing)
TSN = 9     Ok
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a discard implicitly: either (i) by expiration of the re-ordering release timer or (ii) by 
reception of a fresh d-Block above the upper edge of receiving window. We denote 
the first type of discard as timer discard and the second one as window discard. 

The re-ordering release timer is called, in 3GPP specifications, as timer T1. The 
timer T1 controls stall avoidance events in the UE reordering buffer. There is one 
timer per receiving priority queue. The T1 is initialized for a d-Block that cannot be 
delivered to the upper layer due to previous missing d-Block(s) in the reordering 
buffer (e.g.; d-Block with TSN = x, d-Blockx). In fig. 3, the T1 is started for the d-
Block9. The T1 is stopped as soon as the d-Blockx can be delivered to the upper layer. 

If the T1 expires, the MAC-hs receiver window is advanced in such a way that: a) 
all correctly received d-Blocks up to d-Blockx (including) are delivered to the upper 
layer, and b) all following correctly in-sequence received d-Blocks above d-Blockx 
are also delivered to the upper layer. If there is still a d-Block in the reordering entity 
that can not be delivered to the upper layer, the T1 is restarted for the first non-
deliverable d-Block in the window. 

The receiving window is also advanced and data discarded whenever a fresh d-
Block above the upper window edge is received (i.e. the window discard occurs). The 
received d-Block forms the new upper edge of receving window. After the window 
update, the T1 is started for the first non-deliverable d-Block; as in the above describe 
timer discard procedure. 

If necessary, discarded data at the MAC-hs level is retransmitted through ARQ 
mechanisms of the upper layer, e.g., RLC (Radio Link Control) or TCP (Transmission 
Control Protocol). Neither RLC nor TCP is considered in our simulation model. 

3   Model of Simulation 

The simulation model and layer architecture are illustrated in figure 4.  
A fixed number of UEs (= 10) in the cell is considered. All UEs have the same ca-

pabilities parameters: (i) maximum number of channelization codes per UE = 6 and 
(ii) minimum inter-TTI = 2 ms. The minimum inter-TTI specifies the minimum pe-
riod between the beginning of a TTI and the beginning of the next used TTI that can 
be supported by UE ([4]). 

Server

UDP
Appli

UE 10
RNC

RTTwireless (11 ms)

Wired NetworkUE 2 

UE 1 

MAChs

Node B RNCUE 

Delay (100 ms)

MAChs 
UDP 
Appli 

 

Fig. 4. Model of simulation and layer architecture 



104 R. Bestak 

 

MAC-hs Scheduler. The MAC-hs scheduler implements Round Robin algorithm. 
The maximum HSDPA channelization codes that the scheduler can assign in a T-slot 
is 12. The scheduler uses in a T-slot all available channelization codes, if possible. 

MCS and Simulation of Radio Conditions. There are considered 9 types of MCSs 
and 6 sizes of d-Blocks (see table 1). 

Table 1. Size of d-Blocks and MCSs 

 Size of MAC-hs PDU (data rates), MCSs 
Channel. 

codes 
480 bits 

(240kb/s) 
720 bits 

(360kb/s) 
960 bits 

(480kb/s) 
1440 bits 
(720kb/s) 

1920 bits 
(960kb/s) 

2880 bits 
(1,44Mb/s) 

2 
QPSK ¼ 
(MCS4) 

QPSK 1/3 
(MCS5) 

QPSK ½ 
(MCS6) 

QPSK 3/4 
(MCS7) 

16QAM1/2
(MCS8) 

16QAM 3/4 
(MCS9) 

4 
QPSK 1/8 
(MCS2) 

QPSK 0,18
(MCS3) 

QPSK 1/4 
(MCS4) 

QPSK 1/3 
(MCS5) 

QPSK 1/2 
(MCS6) 

QPSK 3/4 
(MCS7) 

6 
QPSK 0,08 

(MCS1) 
QPSK 1/8 
(MCS2) 

QPSK 1/8 
(MCS2) 

QPSK 1/4 
(M\CS4) 

QPSK 1/3 
(MCS5) 

QPSK 1/2 
(MCS6) 

Variation of the radio channel is simulated through a variable SIR (Signal to Inter-
ference Ratio). The SIR is variable following a normal distribution N(μ, 2); the mean 
μ = 0 and the standard deviation  = 4 dB. The memory of the random process indi-
cates a parameter Tv, Tv ∈ (15 ms; 20 ms; 100 ms, 400 ms; 1,5 s). 
HARQ Processing. For a scheduled UE, a MCS is selected in such way that 
SIR(MCS) < SIRNodeB, where SIRNodeB is the last known value of SIR (for the given 
UE) in the Node B. The SIR(MCS) thresholds are given in the table 2 ([10]). 

Table 2. SIR thresholds for different MCSs 

 MCS1 MCS2 MCS3 MCS4 MCS5 MCS6 MCS7 MCS8 MCS9 
SIR [dB] -12 -7 -5 -4 -1 1 3 5 9 

Due to feedback delay (propagation, data processing in the Node B and UE) and 
scheduling, there is a delay between the last indicated value of SIR by UE and the 
moment of selecting MCS. The min. delay is assumed to be 6 ms (3 T-slots) and the 
max. delay 20 ms (10 T-slots). After 20 ms,the value of SIR in the Node B is updated. 

When transmitting a new d-Block, the selected MCS can correspond to several d-
Block sizes (see table 1). To enlarge the set of possible MCSs that can be employed 
for retransmissions, the lowest d-Block size is chosen; channel conditions are ex-
pected to get worse rather than to ameliorate. The selected MCS and d-Block size 
determine a number of channelization codes that need to be used. Retransmissions are 
performed by selecting a MCS in the column of the corresponding d-Block size.  

A HARQ instance in UE processes c-Blocks according to the following procedure: 

if SIR(MCS) < SIRUE  than erroneous c-Block     
else correctly decoded c-Block 
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where SIRUE is the latest value of SIR calculated in the UE. The maximum retrans-
mission attempts per c-Block are delimited by a parameter denoted MaxDat in our 
paper. The downlink and uplink signalling is assumed to be error free.   

Wireless and Wired Delay. A wireless logical Round Trip Time (RTTwireless), i. e. the 
time between the transmission of the first control bit on the HS-ShCoCH and the 
reception of the last bit of the corresponding Ack/NAck on the HS-DePCoCH, is set 
to 16,5 slots (or 11 ms). The wired delay between the server and Node B is 100 ms.  

Traffic Model. Users run web-browsing above UDP (User Data Protocol). A web-
browsing session is comprised of several packet calls. A packet call is followed by a 
reading time interval to view the download contents. At the end of reading time inter-
val, the UE downloads another web page and so on. The packet size is modeled by 
Pareto random variable with cutoff (α = 1,6; min = 1,8 kB; max = 40 kB; mean = 4,4 
kB [11]). The reading time interval is an exponential random variable (mean = 5s). 

4   Simulation Results 

Simulation experiments are carried out for two MAC-hs transmitting/receiving win-
dow sizes (4 and 16) and for two values of MaxDat (2 and 4).  

In the Node B, a d-Block is discarded if a retransmission counter associated to 
every c-Block reaches a value of the parameter MaxDat (MaxDat discard). In a UE, 
d-Blocks are discarded either due to the timer discard or due to the window discard. 

Figure 5 and 6 show a ratio of discarded d-Blocks in the Node B versus discarded 
d-Blocks in UEs; in fig. 5 (fig. 6) the MSC-hs window size is set to 4 (16): 

+
UE UE

NodeB

discardwindowthetodueblocksdiscardeddiscardtimerthetodueblocksdiscarded

discardMaxDatthetodueblocksdiscarded  
 (1) 

From fig. 5 we can observe that for small T1 values (20, 50, 100 ms) a UE discards 
more d-Blocks than the Node B does. A missing d-Block in a UE is discarded before 
the erroneous c-Block can be corrected through the MAC-hs retransmission mecha-
nism or MaxDat discard occurs in the Node B. For higher T1 values (400, 500 ms), 
the number of discarded d-Blocks in the Node B and UEs is same. The retransmission 
mechanism has enough time to correct erroneous c-Blocks or activate MaxDat discard 
before the UE timer discard takes place. As the variation of channel conditions gets 
slower (Tv values increase), the ratio gets smaller for the T1 = 20 ms. For higher T1 
values, the ratio increases T1 ∈ (50, 100 ms). 

Larger MAC-hs window size (see fig. 6) has a little impact on the ratio of dis-
carded d-Blocks in the Node B versus UEs. Both graphs are about the same. 

Let’s now investigate which of the UE’s discard mechanisms dominate: timer dis-
card or window discard. The ratio of discarded d-Blocks due to the window discard 
versus all discarded d-Blocks in UEs is shown in fig. 7 and fig. 8: 

+
UE UE

UE

discardwindowthetodueblocksdiscardeddiscardtimerthetodueblocksdiscarded

discardwindowthetodueblocksdiscarded  
   (2) 
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Fig. 7 shows that for T1 = 20 ms, the timer discard dominates no matter how fast 
change the channel conditions. Just a few d-Blocks are discarded via the window 
discard; the T1 values are so small that missing d-Blocks in UEs are discarded before 
the MAC-hs retransmissions of erroneous c-Blocks can go through or MaxDat discard 
occurs. For other T1 values, the window discard becomes more and more important as 
the variation of channel conditions gets slower (Tv values increase). The discarded d-
Blocks in the Node B are detected in UEs by reception of d-Blocks above the upper 
edge of the MAC-hs receiving window. 

When setting the MAC-hs window to larger size, more d-Blocks become process at 
the same time. The transmission time (including retransmissions) of d-Blocks in-
creases and the timer discard becomes more dominant (fig. 8).  
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Fig. 5. Ratio of discarded d-Blocks in the 
Node B versus discarded d-Blokcs in UEs for 
various values of Tv and T1; MaxDat = 2, 
window size = 4 

Fig. 6. Ratio of discarded d-Blocks in the 
Node B versus discarded d-Blocks in UEs 
for various values of Tv and T1; MaxDat 
= 2, window size = 16 
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Fig. 7. Ratio of discarded d-Blocks in UEs due 
to the window discard versus all discarded d-
Blocks for different values of Tv and T1; 
MaxDat = 2, window size = 4 

Fig. 8. Ratio of discarded d-Blocks in UEs 
due to the window discard versus all dis-
carded d-Blocks for different values of Tv 
and T1; MaxDat = 2, window size=16 

Figures 9-12 show simulation results of the second scenario where MaxDat = 4. By 
comparing fig. 5 (fig.6) and fig. 9 (fig. 10), we observe that there are more discarded 
d-Blocks in UEs for smaller T1 values (20, 50, 100 ms) than in the first scenario 
(MaxDat = 2). In this case, the MaxDat value and the T1 values are not proportional. 
The T1 values are too small compared to the value of MaxDat. The timer discard is 
dominant (fig. 11) and the UE discards d-Blocks before the Node B really discards d-
blocks itself due to MaxDat. 
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Fig. 9. Ratio of discarded d-Blocks in the 
Node B versus discarded d-Blokcs in UEs 
for various values of Tv and T1; MaxDat = 
4, window size = 4 

Fig. 10. Ratio of discarded d-Blocks in the 
Node B versus discarded d-Blocks in UEs for 
various values of Tv and T1; MaxDat=4, 
window size = 16 
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Fig. 11. Ratio of discarded d-Blocks in UEs 
due to the window discard versus all dis-
carded d-Blocks for different values of Tv 
and T1; MaxDat = 4, window size = 4 

Fig. 12. Ratio of discarded d-Blocks in UEs due 
to the window discard versus all discarded d-
Blocks for different values of Tv and T1; 
MaxDat=4, window size = 16 

5   Conclusions 

We have studied performance of the MAC-hs protocol for different window sizes, 
timer values and number of retransmissions. Simulations show that values of T1 and 
MaxDat have to be adequately set up. Setting up values of T1 too small, compared to 
values of MaxDat, results in more discarded d-Blocks in UEs than the Node B really 
discard. In such case, d-Blocks are discarded in the UE due to the timer discard. The 
MAC-hs window size has not impact on the ratio of discarded d-Blocks in the Node B 
versus discarded d-Blocks in the UE. However, a larger size of the MAC-hs window 
increases the number of discarded d-Blocks in UEs due to the timer discards. 
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Distributed k-Clustering Algorithms for
Random Wireless Multihop Networks
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Abstract. Ad hoc networks consist of wireless hosts that communicate
without the need of any fixed infrastructure. A k-clustering protocol is an
algorithm in which the wireless network is divided into non-overlapping
sub networks, referred to as clusters, and where every node of a sub
network is at most k hops from a distinguished station called the clus-
terhead. Clustering is commonly used in ad hoc networks in order to
limit the amount of routing information stored and maintained at indi-
vidual nodes. In our setting, a large number n of distinguishable stations
(e.g. sensors) are randomly deployed in a given area of size |S|. We as-
sume that the nodes use synchronous radio transmissions and any pair of
nodes u and v are able to communicate if they are within a distance less
than their transmitting range of each other. Moreover, if more than two
neighbors of a node u transmit simultaneously, u is assumed to receive
no message (collision). Under these assumptions, we propose and analyze
efficient and fully distributed algorithms for the k-clustering problem.

1 Introduction

Advances in micro-electro-mechanical systems (MEMS) technology, wireless com-
munications and digital electronics have enabled the development of multi-
functional (tiny) nodes. Since a few, multihop ad hoc wireless networks gained
in importance as subject of intense and attractive research [26]. For instance,
sensor nodes are small miniaturized devices which consist of sensing, data pro-
cessing and communicating components [1, 11, 26]. In this paper a network is a
collection of transmitter-receiver devices, referred to as stations (processors or
nodes). Multihop wireless networks consist in a group of stations that can com-
municate with each other over one wireless channel by messages (signals). Be-
sides, messages may go through intermediate stations before reaching their final
destination. The network is fully distributed: it comes without links and without
centralized controller. At any given time t, the network may be modeled with its
reachability graph: for any pair of stations u and v, there exists one directed edge
(arc) u→ v iff v can be reached from u. If the power of all transmitters/receivers
is the same, the underlying reachability graph is symmetric, which is the case in
our paper. Such networks are well suited to specific and often extremal situations,
such as disaster-relief, law-enforcement, fire-detection, or simply for collaborative
computation in some public short-term events (see for instance [2, 5, 26]).

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 109–116, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Typical networks generated via uniform distribution. The transmission ranges
increase from left to right and reaches the connectivity (on the right)

A global model for a mobile computing environment is a graph Gt(V, Et)
where V is the set of stations and Et is the set of links, which are present at
time slot t. The problem under consideration consists in partitioning an ad hoc
network into limited-diameter clusters (k-clustering). More specifically, given a
graph Gt(V, Et) and a positive integer k, find the smallest value of m such that
there is a partition of V into m disjoint subsets V1, · · · , Vm and diam(G [Vi]) ≤ k
for i ∈ [1, m]. Note that the algorithmic complexity of k-clustering has been
shown to be NP-complete for simple undirected graphs [9, 12].

A commonly encountered model of network is defined by a pair n and S where
n homogeneous nodes are randomly thrown in a given region S of surface |S|,
uniformly and independently. This typical modeling assumption is commonly
used by many researchers [6, 7, 15, 16, 17, 20, 27, 28, 29, 30]. In particular, the ini-
tial placement of the nodes is assumed to be random when sensors nodes [1] are
distributed over a region from a moving vehicle such as an airplane. This issue
allows rapid deployment particularly in inaccessible terrains and, in this setting,
the positions of the nodes need not be engineered or pre-determined.

As customary (e.g. [21, 23]), the time is assumed to be slotted and in each
time slot (round) every node can act either as a transmitter or as receiver,
but not both. In any given time slot, a station u acting as a receiver gets a
message, if and only if, exactly one of its neighbors transmits within the same
round. If more than two neighbors of u transmit simultaneously, u is assumed to
receive no message (collision). That is, the considered networks has no ability
to distinguish between the lack of message and the occurrence of some collisions
or conflicts. This assumption is motivated by the fact that in many real-life
situations, the stations are (small) devices and do not always have the ability for
collision detection. Moreover, even when such detection mechanism is present, it
may be of limited value, especially in the presence of noise. Therefore, it is highly
desirable to design protocols working independently of the existence/absence of
any collision detection mechanism.

In the context of mobile applications, the users of the network can move,
and therefore the topology is unstable. For this reason, it is desirable for the
network’s protocols not to assume any knowledge on the network topology, or
about structural information that stations may have regarding the topology.
Therefore, we assume in this work that the stations have initially no topolog-
ical information. Moreover, even the IDs (or IP addresses) of their respective
neighbors are not known to the stations.
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For sake of simplicity, we suppose that the network topology remains un-
changed throughout the execution of the algorithms. This assumption is justified
for sensor networks and is partly justified if the used protocols are sufficiently
“fast” for “slowly” moving nodes.

Problem Statement and Requirements. Our aim is to design and analyze
algorithms working on n randomly deployed nodes (such as those depicted in
figure 1) in order to partition the underlying reachability graph G into subgraphs
H1, · · · , Hm where

• for each Hi, 1 ≤ i ≤ m, there is a distinguished node called the clusterhead,
• any node u of the network belongs to a cluster Hi; u knows its clusterhead
and is at most k hops from it,
• two distinct clusterheads are at distance at least (k +1) hops from each other
and
• a node “reachable” by a path of length less than k of at least two clusterheads
is a gateway and should maintain a list of all clusters in its neighborhood.

Moreover, our k-clustering protocols should be fully distributed and
have to take into account theinterferences between the radio transmissions.

2 The Basic Case (k = 1)

We now introduce the 1-clustering algorithm. Our algorithm can be split into
two steps:

• First, each station has to discover its proper neighborhood. This is done using
the randomized algorithm ExchangeID. This protocol needs O(log (n)2) steps.
• Next, once the station nodes know their neighborhood, we run BasicClus-
tering which is a randomized (greedy) algorithm. This protocol builds non-
overlapping clusters H1, · · · , Hm of hop-diameter less than 2. In each cluster Hi,
a specific node hi is designed as clusterhead whereas the other nodes are 1 hop
far from hi.

In both cases, the protocols are fully distributed and they are executed inde-
pendently and simultaneously by all the participating stations. Moreover, they
take advantage of being simple. The first algorithm is necessary since as already
stressed, our algorithm design is intended to wireless mobile networks. In such
context, nodes are continuously moving and no station has to be aware of its
neighbors identities permanently. Thus, ExchangeID can be invoked frequently
and regularly for this purpose. Our results remain valid if the nodes are moving
uniformly.1

1 It is known that the main properties of the random Euclidean network are invariant
if every node is translated independently and uniformly [18, 24].
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2.1 Discovering the Neighborhood

Throughout this paper, we will often use a simple protocol which we shall call
Send. Its aim is to allow a node u to send a given message to all of its 1-hop
neighbors. The first parameter of Send is its duration, the second represents
the message to be sent (a message ‘msg ’ is denoted ≺msg �) :

Algorithm 0: Send(duration, message)

for i := 1 to duration do
With probability 1

log n , broadcast ≺message �;

The protocol intended for neighborhood discovery uses Send. In all the fol-
lowing, the constant C() is a parameter of the algorithm which will be clear
from the context. Moreover (see [28]), C() satisfies C() ≥ 2W0(−/e(1 + ))
where W0 is the Lambert W function (see [8]). We have the following result re-
lated to the ExchangeID algorithm as well as the fundamental characteristics
of randomly deployed networks:

Algorithm 1: ExchangeID
begin

Each node u sends a message containing its own identity :
Send

(
C(�) log (n)2, ≺ ID(u) �)

;

end

Theorem 1. For any fixed constant  > 0, there exists a constant C() such

that if the transmission radius of each station is set to r =
√

(1+�) |S| log n
πn then

with probability tending to 1 as n tends to ∞, after an execution of the protocol
ExchangeID, every node has received all the identities of all its neighbors.

Proof. See [28].

2.2 1-Clustering Protocol

For any participating node u, let us denote by Γu the set of its (known) neighbors.

Recall that if the transmission range is set to r =
√

(1+�) |S| log n
πn , then with

high probability |Γu| = Θ(log n) (cf. [28]). The protocol BasicClustering
given in the next page proceeds as follows. First, each node has to discover its
neighborhood. Then, we can start the proper clustering algorithm. If a node u
has the lowest-ID among its neighbors and itself, u has to try to “access the
channel” in order to advert its neighbors. After that, u becomes the clusterhead
known by its 1-hop neighbors. Observe that the running time of our algorithm
is 2 C() log (n)2 + O(1). A node which can receive messages from two or more
clusterheads is a gateway.
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We then have the following result associated to the BasicClustering
protocol:

Theorem 2. For any fixed constant  > 0, there exists a constant C() such

that if the transmission radius of each station is set to r =
√

(1+�) |S| log n
πn then

with probability tending to 1 as n tends to ∞, after an execution of Basic-
Clustering, every participating node knows the identity of its cluster and the
clusters are non-overlapping.

Proof. The proof of Theorem 2 is close to that of Theorem 1. Therefore, such
proof is only sketched in this extended abstract. By Theorem 1, after one in-
vocation of ExchangeID, with high probability, every node is aware of its
neighborhood. A node u with the (local) lowest-ID is know ready to become the
clusterhead of its neighbors. The next figure shows briefly why such a node has
to compete to resolve (probable) ties. By the same arguments as given above, we
insure that with high probability the duration of the for loop (viz. C() log (n)2)
is sufficient for the clusterheads to send their messages to all their neighbors.

4

2

31

In the small graph depicted on the left, the nodes
1 and 2 are the lowest-IDs of their respective
neighbors. Since they are both neighbors of the
node 3, processors 1 and 2 have to compete in or-
der to send the right informations to 3. This can
be done by means of randomness (cf. the for loop
in the protocol).

Algorithm 2: BasicClustering
begin

Run ExchangeID;
For each node u : (i) define Γu := {set of 1-hop neighbors},
(ii) ClusterID(u) := Unknown and (iii) Gateway(u) := ∅ ;
Set Γu := Γu ∪ {u};
if (ID(u) == min(Γu)) then

for i := 1 to C(�) log (n)2 do
With probability 1

log n
:

(i) Set ClusterID(u) := ID(u);
(ii) u broadcasts a message of the form

≺ID(u),ClusterID(u)�;

if v receives a message of the form ≺id, id� then
if (ClusterID(v) == Unknown) or (ClusterID(v) > id) then

ClusterID(v) := id;
if (ClusterID(v) �= Unknown) and (ClusterID(v) �= id) then

Set Gateway(v) := Gateway(v) ∪ {id};
end
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3 Generalized k-Clustering Algorithms

In this section, we shall describe algorithms for modifying the size of the clus-
ters. Given an integer k2, known by each node, the k-clustering algorithms build
disjoint clusters containing nodes at distance at most k hops from the cluster-
head. Note also that two clusterheads must be at distance at least k + 1 hops
each other. The k-clustering algorithm works as follows. Each node’s first task
is to “flood” its k-hop neighbors with its ID. Each time a node u “hears” a new
ID, he has to compare this latter to the last lowest known ID. As for the basic
protocol, the lowest-ID node among its k-hop neighbors is “chosen” to be the
clusterhead. The ID of this clusterhead is stored and forwarded at most k times
but at least once.

We observe here that in the algorithm (cf. line ♥), we intentionally choose
αk satisfying

αk =
(

2 +
2(k + 1) log log n

log n

)
C� . (1)

To prove the correctness of the algorithm, let us compute first an upper-bound
of the number of k-neighbors of a given node u:

2 It is important to note here that k can depend on n, e.g. k = �log log n�.

Algorithm 3: k-Clustering
begin

For each node u set ClusterID(u) := ID(u) and Gateway(u) := ∅;
Each node u starts diffusing its own identity and
an initial value called “distance” is set to distance := 1.
Send( C(�) log (n)2, ≺ID(u),distance�) ;
if u receives for the first time a message from a node v then

Suppose that the message is of the form ≺v, d� :
if 1 ≤ d < k then

Set distance := d and forward the message :
Send( αk log (n)2, ≺v,distance + 1�); (♥)
if v is the lowest known ID then

ClusterID(u) := v ;

else
(� u is a gateway iff d == k and ClusterID(u) == v �)
Set Gateway(u) := Gateway(u) ∪ {v};
It has to advert its neighbors with a special message :
Send(C(�) log (n)2, ≺ClusterID(u), Gateway�) ;

if u receives a message of the form ≺v, Gateway� then
u is also a gateway : Set Gateway(u) := Gateway(u) ∪ {v};

end
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Lemma 1. Suppose that n nodes are deployed randomly uniformly on a surface
of size |S| = O(n) and suppose that their transmission ranges are set to r =√

(1+�) |S| log n
πn . For a node u, the number of nodes at most at k hops from u is

with high probability less than O(k(n) log (n)).

Note that, lemma 1 tells us that k ≡ k(n) can tends to ∞ with n.

Theorem 3. The k-Clustering protocol terminates in at most
O
(

max
(
k(n) log (n)2, k(n)2 log log n log (n)

))
steps.

Proof (sketch). By lemma 1, any given node u has at most O(k log (n)) k-hop
neighbors. In our algorithm, since a node u will forward only messages from new
k-hop neighbors, there are at most O(k log (n)) attempts to forward the received
messages from these neighbors. By construction (cf. the line marked with the
symbol ♥ above), the time complexity of each attempt is O(αk log (n)2) and the
proof of theorem 3 is now complete.

Theorem 4. Suppose that n stations are deployed randomly uniformly on a
surface of size |S| = O(n) and suppose that their transmission ranges are set to

r =
√

(1+�) |S| log n
πn . After one invocation of the protocol k-Clustering and with

high probability, (i) every node knows its unique cluster and (ii) every gateway
node knows the list of its adjacent clusters.
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Éditions Eyrolles, 2001.

3. Basagni, S. Distributed Clustering for Ad Hoc Networks. in Proc. Inter. Symp.
Par. Architectures, Algorithms and Networks (ISPAN), 1999.

4. Battiti, R., Bertossi, A. A. and Bonuccelli M. A. Assigning Codes in Wireless
Networks: Bounds and Scaling Properties. Wireless Networks, 5: 195–209, 1999.

5. Black, U. Mobile and Wireless Networks. Prentice-Hall, 1996.
6. Chatzigiannakis, L., Nikoletseas, S. and Spirakis, P. Efficient and Robust Proto-

cols for Local Detection and Propagation in Smart Dust Protocols. To appear in
ACM/Kluwer Mobile Networks and Applications, 2004.

7. Cheng, Y.-C. and Robertazzi T. G. Critical connectivity phenomena in multihop
radio models. IEEE Trans. on Communications, 36: 770–777, 1989.

8. Corless, R. M., Gonnet G. H., Hare D. E. G., Jeffrey D. J. and Knuth D. E. On
the Lambert W Function. Advances in Computational Mathematics, 5: 329–359,
1996.

9. Deogun, J. S., Kratsch D. and Steiner G. An approximation algorithm for clustering
graphs with dominating diametral path. Inf. Proc. Letters, 61(3): 121–127, 1997.

10. Ephremides, A., Flynn, J. A. and Baker, D. J. The design and simulation of a
mobile radio network with distributed control. IEEE Journal on Selected Areas of
Communications 2(1): 226–237, 1984.



116 V. Ravelomanana

11. Estrin, D., Govindan, R., Heidemann, J. and Kumar S. Next century challenges:
Scalable coordination in sensor networks. Proceedings of IEEE/ACM International
Conference on Mobile Computing and Networking, pp 263–270, 1999.

12. Fernandess, Y. and Malkhi, D. K-Clustering in Wireless Ad Hoc Networks. in
Proceedings of ACM POMC 2002.

13. Garcia Nocetti, F., Solano Gonzalez, J. and Stojmenovic, I. Connectivity Based
k-hop Clustering in Wireless Networks. Telecommunication Systems, 22: 205–220,
2003.

14. Gerla, M. and Tsai, J. T. C. Multicluster, mobile, multimedia radio network.
ACM/Kluwer Wireless Networks, 1: 255–265, 1995.

15. Gilbert, E. N. Random Plane Networks. Journal of the Society for Industrial and
Applied Math, 9: 533–543, 1961.

16. Gupta, P. and Kumar P. R. Critical power for asymptotic connectivity in wireless
networks. Stochastic Analysis, Control, Optimization and Applications: a volume
in honor of W. H. Fleming, W. M. McEneaney, G. Yin and Q. Zhang, Birkhauser,
Boston, 1998.

17. Gupta, P. and Kumar P. R. Internet in the Sky: The Capacity of Three Dimensional
Wireless Networks. Communications in Information and Systems, 1:33–49, 2001.

18. Hall, P. Introduction to the Theory of Coverage Processes. Birkhäuser, Boston,
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Abstract. This paper presents a Service Level Agreement (SLA) negotiation 
technique for Instantaneous Request (IR) call connections based on information 
in context of Book-Ahead (BA) reservation. Resource sharing between IR and 
BA reservation imposes a number of problems in a QoS-enabled network. One 
of the problems is preemption of on-going IR calls. Call admission control 
models proposed in literature reduce high preemption rate at the cost of higher 
call blocking rate and lower resource utilization. The negotiation technique pro-
posed in this paper is based on information like look-ahead time for BA calls 
and negotiable requirements of IR calls. The technique allows admission of 
some of the IR calls that would otherwise be blocked due to resource scarcity 
arising from BA call activation. Simulation results show that the proposed ne-
gotiation based call admission control model achieves the desired objective of 
higher resource utilization and lower call blocking rate.  

1   Introduction 

For years, bandwidth reservation is one of the most important problems in network 
management, specially when the network is designed to provide guaranteed Quality 
of Service (QoS). In general two types of resource reservation in computer networks 
are distinguished i) Instantaneous Request (IR) reservation and ii) Book-Ahead (BA) 
reservation. IR reservation is made immediately after the call acceptance while in BA 
reservation resource reservation is confirmed well ahead of usage time. BA reserva-
tion is highly attractive for high bandwidth requiring time-sensitive applications 
which require strict quality of service. Applications like multi-party video conferenc-
ing, video on demand, live broadcast of TV programs, medical applications like re-
mote surgery or telemedicine, teleteaching, distance learning, grid computing, distrib-
uted simulations etc. require book-ahead reservation [1-4]. Resource sharing between 
IR and BA reservation imposes a number of problems because of their dissimilar style 
of resource reservation. One of the problems is preemption of on-going IR call con-
nections used to make the resources available for BA calls. In a QoS-enabled net-
work, high number of preemption of on-going calls results in high user dissatisfaction 
because of disruption of service continuity. Recent studies [5] show that uninterrupted 
service is a very important metric for qualitative QoS perceived by users.  

A number of research works have been conducted to reduce preemption rate in a 
QoS-enabled network in the context of BA reservation. Schelen et al. [3] proposed a 
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Constant Look-Ahead Time (CLAT) based model to reduce the number of preemp-
tions by introducing the concept of look-ahead time. Look-ahead time is defined as 
the pre-allocation time, i.e., the time for starting to set aside resources for advance 
reservations so that there is no resource scarcity at the stating time of a BA call. 
Greenberg et al. [2] proposed an approximate interrupt probability based admission 
control scheme. The scheme shows that resource sharing between IR and BA calls 
achieves better network performance than strict partitioning of resources proposed in 
[6]. This model heavily depends on the prediction accuracy of IR call duration. Accu-
rate prediction of call holding time has been considered as a very complex issue and 
this is why most of the recent works assume the call holding time of an IR call as 
open ended [3, 4]. Lin et al. [1] proposed an Application Aware Look-Ahead Time 
(AALAT) based call admission control model which considers different look-ahead 
time for different applications. AALAT model also depends on correct prediction of 
call duration. More importantly AALAT model is not suitable for a medium to large 
size network as it requires the traffic pattern at each link to find look-ahead time. 
These considerations make the CLAT model more generalized and suitable for a 
computer network of any size.  However, CLAT model uses constant value of look-
ahead time which is not justified in consideration of dynamicity of a real-time com-
puter network. Ahmad et al. [4] proposed a Dynamic Look-Ahead Time (DLAT) 
based call admission control model that considers network dynamicity and achieves 
better network performance than CLAT based CAC model. All of the look-ahead time 
based models block an incoming call that arrives within the look-ahead time and is 
likely to result in over-allocation of resources upon activation of BA calls.  None of 
the works in literature has considered the usage of negotiation on service level agree-
ment (SLA) in terms of bandwidth demand and call duration for possible admission of 
IR calls that would otherwise be blocked. Although negotiation and re-negotiation of 
QoS are not completely a new technique and have been applied in a QoS-enabled 
network for long [7-9], all of them are based on available bandwidth information. The 
work presented in this paper shows a novel approach of negotiation of SLA for calls 
that arrive in look-ahead time and are blocked in other schemes to leave enough re-
sources for BA calls. The proposed scheme offers those IR calls a chance for admis-
sion at negotiated level without compromising BA requirements.  Simulation results 
show that negotiation of SLA for calls arriving within look-ahead time is a promising 
technique to achieve better network performance in the form of utilization and call 
blocking rate. 

2   Problem Definition 

A BA call needs to announce two extra parameters, it’s starting time and call holding 
time in addition to the nominal QoS parameters like bandwidth demand, packet loss 
ratio, end to end delays, jitter etc. Call Admission Control (CAC) algorithm designed 
for book-ahead calls checks whether there will be enough resources for that BA call at 
that particular starting time and for the period of the announced duration at each node 
along the path from source to destination. A BA call is required to make the request 
well in advance to its actual starting time. Resource usage time for an IR call is im-
mediate and call holding time is open ended. An IR call request only expresses the 
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QoS parameters for Service Level Agreement (SLA). Once the call is admitted, the 
SLA is valid for the whole lifetime of the call. Problem arises when a BA call be-
comes active at certain point of lifetime of an IR call and there are no resources avail-
able to support the BA call. Since the service for BA call is already confirmed in 
advance and the application is highly time-sensitive, the only option is to preempt 
resources from some IR calls and make room for BA call. Preemption of IR calls 
disrupts service continuity. Preemption probability which indicates the ratio of pre-
empted IR calls to accepted IR calls is thus one of the metrics that measures the users’ 
perceived QoS.   

3   Call Admission Models to Reduce Preemption Rate 

CLAT based call admission scheme proposed by Schelen et al. [3] uses a single 
constant value of look-ahead time for call admission decision of IR calls. Resources 
are set-aside for the look-ahead period immediately before the activation of a BA 
call and this reduces the number of IR call preemptions. DLAT model proposed by 
Ahmad et al. [4] calculates look-ahead time taking the dynamicity of traffic pattern 
and network state into consideration. It dynamically updates the value of look-
ahead time at regular time interval. Look-ahead time is calculated by the following 
equation: 
 

i IR
i

IR IR IR

A(s )+ R(t)+(1+l) (μ ) - C 1
LAT(t,s )= + ( )c

μ (1 - b)
                                                  (1) 

 

Here LAT(t,si) is the look-ahead time w.r.t traffic condition at current time t and BA 
activation time si (t<si). A(si) is the aggregate bandwidth reserved for BA calls to be 
activated at time si, R(t) is the aggregate bandwidth used by IR calls at time t, IRμ  is 

the mean bandwidth demand of IR calls, IRλ  is the mean arrival rate of IR calls, l is 

the normalized BA limit which determines maximum allowable aggregate BA load, b 
is the call blocking probability for IR calls, σ(.) is the standard deviation and c(>1) is 
a tuning parameter. The value of ‘c’ influences the look-ahead time and can be tuned 
to achieve the desired preemption probability. 

LAT(t,si) is calculated at regular intervals of operating time for a number of entries 
in the book-ahead table. For a particular entry it is calculated only when the term A(si) 
+ R(t) + (1+l)σ(μIR ) - C in Eq. (1) is found positive, otherwise it is set zero. IR calls 
are checked against the following rule at call admission time. 

max ( ( ))i
s LATi

C r R A s
∈

> + +                                      (2) 

At each interval only those entries are taken into calculation for which the following 
rule satisfies 

i
i

IR IR

A(s ) - A(t)
t > s -

(1- b)μ
                                                                             (3) 

 

A detailed description of the model and algorithm can be found in [4].  
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4   Proposed Model for SLA Negotiation of IR Calls 

QoS requests are quantitatively described in terms of technical specification like end 
to end delay, jitter, packet loss rate etc. A set of such parameters along with guaran-
tees about reliability are called a Service Level Agreement (SLA). A SLA works as a 
contract between a client and a service provider. Once a SLA is set up it is expected 
to remain stable in a QoS-enabled network that provides high quality service.  

In previous section, it was shown that an IR call that arrives within the look-ahead 
time and causes over provisioning of bandwidth at the activation of nearby BA call is 
blocked (Eq. 2) to reduce high preemption rate. Call admission decision in this case is 
based on the assumption of open ended IR call duration. However, in most of the 
practical cases, users may have some perceived value on call duration when they wish 
to access the network services. It is thus highly likely that a good number of users will 
be satisfied if they are allowed to access the resources until the activation of BA calls. 
In such case it is necessary to negotiate the SLA based on the information about the 
duration for which the network can guarantee to provide strict QoS at that stage. 
Moreover, it is possible to adjust the bandwidth requirement for a number of particu-
lar types of applications like guaranteed express data transfer (bulk banking data) or 
non real-time variable bit rate data transfer (e.g., MPEG files). Bandwidth require-
ment for some applications can again be lowered (e.g., by proper method of transcod-
ing of multimedia data) to some level so that there exists no chance of resource scar-
city even after the activation of BA calls. Of course this will cause degradation in 
quality and it is thus important to negotiate on the quality that the network is able to 
provide at the current stage. In this paper, we consider these two issues: i) negotiation 
on call duration and ii) negotiation on bandwidth requirement for the blocked calls. 
The proposed model considers call admission control as follows: 

Step 1: Determine if the bandwidth usage, after adding the new load r of an IR call 
arriving at time t, will exceed the available link capacity C during the look-ahead time 
LAT. 

i
s LATi

C > max (r + R + A(s ))
∈

                   

Step 2: If it exceeds the link capacity upon activation of a BA call at time si, then 
negotiate with the client. If negotiation fails then block the call, otherwise accept the 
call.   

Negotiation can be done in two ways: 

i) Lifetime: If the client is satisfied with the call duration (si-t) with reliable QoS, then 
accept the call. If the client is unsure, but the amount of data to be transferred Z is 
known then the client application calculates call duration d as follows 

maxd =Z/C   

where Cmax  is the maximum transmission capacity supported by sending and receiv-
ing device given that   Cmax < C-(A(t)+R(t)). 

If d < (si-t) then accept the call, otherwise go to the next step. 
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ii) Bandwidth: Negotiate on the loss in quality which will occur due to allocation of 
lower than requested bandwidth (within C-(R+A(si)), the bandwidth that remains 
available after the activation of BA call at time si ) determined by a proper technique 
(e.g., transcoding for multimedia). If the client agrees to the offered quality under 
constrained bandwidth then accept the call, otherwise block the call.  Flowchart of the 
proposed model is given in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 1. Flowchart for SLA negotiation of IR calls 

5   Simulation Results 

Simulation was conducted with the similar single bottleneck topology used in a num-
ber of research works [1, 3, 4]. The capacity of each link is assumed to be 15 Mbps. 
Arrival of IR and BA calls connection is assumed to follow Poisson distribution with 
mean arrival interval of 7s and 60s respectively. Call holding time of each type of call 
is assumed to be exponentially distributed with a mean lifetime of 300s. Bandwidth 
demand of IR and BA calls is assumed to be exponentially distributed with a mean of 
256 kbps and 2.25 Mbps respectively. As a preemption strategy, IR calls in order of 
least time in the network are preempted as it minimizes the amount of wasted 
throughput [2]. Probability of a client to agree to the offered call duration is consid-
ered as 0.2, probability of a client’s ability to increase its transmission rate is assumed 
to be 0.05 and probability of a client’s ability to change it’s bandwidth requirement to 
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some lower level is taken as 0.2 for the results shown in Fig. 2-3. The impact of other 
probability values on network performance is also investigated and reported later in 
this section. The value of tuning parameter ‘c’ in DLAT model is considered as 9.0 
for the results shown in Fig. 2-5. Constant value of look-ahead time at each BA limit 
in CLAT model is adjusted to achieve the same preemption probability as achieved by 
DLAT model at that BA limit. This makes the platform to compare different models 
keeping the preemption probability same.  

 
 
 
 
 
 
 
 
 

Fig. 2. Bandwidth utilization in different models for different BA limits 

 
 
 
 
 
 
 
 
 

Fig. 3. IR call blocking rate in different models for different BA limits 

Figure 2 shows that when the proposed negotiation technique is applied with 
DLAT (NDLAT) and CLAT (NDLAT) models, utilization improves quite signifi-
cantly.  This is illustrated by the highest utilization achieved by NDLAT model for all 
BA limits.  For moderate BA limit the relative improvement (NDLAT vs DLAT, 
NCLAT vs CLAT) is more than 1% and at higher BA limits (>0.8) it is very close to 
4%. This is because a large number of calls which would otherwise be blocked for 
appearing within look-ahead time under the CAC rule (Eq. 2) are now accepted when 
negotiation on lifetime and bandwidth is applied. Ability to accept more calls has 
another advantage of low call blocking rate and this is shown in Fig. 3. Figure 3 indi-
cates that call blocking rate improves to a great extent when negotiation on lifetime 
and bandwidth (NDLAT, NCLAT) is applied. Relative improvement (NDLAT vs 
DLAT) is highly significant for most of the BA limits and at higher BA limits (BA 
limit >0.8) the improvement is as high as 10%. NCLAT model is also found to out-

 

0.76

0.78

0.8

0.82

0.84

0.86

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
BA Limit

U
ti

liz
at

io
n

DLAT NDLAT CLAT NCLAT

 

0

0.1

0.2

0.3

0.4

0.5

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
BA limit

C
al

l b
lo

ck
in

g
 r

at
e

DLAT NDLAT CLAT NCLAT



 Call Admission Control with SLA Negotiation in QoS-Enabled Networks 123 

 

perform CLAT model by more than 4% for BA limit value 0.5 and higher. Further 
observation confirms that there is very little difference in achieved preemption prob-
ability when negotiation technique is applied. The reason is that preemption probabil-
ity depends on the technique to determine look-ahead time which remains the same in 
negotiated scheme. 

 
 
 
 
 
 
 
 
 

Fig. 4. IR call blocking rate at different lifetime negotiation rate in NDLAT model 

 
 
 
 
 
 
 
 
 

Fig. 5. IR call blocking rate at different bandwidth adaptation rate in NDLAT model 

The impact of lifetime negotiated call acceptance rate on network performance was 
also investigated keeping other factors unchanged. It is observed that as more users 
agree to access the network resources within time constraints (completion before 
activation of BA calls), link utilization increases quite sharply. When acceptance of 
calls within lifetime constraint increases, it is expected that the call blocking rate will 
drop and the same is observed in Fig. 4. Call blocking rate drops quite shapely for 
increasing negotiated call acceptance rate. It is also found that preemption probability 
increases slightly with increasing lifetime negotiated call acceptance rate. This is 
because acceptance of more calls with constraint lifetime (negotiated lifetime) leaves 
relatively small amount of resources for calls entering the system without lifetime 
constraint (open ended lifetime). This indicates that the mean bandwidth of calls en-
tering the system without negotiation is smaller now and under such situation when a 
BA call becomes active and requires preemption of calls in order of Last In First Out 
fashion, relatively large number of calls need to be preempted  because of their 
smaller size. This is why preemption probability increases slightly with increasing 
lifetime negotiation rate. 
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The impact of changing bandwidth negotiated call acceptance rate on utilization, 
preemption probability and call blocking rate was also investigated.  It is observed 
that utilization improves with increasing acceptance rate. As the bandwidth negotiated 
call acceptance rate increases call blocking rate decreases (Fig. 5) and preemption 
probability increases. 

6   Conclusion 

This paper presents an effective technique for SLA negotiation of Instantaneous Re-
quest (IR) calls based on information in relation to Book-Ahead (BA) calls in a QoS-
enabled network that supports both BA and IR reservation. A BA call upon its activa-
tion often causes preemption of many on-going IR calls on resource scarcity. To 
maintain desired level of service continuity it is very important to maintain a low 
preemption rate in a QoS-enabled network. Look-ahead time based call admission 
control models are found to successfully reduce high preemption rate at the cost of 
lower utilization and higher call blocking rate.  This paper shows that IR calls blocked 
by look-ahead time based CAC models can be admitted if the information about guar-
anteed IR call lifetime and bandwidth is used for SLA negotiation. Simulation results 
show that when the look-ahead time based CAC models are complemented by the 
proposed negotiation technique, resource utilization increases and call blocking rate 
decreases quite significantly.   
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Abstract. In the next generation Internet, the network should not only be 
considered as a communication medium, but also as an endless source of 
services available to the end-systems. These services (i.e. Overlay 
Applications) would be composed of multiple cooperative distributed software 
elements that dynamically build an ad hoc communication mesh (i.e. an 
Overlay Association). In this paper we propose and evaluate a collaborative 
distributed method to provide enhanced QoS between end-points within an 
overlay association. 

1   Introduction 

In the last few years, there has been a steady increasing demand for mobile network-
enabled devices. These devices collectively form a pervasive networking environment 
around the user. A possible approach to ensure low device cost could be to limit the 
available resources on the device, and rely instead on the network to provide them. 
Following this approach, Service Providers at the edge of the network would provide 
end-systems with distributed applications, computing or storage capabilities. These 
services would be composed of multiple cooperative distributed software elements, 
performing elementary tasks, and communicating with each other [1, 2]. In a 
particular instance, these distributed application elements dynamically build an ad hoc 
communication mesh that forms an overlay network above the existing 
infrastructures. In this context, we use the expression “Overlay Application” to refer 
to the distributed application composed by such elements. Within an overlay 
application, data flows no longer travel between just two end-points, but may instead 
traverse multiple peer end-points (hosting processing application elements). This 
defines a new peer-to-peer communication scheme different from the traditional 
point-to-point, or point-to-multipoint. For example, multimedia flow in a complex 
                                                           
1  National ICT Australia is funded through the Australian Government’s Backing Australia’s 

Ability initiative, in part through the Australian Research Council. 
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distributed conference service (i.e. an instance of overlay application) might pass 
through several peers hosting elementary processing elements (e.g. stream 
extractions, language translation, etc…). Current overlay application architectures 
implement such communication need with a juxtaposition of independent point-to-
point connections using underlying traditional transport services. However, we could 
consider these connections as a unique entity: an Overlay Association, which would 
provide a transport layer abstraction to this new communication scheme. Using this 
concept, we could design mechanisms to manage as a whole the Quality of Service 
(QoS) experienced by the end-user(s) of the conference service. Such mechanisms 
would perform global resource optimization for an overlay association, as opposed to 
a non-optimal composition of local resource management decisions. Because of its 
critical adaptation role between the application and the network, the transport layer is 
the most appropriate place to deploy these functions. Such a transport layer would 
provide a unified means to manage the communication needs of overlay applications, 
and reduce application complexity. We introduced such framework in [3].  

In this paper we propose a method to provide enhanced QoS between two end-
points of an overlay association. This method can then be used in conjunction with 
algebraic properties and composition rules of QoS metrics, as discussed in [4], to 
guarantee enhanced QoS to an entire overlay association. For simplicity, we apply our 
method to only one additive QoS metric: the one-way delay. However, it could be 
adapted to accommodate other types of QoS metrics. Harnessing the conclusions from 
[5], we propose a distributed and collaborative method to find and construct QoS 
enhanced alternate Internet paths. This method is deployed on end-points at the 
transport level within our overlay framework. It confines the complexity at the edge 
of the network, hence requiring no modification on the existing routers, and no central 
administrative entity or third party QoS brokers.  

Our contribution is twofold. First, in section 2 we confirm the feasibility of QoS 
enhancement through alternate paths at the scale of the European Internet, and we 
further investigate some characteristics of these paths. Second, in section 3 we 
provide a distributed scalable scheme to discover and deploy such paths. In section 4, 
we analyze the performance of our scheme. Finally, we present some related works in 
section 5, and conclude this paper in Section 6. 

2   Providing Enhanced QoS Using Alternate Paths 

In [5, 7], for a given directed Internet communication, the authors demonstrate the 
existence of alternate paths that provide in up to 80% of the cases a better QoS than 
the default Internet path. The existence of these better paths is mainly due to the 
Border Gateway Protocol (BGP) operations. For various reasons (e.g. economic 
partnership) network administrators may not consider QoS optimization as a primary 
factor when implementing BGP “routing policies”. Therefore these policies may 
generate non QoS-optimal default end-to-end Internet paths. For a given pair of hosts, 
one could create an alternate path by selecting and composing consecutive end-to-end 
paths. As this alternate path may transit through different network components/links 
than the default one, it may experience better QoS. 
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Our trace-based simulation environment is based on end-to-end one-way delay 
measurements between 47 peers on the European Internet. These measurements are 
provided by the RIPE NCC Test Traffic Measurement (TTM) project [6]. We 
retrieved three 24h data sets in 2004: May 25, June 17, and July 12. These data sets 
provide about 2 one-way delay measurements per minute per directed pair of nodes.  

2.1   Existence of QoS Enhanced Alternate Paths 

We first considered alternate paths via one “relay” node (2-hop paths). We will 
analyze 3-hop paths at the end of this section. For each data set, we generated 1000 3-
tuples <src, dst, timestamp> composed of a random source and destination nodes, 
and a random time in second. For each of these 3-tuples, we retrieved the 
corresponding one-way delay measurements (delayref) experienced on the default 
Internet path. Then, we executed a “brute force” search algorithm on the entire node 
set to find alternate paths with a lower one-way delay. Based on other works on TCP 
implementation [8], we account for the processing delay at the “relay” node by adding 
1ms to the alternate path’s delay before comparing it to delayref. On average over the 
three data sets, for 50.6% of the 3-tuples, there exists at least one alternative path that 
provides a better one-way delay than the default Internet path. This is consistent with 
the results presented in [5, 7].  

2.2   Analysis of QoS Enhanced Alternate Path 

We evaluated the following three characteristics: the number of better alternate paths 
that exist for a given 3-tuple, the gain obtained by using these paths, and the duration 
for which that gain holds (i.e. gain constancy). The following results are from the 
May 25 data set (2 other sets have similar results). 
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Fig. 1. CDF of available “better” alternate path 
among the “successful” 3-tuples 

Fig. 2. CDF of alternate paths with delay 
constancy shorter than of equal to X 

Figure 1 shows that around 76.97% of the “successful” 3-tuples (i.e. the ones with 
existing better alternate path) have more than 1 available better alternate paths (i.e. 
P(1<X) = 76.97%). The mean number of available better alternate paths is about 6.47, 
with a standard deviation of 7.59. The existence of multiple better alternate paths for 
a given “successful” 3-tuple makes it easier for a distributed framework to discover at 
least one of them.  Figures 3  and  4 present  the one-way delay gain obtained  through  
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Fig. 3.  Distribution of delay gain from  
“better” alternate paths (5% bins) 

Fig. 4. CDF of delay gain from “better” 
alternate paths (5% bins) 

2-hop alternate paths. The values are grouped in bins of 5%, hence the origin at 5% 
and 1% on figure 4. The mean gain on better 2-hop alternate paths is about 26.07% 
(compared to default Internet paths), with a standard deviation of 19.71. According 
to these results, 47.6% of better alternate paths provide a gain of more than 20%. 
Figure 2 presents the distribution of alternate paths that have their delay constancy 
shorter than or equal to a given value in seconds. Since default Internet paths follow 
the same trend, we can infer the duration of the gain constancy. Around 57% of the 
alternate paths have a delay constancy that lasts more than 5min. These results are 
consistent with [9]. Moreover in [10], the authors show that 53% of Internet streams 
last between 2s and 15min. Given these results, we can infer that most better 
alternate paths would offer gains with sufficient durations to benefit the majority of 
Internet streams. In a final experimentation, we found that there exist 42.4% of 
better 3-hop alternate paths (i.e. better than default IP path). We then successively 
ran the 2-hop and 3-hop search algorithms. The total percentage of “successful” 3-
tuples grows by 1.7 point to reach 52.5%. Therefore the vast majority of 3-tuples 
with better 3-hop alternate paths have also 2-hop ones. Figure 4 shows that in more 
than 90% of the cases, the gain via the 3-hop paths is less than via the 2-hop paths. 
The benefit from deploying alternate paths with more than 2-hops is relatively 
small. 

3   Finding QoS Enhanced Alternate Internet 

In an overlay application, any hosts perform both as a client and a server. This is 
typically a peer-to-peer environment, and it seems natural to adopt a peer-to-peer 
approach to establish and manage overlay associations and related QoS. Overlay 
applications would then benefit from enhanced QoS without involving a central 
management entity (potential single point a failure). As there might potentially be 
thousands of overlay applications deployed at the same time, the proposed discovery 
scheme has to scale without penalizing other network users. These considerations led 
the design of a distributed peer-to-peer scheme, where the transport entity of a host 
involved in an overlay application would collaborate with other peers to gain partial 
knowledge of the network connectivity parameters, and to find better alternate paths 
towards other hosts involved in the same overlay application. 
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level is successful. The message cost to discover the alternate path is then equal to 2 * 
log N. Furthermore, it could be possible to design a delay estimate caching 
mechanism in each transport entity, hence removing the need to re-evaluate paths 
leading to already visited nodes. The admission control function on each node Pi 
together with TEA’s minimum delay path selection insure load balancing among the 
candidate relay nodes. Figure 6 describes the second search level. Upon failure of the 
previous search level, TEA sends a request to TEB (1) asking for its candidate relay 
list (2). Similarly to the previous search level, TEA evaluates the delay values on the 
candidate alternate paths through the Qi nodes (from TEB’s list), (3) and (4). An 
alternate path is then selected. The message cost for this second search level is equal 
to 2 * (1 + log N). The first search level evaluates possible alternate paths by trying 
known first hops with lowest delay value on the directed path A to B. The second 
search level tries known last hops with lowest delay value on the directed paths 
towards B. To strictly do so, one might notice that TEA needs to know the existence 
of these possible last hops. Moreover, TEB only knows the hops with the smallest 
delay value on the directed paths from B (i.e. B’s candidate list). IP routing 
mechanisms do not guarantee delay symmetry. However if delays on both ways of a 
given path were highly correlated, then TEA could use B’s candidate list. We 
computed a correlation coefficient of 0.83282 that supports this assumption.  

Once TEA has discovered and selected a best alternate path via a node Pi, it notifies 
TEi and TEB. TEi turns its temporary resource reservation to a permanent one, and 
creates the necessary states to relay traffic from node A to B. TEA monitors the 
experienced QoS. Upon eventual QoS degradation, it can discover another alternate 
path or use a cached alternate path discovered in the previous search phase. There are 
other important issues regarding the proposed scheme that we will investigate in our 
future works, such as security and admission control procedures for candidate relay 
nodes, or QoS management at the entire overlay association. 

4   Simulation Results and Analysis 

For each 3-tuple, we randomly selected 2 to 4 bootstrap nodes to build the initial 
candidate relay lists (with N=47, the list size is fixed to 6, i.e. Log2 47). Then for each 
category of bootstrap node number, we executed our scheme’s first level search 
algorithm followed by the second search level on the remaining unsuccessful 3-tuples. 
We averaged the results over 10 trials to account for the randomly selected bootstrap 
nodes. Table 1 shows that for a number of 4 bootstrap nodes, if for a given3-tuple 
there exist alternate paths with enhanced QoS, our proposed scheme has about 88% 
chance of discovering at least one of them. This result offers a satisfactory 
performance/cost trade-off considering the high cost of the brute force algorithm and 
the poor performances of the random one. From table 1, we can also infer that, in 
86,5% of our scheme’s successful cases, the message cost is 2 * log N. It is equal to 2 
* (1 + 2 * log N) in the remaining 13.5%. One limit of our experiment is the fact that 
the TTM nodes are implicitly located on different networks. Building candidate lists 
with nodes  located  on  the same network greatly  diminishes  the  chance  of  finding 
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Table 1. Performance comparison for the search algorithms 

  Discovered “successful” 3-tuples  

Bootstrap nodes 
 Message Cost 

2 3 4 
Brute Search 2 * N 100 

Search with random list 2 * log N 46.2 % 46.1 % 46.3 % 

Only first search level 2 * Log N 61.8 % 71.1 % 76.1 % 

Complete scheme 2*Log N to 2*(1+ 2*Log N) 77.6 % 82.8 % 88.0 % 

alternate paths. A prototype of our scheme should have means to ensure the 
topological diversity of the nodes composing the candidate lists. Another limit is the 
small set of nodes, this does not allow extensive scalability test. However, it still 
provides a good realistic “snapshot” of the European Internet connectivity parameters. 
Topology generators do not provide a better alternative, since none of them accurately 
model end-to-end one-way delay (see [13] for such model). Finally, our 
experimentations do not take in account the dynamic evolution of the network. For 
each trial, the environment is not modified to reflect the resources being used by a 
previously selected alternate path. To overcome these biases, we plan to develop of a 
test-bed prototype in our future work. 

5 Related Work 

The DETOUR project [5] demonstrates the benefits of alternate Internet paths. Based on 
offline analysis of measurements across the North American wide area networks, the 
authors found that in up to 80% of the cases, for a given pair of nodes, there exists an 
alternate path that provides significantly superior QoS than the default Internet path. In 
[7], the authors proposed an application architecture to discover and deploy such paths. 
It relies heavily on a central entity (QRE), raising some scalability, robustness and 
administrative issues. Therefore, it might not be suitable for enhancing the QoS of 
distributed overlay applications. RON [14] is an application architecture that improves 
communication reliability and QoS by using alternate paths among RON nodes. It 
requires the presence and management of dedicated RON nodes in different Internet 
routing domains. For this reason, this framework might not be suitable to environments 
made of thousands different Internet domains. QRON [15] is based on hierarchically 
organized Overlay Brokers (OBs) located on different ASes. Third parties manage the 
OBs, and “sell” QoS enhanced alternate paths to users. In our peer-to-peer approach, 
end-hosts directly discover alternate paths without paying any third-party. 

6 Conclusion and Future Work 

We proposed a scheme to provide QoS enhanced communication path between two 
peers on the Internet. It is a part of a QoS management module within a overlay 
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network transport layer framework. First, we analyzed some characteristics of QoS 
enhanced alternate Internet paths: in about 50% of the cases, there exists at least one 
alternate path providing in around 47.6% of the cases a significant durable gain of 
more than 20%. Second, we proposed a scalable distributed method to discover and 
construct such paths. This method is executed on the end-hosts at the edge of the 
network. If there exists any better alternate paths between two peers, it would find at 
least one of them in 77.5 - 88% of the cases. It does not guarantee 100% success. 
However, it empowers end-users, and does not rely on any central managements or 
third party brokers. We will continue our investigation of alternate path discovery 
methods, and our study of an overlay transport framework. 
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Abstract. A large variety of resilience mechanisms are known today.
However, often the used resilience mechanisms are not adapted to the
network operator’s and customer’s needs. For this, a detailed analysis
and a comparison of resilience mechanisms and capacity requirements
is needed. In this paper we analyze the capacity requirements of three
widely used shared path protection mechanisms with each other: shared
global path protection, shared local link protection and shared local
to egress protection. Additionally we present an optimization approach
based on linear programming to obtain optimal working and resilience
path configurations for a given network structure and apply these opti-
mizations to different case study networks.

1 Introduction

Next to traditional Quality of Service (QoS) requirements as delay, delay varia-
tion (jitter), bandwidth and packet loss probability, fast and efficient resilience
mechanisms are one of the key requirements to today’s networks. Broadband
technologies (e.g. ADSL, cable modem, PLC, FTTH) in combination with file
sharing applications have and will further increase the amount of transported
traffic in IP networks. In contrast to that however, the earnings of network
providers have decreased due to global competition.

Thus, it is even more important today - than it was already in the past -
to optimize a network and especially its resilience characteristics to fulfill the
customer’s requirements while reducing the overall network cost.

In order to choose suitable resilience mechanisms a comparison of characteris-
tics of different approaches is required. The resilience mechanisms are dependent
on the used forwarding mechanisms. Today, the most common Intra-Domain
routing protocols use shortest path destination based routing (e.g. OSPF [1]
and IS-IS [2]). Recently, Multi Protocol Label Switching (MPLS) [3] is deployed
more often in IP networks in addition to these conventional shortest path based
routing protocols due to the support of Virtual Private Networks (VPN) and the
high flexibility considering traffic engineering and resilience. Thus, in this paper
we will focus on path based resilience mechanisms that can be performed with
MPLS.
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2 Protection Mechanisms

2.1 Shared Global Path Protection

Figure 1(a) depicts an example configuration of two demands that are protected
by a global path protection mechanism. Each working path transports 20 ca-
pacity units (w1, w2). If a failure occurs along the working path of one of the
demands (e.g. link A-C, C-F, F-I, I-K) the nodes adjacent to the failure detect
the failure and send a failure notification message to the source of the demand.
The source node is then able to detour the traffic onto failure-free resilience
paths. A sharing of backup resources is possible if working paths are routed dis-
joint and cannot be affected by (probable) simultaneous failures. Both demands
of Figure 1(a) traverse the links F-I and I-K. Thus, if one of these links fails,
both working paths are affected. Sharing of backup resouces is not possible in
this constellation and 40 capacity units need to be reserved on link E-H and H-K
for protection.

Fig. 1. Example of a path configuration for shared global path protection, shared
local link protection and shared local to egress protection. The capacity requirements
(working+protection) of the example configurations are shown in each figure

2.2 Shared Local Link Protection

Backward signaling takes its time and the reaction time upon a failure can
be reduced if the detecting node (in front of the failure) detours the traffic
immediately. In local link protection traffic traversing the failed link is detoured
around the failure. The backup paths start in front of the failure and end at
the other side of the failure. A sharing of resources can be performed if disjoint
routed working paths can use the same protection capacities on detour links.
Additionally one detour path is sufficient for all working paths traversing a failed
link. Thus, the number of required backup paths in the network is small.
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2.3 Shared Local to Egress Protection

Local link protection reduces the convergence time since no signaling need to be
performed. However, if the network is high capacitated (i.e. few spare capacity
is available) or sparsely meshed the local detour might be too long or no path
can be found to return to the opposite side of the failure.

Local to egress protection combines the advantages of global path protection
and local link protection with each other. Similar to local link protection the
traffic is detoured locally at the node in front of the failure and no signaling
is required. However, the backup path does not need to return to the working
path but targets the sink of the demand (Figure 1(c)). With this, an increased
flexibility and more paths are possible for the detour. The added delay that
is caused by the detour is furthermore potentially smaller compared to local
link protection. However, a combined detour of all affected paths traversing the
failed link using only one resilience path is not be possible for paths with different
destinations.

3 Considerations About Capacity Requirements

Figure 2 depicts a comparison of a path configuration example to show the
relations between the capacity requirements of the resilience mechanisms. The
left upper part shows a working and a protection path for global path protection.
The left middle and left lower part shows a working and a protection path for
local link protection.

The backup paths of shared global path protection are routed in a disjoint
manner and quasi parallel to the working path. In local link protection, however,
the traffic is detoured in front of the failure towards the opposite side of the fail-
ure. Thus, links which are parallel to the working path need also to be traversed.

Fig. 2. Resilience resources comparison configuration. Left: Shared local link protection
requires more capacity than shared global path protection. Right: Shared local to egress
protection requires maximum the capacity of shared local link protection, however,
more than shared global path protection
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When concatenating the parallel links of all local link detours, a path disjoint
to the working path can be formed. Additionally, detour links from and back
to the working path are required. Independently of the topology and capacity
constellation, a global protection path can thus be formed by concatenating lo-
cal link protection paths. The required resilience capacity for shared global path
protection is thus less or equal to the required resilience capacity of shared local
link protection.

The right side of Figure 2 shows a comparison of local link and local to egress
protection paths. Local to egress protection paths are allowed to return to the
working path after a detour around the failure. No additional traffic has to be
reserved for resilience purposes on the downstream side (after the failure) of
the working path since the working traffic is detoured. The working capacity
can be reused to transport the traffic towards the sink of the demand. Thus,
local link protection requires at least the amount of resilience capacity used for
local to egress protection. However, if the sum of required resilience capacity
can be reduced by using other paths, local to egress protection requires less
capacity than local link protection. Compared to global path protection however,
additional capacity is required for local to egress protection to detour the traffic
from the working path to the parallel backup capacities.

As a summary we can categorize the required protection capacities as follows:

Table 1. Protection capacity requirements of the investigated resilience mechanisms

global path protection ≤ local to egress protection
local to egress protection ≤ local link protection

The required capacity (sum of working and resilience capacity) of protection
mechanisms is dependent on network structure, network dimensioning and the
location of working and backup paths. Thus, in order to obtain the absolute
and relative differences in capacity requirements results from optimal network
configurations are required.

4 Optimization Equations

In this section we present a mathematical formulation based on linear program-
ming for the optimal configuration of working and protection paths that are able
to survive a single bidirectional link failure. We assume that the physical topol-
ogy, demands and demand relations for a network are known and a dimensioning
and configuration of working and backup paths are to be obtained.

As shown in Section 2 the protection mechanisms under investigation differ
in the location of the detour and the possibility and location of the return to
the working path. To highlight the small differences we divided the optimization
problem in small modules. Additionally, this modularization allows the joint as
well as the independent optimization of working and protection paths. A joint
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optimization results in less overall required capacity [4, 5]. However, consider-
ing on-line planning and an on-line reconfiguration of networks an independent
optimization is required.

The network is modeled as a directed graph G = (V, E). Where V represents
the set of nodes and E ∈ (V × V ) the set of edges of the network. Each edge is
represented by a pair of counter-directional links. DR ∈ (V × V ) denote the de-
mand relations between two nodes whereas F denotes the set of failure patterns
(bidirectional link failures). In the following, the superscript of a variable shows
the set of numbers to which it belongs: D ∈ R+, I ∈ Z+ and B ∈ boolean {0; 1}.

4.1 Module Routing of Working Paths

We denote the variables WPED
d,e as the working traffic of a demand d on a

physical edge e. The outgoing (incoming) traffic of a node n for a demand d is
represented by the variables OWPND

d,n (IWPND
d,n). Its amount is equal to the

traffic that is routed on outgoing (incoming) edges of the node for a demand d
(equations (1) and (4)).

OWPND
d,n =

∑
e∈out(n)

WPED
d,e (1)

DD
d >= OWPND

d,n (2)

OWPND
d,n = 0 (3)

IWPND
d,n =

∑
e∈in(n)

WPED
d,e (4)

DD
d >= IWPND

d,n (5)

IWPND
d,n = 0 (6)

Equations (2) and (3) or (5) and (6) respectively are applicable if the node
n is the source or the target of the demand. Routing loops are prevented and
it is assured that the demand value DD

d is routed between the two nodes. The
relaxation of the strict equality (≥ instead of =) is used to facilitate the work
of the optimizer to find feasible results in a smaller amount of time during the
solving process. To further satisfy a flow conservation, the incoming and the
outgoing traffic of a demand d for a physical node n need to be equal if the node
is not the source or the target of the demand (equation 7).

IWPND
d,n = OWPND

d,n (7)

4.2 Module Basic Resilience

The module ’Basic Resilience’ introduces variables and equations common to all
resilience mechanisms. If a particular resilience mechanism has to be applied, we
add some more specific equations and variables.

The variable RPEFD
d,e,f refers to traffic on a physical edge e used to protect

demand d in case of failure pattern f . The sum of all outgoing (incoming) traffic
out of (in) a physical node n that is used to protect traffic demand d for a failure
pattern f can be calculated as follows:

ORPNF D
d,n,f =

∑
e∈out(n)

RPEF D
d,e,f

(8)

IRPNF D
d,n,f =

∑
e∈in(n)

RPEF D
d,e,f

(9)
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Additionally, equation (10) prevents the routing of traffic on a failing egde
(e ∈ f):

RPEF D
d,e,f == 0 (10)

4.3 Global Path Protection

If an edge e along a working path fails the traffic need to be detoured from the
working path to the backup path. In global path protection the source node of
the demand detours the traffic on a (disjoint) parallel path towards the target
of the demand.

For the source node of the demand the outgoing traffic on the resilience paths
need thus, be greater or equal to the traffic on the failed working path (e ∈ F ):

ORPNF D
d,n,f ≥ WPED

d,e (11) IRPNF D
d,n,f ≥ WPED

d,e (12)

For the target node of the demand the incoming traffic used to protect de-
mand d need to be greater than the affected working traffic.

If the node n is neither the source nor the target of the demand d again flow
conservation is required. The incoming detoured traffic is equal to the outgoing
traffic along the resilience path (14).

IRPNF D
d,n,f = ORPNF D

d,n,f (13)

To avoid a presence of loops the incoming (outgoing) traffic on a resilience
path in (out of) a node n need to be zero if the node is the source (target) node
of demand d (15).

IRPNF D
d,n,f = 0 (14) ORPNF D

d,n,f = 0 (15)

4.4 Local to Egress Protection

In local to egress protection the traffic is detoured around the failure locally at
the source of the failure and targets the sink of the demand.

We can reuse equations (11) and (14) if node n is in front of the failure and
equations (12) and (15) if node n is the sink of the demand. Again for flow
conservation we additionally need equation (13).

4.5 Local Link Protection

Similarly to local to egress protection in local link protection traffic is detoured
in front of the failure. However, the traffic is reverted back onto the working
path at the other end of the failure.

Equations (11) and (14) are required if the node n is the source node of the
failed edge e and equations (12 and (15) if the node is the target node of failed
edge (e ∈ F ).

Beside these equations we need (13), if the node is not adjacent to the failure.
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4.6 Capacity Calculation

The working capacity on an edge e (WCED
e ) can be calculated as the sum of

all working paths traversing this edge.

WCED
e =

∑
d∈DR

WPED
d,e (16)

If the resilience capacity cannot be shared between different working paths,
the maximum required resilience capacity on an edge for the failure patterns
(RCED

e ) can be calculated as shown in equation (17).

RCED
e =

∑
d∈DR

RPEF D
d,e,f (17)

If resilience capacity can be shared with each other, i.e. the protected working
paths are routed disjoint to each other and cannot be affected simultaneously
by the same failed link, the required resilience capacity can be reduced:

RCEW D
d,e ≥ RPEF D

d,e,f ∀f in F (18)

DRCED
e =

∑
d∈DR,d is dedicated

RCEW Dd, e (19)

SRCEF D
e,f ≥

∑
d∈DR,d is shared

RCEWF D
d,e,f (20)

SRCED
e ≥ SRCEF D

e,f (21)

RCED
e = SRCED

e + DRCED
e (22)

The variable RCEWD
d,e models the real required resilience capacity on edge

e for demand d and any failure pattern (18). The variable DRCED
e models the

real required resilience capacity on the edge e for all dedicated demands and any
failure pattern (19). The variable SRCEFD

e,f models the real required resilience
capacity on the edge e for all shared demands d in case of a failure pattern f
(20). The variable SRCED

e denotes the real required resilience capacity on the
edge e for all shared demands d and any failure pattern (21). The variable RCED

e

models the real required resilience capacity on the edge e for all demands and
failure patterns. It is the sum of all dedicated and shared resilience capacities (22).

4.7 Calculation of Capacity of the Network

The total working capacity of the network (WCND) is the sum of working
capacities on the edges:

WCND =
∑
e∈E

WCED
e (23)

The total resilience capacity of the network is the sum of resilience capacities
on the edges.

RCND =
∑
e∈E

RCED
e (24)
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Finally, the total capacity used in the network can be calculated as a sum of
all working and resilience capacities.

CND = WCND + RCND (25)

5 Case Study

The models of Section 4 are formulated in ILOG Concert technology 2.0 using
ILOG CPLEX 9.0 [6] with the internal barrier algorithm as MILP solver.

We dimension eight networks that vary in nodal degree and demand pattern
to represent real life network structures and demand types:

– A pan-European network (COST 239 [7]) with 11 nodes and 26 ducts and
four different bidirectional demand patterns yielding 40, 60, 82 and 112 de-
mands.

– Seven random generated networks having 10 nodes and nodal degrees be-
tween 2.2 and 3.8 that are generated according to [8]. Demand structure
(A-A) is a fully meshed homogeneous demand matrix on which 5 GBit/s are
sent from each node to each other. Demand structure (A-1) is a centralized
demand matrix on which all nodes send 5 GBit/s to one node only. Finally,
demand structure (1-A) is a broadcast-like demand matrix on which one
node sends 5 GBit/s to all other nodes in the network.

5.1 Capacity equirement omparison

Figures 3(a) and 3(b) depict the resulting total required capacity of the 10 node
example networks. Although the chosen working paths are optimized concur-
rently by the solver the required working-capacity sum is almost equal for all
considered case studies. However, differences are in the required amount of re-
silience capacity.
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Fig. 3. Required capacity for shared global path protection, shared local link protection
and shared local to egress protection of the seven random generated networks with 10
nodes, given nodal degree and demand pattern (A-A), (A-1) and (1-A)
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Fig. 4. Required capacity for shared global path protection, shared local link protection
and shared local to egress protection of the COST239 network having 20, 30, 42, and
56 bidirectional demands

All case-study results are according to the theoretical deliberations of Sec-
tion 3: Shared global path protection requires less capacity than protection with
local to egress or local link protection mechanisms.

A capacity of 2010 GBit/s is sufficient to route and protect single link failures
with global path protection for the network with nodal degree 2.2 and demand
pattern (A-A). 110 Gbit/s in addition (2120 GBit/s) are sufficient to protect
the network with shared local to egress protection and another 10 GBit/s (2130
GBit/s) are sufficient for local link protection. With this, the differences between
the resilience mechanisms are quite small compared to the total sum of required
capacity in our case studies.

The absolut values decrease even further with an increase in the nodal degree
of the example networks. E.g. for nodal degree 3.0, demand pattern (A-A) and
shared global path protection, a capacity sum of 1355 GBit/s is sufficient to
protect the network while a capacity of 1024.58 GBit/s is sufficient for a nodal
degree of 3.8. This capacity reduction of almost 100% (from 2010 to 1024.58
GBit/s) can be explained with the increased number and possibilities to chose
working and protection paths and the ability to split backup traffic onto mul-
tiple smaller protection paths with higher sharing characteristics. The network
structure (and with it the chosen working and protection paths) are transformed
from an almost pure ring-like-structure with around 100% redundancy (nodal
degree 2.2) to a mesh network (nodal degree of 3.8).

Figure 4 shows the optimization results of the COST239 network. Similar to
the results of the random generated networks the required capacity for shared
global path protection is smaller than the amount for local to egress protection
that is itself smaller than the amount for local protection.

The relative differences between the three protection mechanisms, however,
is rather small. For nodal degree of 2.2 of the random network the difference
is around 6% only and stays within 1% to 9% for all other nodal degrees. An
overview about the additional relative required capacity for shared local link and
shared local to egress protection can be seen in Figure 5.
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Fig. 5. Relative capacity requirement difference compared to shared global path pro-
tection for the random generated networks with different nodal degrees and demand
pattern (A-A) and the COST239 network with different demands

6 Conclusion

We have investigated the capacity requirements of three widely used protection
mechanisms: Shared global path protection, shared local link protection and shared
local to egress protection. We have analyzed their protection path behavior for a
protection of single link failures and have categorized their capacity requirements.
To strengthen our theoretical deliberationswe presented an optimization approach
based on linear programming to be able to calculate optimal configurations and
applied the optimization on existing and randomly generated networks.

The key findings are that global path protection mechanisms require less
capacity compared to local to egress or local link protection mechanisms. The
difference in the total required capacity, however, is quite small and in the or-
der of some percent for the example networks. Considering the granularity of
deployed hardware (interface cards and trunks) the differences and resulting
cost-savings diminish even further [4].

Thus, capacity requirements seem to be no tie-breaker when deciding which
shared resilience mechanism should be used in future networks. Other character-
istics like the protection speed, manageability and complexity should be taken
into account.

Since local protection mechanisms are able to detour traffic in the range of
50-100 ms [9, 10, 11] they may be advantageous compared to the rather slow
(100s of ms) protection speeds of shared global path protection mechanisms.

A further interesting open issue remains, however: Does the amount of sharing
of ressources differ between the resilience mechanisms? If this is the case, it might
have a drastic impact on multiple failure survivability.

References

1. J. Moy. OSPF Version 2, Request For Comments 2328, IETF, April 1998.
2. Intermediate System to Intermediate System Intra-Domain Routeing Exchange

Protocol for use in Conjunction with the Protocol for Providing the Connectionless-
mode Network Service (ISO 8473) ISO DP 10589, February 1990,



A Comparison on Bandwidth Requirements of Path Protection Mechanisms 143

3. E. Rosen, A. Viswanathan, and R. Callon. Multiprotocol label switching architec-
ture, Request For Comments 3031, IETF, January 2001.
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Abstract. This paper presents architectural solutions and results from an ESA 
(European Space Agency) study intending to mitigate the limitations of the 
current TCP/IP protocol stack in a satellite environment. Focus is done on the 
Quality of Service solutions to improve the fair sharing of the return link (based 
on the DVB-RCS standard) and to optimize this link utilization. A QoS-based 
approach (XQoS) is presented and adapted to the satellite context to map the 
user and application requirements toward services and resources available at 
lower layers. Experimental results of the QoS oriented architecture, done on a 
satellite emulation platform, are presented to demonstrate its effects on the 
communication. 

1   Introduction 

In the last years, TCP/IP family protocols have been deployed in almost all the 
network communicating entities, and as a consequence, most applications have been 
developed on top of this protocol stack. These protocols were originally designed to 
fit the networks and applications used at that time, namely the wired networks, 
characterized by low delay and losses due to congestion and applications 
characterized by elastic time constraints (e.g. file transfer). Recently, multimedia 
applications have been evolving and taking an important role in the multi-domain 
information exchange on the Internet. This applications have new requirements in 
terms of Quality of Service (e. g. real-time constraints, large bandwidth, low jitter…). 
The wired network protocols are not deterministically responding to their QoS 
requirements related to order, reliability, bandwidth, time and synchronization 
constraints. Yet, the decrease of equipment costs has permitted to increase the 
networks’ capacity. Thus, in order to reduce congestions and bottlenecks, over-
provisioning of resources is often the solution used. In the same time, new 
technologies are offering broadband access to end users (such as DSL and cable). 

However, this wide-bandwidth wired network cannot be implemented in all 
areas. Therefore, wireless technologies such as satellite with its wide broadcasting 
capacities appear as a fundamental component of a definitively heterogeneous 
Internet. But, two main aspects differentiate the satellite link from a traditional 
wired network: 
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− First, the characteristics of the transmission through the satellite link, in terms of 
delay and loss models: the delay is much longer than in a wired network and losses 
are not due generally to congestion but to link errors. 

− Then, the characteristics of the return link of the satellite: This link has generally a 
low amount of available bandwidth due to its cost and so appears as a scarce 
resource that has to be managed optimally. 

Consequently, the current TCP/IP protocol stack will not be able to fit well in 
satellite communication due to the new characteristics introduced by satellite links. 

In addition, the Best Effort behavior of the IP protocol will not permit to share 
properly and efficiently resources of the return link’s bottleneck and in congestion 
situations, this will have dramatic effects on real-time applications. In this case, over-
provisioning would not be possible due to the high cost of these satellite resources. 

The current inefficiency of the TCP/IP stack for satellite links in the Internet have 
lead ESA (European Space Agency) to promote research in this area and to support 
the TRANSAT (Transport protocol and Resource mANagement for mobile SAtellite 
neTworks) project leaded by Alcatel-Space. The goal of this project, of which some 
solutions are described in this paper, is to adapt the current TCP/IP protocol stack to 
the satellite link constraints and to optimize the satellite resources usage. 

Next sections are organized as follow. A general presentation of the TRANSAT 
project and its architecture is done. In section 3, a QoS specification language 
(XQoS), taking into account application requirements and services availability, is 
described. The integration of this language in the TRANSAT architecture and the 
QoS solutions are presented as well in this section. Finally, experimental results 
evaluating this solutions are shown and conclusions are presented. 

2   TRANSAT Project General Presentation 

TRANSAT is an ESA (European Space Agency) study leaded by ASPI (Alcatel 
Space Industry) and involving the University of Helsinki (Finland), ENSICA 
(France), INRIA (France), ISD (France). The study focuses on the Internet broadband 

PC 1

PC n
LAN POP

Router
ST m

PC 1

PC n
LAN POP

Router
ST 1

Satellite Interactive Terminal

Satellite

Hub
Station

Broadband
Access
Server
BAS

Router
ISP 1

Router
ISP n

Hub Internet Gateway

INTERNET
BACKBONE

E-mail
Server E-mail

Server

WEB
Server

WEB
Server

Forward

Return

Video
Server

Video
Conf

 

Fig. 1. TRANSAT System Architecture 



146 M. Gineste and P. Sénac 

 

access via a geostationary bent pipe satellite. The architecture (Figure 1) is based on 
the DVB-RCS standard (on the return link) in order to provide broadband internet 
access to end users anywhere in the satellite coverage. The purpose of TRANSAT is 
to evaluate some improvement methods to offer DVB-RCS users a similar level of 
performances and functions achieved in pure terrestrial broadband access. The context 
of the study as we can see on this first figure is to improve performance of a LAN 
network accessing the Internet via a satellite link and so to optimize the resource 
usage of this link. We have particularly focused, in the study, on the return link of the 
satellite which has generally a low amount of bandwidth available in its contract of 
service (i.e. the Service Level Agreement passed between the Satellite Terminal and 
the Hub Station) and, due to the cost of this bandwidth, needs to be used efficiently. 

The study has mainly focused on TCP enhancements knowing satellite link 
constraints and Quality of Service of the protocol stack. 

 
Fig. 2. TRANSAT Protocol Stack 

The global aim is to propose the definition and design of a QoS-oriented 
architecture adapted to the satellite link. Figure 2 presents TRANSAT protocol stack 
architecture: Three layers of the protocol stack have been modified: TCP on end-
systems, IP on the Satellite Terminal (with a Bandwidth Broker addition) and 
MAC/DAMA on the ST (Satellite Terminal). Moreover, two layers have been added 
compared to the standard stack: ACL the Abstract Communication Layer that is 
intended to process QoS oriented mechanisms and can be seen as a QoS management 
and control plane, S-LACP Satellite Link Aware Communication Protocol, standing 
between the IP and the MAC/DAMA layers on the ST and on the BAS. The role of 
these new and enhanced layers will be detailed and in particular, the QoS aspects of 
this architecture namely ACL and the IP layer as well as MAC/DAMA on the 
Satellite Terminal. 
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2.1   TCP and S-LACP 

TCP has well-known potential limitations when used in a satellite environment ([1] [2]) 
due to the fact it has been originally designed with terrestrial network constraints in 
mind not taking into account delay and losses characteristics introduced by the satellite. 
Consequently, while in a wired network losses are mainly due to congestion, implying 
stringent bandwidth reduction applied on TCP flows by the congestion control 
mechanisms, it’s different in a satellite environment where losses often comes from 
packets’ corruption and in this case the sending rate does not need to be decreased. In 
addition to that, the large network delay, introduced by the satellite link, degrades badly 
the application performance when retransmissions, following upon losses, are done. The 
goal of the TRANSAT study is to mitigate those effects while keeping the end-to-end 
aspect of TCP that can be essential for the good functioning of some applications. To 
achieve this goal, two concurrent enhancements have been studied: 

1. To use possible TCP enhancements already available in standard tracks 
2. To design a specific protocol (S-LACP: Satellite Link Aware Communication 

Protocol) working below IP level on the ST and on the BAS in order to correct 
link errors as much as possible. 

First, concerning the TCP enhancements, an optimal customization of the 
protocol was targeted integrating the more adapted mechanisms in satellite 
communication and tuned thanks to a test campaign. The retained features were 
proposed in IETF standards but not used in Satellite TCP (RFC 2488) such as the 
TCP initial window size increase, use of Conservative SACK algorithm, the Limited 
Transmit, the Ack-every-Segment during Slow Start, the Control Block 
Interdependence (CBI), the Fast Retransmit Time Out (F-RTO) and the Explicit 
Congestion Notification (ECN) with RED. The test campaign of this enhanced TCP 
showed major performance improvements compared to the standard TCP 
implementation and even compared to the Satellite TCP version. A full description 
results is detailed in [3]. 

Another major problem with TCP is its inability to distinguish between packet losses 
due to link errors and packet losses due to congestion. In both cases, TCP reduces its 
transmission rate, while it is only necessary in the second case. We proposed satellite 
link enhancements with the addition of S-LACP protocol combined with TCP 
enhancements detailed before. The S-LACP role is to reduce the error rate perceived by 
the transport layer, using a combination of both FEC (Forward Error Connection) and 
ARQ (Automatic Repeat reQuest) modes, in order to minimize additional delay due to 
retransmissions. In the TCP performance tests, we noticed that S-LACP approach 
turned out to be beneficial, in particular on a noisy satellite link [4]. S-LACP with only 
ARQ mechanisms helps recovering most errors in the low, medium and high error 
conditions. FEC coding, applied on retransmitted ARQ packets, gains significant 
improvement in TCP performance on very noisy satellite links. In other cases, the 
overhead introduced by FEC coding compensates for its benefits. 

All TCP customizations and the addition of S-LACP intend to improve the 
performance of the transport layer over satellite links when applications are using this 
protocol for their transport. However, TCP is not used by every applications, 
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moreover, Quality of Service will not be guaranteed by these new mechanisms. There 
is still a need for a management of the Quality of Service that could guarantee an 
optimal mapping from the application requirements toward the underlying layers and 
the respect of this QoS but without important modifications of the standard protocol 
stack and ideally in a transparent way to the applications. This is the intent of the 
Abstract Communication Layer (ACL) presented in the following section. 

2.2   ACL (Abstract Communication Layer), IP and MAC/DAMA on the ST 

The Abstract Communication Layer is a new layer intended to insure the mapping, 
the management and the control of the Quality of Service in order to guarantee an 
optimal use of the satellite resource and in the same time the respect of the 
applications QoS needs and priorities. This Layer ACL can be seen as a control plane 
of the Quality of Service that will take advantage and manage all the services 
available in the communication system. It is represented on Figure 2 between the 
Application and the Transport Layers on the end-system, because this is a privileged 
location to gather QoS requirements of the application and possibly of the end-user. 

A major challenge in a satellite environment is to share properly and efficiently 
access to satellite bandwidth, particularly on return links. The goal is to have a relevant 
mapping from the application toward the MAC/DAMA layer of the satellite which is 
the only solution to both respect the application QoS constraints and optimize the 
resources utilization. At the Network layer the DiffServ approach [5] is the approach 
chosen to differentiate the applications’ flows from one another in respect with their 
priority using several Classes of Service. This approach also offers a scalability which 
could permit to extend the Diffserv domain in an easier way than with the IntServ 
approach. Consequently, we have added DiffServ facilities at the IP layer of the ST 
(which is the edge router). We have used a bottom up approach to define this QoS 
mapping, in order to ensure its feasibility: first, we proposed a pertinent mapping from 
the DiffServ Classes of Service toward the DVB-RCS capacity requests offered by the 
Satellite Terminal (ST); and then, ACL would help choosing the appropriate Class of 
Service knowing the QoS needs of the applications and the availability of resources. 
To maintain this resources availability and to configure dynamically the DiffServ node, 
a Bandwidth Broker is implemented on the ST. 

This considerations lead us to take a more general question into account, not 
specific to the satellite access but that is critical in this case: this is how we could 
retrieve, present and take into account the application requirements in term of Quality 
of Service and then map these needs optimally toward the lower layers knowing the 
available services and resources offered by the communication service. In the 
following chapter we describe first our solution to this problem in a general 
framework and how to apply it specifically to the satellite access case. 

3   XQoS Presentation and TRANSAT QoS Architecture 

3.1   QoS Considerations and XQoS Language 

Many applications, and particularly multimedia applications, have now specific QoS 
(Quality of Service) constraints that need to be respected for them to work properly. 
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Due to their expansion, these multimedia applications were part of our target in the 
TRANSAT project. QoS requirements are not deterministically respected by wired 
networks, moreover the new characteristics and constraints of the satellite link make 
the respect of these requirements even more challenging. TCP and UDP standard 
transport protocols are offering an everything-or-nothing service and definitely not a 
service with a QoS description in accordance with new applications’ needs. 
Consequently, adding the standard transport protocols (.i.e. TCP and UDP) to the best 
effort network service as well as the best effort access to the satellite link, does not 
permit to take into account the QoS required by applications. Although the QoS 
parameters required by the multimedia applications are well known and some form of 
guaranteed QoS is available at transport and network layers (such as IP QoS [5],[6] 
and alternative transport protocols [7],[8]), there is no standard QoS specification 
enabling to deploy the underlying mechanisms in accordance with the application 
QoS needs. Therefore, there is a need for a standard QoS specification, and an 
associated framework, that may be employed to map the application requirements to 
the specific transport, network and data link services available in the communication 
systems [9], in other words a QoS control plane. We have proposed a QoS 
specification language to describe applications’ needs and available network services 
called XQoS (XML-based QoS Specification Language) [10]. An associated approach 
permits to derive these requirements into a configuration of network, transport and 
system services and mechanisms. 

XQoS is an XML-based language, based on TSPN (Time Stream Petri Network) 
formal model. Four types of description can be defined to express: the application 
QoS specifications (parameters specific to various flows composing a given session), 
the media type definitions (parameters generic to a given media or codec), the 
communication services (parameters characterizing available services and 
mechanisms), the resources (parameters to describe resources on a given device). 

A model is also presented to map the high level descriptions of Quality of Service 
(as expressed by users or standard applications in the session negotiation using for 
instance SDP) toward precise QoS parameters that could be used to configure 
network services and mechanisms (such as bandwidth of flows participating in the 
session, delay and jitter required, synchronization constraints between flows, admitted 
loss rates…). Then a mapping and policing methodology based on PCIM [11] permits 
to find an optimal mapping solution between the application requirements and the 
available communication services and resources. The approach consists in discarding 
the non viable solutions and to propose ordered combinations of available services. 

3.2   TRANSAT QoS Architecture Integrating XQoS Approach 

The main goal of the Quality of Service oriented architecture introduced in 
TRANSAT is to use optimally the satellite return-link resources that are costly and 
generally not very abundant. Consequently, the role of ACL and the Bandwidth 
Broker is to share properly and efficiently access to the available resources of the 
satellite depending on application needs, taking into account their QoS constraints and 
priorities as well as the user preferences. In addition, the satellite access specificities 
need to be taken into account: the DVB-RCS (Digital Video Broadcasting-Return 
Channel System via Satellite) standard, used for the communication on the return link 
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of the satellite, proposes four main classes of traffic assignment to access the satellite, 
characterized by guaranteed bandwidth or not and various jitters and delays. Thus, a 
mapping needs to be done from the application toward the Physical Layer and 
resources. To ensure the feasibility of the mapping, we had a bottom up approach, 
from the access mechanism of the satellite toward the applications QoS needs. A 
DiffServ node is used at the IP layer of the ST to differentiate the flows in order to set 
priorities between them and control their bandwidth use. A QoS controller (the 
Bandwidth Broker) is implemented on the ST to do the admission control of the flows 
and to redirect them toward the corresponding IP and DVB-RCS classes by managing 
and configuring dynamically the DiffServ node. So, we first map DiffServ classes 
toward the DVB-RCS access mechanisms depending on their characteristics and the 
DiffServ classes properties: A high priority class of the DVB-RCS access scheme is 
fully guaranteed, thus EF (Expedited Forwarding), corresponding to high priority 
traffic not admitting long delay or variable jitter, is associated with this traffic class. A 
second type of traffic in DVB-RCS is guaranteed up to a maximum but introduces 
more delay and jitter. This traffic is associated to the AF (Assured Forwarding) IP 
type of traffic which permits to assure a high delivery of packets up to the max 
bandwidth and marks packets with a higher drop precedence if the maximum is 
reached. In congestion situations, these packets will be dropped first. Then, all the 
DVB-RCS non guaranteed types of traffic are associated to the Best Effort (BE) IP 
type of traffic with a lower priority than AF traffic, having a lower priority than EF 
traffic. No per-flow admission control is done for BE traffic type, but, its global rate 
is limited to the remaining bandwidth not used by high priority traffic. 

The Service proposed by the QoS Controller, is described using XQoS language 
and passed to the ACL every time it requests it, when a session starts. The description 
includes the guaranteed bandwidth, the delay, the jitter and the reliability proposed by 
each DiffServ class of traffic at the time it is requested. The ACL after gathering QoS 
information about the session and user preferences using the XQoS framework will 
map these application requirements toward the optimal service proposed by the QoS 
Controller (following the XQoS policing methodology) and request bandwidth 
reservation. The QoS Controller is doing a per flow admission control, applies 
packets marking, and updates the DiffServ node to make sure the user and the 
application remain in profile. This approach assures an optimal usage of the satellite 
resources taking into account applications and users requirements in terms of QoS. 

4   Experimental Results 

The graphs on Figure 3, represent the measured delay of a Voice over IP (VoIP) 
application on the return link of a satellite emulation platform, running along with 
concurrent flows and having together a sending rate above the rate limit of the link. 

On the first graph, where no QoS is implemented (corresponding to current 
satellite architectures), the delay perceived by the VoIP application is dependent on 
the concurrent flows and in particular TCP flows increasing progressively their rate 
and then reducing it upon packet losses. The delay reaches 6 seconds which is not 
compatible with the interactivity and time constraints of a VoIP application. 
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Fig. 3. VoIP one-way Delay with no QoS and with the QoS oriented architecture 

On the second graph, the QoS architecture case, admission control is done for the 
VoIP flow and its corresponding rate is reserved in high priority type of traffic at the 
IP level of the Satellite Terminal and so on the return link access of the satellite. The 
delay is constant, around 300 ms, not disturbed by concurrent traffic and acceptable 
for voice applications. 

5   Conclusions 

Theory and experimental results, demonstrate that the current behavior of the standard 
TCP/IP protocol stack combined with the characteristics of satellite links do not 
permit to assure a fair bandwidth allocation and more generally does not provide the 
specific Quality of Service required by each flow composing applications. To 
overcome these issues, we have developed a Quality of Service oriented architecture, 
based on the XQoS specification language, capable to take into account the QoS 
requirements of the applications and derive them toward the underlying layers to 
provide the best service as possible while keeping the high utilization of the costly 
satellite bandwidth. As part of this architecture, a network service has been proposed, 
including admission control mechanisms based on the available bandwidth of the 
satellite link and flow differentiation based on DiffServ principles. To improve the 
TCP performance over satellite, an enhanced TCP layer has been proposed as well as 
a new link layer minimizing packet losses due to link corruption on the satellite link. 
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Abstract. In this paper, we propose packet scheduling disciplines for
multimedia traffics in the contexts of OFDMA systems. For real time
traffics, packet loss fair scheduling (PLFS), in which the packet loss of
each user from different real time traffics is fairly distributed according
to the QoS requirements is applied. A simple priority order queue mecha-
nism is applied for non-real time traffics. In addition, to compensate fast
and slow channel variation we employ link adaptation technique such
as AMC. From the simulation results, our proposed packet scheduling
scheme can support QoS differentiations with guaranteeing short-term
fairness as well as long-term fairness for various multimedia traffics.

1 Introduction

Scheduling algorithms provide mechanisms for bandwidth allocation and mul-
tiplexing at the packet level. Many scheduling algorithms, capable of providing
certain guaranteed QoS, have been studied for wireless networks. In the earliest-
due-date-first (EDD), each packet from a periodic traffic stream such as real
time services is assigned a deadline and the packets are sent in order of increas-
ing deadlines [1]. The principle of EDD is based on the priority-order-queue-
mechanism. The real time (RT) traffics such as voice and video streaming are
very delay sensitive, but can stand a certain level of packet loss. The service-
oriented fair packet loss sharing (FPLS) algorithm is introduced in [2], where
TD/CDMA system is considered. The basic idea of the FPLS is that the packet
loss of each user is controlled according to the QoS requirements and the traffic
characteristics of all the mobile users sharing the same frequency spectrum in
the cell. From the results, FPLS provides a higher spectral efficiency than GPS
algorithm proposed in [3]. In [2], however, the authors did not consider the link
adaption techniques such as adaptive modulation and coding (AMC) in a cel-
lular environment. In order to evaluate the performance of a packet scheduling
algorithm deployed in wireless environment more reliably, the wireless channel
environment should be considered.

In this paper, we propose a QoS-guaranteed packet scheduling schemes for
multimedia traffics. Packet loss fair scheduling (PLFS), in which the packet loss of
each user from different RT traffics is fairly distributed according to the tolerable
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packetlossrequirementsofalltheuserequipments(UEs)sharingthesamefrequency
spectrum in a cell is applied for RT traffics. On the contrary, a simple scheme based
on priority ordering of each user is applied for NRT traffics. Since RT and NRT
traffic has quite different QoS characteristics, it could be more benefit to make
distinct decision rule for each. Therefore, we suggest a new frame structure with
separating these two traffics and propose two scheduling scheme, respectively.

The OFDM/FDMA (OFDMA: Orthogonal Frequency Division Multiple Ac-
cess) system is considered in this paper, since the most suitable modulation
choice for beyond 3G mobile communication systems seems to be OFDM due
to its high data rate transmission capability with sufficient robustness to ra-
dio channel impairments. In addition, the link adaptation techniques have been
widely studied to overcome low wireless channel efficiency. Adaptive modulation
and coding (AMC) is one of the compromising techniques providing flexibility
to choose an appropriate modulation and coding scheme (MCS) for the channel
conditions based on either UE measurement reports or network determined. We
adapt AMC technique to the proposed packet scheduling algorithm according to
the received signal-to-interference ratio (SIR) of each UE.

2 System Model

We consider an OFDMA cellular system with packetized transmission. One cen-
tral base station (BS) and multiple distributed users are set to be a cell. The
basic frame structure of the considered OFDMA system is shown in Fig. 1 in the
context of downlink in a cellular packet network, where the time axis is divided
into a finite number of slots within a frame and the frequency axis is segmented
into subchannels that consist of multiple subcarriers. In Fig. 1, the basic resource
space of packet transmission is defined as basic unit (BU) which corresponds to
a slot in time and a subchannel in frequency. Therefore, there are Nslot ∗ Nsub

BUs in a frame, where Nslot is the number of slots in a frame and Nsub is the
number of subchannels in frequency. In this system, maximum Nsub users can
transmit their packets simultaneously in each slot without intra cell interference.

BUij , where 0 ≤ i ≤ Nslot − 1 and 0 ≤ j ≤ Nsub − 1, delivers a certain
amount of information bits defined as C(BUij). C(BUij) is highly dependent
on the channel condition of its assigned UE. The instantaneous system capacity,
Rc(t), is represented as follow:

Rc(t) = FsΣ
Nslot−1
i=0 ΣNsub−1

j=0 C(BUij) bit/s (1)

where Fs is the number of frames in a second. The system capacity, Rc(t),
changes in time randomly.

In addition, one frame duration is divided into three parts: TRT for RT traf-
fics, Tm for marginal region (in this region both RT users and NRT users can
transmit their packets), and TNRT for NRT traffics. The boundaries are movable
dependent on the previous RT traffic usage. Since some margin is required in
the current channel usage of RT traffics, we simply apply the movable boundary
as follow
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Fig. 1. The proposed frame structure of OFDMA

boundaries =

{∑NRT

i=1 Ki
BU ∓ α, if

∑NRT

i=1 Ki
BU > α∑NRT

i=1 Ki
BU + α, else > Nav ,

(2)

where Ki
BU is |Bi/k̄i|, in which k̄i is the average number of transmitted MAC

PDUs in a BU for RT user i and Bi is the number of MAC PDUs in a buffer of
RT user i.

The packet scheduler schedules up to Nsub users among all of active users in
every slot instant. Each UE has its own buffer to queue the packets for transmis-
sion. The packet size of all buffers is assumed to be identified. At ith time slot,
the packet scheduler selects the Nsub highest priority buffers after calculating
the priority of each buffer based on the uplink feedback information and buffer
management information. The scheduling discipline is described more details in
the next section.

Under the wireless environment, we adapt AMC technique to the proposed
packet scheduling algorithm with assigning K MCS levels depending on UE mea-
surement reports. In the frequency selective fading environments, UE measure-
ment reports of different subchannels have different values. The user k receives
SNRk values, SNR0

k, · · · , SNRNsub−1
k , from predetermined pilot signals corre-

sponding to each subchannel. SNR is measured as the ratio of pilot signal power
to background noise when we assume that there is no other-cell interference at
all. More specifically, the SNR of the nth subchannel allocated for the kth user
can be represented as

SNRn
k =

Pph
2
k,n

N0
B

Nsub

(3)

where hk,n is random variable representing fading the kth users’ and nth sub-
channel. Pp is the transmitted power of the pilot signal. N0 is the noise power

RT reservation-scheduling 
region (TRT)

marginal region (Tm) NRT contention-scheduling 
region (TNRT)

…

ith frame (i+1)th frame

Voice user (vi) Video streaming user (vsj) Data user (dk)

…

time

fr
eq

u
en

cy
basic unit

time slot

Movable boundary



156 S. Shin et al.

Table 1. Transmission mode with convolutionally-coded modulation

Index SNRreq Packet/BU Modulation Coding rate
AMC1 1.5 (dB) 1 BPSK 1/2
AMC2 4.0 (dB) 2 QPSK 1/2
AMC3 7.0 (dB) 3 QPSK 3/4
AMC4 10.5 (dB) 4 16QAM 1/2
AMC5 13.5 (dB) 6 16QAM 3/4
AMC6 18.5 (dB) 9 64QAM 3/4

spectral density and B is the total bandwidth of the system. The channel gain,
h2

k,n, of subchannel n of user k is given by:

h2
k,n = |αk,n|2 · PLk (4)

Here PLk is the path loss for the user k and defined by:

PLk = PL(d0) + 10β log(
dk

d0
) + Xσ (5)

where αk,n is short scale fading for user k and subchannel n. d0 and dk are the
reference distance and distance from BS to user k, respectively. β is path loss
component and Xσ represents Gaussian random variable for shadowing with
standard deviation σ.

To reduce the signaling overhead, UE selects N(< Nsub) SNRks for the feed-
back of channel quality information (CQI). After receiving UE’s CQI index, BS
allocates the appropriate BUs to the UE if the user is selected for the scheduling
in the current slot.

The MCS level is classified by required SNR strength, SNRreq, and maps
to the number of packets in a BU. The mapping between MCS level and the
number of packets is shown in Table 1 when we assume that all subchannel are
allocated with equal power i.e., 1W . From the channel condition of user k, Āk is
defined as moving average of the number of transmittable packets in a BU from
the previous trials with window size WS.

3 Proposed Scheduling Algorithms

3.1 For Real Time Traffics

Among the diverse objectives for fairness to incorporate multimedia services, we
focus on the fair QoS-guarantee scheduling rules for RT traffics. The proposed
PLFS algorithm is concerned with satisfying the different required QoS evenly
for the RT traffics. A fairness guarantee for RT traffics is assumed to be achieved
when the current packet loss rate (PLR) is distributed proportionally-equal for
all users at any time instant. In other words, our proposed scheme ensures short-
term fairness as well as long-term fairness simultaneously.
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PLR occurring in real-time traffics is defined as the sum of packet error rate
(PER) resulting from the channel impairments and packet dropping rate (PDR)
calculated from packets exceeding the required maximum delay, Dmax, in each
traffic. PLR should be less than a certain determined threshold, PLRreq,i, for
user i, that is,

PLRi(t) = PERi(t) + PDRi(t) ≤ PLRreq,i (6)

Priority order queue mechanism is applied for supporting PLR of each active
user fairly. PLFS rule schedules the highest priority user among all users. After
that, the scheduler selects the next highest priority user continuously until all
subchannels in a slot are occupied. The scheduler updates priority of each active
user in every time slot before scheduling. For a predetermined set of parameters
related to the required QoS of each user, the rule is given by,

j = max

[(
Ak(t)
Āk

)
·
(

PLRi(t)
PLRreq,i ·Dmax,i

)]
(7)

where Ak(t) is the state of the channel in terms of the MCS level of user k at
time t. The key feature of this algorithm is that a scheduling decision depends
on both current channel conditions and current packet loss of different users.
The term, Ak(t)

Āk
becomes the proportionally fair queuing presented in [4], while

PLRi(t)
PLRreq,i·Dmax,i

renders the scheduling rule be the packet loss fair queuing and
can provide QoS differentiations between different users.

3.2 For Non-real Time Traffics

Since the NRT traffics are not delay sensitive, we assume that the NRT packets
are scheduled only if when there is available slots after scheduling RT traffics as
shown in Fig. 1. Between NRT users, the scheduler schedules user according to the
priority order queue mechanism based on queue length and waiting time of each
user. For giving fair transmission opportunity of each user, the rule is given by,

j = max

[
bi(t) · Ak(t)

Āk
·Wi(t)

]
(8)

where bi(t) is queue length of user i and Wt(t) is the head-of-the-line packet
delay of user i at time t.

4 Simulation Environments

For the system level simulation, we consider two types of RT traffics such as
voice and video streaming and a NRT traffic such as WWW. A voice source
creates a pattern of talkspurts and gaps that are assumed to have exponentially
distributed duration. These are assumed to be statistically independent of each
other. The mean duration of the talkspurts and gaps are 1sec and 1.35sec, re-
spectively. The source data rate of voice traffic is assumed to be 16kbps. A video
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Table 2. Simulation parameters

Parameters Value
Number of subcarriers in OFDM 1536

Number of subchannels 12
Frame length (ms) 20

Slots per frame 20
Maximum packet loss rate (PLRreq) voice= 10−2, video streaming= 10−3

Packet size (byte) 44 (including 4bytes header)
Maximum packet delay (ms) variable

Cell radius (km) 1
User distribution Uniform

BS transmission power 12W

Path loss model α=4, σ (dB)=8

streaming is modelled as VBR (variable bit rate) characterized by Pareto dis-
tribution. The modelling is composed of continuous video-frames, where each
video-frame is divided into the fixed number of video-packets [6]. Moreover, the
size of a video-packet is determined by Pareto distribution. The parameters of
video streaming model is described in [6] where the generation rate is 32kbps.
Note that a variable length video-packet is segmented into the fixed-length MAC
PDUs before being stored the scheduler buffer.

On the other hand, WWW is modelled as ABR (available bit rate) based
on Pareto distribution. We follow the parameters basically proposed by ETSI.
In this model, the session is defined, in which the average number of packet
calls per session is 5. The size of packet within a packet call is characterized
by Pareto distribution where mean value is 480bytes and the maximum packet
size is 11kbytes. A generated WWW packet from the aformentioned model is
segmented into the fixed-length MAC PDUs in advance the scheduling decision
instant.

In this paper, we consider the radio cell with Nuser active UEs and a cen-
tralized BS. The BS has packet scheduler in its MAC layer to obtain a high
statistical multiplexing gain, where Nuser buffers are directly connected to the
packet scheduler. We assume that the fixed length packets (or MAC PDUs) are
stored into the scheduler buffers.

In a wireless cellular network, channel state varies randomly in time on both
slow and fast scale. As slow channel variation depends on mostly user location
and interference level, the normalized power from BS is adapted to the diverse
MCS level in AMC technique according to the received SNRk for a user k.

The set of the simulation parameters is listed in Table 2.

5 Simulation Results

Packet loss rate (PLR) and transmission delay are considered as the performance
measures for the RT and NRT traffics, respectively.
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Fig. 3. PLR and delay performances of the RT and NRT traffics when Dmax=100

Through a computer simulation, PER is ignored from the assumption that the
channel condition is well estimated and predicted. Fig. 2 and show that the
performances of the proposed scheme when the system supports equal number
of users in both RT traffics (Nvoice=Nvideo) simultaneously.

When we assume that there are only RT traffics in system, Fig. 2 shows the
PLR performace of each RT traffic. From the figure, the proposed PLFS algo-
rithm for RT traffics gives fair resource sharing in terms of PLR requirements of
real-time traffics. PLR experienced in each traffic user at a time is maintained to
be fairly distributed for all different real-time traffics. For a given PLR require-
ments when Dmax=100ms as an example, the number of concurrent voice and
video users are same to be 115. Note that the higher Dmax is, the more users
can be supported.
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Fig. 3 shows the PLR of RT traffics and delay performance of NRT traffics
from the our proposed MAC frame structure and scheduling algorithms. Note
that there is flat region in graphs of RT traffics. The reason is that the boundaries
are moving to the end of frame according to the increase of PLR of RT traffics.
On the other hand, the delay of NRT traffic is rapidly increased from the start
point of flat region due to the lack of its bandwidth.

6 Conclusions

In this paper, a new frame structure and scheduling schemes have been proposed
for multimedia traffics based on OFDMA system. For RT traffics, we proposed
PLFS algorithm, in which the packet loss of each user is fairly distributed ac-
cording to the QoS requirements. Fair scheduling algorithm was suggested for
NRT traffic. From the computer simulation, the results verify the PLFS to give
fair resource sharing between real-time users. In multimedia case, RT traffics are
well supported for their QoS requirements fairly between users in the expense of
the quite high delay performance of NRT users.
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Abstract. In this paper, we deal with the packet delay of a dynamic
bandwidth allocation(DBA) scheme in an Ethernet passive optical net-
work(EPON). We focus on the interleaved polling system with a gated
service discipline. On the access side, input traffic may be aggregated
from a number of users. So we assume that input packets arrive at an
optical network unit(ONU) according to Poisson process. We use a con-
tinuous time queueing model in order to find the mean waiting time of
an arbitrary packet. We give some numerical results to investigate the
delay performances for the symmetric polling system with statistically
identical stations.

1 Introduction

The passive elements of an EPON consist of a single, shared optical fiber, split-
ters and couplers. The active elements consist of an optical line terminal(OLT)
and multiple optical network units(ONUs). The EPON is a point to multi-point
network in the downstream direction and a multi-point to point network in the
upstream direction[1]. The OLT resides in the local exchange, connecting the
access network to the Internet and allocates the bandwidth to the ONUs by a
polling scheme to transmit the Ethernet packet to the OLT. The ONU is located
at the end user location and provides the interface between the OLT and cus-
tomer networks to send broadband voice, data, and video traffic. In an EPON,
the process of transmitting data downstream from the OLT to multiple ONUs
is broadcast in variable length packets according to the IEEE 802.3[2].

In the upstream direction, the ONU should share the channel capacity and
resources. We know that the limitation of TDMA approach is the lack of sta-
tistical multiplexing gain. It also true that some time slots remain unutilized
even if traffic load is very high[3]. A dynamic scheme that reduces time slot size
when there are no data would allow the excess bandwidth to be used by other
ONUs. The obstacle of implementing such a scheme is in the fact that the OLT
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does not know exactly how many bytes of data each ONU has to transmit. Fortu-
nately, Kramer et al.[3,4] proposed an OLT-based interleaved hub-polling scheme
to support dynamic bandwidth allocation(DBA) and proposed a DBA scheme
with a maximum transmission window size limit to avoid the monopolization
of ONUs with high data volume. They also investigated how an EPON trans-
mission mechanism(multi-point control protocol) can be combined with a strict
priority scheduling algorithm specified in the IEEE 802.1D[5]. All of the previous
studies[2-5] dealt with packet delay analysis of static and dynamic bandwidth
allocation schemes by only simulation. Park et al.[6] used the linear system for
the queue length distributions in order to investigate the mean packet delay by
the queueing approach.

In this paper, we try to analyze the mean packet delay of a DBA scheme
with a gated interleaved polling algorithm by using the closed form solution for
the queue length distributions. Polling algorithms have been employed in many
communication systems with data link protocols. From the viewpoint of queueing
theory, it is a cyclic server system with multiple queues. The classification of
polling models is with respect to the types of service discipline: (a) exhaustive,
(b) gated and (c) limited[7]. In the gated service discipline, the server continues
to serve only those packets which are waiting at the station when it is polled.

2 System Model for DBA Scheme

We consider an access network consisting of an OLT and N ONUs connected
by an EPON. From the access side, traffic arrive at an ONU from a single user
or a local area network(LAN), that is, traffic may be aggregated from a number
of users such as voice, data and video terminals. Hence we assume that input
traffic arrive at the ONU according to Poisson process. Ethernet packets should
be waited in the first stage buffer of the ONU until the ONU is allowed to
transmit all packets of the second stage buffer(Fig. 1). The transmission of the
packets from the second stage buffer is triggered by the Grant message arrived
from the OLT. The Grant message contains the granted window size allowed to
be sent by the ONU.

ONU1

�

gate

�

ONUN

�

first stage

�

second stage

...
�

���

�
�����

��
cyclic
server OLT�

Fig. 1. Gated polling model of DBA scheme with two-stage buffer at an ONU

. .
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When the Grant message arrives at the ONU, the second stage buffer starts
to transmit its packets to the OLT as well as the gate of the first stage buffer
is closed. At the end of its transmission window, the ONU generates a Report
message containing the number of bytes that remain in front of the gate in the
first stage buffer and send it to the OLT. At the same time, the packets ahead
of the gate in the first stage buffer are advanced into the vacant space in the
second stage buffer and wait for the transmission of the next polling cycle. The
Report message sent by the ONU tells the OLT its transmission window size
when the Grant arrives. Simultaneously, the first stage buffer keeps receiving
new data packets from its users.

Since the OLT knows how many bytes it has the authorized ONUi to send,
it knows when the last bit from the ONU will arrive. Then knowing round
trip time(RTT) for the next ONUi + 1, the OLT can schedule a Grant to the
ONUi + 1, such that the first bit from the ONUi + 1 will arrive with a small
guard time after the last bit from ONUi. The guard time provides protection for
fluctuations of RTT and control message processing time of multiple ONUs. The
Requests(therefore data) from each ONU arrive in the same order(round robin)
in every polling cycle. The Grants are scheduled with regard to the corresponding
RTT and granted window sizes. The interested view of OLT scheduling is how
the OLT should determine the granted window size. Kramer et al.[4] defined a
few approach the OLT may take in making its decision: (i) Fixed, (ii) Limited,
(iii) Gated, (iv) Constant Credit, (v) Linear Credit and (vi) Elastic. For the nice
mathematical manipulation, we focus on the gated service discipline (iii).

3 Queueing Model and Analysis

In this section we deal with continuous time queueing model of the gated in-
terleaved polling scheme with the first stage infinite queue(buffer in Fig. 1) and
the second stage queue for packet transmission in order to investigate the packet
delay distribution of the DBA algorithm in an EPON. We assume that the pack-
ets arrive at each station i(ONUi) according to a Poisson process with rate λ.
The lengths of packets at station i are assumed to be independent and identi-
cally distributed with a general distribution function. For simplicity, we assume
that the system is symmetric in the sense that the arrival rate and the packet
length distribution are independent of the corresponding station. Let B∗(s) be
the Laplace-Stieltjes transform(LST) of the packet length distribution and let b
and b(2) be the mean and the second moment respectively.

Stations are served in cyclic order of 1, 2, · · · , N, 1, 2, · · · . The guard time
(switchover) between station i and station i + 1 is assumed to be independent
and identically distributed with a general distribution function whose LST is
denoted by R∗(s). Let r and r(2) be the mean and the second moment of the
switchover time distribution respectively. We also assume that packet arrival
times, packet lengths and switchover times are independent. Further we assume
that the stability condition ρ ≡ Nλb < 1 holds. Let C be a cycle time at steady
state. Then we have



164

ρ =
E[service time during a cycle]

E[C]
=

E[C]−Nr

E[C]
.

From the above relation, the mean cycle time is obtained by E[C] = Nr
1−ρ .

Now, we derive the mean waiting time E[W ] of an arbitrary packet. By the
pseudo conservation law[8], we have

ρE[W ] +
ρb(2)

2b
=

ρb(2)

2b(1− ρ)
+ E[V |switchover], (1)

where E[V |switchover] is the expectation of the unfinished work in the system
at an arbitrary time in switchover. Thus the mean waiting time E[W ] is ob-
tained if we know E[V |switchover]. In what follows we focus on the derivation
of E[V |switchover].

Let Xi(t) and Yi(t) be the numbers of packets in the second stage queue and
the first stage queue at time t, respectively. Let τi be an epoch at steady state
when a switchover from station i−1 to station i begins. Hereafter we admit i−1
to denote N for i = 1 and N+1 to denote 1. Denote by Fi(x1, y1; · · · ; xN , yN ), i =
1, · · · , N , the joint probability generating function(PGF) of (X1(τi), Y1(τi); · · · ;
XN (τi), YN (τi)) by Fi(x1, y1; · · · ; xN , yN ), i.e.,

Fi(x1, y1; · · · ; xN , yN ) = E

[ N∏
j=1

(xXj(τi)
j y

Yj(τi)
j )

]
.

We find a relation between Fi(x1, y1; · · · ; xn, yn) and Fi+1(x1, y1; · · · ; xn, yn).
Let τ̄i be the end epoch of the switchover time that begins at τi. Hence a service
period of station i begins at τ̄i. Since the service period (τ̄i, τi+1) of the station
i is the duration while Xi(τi) packets are served in the second stage buffer and
the service time of each packet has the LST B∗(s), we have

E[e−s(τi+1−τ̄i)|X1(τi), Y1(τi); · · · ; XN (τi), YN (τi)] = (B∗(s))Xi(τi). (2)

Let Aj(t1, t2), j = 1, · · · , N , denote the number of packet arrivals to station
j during (t1, t2). Then, by (2), the conditional PGF of the numbers of packet
arrivals during the service period (τ̄i, τi+1) of station i, given (X1(τi), Y1(τi); · · · ;
XN (τi), YN (τi)), is

E[yA1(τ̄i,τi+1)
1 · · ·yAN (τ̄i,τi+1)

N |X1(τi), Y1(τi); · · · ; XN (τi), YN (τi)]

= B∗(
N∑

j=1

(λ− λyj))Xi(τi).

Since the PGF of the numbers of packet arrivals during (τi, τ̄i) is

E[yA1(τi,τ̄i)
1 · · ·yAi−1(τi,τ̄i)

i−1 x
Ai(τi,τ̄i)
i y

Ai+1(τi,τ̄i)
i+1 · · · yAN (τi,τ̄i)

N ]

= R∗(λ− λxi +
N∑

j=1,j �=i

(λ− λyj)),

the conditional joint PGF of packet arrival numbers during (τi, τi+1) is given by
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E[yA1(τi,τi+1)
1 · · · yAi−1(τi,τi+1)

i−1 x
Ai(τi,τ̄i)
i y

Ai(τ̄i,τi+1)
i y

Ai+1(τi,τi+1)
i+1 (3)

· · · yAN ((τi,τi+1)
N |X1(τi), Y1(τi); · · · ; XN (τi), YN (τi)]

= R∗(λ− λxi +
N∑

j=1,j �=i

(λ− λyj))B∗(
N∑

j=1

(λ− λyj))Xi(τi).

By the gated interleaved policy, we obtain Xi(τi+1) = Yi(τi) + Ai(τi, τ̄i). This
equation indicates the fact that the number Xi(τi+1) of the packets in the second
buffer at station i at time τi+1 is the sum of the number Yi(τi) of the packets
in the first buffer at station i at time τi and the number of packet arrivals to
station i during (τi, τ̄i). Therefore, together with (3), we obtain

Fi+1(x1, y1; · · · ; xN , yN ) = R∗(λ− λxi +
N∑

j=1,j �=i

(λ− λyj))Fi(x1, y1; (4)

· · · ; xi−1, yi−1; B∗(
N∑

j=1

(λ− λyj)), xi; xi+1, yi+1; · · · ; xN , yN ).

We assert that the following equation holds for a symmetric system

F2(x1, y1; · · · ; xN , yN ) = F1(x2, y2, x3, y3; · · · ; xN , yN ; x1, y1). (5)

For a proof of the above equation, we can refer to [9]. By (4) evaluated at i = 1
and (5), we have

F1(x2, y2; x3, y3; · · · ; xN , yN ; x1, y1) (6)

= R∗(λ− λx1 +
N∑

j=2

(λ− λyj))F1(B∗(
N∑

j=1

(λ− λyj), x1; x2, y2; · · · ; xN , yN ).

Differentiating (6) with respect to xi and yi, i = 1, · · · , N , at x1 = · · ·xN =
y1 = · · · yN = 1 yields

f(N,1) = f(1,2) + λr,

f(i−1,1) = f(i,1), 2 ≤ i ≤ N,

f(N,2) = f(1,1)λb,

f(i−1,2) = f(i,2) + f(1,1)λb + λr, 2 ≤ i ≤ N,

where f(i,1) ≡ ∂
∂xi

F1(1, 1; · · · ; 1, 1), f(i,2) ≡ ∂
∂yi

F1(1, 1; · · · ; 1, 1). By solving the
above equations, we obtain

f(i,1) =
λrN

1− ρ
, f(i,2) =

λr(N − i + ρ)
1− ρ

, i = 1, · · · , N.

Hence the mean number of packets in the system at the beginning epoch of an
arbitrary switchover is given by

N∑
i=1

(f(i,1) + f(i,2)) =
λrN(3N + 2ρ− 1)

2(1− ρ)
.
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Since the mean number of packets arrived at the system during the elapsed
switchover time is Nλr(2)/(2r) at an arbitrary epoch in switchover, the mean
number of packets in the system at an arbitrary epoch in switchover is

N∑
i=1

(f(i,1) + f(i,2)) +
Nλr(2)

2r
=

λrN(3N + 2ρ− 1)
2(1− ρ)

+
Nλr(2)

2r
.

Thus we obtain

E[V |switchover] = b

(
λrN(3N + 2ρ− 1)

2(1− ρ)
+

Nλr(2)

2r

)
. (7)

Substituting (7) into (1) yields

E[W ] =
ρ

1− ρ

b(2)

2b
+

r(3N + 2ρ− 1)
2(1− ρ)

+
r(2)

2r
.

By Little’s formula, the mean number E[L] of packets in a station(two buffers)
at an arbitrary time is given by

E[L] = λ(E[W ] + b).

4 Numerical Results

In this section we present some numerical results to show the performance of
the proposed DBA scheme. There are several factors that can affect the per-
formance of the scheme, such as packet arrival rate, switchover time and the
number of stations. We consider the symmetric gated interleaved polling model
of the DBA scheme in an access network consisting of an OLT and N ONUs
connected by an EPON. We use 1 Gbps as the rate of the upstream link from an
ONU to the OLT. The trimodal packet size distribution has been demonstrated
in access networks[5,10]. We assume that three modes correspond to the most
frequent packet sizes: 64 bytes(47%), 582/594 bytes(15%) and 1518 bytes(28%).
In addition, we consider the other packet sizes of 300(5%) and 1300 bytes(5%)
and inter-frame gap 20 bytes. Thus we assume that the packet size distribution
has 84 bytes(47%), 320 bytes(5%), 608 bytes(15%), 1320 bytes(5%) and 1538
bytes(28%). The respective service times are 0.67, 2.56, 4.86, 10.6 and 12.3 [μs].

Fig. 2 illustrates how the traffic intensity has influence on the mean waiting
time E[W ] of an arbitrary packet and the mean cycle time E[C] of the polling
system. In this figure, we choose N = 16 as the number of ONUs and r = 5[μs] as
the guard (switchover) time. The parameter λ is adjusted to achieve the desired
traffic intensity ρ = Nλb. We can see that the mean waiting time and the mean
cycle time becomes strictly larger as the traffic intensity becomes heavier.

Fig. 3 shows the effect of the guard time between two consecutive windows
for the case of ρ = 0.4, 0.5 and 0.6 with the fixed parameter N = 16. We can see
that the mean waiting time and the mean cycle time increase linearly when the
guard time increases from r = 1 to 5.
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Fig. 2. Mean waiting time and cycle
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Fig. 3. Mean waiting time versus guard
time
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Fig. 5. Mean number of waiting pack-
ets versus traffic intensity

Fig. 4 shows the effect of the number of ONUs on the mean waiting time
and the mean cycle time. The parameters r = 5 and λ = 0.04 are fixed, but
the traffic intensity ρ = Nλb varies between 0.05 and 0.77, when the number of
ONUs varies from N = 2 to 30. We can see that the mean waiting time becomes
exponentially larger according to the number of ONUs.

Fig. 5 shows the mean number of waiting packets in two queue versus traffic
intensity for three cases of N = 8, 16 and 32 with the fixed parameter r = 5.
We can see that the mean number of waiting packets increases sharply when the
traffic intensity is in the heavy load above ρ = 0.8. We can also see that the
mean number of waiting packets in each ONU is in reverse proportion to the
number of ONUs that the polling system has.
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5 Conclusion

In this paper, we study the packet delay performance of dynamic bandwidth al-
location scheme in an EPON. To do this, we analyzed a gated interleaved polling
system with an infinite waiting queue. We introduce a new interleaved polling
system with two stage queueing buffers in order to model a dynamic bandwidth
allocation scheme in an EPON. In addition, we also introduce a novel mathemat-
ical development to analyze the symmetric gated polling system with two stage
queue. We gave some examples to show the effect of the traffic intensity, the
number of ONUs and the guard time on the mean waiting time, the mean cycle
time and the mean number of waiting packets in the two queues. We need further
studies to deal with the number of waiting packets in the respective queues and
the asymmetric gated polling system with the limited service discipline.
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Abstract  In inter-domain optical networks, the major issues are bandwidth 
management and fast service provisioning. The goal is to provide optical 
networks with intelligent networking functions and capabilities in its control 
plane to enable rapid optical connection provisioning, multiplexing and 
switching at different granularity levels, especially wavelength and time slots. 
In this paper, we propose a new mechanism, for providing resource reservation 
in advance across multiple domains. The user specifies the service he/she 
requires, the start time of the reservation, and the duration of the reservation. 
The proposed scheme provides the user with the resources that can be reserved 
at the start time and other times in the future carefully selected. This is in 
opposition to existing approaches that respond with either an acceptation or a 
rejection of the request. We performed simulations to evaluate the proposed 
advance reservation scheme. The simulations results show lower user request 
blocking probability when using the proposed scheme.   

1   Introduction 

With the development being made in the networking technology, a new generation of 
applications (e.g., Grid applications) is emerging, requiring more and more resources. 
Furthermore, these applications have different needs and may require specific quality 
of services (QoS). The network has to guarantee QoS parameters by reserving 
adequate resources to avoid variations of the transmission quality. 

Optical networks deploying dense wavelength division multiplexing (DWDM) [1, 
2] and time division multiplexing [3, 4] are gathering more interest in research and 
industry.  Their ability to establish connections between sources and destinations with 
the exact amount of bandwidth make them a pioneer of another generation of 
backbone networks providing services like bandwidth on demand [5]. Unlike routed 
wavelength optical networks [6, 7] where the bandwidth granularity is the whole 
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wavelength, the time slotted optical networks use the concept of time slot. Thus, the 
resource reservation is based on time slots allocation.   

To enable high scalability and large geographical coverage, many networks are 
connected together. Many protocols are developed, such as Border Gateway Protocol 
(BGP) [8, 9], to ease the communication between the different domains and provide 
reachability information. In this context, users submit connection requests only at the 
time when the connection should be established based on the information gathered by 
the inter-domain protocols.  For each request, the network must decide immediately 
whether to accept or reject the request.  However, with this model [10] there is always 
the uncertainty of whether the user will be able to establish the desired connection at 
the desired time; the user is provided with a limited choice which is either acceptation 
or rejection; indeed, the user is provided with no choice. Furthermore, it makes it 
difficult, or rather infeasible, for the network providers to minimize the blocking 
probability of the user requests (and thus increases its revenues) by 
rearranging/adjusting the resources allocation without degrading the agreed upon QoS 
[11]; indeed, resources rearrangements usually require traffic rerouting which usually 
causes data losses.  

To overcome this undesirable situation, there is a need (a) to support advance 
reservation [12, 13, 14] of time slots; and (b) to provide the user with more choices 
than the simple accept/reject choice. In this case, the user requests the allocation of a 
certain number of time slots at a given start time for a given duration. In response, the 
allocation manager checks resources availability across all the involved networks, 
computes, and presents the user with the number of time slots that can be reserved at 
the requested start time and a certain times in the future carefully selected. With this 
model, the agreed upon reservations between the user and the network provider are 
confirmed before the start time; the user is “guaranteed” that the requested service can 
take place at the desired time at the agreed upon QoS (i.e., number of time slots). 
However, if the user requirements cannot be met (because of shortage in resources)  
The user and the network provider have enough time to engage a negotiation to reach 
a mutual agreement on an another start time and number of times slots to be reserved 
for the requested duration. 

In this paper, we propose a novel scheme for an inter-domain advance reservation. 
The users generate requests, each specifying source and destination nodes, bandwidth 
requirements in terms of time slots, the starting time, and the duration. The proposed 
scheme computes the number of time slots that can be reserved, across all optical 
networks involved in supporting the request, at the requested start time and the 
number of time request that can be reserved at future times for the requested duration. 
These times are carefully computed to present the user with a minimum of “real” 
choices; “real” means that the choices do not contain redundant and/or inadequate 
choices.  The paper is organized as follows. Section 2 presents the inter-domain 
advance reservation scheme and the algorithms used to compute the choices, called 
proposals, to be presented to the user. The performance analysis of the proposed 
scheme is presented in Section 3. Section 4 concludes the paper. 
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2   Inter-domain Advance Time Slot Allocation 

The reservation in advance allows users to schedule and reserve the resources 
necessary for a future connection. The reservation results in an establishment of 
lightpaths (or TDM channels in case crossed networks are deploying TDM), from 
source to destination crossing many domains. In this paper we assume that the 
networks are deploying TDM. 

The user requests a number of time slots from [startTime, startTime + length] 
between source and destination (the source and the destination may belong to 
different domains); this means that the user needs n times slots reserved over a period 
of time equal to length between source and destination. 

In this reservation both inter-domain and intra-domain protocol are involved. The 
scheme we are proposing in this paper, is a gateway between inter and intra domain 
protocols. Indeed, the Advance Resource Manager (ARM) is in charge of exploring 
the resources at a future time in inter-domain links as well as the resources inside 
every domain that will be crossed during the connection life. The exploration and the 
reservation are performed inside an autonomous system by a Local Advance Resource 
Manager (LARM) [15]. Each LARM is associated with one network, realizes its 
portion of the reservation within the associated network and coordinates with other 
LARMs to realize the end-to-end reservation across all networks. 

Upon receipt of the user request, the LARM returns a set of proposals where each 
proposal indicates the number of slots available for a period of length at some future 
times, carefully selected, including startTime. If n time slots are available for a period 
of length starting at startTime, then, only one proposal is returned i.e., the user request 
can be accommodated. Formally, a proposal is defined as a tuple <time, n, delay>; 
this means that there are n slots available over [time, time+length]; delay is the transit 
delay inside this network. 

We assume that each network keeps track of its resources (i.e., time slots) 
availability presently and in the future; this can be performed by a software agent 
associated with the network or a central entity that maintains availability knowledge 
for the entire network. 

LARMs realize the functionality locally within their associated communication 
networks, and interact/collaborate with each other to realize the end-to-end resource 
reservation. The set of these interactions is called inter-LARM signaling. In defining 
the inter-LARM signaling, a number of challenging issues arise: (a) the protocol 
should not be technology dependent; and (b) the protocol should allow for 
transmission of information necessary to support advance reservation. The existing 
signaling protocols do not tackle any of these issues. In the following, we briefly 
outline the salient features of our inter-LARM signaling by describing the inter-
LARM interactions involved in setting up future inter-domain channels. 

When ARM receives a setup request from a user, it determines the inter-network 
route for the channels (e.g., source routing can be used), determines the resources 
availability of the user network using the LARM of the user network. The LARM 
returns the list of proposals as described in [15]. Furthermore, ARM determines the 
resources availability of the link connecting this network and the next network; then, 
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it produces a list of proposal. It computes a new list of proposals that combines both 
lists of proposals (LARM proposals and inter-domain link proposals). ARM 
propagates the setup request to the next LARM, including the route information and 
the combined list of proposals. Each LARM repeats this step.   

The LARMs involved in a channel setup effectively commit the network resources 
for the channel only when all LARMs determine that resources are available in every 
network traversed by the channel. This occurs in the second phase of the setup where 
each LARM, starting from the destination LARM, sends to the previous LARM a 
“commit” message. In parallel with that the ARM commits the network resources on 
the inter-domain links. However, if the proposals provided do not meet the user 
requirements, an iterative mechanism is adopted to process the user request. Indeed, 
the allocation manager uses a k-shorted path algorithm to compute the k shortest path 
in terms of number of networks crossed or any other metric of interest. Then, it 
computes the end-to-end availability using an ARM on the 1st shortest path computed 
earlier. Using the end-to-end availability state, the ARM computes the end-to-end 
proposals and presents these proposals to the user. If the user selects one proposal, the 
allocation manager makes the necessary reservation (i.e., updating the availability 
state of the networks and links involved); otherwise, the allocation manager considers 
the 2nd shortest path and repeats the same process.  If the user does not select one of 
the proposals that corresponds to the ith shortest path for 1<=i<=k, then the user 
request is rejected. The value of k should be selected carefully; otherwise, the user 
request can be rejected while there exists an acceptable proposal to the user that was 
not computed (i.e., the corresponding path was not considered). 

To minimize the interactions with the user, we can use a variation of the proposed 
approach to present the user with the best m proposals (m assumes a predefined value, 
e.g., the “human acceptable number” of proposals to present to the human user). This 
can be realized by computing the end-to-end proposals for each of the l path (e.g., l 
assumes a value equal to the number of possible paths between source and 
destination); then, the allocation manager orders all these proposals from the best 
proposal to the worst proposal; see [16] for more details on ordering proposals.  

This variation minimizes the interactions with the user; however, it is not optimal. 
It uses a “brut” force (exhaustive search) to compute the m best proposals. We believe 
that this can be optimized using “smart” search in the end-to-end proposals space; we 
are in the process of investigating such a possible optimization. 

3   Simulation Results and Analysis 

We studied the performance of the proposed inter-domain advance reservation 
scheme and investigated its impact on the resource utilization of the network and the 
blocking probability. In this simulation we use the NSFNET network with 14 nodes 
(see figure 1). 

We assume that each single fiber link is bi-directional, and has the same number 
of wavelengths operating at 50 Gbps. Each wavelength is divided into 50 small 
timeslots of 1 Gbps each. The propagation delay between two connected nodes ranges 
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Fig. 1. NSFNET Topology with 14 Nodes 

between 1.5 and 14 ms. Each Autonomous system ASi is represented by a Node Ni. 
We assume that at every intermediate AS, there is a chance to be delayed. 80% of the 
requests can get the resources they need at the desired time whereas 20% are delayed 
by a certain number of frames (uniformly distributed between 1 and 100). 

We do not employ conventional buffers or wavelength converters in the switch. 
However, we assume that every switch is equipped with a slot interchanger [17]. 
Therefore, the resources are expressed in term of number of slots available in the 
given frame for a given link. 

We use K-Dijkstra’s algorithm (k=4 in this simulation) to get the list of the k 
shortest light paths between a source and a destination (this list is supposed to be 
provided by BGP data bases). The user request characteristics are captured by the 
following parameters: 

• User request type: indicates the number of slots the user asks for. We assume that 
we have three classes 1, 2 and 3 called R1, R2 and R3 respectively. A request of 
type R1 asks for 20% to 40% of the frame size, a request of type R2 asks for less 
than 20%, and a request of type R3 asks for more than 40%. The users will 
request the popular class (i.e., R1), more often; the probability that a user 
generates a request of type Ri is given by pi. The following service request type 
pattern is assumed: p1=0.8, p2=0.1 and p3=0.1. 

• User Request pattern in time: indicates the distribution of user requests over an 
interval of time; this distribution presents a peak. The peak represents a situation 
where the network is facing high load, the advance reservation is supposed to 
smooth the traffic out and reduce the blocking that may occur during the peak 
period. A normal distribution, characterized by its mean (3.5) and its variance 
(60), is selected to model the evolution of this parameter. 

Besides the request type and request pattern, there are two other parameters we 
used in our simulation: 

• Maximum delay parameter (MDP): indicates the maximum difference (between 
the requested start time and a delayed start time) which is acceptable to the user; 
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a value of 0 for this parameter means that the user does not accept any delay with 
respect to the requested start time. This parameter reflects the user negotiation 
and how long he/she accepts to delay the requested start time. 

• The total number of requests which defines the network load. 

The selection of the best proposal (which depends on each user) is constrained by 
the following policy:  

• If more than one proposal satisfies the user request then the one going through 
the shortest path is selected.  

• If there is no flow with enough capacity to carry the whole request then many 
flows should be used together to accommodate the request. In this case, only 
those with the closest time to the desired time are selected.  

The goal of the experiments is to study the performance of the proposed scheme 
compared to immediate reservation.  

The first set of simulations investigates the number of requests accepted by the 
proposed scheme and by the immediate reservation scheme respectively; this also 
reflects the number of requests that are rejected due to shortage in resources. The total 
number of requests generated in this simulation is 3000. 
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Fig. 2. Number of Requests Allocated with and without Advance Reservation 

Figure 2 shows the distribution of allocated requests. Obviously, advance 
reservation accepts more requests. The maximum number of requests is allocated at 
the peak; this is due to the fact that all the network resources are available before 
the peak. This maximum cannot be hold; indeed, as soon as the network gets 
saturated a new reservation requires a departure of another request. Figure 2 also 
shows the requests being accommodated, with a delay, by the proposed scheme 
(i.e., requests that could not be served at the peak time and are rescheduled for a 
future reservation). The advance reservation tries to smooth out the heavy demand 
on bandwidth. 
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In the second set of simulations, we investigate the impact of our reservation 
scheme on the network utilization. Figure 3 shows the network utilization for 
immediate reservation and advance reservation with different values of MDP. 
Advance reservation is performing better than immediate reservation. Indeed, the 
advance reservation is using the resources made available after the pick. As expected 
when MDP increases the network utilization is improved using the proposed scheme.  
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Fig. 3. Network Utilization with Immediate Reservation and Advance Reservation with 
different values of MDP 
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Fig.  4. Blocking Rate for Allocation with and without Advance Reservation 

The advance reservation provides a flexible way to control the network utilization. 
Indeed, by increasing MDP, one can increase the capacity of the network. This can be 
used to face the high demands that may occur temporarily. In this case, the requests 
may suffer additional delay, which may be not suitable for a number of classes of 
applications. To accommodate different classes of applications, different values of 
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MDPs can be used; each class of applications has its own MDP. A class of 
applications that do not tolerate delay will have a value of 0 for the MDP. 

In the third set of simulations, we investigate the blocking rate while varying the 
number of total requests. The blocking rate reflects the number of requests that should 
be rejected because of shortage in resources; it is the number of rejected requests over 
the total number of requests.  

Figure 4 shows that when the load increases, advance reservation suffers no loss at 
all and keeps a zero loss until a certain load (in this case around 2000 request). This 
value depends on the network capacity. It could be improved whether by increasing 
the MPD or by enhancing the network physical resources. We observe also, that when 
the load is larger than this limit the loss increases linearly. This is because beyond the 
network capacity (the saturation load) all the requests are simply dropped. It is 
important to notice that, unlike advance reservation, in regular reservation the 
rejection starts at early stage.  The performance difference between the two 
techniques is considerable. This is due to the fact that advance reservation uses the 
resources that are available after the peak. The larger the MPD the larger is this 
different. 

4   Conclusion 

In this paper, we proposed a new inter-domain reservation scheme in slotted optical 
networks. In this scheme the source specifies the bandwidth required to another 
destination, the service start time and the duration of the reservation. If reservation is 
not possible because of shortage in resources, other alternatives are provided to the 
user. Both the bandwidth (in term of number of time slots) and the start time are 
subject to negotiation. 

Advance reservation provides the user with more choices than the simple 
accept/reject choice of existing approaches; the inter-domain signaling protocol, 
proposed in this paper to realize inter-domain reservation is network technology 
independent and easy to implement. Simulations show the proposed scheme allows 
for better resources utilization and lower blocking probability for channel requests 

Currently, we are investigating issues related to the accommodation of time slots 
in different flows. Indeed, a time slot maybe delayed in an intermediate node and that 
may affect the global synchronization of resource allocation. 
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Abstract. WDM networks using wavelength routing are considered to
be potential candidates for the next generation backbone networks. One
of the critical issues of the future network is a provision of proper QoS
guarantees for a wide variety of multimedia multicast service. This paper
concerns with the problem of optical multicast routing with QoS guar-
antees in WDM networks. Using Virtual Source (VS) nodes, we proposes
a new MCRWA method for a multicast session, combining the VS-based
tree method with Multi-Wavelength Minimum Interference Path Rout-
ing (MW-MIPR). This paper also proposes a QoS MCRWA method in
combination with QoS constraints and a recovery strategy based on the
differentiated QoS service model to provide QoS guarantee for a wide
variety of multicast application in the next generation optical networks.

1 Introduction

As the Internet traffic continues to increase exponentially, WDM networks with
terabits per second bandwidth per fiber become a natural choice as a backbone
in the next generation optical Internet. Moreover many applications such as
television broadcast, movie broadcasts from studios, and video-conferencing are
becoming increasingly popular. These applications require point-to-multipoint
connections among the nodes in a network. Multicast provides an efficient way
of disseminating data from a source to a group of destinations, so the multicast
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problem in the optical networks has been studied for years and many efficient
multicast routing protocols have been developed.

To support multicast at the WDM layer, the concept of the light-tree was
introduced in [1], which is a point-to-multipoint extension of a lightpath (i.e., an
all-optical WDM channel). The key advantage of light-tree is that only one trans-
mitter is needed for transmission and intermediate tree links can be shared by
multiple destinations. To support all-optical multicasting efficiently, some nodes
in a WDM network need to have the light splitting capability. An Multicast-
Capable(MC) node, however, is expensive to implement throughout the network,
so the concept of sparse-splitting was first introduced in [2]. With sparse split-
ting, only a small percentage of nodes in the network are MC nodes, and the rest
are Multicast Incapable (MI). An MI node can forward an input signal only to
one of the output ports; thus it cannot serve as a branching node of a light-tree.

In order to provide the multicast services, some multicast routing algorithms
to construct multicast trees were proposed[2-4]. But the previous researches had
some limitations[4].

To overcome the previous studies, we proposes a new MCRWA method for
multicast sessions, combining the VS-based tree generation method with MW-
MIPR that chooses a route that does not interfere too much with potential
future connection requests[5]. Choosing the minimum interference paths, the
new algorithm provides an efficient use of wavelength number in comparison
with VS-based tree generation method.

This paper also proposes a QoS MCRWA in combination with QoS con-
straints and a recovery strategy based on the differentiated QoS service model
to provide QoS guarantee for a wide variety of multicast applications in the next
generation optical networks.

The rest of the paper is organized as follows: in section 2, we review proper-
ties of previous multicast tree generation methods and limitations. In section 3
we define the new MCRWA algorithm, and section 4 takes into account differ-
entiated QoS MCRWA problem with QoS constraints and a recovery strategy.
Experiment results showing effects of a new algorithm and our conclusion are
presented in section 5 and 6, respectively.

2 Previous Researches

2.1 Source-Rooted Approach

A multicast tree is constructed with the source of a session as the root of the
tree. The objective here is either to minimize total cost of a tree or to minimize
individual cost of paths between the source and destinations. Depending on the
objective, there are two methods to construct a multicast tree.

In source-based tree [2], the destinations are added to the multicast tree in
a shortest path to the source of a multicast session. These algorithms provide
a computationally simpler solution to the multicast tree generation, but have
some limitations[3-4].
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In Steiner-based tree [3], the destinations are added to the existing multicast
tree one at a time in such a way that the total cost of the tree is minimized.
These algorithms are computationally expensive. Hence, heuristics are provided
to choose a node to which the present node can be connected.

But the source-rooted approach has a following limitation. In a wide area
network destinations of a session are distributed throughout the networks. Hence,
the delay incurred in constructing the tree will be very high. There should be a
simple procedure to add and delete a node from the session, because deleting or
adding destinations to the existing session may change the structure of the tree.

2.2 Virtual Source-Rooted Approach

This algorithm overcomes the limitation of source-rooted approach. In VS-based
method[4], some nodes in the network are chosen as VS nodes. Here VS nodes
have splitting and wavelength conversion capabilities and can transmit incoming
messages to any number of outgoing links on any wavelengths. These VS nodes
are interconnected in such a way that a lightpath is established between every
pair of VS nodes. These interconnectivities among the VS nodes are used when
the multicast tree is constructed.

Comparing with Source-rooted approach, VS-based approach method has
the follow advantages. Source need not know about the location of destinations.
There is a maximum of three light hop distance from a source to any destinations.
Hence, fairness among destination is achieved. And the procedure of dynamic
addition or deletion of members in the group is simple in comparison with Source-
rooted approach. Whereas VS-based tree method has a critical default such like
that as the number of VS nodes increases, the overhead due to the resources
reserved for paths between VS nodes also increases.

In order to overcome the limitation of VS-based method, it needs a strategy
to control the traffics of paths between VS nodes.

3 VS-MIPMR Algorithm

3.1 Definition

In VS-based tree method, as the number of VS nodes increase, the overhead due
to the resources reserved for paths between VS nodes also increases. Therefore
it needs an appropriate strategy to use the paths between VS nodes.

The Figure 1 illustrates the new algorithm. There are two potential source-
destination pairs such as (S1 , D11& D12) and (S2 , D21& D22). When the
segment 1 is chosen for the first multicast session, another multicast session may
share the same link that can lead to high blocking probability by inefficiently
using the resource due to the traffic concentration on the minimum-hop paths. If
the connection between (S2, D21& D22) pairs is set along segment 1 selected by
min-hop routing as demanded, then this route may block the previous path when
the capability of segment 1 is not large enough. Thus, it is better to pick segment
2 that has a minimum effect for other future connection requests, even though
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Fig. 1. Illustration of the new MCRWA algorithm

the path is longer than segment 1. Before formulation of the new algorithm, we
define some notations commonly used in this algorithm as follow.

• (s, d): A source-destinations pair to want to construct the multicast tree.
• (a, b): A VS-nodes pair to require connections when constructing multicast
trees.
• Tsd: A multicast tree constructed by minimum-hop path between the VS-nodes.
• Svv(i): The ith minimum-hop path connecting the path between the VS-nodes.
• αvv: The weight for a segment between the VS-nodes.
• Cvv: The minimum-hop paths between the VS-nodes.
• Fvv: The set of wavelengths available in Svv

• Wvv(Svv(i)): The set of wavelength available in the ith path between the VS-
nodes.
• Ψvv(Svv(i)): The set of wavelengths assigned to Svv(i).
• Rs(i): The weight for the ith path between the VS-nodes.

Based on these notations, the link weights are determined as follow:

MAX
∑

Fvv/(αvv · vi) (1)⎧⎨⎩
vi(S) = 1 if(s, d) : Svv(i) ∈ Cvv ∩ {Wvv(Svv(i))− Ψ(Svv(i))} = ∅
vi(S) = 0.5 if(s, d) : Svv(i) ∈ Cvv ∩ {Wvv(Svv(i))− Ψ(Svv(i))} �= ∅
vi(S) = 0 otherwise

(2)

Rs(i) =
∑

∀(s,d)∈S\(a,b)

αvv · vi(s) ∀S ∈ Svv (3)

Equation (1) presents the minimum interference of the wavelength path de-
cision between the VS-nodes in order to choose the optimal path according to
the present multicast session request. Equation (2) allocates the differentiated
values to the ith segment between VS nodes which were determined by the pre-
vious multicast sessions and the wavelength available, according to the degree
of effect of segments that have a minimum-hop number path requested by the
previous multicast sessions. Equation (3) presents the summation of the differen-
tiated values to the ith segment according to the given multicast session request.
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Fig. 2. Procedure of VS-MIPMR

Therefore the algorithm decides the light path that has a minimum value of seg-
ment weight Rs(i) . Figure 2 illustrates such a procedure of VS-MIPMR.

4 Differentiated QoS MCRWA and Recovery Mechanism

The explosive increase of traffic volumes and a variety of real-time multicast
applications with the rapid development in internet technologies call for the
next generation optical networks based on DWDM. One of the critical issues of
the future network is a provision of proper QoS guarantees for a wide variety
of multimedia multicast service[6]. In this section, we introduce QoS constraints
to guarantee a satisfying QoS for multicast application services and propose
differentiated QoS MCRWA with recovery schemes for each service in the next
generation optical Internet.

4.1 QoS Constraints

A general classification of Internet service may be divided into differentiated ser-
vice classes, i.e., premium service, assured service, and best-effort service based
on the level of their QoS [7].

In this section, we provide three main approaches to QoS evaluation in or-
der to provide with differentiated QoS in the next generation optical Internet.
The first one is related to the transmission quality attribute of optical signal.
In DWDM networks, optical signals passing through optical network elements
undergo many undesired transmission impairment throughout their routes. The
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Fig. 3. Differentiated multicast QoS service model in next generation optical Internet

impaired transmission signals are transmitted to another node, and accumulated
by other elements.

Therefore the optical signal can’t provide sufficient QoS services throughout
the networks. Especially in case of the multicast service, an optical signal under-
goes severe power loss due to the splitter in MC-OXC. Such an optical signal’s
impairment is determined by calculating the BER in the receiving nodes. We can
estimate the BER in an optical network by Q-factor as a new parameter evalu-
ating signal quality [9]. It measures the SNR based on assuming Gaussian noise
statistics on the eye-diagram. Thus, the QoS parameter related to the transmis-
sion quality attribute of optical signal can be determined [8-10]. The measured
SNR must strictly comply with BER, el. SNR, and OSNR constrains for each
service presented in figure 3 on all links of the selected route.

The second one is related to the resource quality attribute of optical signal.
Generally the premium service must guarantee reliability when setting up the
lightpath. Therefore we allocates wavelength of C-band that provides least at-
tenuation for the premium service, so the excellent optical quality is provided
for it. Then we allocate wavelength of L-band for the assured and best-effort
services that require less reliability in comparison with the premium service. As
a result, wavelength effectiveness and the premium service are guaranteed by
assigning the previously assignment ratios to the corresponding services[5].

The last one is related to the survivability of the lightpath. In the high-speed
network based on DWDM, a fault or an attack of optical signal will cause severe
impairments due to the tremendous transmission quantity. Therefore it is im-
portant to provide protection and restoration mechanism to guarantee the trans-
parence of lightpath against various problem such as cutting of lightpath and
impairment of wavelength. As a result, the differentiated survivability methods
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based on each service type are required in the next generation optical Internet
based on DWDM, as shown in figure 3.

4.2 Differentiated QoS MCRWA with Survivability

In this section, we provides the differentiated QoS MCRWA based on VS-MIPMR
considering the QoS attributes that include the transmission and resource quality
of optical signal and the survivability of the lightpath mentioned in section 4.1.
Also we apply FF wavelength assignment method due to its simple complexity
and implementation.

In order to provide optimal QoS MCRWA, we must estimate OSNR and BER
mentioned in section 4.1. Such QoS parameters are obtained by measuring the
power level and Q-factor on the links. Here OSNR, BER, and PLV of a link
should satisfy each theldshold in figure 3.

5 Experiment Results

We conducted simulations to evaluate the performance of VS-MIPMR and dif-
ferentiated QoS MCRWA. The network model used in the simulations is the
NSFnet which topology consists of 14 nodes and 20 links, and we assume that
the connection request arrive randomly according to the Poisson process. To
prove the efficiency of VS-MIPMR algorithm proposed in section 3, we analyzed
the wavelength numbers and the wavelength channels of VS-MIPMR and Virtual
Source-based method; here the group size (GS) that determines the number of
members to construct a multicast session is 0.3 and 0.4. Figure 4 reveals that the
proposed algorithm outperforms Virtual Source-based method due to the selec-
tion of the minimum interference routes. Therefore VS-MIPMR can accomplish
approximately 16-22% and 20-25% improvement of the wavelength numbers,
in GS 0.3 and in GS 0.4, respectively, in comparison with that of the Virtual
Source-based multicast method. Even though VS-MIPMR needs slightly more
numbers of wavelength channels due to the detour paths to avoid congestion
links, we can identify more and more decreasing loss of wavelength channels.

Fig. 4. The number of wavelengths and The loss of wavelength channels over session
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6 Conclusion

In this paper, we proposed a new MCRWA algorithm that combines the VS-
based method with MW-MIPR that chooses a route that does not interfere too
much with potential future connection requests, and presented the QoS MCRWA
mechanism with differentiated survivability based on the proposed VS-MIPMR.

Simulation results show that our new algorithm significantly improves the
utilizations of wavelength number over sessions, comparing with Virtual Source-
based method. Therefore, the proposed multicast method can be applied to
Generalized Multi-protocol Label Switching (GMPLS) in the DWDM networks
due to the provision of differentiated services and protection schemes.

As a future research, we will study VS-MIPMR based on various network
model that have more nodes than our study, and will conduct simulations to
verify the efficiency of the algorithm. In addition to verifying the efficiency, we
will expand MCRWA problem for various multicast applications in a variety of
service classes in the next generation optical networks.
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Abstract. Single link/node failures are often occurred in daily network opera-
tion, which make them the most widely considered failure model in the litera-
tures. Besides these conventional failures, in this paper we will focus on a new 
failure model, the group failure model, which occurs infrequently but is critical 
for seamless providing of network service. We examine the influence of this 
new model to general WDM network survivability mechanism, and present ca-
pacity optimization techniques for static protection and then propose the heuris-
tics for solving the disjoint routing problems with group protection for dynamic 
traffic environment. The extensive simulations are conducted and the results are 
discussed to examine the relative influence of various network metrics for the 
proposed heuristics. 

1   Introduction 

Wavelength-routed wavelength division multiplexing (WR-WDM) network has been 
widely used in large-scale long-haul core networks and it is imperative that these 
transport networks are implemented by effective fault tolerance mechanisms to mini-
mize the huge avenue loss due to unpredictable failures [1][2][3]. The survivability 
mechanisms against different failure models in optical layer can be classified into two 
categories: the dynamic lightpath restoration and the preplanned protection scheme. 
These methods are either link/path-based or segment-based implementation [4]-[10]. 
All these strategies can be treated as special cases for group (sub-mesh)-based scenar-
ios. The goal of group switching is attempting to make more efficient management for 
these hierarchical protection autonomous areas and completely exploits the potential 
resource within the protection group. Group switching can be viewed as the partition 
of the mesh transport network into groups to enhance the management efficiency and 
failure restoration. Restoration can be provided by either the client service layer or 
directly the optical layer. In this paper, we only consider the protection and restoration 
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in physical WDM layer. In group switching restoration scenario, the traffic connec-
tion path is divided into several segments with unequal hop-length and located into 
several distinct group areas. The path segmentation will be determined by group parti-
tion criteria. The group partition methods can be static or dynamic, which has the 
different influence to the quality of survivability. This paper will mainly consider the 
dynamic traffic condition on the wide area wavelength routed mesh topology based 
backbone environment with sparse wavelength conversion capability. 

The survivability mechanisms proposed to date are mainly for single link or node 
failure, and for multiple failures which are random distributed among different por-
tions in the network. The effect of multiple failures can be handled as a series accu-
mulation of single failure and recovered one after the other in restoration process. 

There is possibility in real world that the failures will occur within fixed range of 
zone due to bomb/missile or terrorist attack. This type of new failure model, the 
group (clustering) failure, is still an undiscovered failure object in the literature. The 
characteristics of group failure can be described as follows: (1) The failures belonging 
to the same group occurred simultaneously, which are not the same case as in substan-
tial generation of successive single failure. All the traffic associated with the de-
stroyed nodes or links will be influenced and must be recovered if the quality of pro-
tection for service should be guaranteed. (2) Since all the network resources in the 
affected group zone will be viewed as in the destroyed status, the survivable routing 
phase in RWA process for each reliable connection request arriving will be critical 
and should be designed depending on some service model to provide some degree of 
restorability. (3) The link/node failures locate on the bounded failed area will cause 
the differentiate restorability automatically. The size of the affected failure zone will 
have the different influence on affected connections passing through the destroyed 
area. (4) The recovery order for the group failure will result in different service avail-
ability, hence different recovery efficiency.  

Among the existed literatures, in [11] the authors describe a hierarchical classifi-
cation of two-link failures in optical networks and use the vulnerability metric to 
evaluate the effects of different identified failure models. The results in [12] show that 
the protection switching efficiency can be improved by reconfiguration in multiple 
failure scenarios, especially the shared path protection scheme gains high improve-
ment against two-link failures in vulnerability measure by on-line reconfiguration 
which only sacrifices less extra capacity cost. The second link failure is assumed to 
occur long enough after the first to allow normal recovery to complete but before any 
physical repair can be accomplished. In [13] there presents three lookback strategies 
to recover from two-link failures by considering the relationship among protection 
paths for distinct links belonging to some working paths. A protection path computa-
tion model is also proposed for achieving 100% restorability there. In [14] the author 
considered the influence on p-cycle selection and the restorability to dual fiber duct 
failures, especially the optimal capacity design to accommodate two failures located 
within the p-cycle. It is discouraged if applying the schemes developed above to the 
group failure condition directly due to the difference in natural feature between there 
two types of target failure models. Extensive consideration and additional novel pro-
tection/restoration methods for group failure model are desired to be proposed. 
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2   An Example 

We give an example in Fig. 1 to illustrate the protection switching concepts. Assum-
ing that there is a connection request between (s,d) = (A,J). After setup process the 
working path for this request is determined to A-D-G-H-J. The restoration rerouting 
paths corresponding to each protection scenario are listed in table 1. The protection 
path in path protection scheme is chosen by shortest node-disjoint path. The alterna-
tive rerouting path in link protection scheme is determined link by link in the same 
manner. The segment restoration paths are found by equal partitioned on the working 
length and assumed that the shared protection is allowed. In the sub-mesh protection 
strategy, the protection group is assigned according to current network status dynami-
cally and assumed to node set {A,D,G,H,J,I,E,B}. If the group failure occurred after 
the bomb attack covers the node set (D,G,E,H), that is, the affected network nodes 
associated with their attached links are all destroyed and loss of functionality, then the 
restoration paths on all the schemes above are unable to recover the lost traffics. In 
path protection, the group failures cause the multiple failure occurrences in both dis-
joint route due to the node set in the working/protection path pair overlapped with the 
node set of the group failure. The same reason to the unavailability also can apply to 
other cases of protection methods. The link protection with dedicated disjoint route 
each link maybe has more chance to avoid the failure clustering effect but the shared 
protection is applied in general because of limited resource on network capacity and 
topology. The segment protection also failed in this case even with different partition 
scenario on the working path. Finally, the sub-mesh protection will fail to recover 
from the failure if the group set still remains as fixed, but the restoration process can 
be activated and completed if the group merging procedure proposed in [15] is with 
another distinct protection group (B,E,I,K,L,F,C). That is , the restoration path after 
the group merging will be A-B-C-F-L-K-I-J, which is another node disjoint path with 
the working path.  

 

Fig. 1. Illustration of the group-based protection mechanism 
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Table 1.  Protection paths in different protection switching scenarios 

Normal working path (A,D,G,H,J) 
Path protection path (A,B,E,I,J) 
Link protection path (A,B,E,D)1,(D,E,G)2,(G,E,H)3,(H,E,I,J)4 

Segment protection path (A,B,E,G)1,(G,E,I,J)2 
Sub-mesh protection (A,B,E,F,I,K,J) 

The rest of this paper is organized as follows. In section 3 we describe the heuris-
tics on static and dynamic group partition schemes and related algorithms. The results 
of the simulation experiments are discussed in Section 4, and Section 5 summarizes 
this paper. 

3   Dynamic Group Protection for Group Failures 

It is intuitive to solve the group failure survivable routing problem by selecting the 
maximum separating disjoint path pair for each reliable connection request. We de-
fine the diversion degree to be the distance of separation between two lightpaths, 
which can be evaluated by counting the node-pair distance for every node located on 
these two paths level by level. For speeding up the calculation process, the distance 
table which can be incorporated into the adjacency matrix of the network model will 
be provided. The RWA optimization procedure can de completed with 2-step way, 
that is, first finding the maximum disjoint routes which meet the diversion degree 
constraints, and then the capacity optimization for shared protection will be per-
formed. The shared protection mechanism will be default utilized in our model by 
efficiency and realistic consideration. We omit the formulations of LP model for the 
group failure protection based on a group protection scenario here due to the space 
limitation.  

The node-disjoint path pair finding under multiple constraints is difficult and the 
linear programming version solution for group failure is computational inefficient. 
Accordingly, the heuristics to solve the RWA problem for a connection request, espe-
cially by the group partition scenario, will be appropriate in this case. The group parti-
tion can be implemented by the static or dynamic manner. The basic idea behind the 
static partition is to divide the network topology into several sub-areas (regions) by 
geographical classification. The physical distances and the crucial city points will be 
incorporated into consideration together. (The traffic flows passing cities which are 
vulnerable to be attacked will be rerouted by the politic decision, although it is not the 
actual case in practical.) The routing of working path will be made crossing multiple 
regions and partitioned into working segments automatically. Each segment in a re-
gion will use the region boundary on both sides of the segment as the candidate work-
ing and protection path pair. The RWA process continues to examine if these path 
pair meet the capacity and wavelength requirement. The path finding process will try 
to discover the alternate route within the region or region-by-region. We illustrate the 
case of static route selection in Fig. 2. The path segment A-D-F of working path A-D-
F-G will be contoured by static group partition A-B-H-I-J-F and A-E-F. There pro-
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vides some degree of survivability due to their separation in geographical. The traffic 
flows will be distributed and delivered among these two spare paths according to free 
capacity ratio or inject all the flows to one of these paths depending on the capacity 
availability. The protection path A-C-I-J-F will be examined if there doesn’t have 
enough resource available on A-B-H-I-J-F. It is intuitively that the region determina-
tion step can be activated from the smallest face of graph and expanding incremen-
tally. Or, the partitions of the network can be initialized by choosing the OXCs which 
equipped with the wavelength conversion capability as the boundary of each partition 
due to more efficient resource availability. The LP formulations for the static RWA 
calculation are not presented here because of the space limitation.   

 

Fig. 2.   Static route selection for group failure recovery 

In dynamic group protection scenario [15], the protection group are created and 
adjusted dynamically according to the network resource and current flow status. 
There is no spare resource pre-configuration and the resource information is ex-
changed on the fly. If a working path passes through a dynamic group, the protection 
contour which is created by preceding connection will be used as the backup route for 
the current working path or segment. The backup route will change on some links 
because of the execution of capacity adjustment process (the expansion or shrinking 
process described in [15]).  The protection groups can be shared or not. On survivable 
routing for dynamic traffic flows under group failure situation, the route selection will 
depend on the current group status in the network to choose the maximum disjoint 
group route pair as the working and protection paths. The group distance and group 
member information can be afforded by dynamic status exchange by modifying the 
control protocol proposed in [15]. The RWA procedure can be made in joint or sepa-
rate two-way manner after the routes determination which according to the guidance 
rules as follows. 
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 The maximum node-disjoint routing algorithm will be executed if there is no 
group exists in the network. 

 The protection path will be chosen along the boundary of the opposite side of 
the group the group if the working path of the connection is allocated along one 
side of the group. 

 The maximum group-disjoint routing algorithm will be activated if the route 
pair must pass through two or more group in the network. 

One can realize how the partitions are performed will determine the diversity of the 
disjoint path pair and the restorability. The rules described above attempt to achieve 
the maximum possibility to avoid and escape from the influence under group failure 
condition. 

4   Simulation Study 

We evaluate the effectiveness of the proposed static and dynamic group routing algo-
rithms by performing the simulations. We list the characteristics of simulated net-
works in Table 2. Each link in the networks is assumed to be a bi-directional duplex 
channel  consists of 16 wavelength channels. The connection requests arrive at a node 
as a Poisson process with exponentially distributed holding time with unit mean. We 
use 4 metrics, connection blocking probability, restoration time, restorability by re-
covery ratio and influence of group sharing to measure the performance of the pro-
posed algorithms. The blocking probability is evaluated by the success ratio that the 
spare path could be designated during working path establishment phase. We also 
distinguish the blocking probability as 2 components in which one resulted from the 
routing failure and the other resulted from the failure of wavelength assignment.  

Table 2.  Sample network topology information and statistical simulation results 

Target 
network 

Node 
number 

Edge 
number 

Average 
nodal  
degree 

Average 
group size 

(a) Germany 73 130 3.56 9 
(b) French 122 214 3.51 7 
(c) Poland 47 70 2.98 12 
(d) Spain 40 60 3.0 8 

We plot the blocking probability versus loading factor (in Erlang unit) in Fig. 3(a). 
About 82% of the blocking from the 76% acceptance ratio produced by routing failure 
under heavy loads, which implies the maximum distance disjoint routing tends to be 
impossible on the bound of large distance guarantee to attack involving larger range 
of area. The automatic quality of protection for reliable service guarantee can be pro-
vided if we change the routing policy to be in the adaptive manner. The limitations on 
group size and path length will further degrade the probability. For verifying the effi-
ciency of restoration, we apply 4-types of failures with different cluster size which 
covers from 1 to 5 nodes. From the plotting of restorability analysis in Fig. 3(b) and 
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3(c), the restoration time grows less than exponentially because of the balance of 
dynamic resource releasing and bounded group boundary size. Advanced modifica-
tion on group selection policy and control protocol will improve the recovery effi-
ciency. The influence on group sharing is plotted in Fig. 3(d), we note that the sharing 
degree will decrease the acceptance and the restorability performance little bit due to 
the lower separation degree and more switching overhead. The degree of sharing on 
different groups will be a tradeoff between the resource utilization and survivability 
when design the survivable RWA algorithms. 

        
                                   (a)                                                                  (b) 

          
(c)                                                                (d) 

Fig. 3. Various simulation parameters vs. loading factors 

5   Conclusion 

This paper studied the protection and restoration mechanisms for the proposed new 
group failure model which mainly based on the group partition strategy to the WDM 
networks. The formulations of linear programming for survivable routing have also 
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been developed. For the dynamic traffic demands, the adaptive protection group parti-
tions specified by available network capacity and traffic patterns is more flexible and 
can be properly allocated for the group failure conditions. We extended the sub-mesh 
restoration strategy with fixed size and variable partition to achieve maximum dis-
tance disjoint routing to recover from the fixed range of clustering failure sets. The 
simulation results reveal that the group failure indeed have more influence on service 
availability if there lacks of deeper considerations for it, and the group partition policy 
will affect the survivability which can help to speed up the restoration process. The 
adaptive routing algorithms are under developed to achieve cost-efficient RWA op-
eration for reliable service connection demands.  
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Abstract. This paper addresses the wavelength assignment problem
(WAP) in optical wavelength division multiplexed (WDM) telecommuni-
cation networks. We show that, even though WAP on optical ring topol-
ogy belongs to NP-hard, WAP can be exactly solvable in practical size
optical WDM rings for current and future traffic demand. To accomplish
this, we convert WAP to the vertex coloring problem of the related graph
and choose a special integer programming formulation for the vertex col-
oring problem. We develop a branch-and-price algorithm for the problem
and carry out the performance comparison of the suggested algorithm
with a well-known heuristics.

1 Introduction

The fast growth of the Internet and new applications such as electronic com-
merce, high-speed internet access, and video-on-demand services have created an
ever-increasing demand for greater bandwidth in telecommunication networks. A
cost effective way to deliver high speed services is to send multiple wavelengths
through a single optical fiber using wavelength division multiplexing (WDM)
technologies. Therefore WDM transmission systems and related technologies are
being developed and deployed for the optical backbone networks.

A pair of WDM transmission nodes enables the establishment of all-optical
WDM channels, called lightpaths. A lightpath connection goes through several
intermediate WDM nodes but two lightpaths must not use the same wavelength
on a given link1 [1].

To deploy economical WDM transmission networks, ”routing each lightpath”
that needs to be established on the network (routing problem: RP), and ”as-
signing wavelengths to these lightpaths” satisfying the wavelength continuity

� This work was supported by grant No.R01-2004-000-10948-0 from the Basic Research
Program of the Korea Science & Engineering Foundation.

1 This technical requirement is called the wavelength-continuity constraint.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 194–203, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Wavelength Assignment in Route-Fixed Optical WDM Ring 195

constraint (wavelength assignment problem: WAP) using WDM add-drop multi-
plexers (ADM’s) in a optical ring topology are two important research topics [2].
In this study we assume to consider only one favorable directional (e.g. clock-
wise in this paper) path for lightpath routing in the WDM ADM ring networks.
In this ”route-fixed” WDM ring networks, the main network design problem to
consider is WAP in a uni-directed optical ring graph without considering RP.
On the contrary, in ”route-unfixed” WDM ring networks, where lightpath for a
demand pair can be established using clockwise or counterclockwise routes in a
bi-directed optical ring network of two fiber cables, both RP and WAP must be
optimized [3].

In this paper, we focus WAP in route-fixed ring to minimize the number of the
used wavelengths in ”uni-directed ring”. We try to minimize the number of the
used wavelengths because efficient wavelength assignment is considered as the
most important network planning object to design optical WDM ring networks.

The remainder of this paper is organized as follows. In Sect. 2, we study
relationship between WAP and a coloring problem on a class of graphs, circular-
arc graphs. In Sect. 3, we propose an integer programming formulation for the
coloring problem and an exact solution algorithm for the formulation. In Sect. 4,
we study generic heuristics and some implementing strategies. In Sect. 5, we
show, by computational experiments, that the suggested exact algorithm can
find optimal solutions for moderate-sized WDM ring networks. We also carry
out performance comparison of our algorithm with the generic heuristics and a
known branch-and-bound algorithm suggested in the literature. In Sect. 6, we
give some concluding remarks and discuss further study topics.

2 Wavelength Assignment in Route-Fixed Ring

Wavelength assignment on each route-fixed lightpath in a WDM network can be
interpreted as the coloring problem of the ”(undirected) paths” where all paths
going trough ”a link” of the WDM network should have different colors, where
each color represents a wavelength. When the physical topology of the WDM
network is the ring, lightpaths around the uni-directed optical ring can be viewed
as a collection of (undirected) arc paths on a circle [4]. Hence we can convert the
wavelength assignment problem on lightpaths for this WDM ADM ring network
into a vertex coloring problem by constructing the following coloring graph [4].

For each lightpath of the original optical WDM ADM ring network, we define
a vertex in the coloring graph, and define an edge between two vertices of the
coloring graph if the associated two lightpaths overlap at any link of the original
optical WDM ADM ring network.

This conversion technique can convert a path coloring problem of not only a
WDM ring network but also of an arbitrary WDM network into a vertex coloring
problem of the related coloring graph. When the original WDM network is a ring,
the coloring graph is a special class of graphs so called circular arc graph (CAG).
Hence WAP on a route-fixed WDM ring network is equivalent to the optimal
vertex coloring problem on the associated CAG.
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WAP in route-fixed ring network is NP-hard since the optimap vertex color-
ing problem in CAG belongs to NP-hard [5]. Hence many previous works in the
literature [3], [6], [7], have focused on the development of not an ”exact” algo-
rithm but an ”approximation” algorithm for minimizing wavelength assignment
on route-fixed WDM rings.

With a difficulty of NP-hardness of the vertex coloring in CAG, we encounter
another problem for using this conversion technique: Even for WDM ring net-
works with small number of ADM’s, the coloring graph is large. For example if
WDM ring has 10 ADM’s and 50% of all ADM demand pairs requires a light-
path, we have 10 x 9 x 50% = 45 lightpaths in the WDM network. This needs 45
vertices and several hundred edges in the related coloring graph. Hence ”usual”
algorithmic techniques for vertex coloring may not guarantee to get an optimal
solution for WAP of WDM ring network for even small number of ADM nodes
and lightpath demands.

3 Suggested Optimization Algorithm

Let G = (V , E) be an undirected coloring graph, with V , the set of vertices, and
E, the set of edges. A simple and canonical integer programming (IP) formulation
for the vertex coloring problem is possible by defining binary decision variable
yik = 1 if vertex i is assigned color k and yik = 0 otherwise. However, this
canonical IP formulation has critical disadvantages since its linear programming
(LP) relaxation is extremely fractional and it has ”symmetry” property of the
variables. Here the symmetry means that the variables for each color k appear in
exactly the same way for deciding number of colors. The symmetry property also
makes difficult to enforce integrality in one variable without problems showing
up in the other variables because any solution to the LP relaxation has an
exponential number of representations (as a function of the number of colors).
For these reasons we suggest the following IP formulation that has a very strong
LP relaxation without the symmetry property.

An independent set of G is the set of vertices such that there is no edge in E
connecting any pair of vertices of the independent set. A maximal independent
set (MIS) is an independent set that is not included in any other independent
set. Let S be the set of all MIS’s of G and the binary variable xs = 1 if MIS s
is chosen, while xs = 0 otherwise. Then the vertex coloring problem on a CAG
(or WAP for route-fixed ring) can be formulated as the following IP problem so
called (MIS IP) that is to find the minimum number of MIS’s where each vertex
of G is covered by at least one MIS.

(MIS IP)

Minimize
∑

s

xs (1)

subject to
∑

{s:i∈s}
xs ≥ 1, ∀ i ∈ V, (2)

xs ∈ {0, 1}, ∀ s ∈ S. (3)
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The objective function (1) is to minimize the number of used MIS’s, and the
constraints (2) and (3) imply that each vertex of G must be included in at least
one MIS. The number of used colors is the same with the number of chosen MIS’s
since we assign the unique color for all vertices in an MIS. The same color can
not be used for the adjacent vertices since there exists no edge between any pair
of nodes in a chosen MIS. Note that a feasible solution to this IP may assign
multiple colors to a vertex since each constraint has the condition of at least
1 instead of the condition of equal to 1. This multiple color possibility can be
corrected by using arbitrary one color of the multiple possible colors to a vertex.

(MIS IP) has only one constraint for each vertex and without symmetry
property for the decision variables. The number of decision variables is, however,
huge since the number of all MIS’s for a graph can be an exponential function
of the number of edges of the coloring graph. Therefore generating all MIS’s
for a coloring graph to get the explicit formulation is intractable. Hence solving
even the LP relaxation of (MIS IP) may be computationally difficult if we use
the explicit formulation. We resolve this difficulty by using only subset of the
variables and ”generating” more variables and their incidence information when
they are needed. This technique, called column generation, is well known for LP
with many variables (see [8] for details). We also develop a branch-and-price
algorithm for (MIS IP).2 The general idea of the column generation procedure
for LP is based on the fact that an optimal solution to LP with many columns
can be obtained without explicitly including all columns. The column generation
technique has recently emerged as an effective technique for many NP-hard IP
problems since in many cases a column generation formulation of an IP has a
stronger LP relaxation than a canonical compact IP formulation [8].

In our problem, the column generation technique for the LP relaxation of
(MIS IP) is described as follows: Begin with S̄, a subset of S, the set of all
MIS’s. Solve the LP relaxation of (MIS IP) restricted to all s ∈ S̄. From a feasible
solution for the LP relaxation and a dual value πi of the dual LP problem for each
constraint i of the primal LP relaxation, determine if we need more columns.
From the LP duality theory (see [9] for details of the LP duality theory), in
order to check if we need more columns, we need to find an MIS of total weight
is greater than 1 where each vertex i has weight πi. Hence the column generation
for LP relaxation of (MIS IP) can be done by solving the following subproblem.

(Column Generation Decision Subproblem)

maximize
∑
i∈V

πi zi (4)

subject to zi + zj ≤ for all (i, j) ∈ E, (5)
zi ∈ {0, 1} for all i ∈ V . (6)

Note that this problem is to find the maximum weight MIS on CAG, when
the non-negative weights πi are given for every vertex i [10]. If the optimal

2 A branch-and-price algorithm is defined as a column generation algorithm embedded
in a branch-and-bound algorithm.
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objective function value to this problem is greater than 1, then the zi with value
1 correspond to the vertices that constitute an MIS that should be added to S̄. In
this case, the column generation process is repeated until the optimal objective
function value of (5) is not greater than 1. If this case happens, then there exists
no improving MIS: Solving the LP relaxation of (MIS IP) over this S̄ is the same
as solving the LP relaxation of (MIS IP) over S.

The complexity of this column generation decision subproblem may greatly
affect the solution time of the LP relaxation of (MIS IP). Fortunately, we can
prove that the maximum weight MIS Problem in CAG can be solved in polyno-
mial time due to our following results: The maximum weight MIS problem in the
interval graph can be solved in polynomial time since there exists an O(nlogn)
algorithm for this problem [11], where n is the total number of vertices of the
graph. Using this algorithm at most n times, we can solve the maximum weight
MIS problem on CAG in polynomial time by decomposing a CAG into at most
n problems as follows:

Each of decomposed problem is to find a maximum weight independent light-
path set that is a subset of lightpaths in the original ring network without an
overlapping link between any pair of chosen lightpaths of the subset. To get an
independent lighpath set, choose a lightpath k, then delete all lightpaths that
are overlapping with lightpath k. The remaining lightpaths can be converted to
a coloring graph that is an interval graph. Find a maximum weight independent
lightpath set via the corresponding maximum weight MIS in the coloring graph
that is an interval graph. Augment the maximum weight independent lightpath
set of the interval graph with the path k for a candidate of a maximum weight
independent lightpath set of CAG. Repeat this procedure for every lightpath
k ∈ V and choose the maximum weight independent lightpath set among at
most n candidates. Hence the maximum weight MIS problem for a CAG can be
solved in O(n2logn) time.

(Algorithm for LP relaxation of (MIS IP))

1. Start.
2. Do {
(1) Select any lightpath, say lightpath k, among previously

unselected ones.
(2) Delete all the lightpaths that overlaps with lightpath k.
(3) Sort the end point of remaining lightpaths in non-increasing

order.
(4) Solve the maximum weight MIS problem in the corresponding

interval graph.

3. } until (all lightpaths considered).
4. Compare candidate MIS’s and obtain the maximum MIS for CAG.
5. If the optimal function value of MWIS problem is more than 1,

then an MIS corresponding zi with value 1 is added to (MIS IP).
Go to Start.

6. Otherwise, stop. No more column is needed.
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When the column generation process is finished if the resulting solution to
the LP relaxation of (MIS IP) over S̄ has an ”integer” solution, then the corre-
sponding solution is an integer optimal solution for (MIS IP) over S. When some
of the variables of the LP optimal solution, however, are not integer, we need to
enforce integrality for those variables. We use a branch-and-bound procedure to
enforce integrality of the variables. One important thing of the column genera-
tion within a branch-and-bound algorithm is that the column generation problem
should still not difficult after branching. In our problem by choosing a pair of
”minimal distance non-overlapping” lightpaths for branching, the column gen-
eration is maintained as the maximum weight MIS problem in a modified graph
that maintains CAG property.

4 Heuristics

Heuristic can be used for an NP-hard optimization problem. FirstFit Heuristic
studied in the literature is a generic class of heuristics for assigning a wavelength
to a lightpath using some fitness measure. It assumes that the wavelengths are
labelled 1, · · · , W . then choose a lightpath using some lightpath selection rule
that represents a fitness measure. We assign an available wavelength of the lowest
label to the selected lightpath as an implementation rule. In terms of coloring, it
sequentially chooses a vertex of the coloring graph and colors the vertex with the
available color with the lowest label for each lightpath. We propose three heuris-
tics by using some known lightpath selection rules studied in the literature as
follows: Longest-lightpath-first Heuristic (LPH), Shortest-lightpath-first Heuris-
tic (SPH), and Maximum-degree-first Heuristic (DegH). The generic FirstFit
Heuristic is described as the following: The LPH, SPH and DegH heuristics can
be easily described by defining the lighpath selection rule of this generic First-
Fit Heuristic.

(Procedure of FirstFit Heuristic)

1. Do {
(1) Select a first fit lightpath unassigned yet according to the

suggested lightpath selection rule.
(2) Assign the lowest label from the set of available wavelengths.

2. } until (all lightpaths are assigned).

LPH is based on the fact that the longer the lightpath is, the more it is
likely to overlap with other lightpaths. Moreover the longer lightpath is hard to
have colors when the number of available colors is small since the possible color
should be different from the other lightpath in every link in the long paths. Note
also that a vertex with the maximum degree in coloring graph corresponds to the
lightpath overlaps with maximum numbers of other lightpaths in the original ring
network. Note that a lightpath that overlaps with many other lightpaths is likely
to have few alternatives to reuse the wavelengths already assigned. Therefore,
LPH and DegH seem intuitively to perform better than SPH since the more
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flexible coloring is possible for LPH and DegH considering the degree of freedom
for given wavelength assignment.

5 Computational Experiments

The proposed algorithm for (MIS IP) formulation of WAP has been coded in C
and experimented on a SUN Sparc Ultra workstation using an IP optimization
callable library, CPLEX. By the experiments, we want to prove that the sug-
gested algorithm is computationally feasible to implement in real-sized WDM
rings. We also want to compare the suggested algorithm with the generic heuris-
tics studied in Sect. 4 for the vertex coloring problem [12].

We experiment five classes of problem instances for WDM networks that have
5, 10, 15, 20, and 25 WDM ADM ring nodes. To know the effect of demand on
the ring to the performance, we divide each class of node sizes into four demand
sets by setting the demand density of 0.3, 0.5, 0.7, and 0.9, which is defined as
the probability that requires one lightpath for an ADM pair. For example, we
have 25 x 24 x 0.9 = 540 lightpaths for 25 ADM ring nodes with demand density
of 0.9. We experiment five instances for each of twenty sets, total 100 instances.
In Table 1, input parameters of twenty sets are summarized. In Table 1, G(n, d)
represents that n, is the number of ADM’s from 5 to 25, and d is the demand
density from 0.3 to 0.9. ”Verts” and ”Edges” in Table 1 denotes respectively the

Table 1. Problem inputs

set G(n, d) n Verts Edges

1 G(5, 0.3) 5 6 10.6
2 G(5, 0.5) 5 10 30.6
3 G(5, 0.7) 5 14 67.2
4 G(5, 0.9) 5 18 113.4
5 G(10, 0.3) 10 27 285.0
6 G(10, 0.5) 10 45 790.8
7 G(10, 0.7) 10 62 1490.0
8 G(10, 0.9) 10 80 2503.0
9 G(15, 0.3) 15 63 1567.8
10 G(15, 0.5) 15 105 4382.4
11 G(15, 0.7) 15 147 8634.8
12 G(15, 0.9) 15 188 14082.0
13 G(20, 0.3) 20 114 5200.0
14 G(20, 0.5) 20 190 14507.8
15 G(20, 0.7) 20 266 28619.6
16 G(20, 0.9) 20 341 47461.8
17 G(25, 0.3) 25 180 13154.6
18 G(25, 0.5) 25 300 36702.0
19 G(25, 0.7) 25 420 72262.8
20 G(25, 0.9) 25 516 118979.2
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Table 2. Average performance

set Col BandB LB LP Opt Heur

1 0.8 0.0 4.0 4.2 4.2 4.2
2 1.4 0.0 6.2 6.2 6.2 6.2
3 5.6 0.0 8.2 8.2 8.2 8.8
4 10.8 0.0 9.6 9.6 9.6 10.6
5 8.8 0.6 17.2 17.6 17.6 18.2
6 34.2 0.4 25.4 26.2 26.2 27.8
7 77.6 0.4 33.2 33.6 33.6 37.2
8 127.6 0.0 41.8 41.8 41.8 47.2
9 57.6 3.6 36.2 36.8 36.8 39.4
10 145.8 1.8 56.6 58.2 58.2 63.2
11 269.4 4.8 77.6 78.4 78.4 86.4
12 418.2 3.4 96.6 96.6 97.0 10.2
13 166.4 0.8 60.8 61.6 61.8 67.4
14 324.0 4.8 102.0 103.2 103.4 111.2
15 593.8 4.6 139.0 140.8 141.2 155.0
16 962.8 12.0 175.0 176.2 176.2 197.8
17 293.2 1.8 97.0 99.5 100.0 108.4
18 613.6 16.6 160.0 160.7 161.0 174.6
19 993.4 19.2 218.8 220.8 220.8 243.4
20 1798.0 15.4 274.0 276.6 276.6 310.0

number of vertices and the average number of edges in the coloring graph. Note
that Verts is the same in a given set but Edges of five instances of a given set can
be different since each instance can have different overlapping conditions even
with the same number of lightpaths.

Average performances of five instances for each set for the experiment are
displayed in Table 2. In the table ”Col” denotes the average of five instances for
the total number of columns generated during the column generation procedure.
”BandB” denotes the average of the number of the branch-and-bound tree nodes
to get the final integer solution from the optimal solution of the LP relaxation.
”LB” denotes the average of the maximum load of links that is defined as the
maximum value of the number of paths in a link of the original WDM network,
which is a lower bound of the minimum number of wavelengths for the WDM
network. ”LP” denotes the average of the optimal objective value of the LP
relaxation of (MIS IP) and ”Opt” denotes the average of the minimum number
of wavelengths finally obtained by the suggested branch-and-price algorithm.
”Heur” denotes the average of the number of wavelengths obtained by LPH.3

As we see in Table 2, our column generation procedure does not require
generating huge number of columns to get an optimal solution of the LP re-
laxation of (MIS IP). It means that after getting an LP optimal solution the

3 Comparing the solution qualities, LPH is more effective than SPH about 5% and do
not show significant difference with DegH, in our computational experiments.
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Fig. 1. Solution quality gap of LPH heuristic from the optimum value

algorithm can be terminated with an optimal solution after traversing not so
many branch-and-bound nodes. This can be possible since (MIS IP) has a very
strong LP relaxation as we see in Table 2. Note that the duality gap, the dif-
ference between the ”LP” and ”Opt” is only 0.5% average for 100 instances. In
Table 2, we can also know that LB, the maximum load of links is a very good
lower bound for the minimum number of wavelengths when a WDM network
has a ring topology. For small size networks, this lower bound can happen to
be equal to the minimum number of wavelengths while for large size networks
it has a difference from the minimum number of wavelengths about 6.6% in the
worst case of 100 instances.

The suggested branch-and-price algorithm of (MIS IP) shows better solution
quality than the First-Fit Heuristics. The LPH heuristic has the solution quality
gap between 0% to 13% from the optimum values obtained in Table 2. Fig. 1
shows the average solution quality gap between (MIS IP) and LPH for four
different demand densities of n = 5, 10, 15, 20, and 25. This figure shows that
as the number of lightpaths to be established increases, the solution quality gap
of the heuristic gets larger.

WAP in the route-fixed ring is an NP-hard problem. We can, however, solve
the problem not to an approximation solution but an optimal solution for up to
the instances of 25 WDM ADM nodes, 516 lightpaths, and average 118,979 edges
in a few minutes. We think our experiment covers sufficiently large networks for
practical implementation of the current and near future demand that the current
WDM technology can support.

6 Conclusions

In this paper, we have shown that WAP on route-fixed optical WDM ring can
be exactly solvable up to 25 WDM ADM rings that can be enough size for near
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future demand of WDM ring networks. To accomplish this, we proposed MIS
based IP formulation for the vertex coloring problem on CAG and developed a
branch-and-price algorithm.

Optimization study for wavelength assignment and path routing in route-
unfixed ring topology is one of the topics of further study [7]. Usual approaches
for this problem have been based on decomposing the problem into RP and
WAP independently and solving each problem iteratively. Optimization study
for TDM over WDM is another new research topic [2], [13]. In this problem the
major cost of a network is related not only to the number of wavelengths but also
to the number of TDM interfaces. Our MIS covering formulation and column
generation decision sub-problem can be applied or extended for these topics.
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Abstract. In future wireless access networks, connectivity to wired 
infrastructure will be provided through multiple access points with possibly 
different capabilities and utilization. The demand for increased network 
performance requires the ability to predict the best overall performance of those 
access points and to switch access point when the performance changes. Then 
there is the demand for mobility between networks with maintained 
connectivity which requires the ability to switch the point of attachment. We 
propose Multihomed Mobile IP, enabling performance discovery at the 
networks layer and the capability to decide what AP to use. Mobile IP support 
is needed to allow mobile hosts to move between networks with maintained 
connectivity. Multihomed Mobile IP enables mobile hosts to register multiple 
care-of addresses at the home agent, to enhance the performance of wireless 
network connectivity. This article describes a simulator evaluation of 
multihomed Mobile IP.  

1   Introduction 

With increasing demands for wireless connectivity and mobility support, new 
solutions are required to maintain the wireless network connection and to optimize the 
performance. This is important for mobile hosts (MHs), both when moving and when 
stationary for a period of time. The major access technology used today in wireless 
local area networks (WLAN) is 802.11. The support of mobility and handover at the 
datalink layer enables flows to be maintained within the same network. However 
mobility between networks is not supported, since this would require handover at the 
network layer. For this, Mobile IP (MIP) [1]is proposed.  

When combining wireless access (802.11) and network mobility (MIP), there are 
several things to consider. First, association is managed at the datalink level with no 
support from the network layer. An MH decides which AP to associate with based on 
the signal to noise ratio (SNR). The MH needs to associate to receive MIP agent 
advertisements used to discover available networks. If the MH discovers a foreign 
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network (or if the MH arrives back to the home network), it requires a registration 
with the home agent (HA). Since the performance at the network layer may not be 
reflected in the SNR, the association may be with an AP having bad performance. 
With a high SNR metric the actual performance can still be low since an MH cannot 
sense collisions from other MHs using the same AP if it is out of communication 
range. Also, since the Network Allocation Vector (NAV) is used in 802.11, hosts will 
defer their communication and thereby avoid collisions. Therefore MIP cannot 
entirely rely on the datalink level to make the right decision about the selection of an 
AP. Instead network layer characteristics needs to be considered.  

To enable this, performance discovery at the networks layer is required and the 
capability to decide what AP to use. This can be achieved with multihoming. 
Multihoming is enabled by using a single wireless network card switching between 
APs [2] or by using multiple network cards. By maintaining multiple network 
connections, network layer performances can be compared and the best one selected. 

Handover can be classified into soft and hard handover. With soft handover the 
association with the old AP is sustained while associating with a new AP. In this ways 
two connections will be maintained for some time. With hard handover the 
connection to the old AP is ended before associating with a new AP.  

In this paper we present an approach to multihoming with MIP, called M-MIP.  
With M-MIP, passive network-layer measurements are enabled by maintaining 
multiple registrations at the HA. In this way we can maintain connectivity and handle 
handovers without generating delays due to MIP registrations. M-MIP enables soft 
handover. 

The paper is structured in the following way. Section 2 describes the architecture 
of M-MIP. Section 3 describes a simulation study and the results of the study. Section 
4 describes related work and section 5 provides a concluding discussion.  

2   M-MIP 

This section briefly describes the changes made to MIP to enable multhoming 
functionality (M-MIP). For a more detailed description see [3]. M-MIP enhances the 
performance and reliability of MHs connections to WLANs. The multihoming 
functionality is managed by M-MIP and hidden from the IP routing process.  

To register a care-of address at the HA, a registration request is sent by the MH. 
To enable the HA to distinguish between a non-multihomed and a multihomed 
registration, an N-flag is added to the registration request (see figure 1). 

 

 

 

 

 

Fig. 1. The modified registration request message with the added N-flag 
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An HA receiving the registration request with an N-flag will keep the existing 
bindings for the MH. If a registration is received without the N-flag, the HA will clear 
the existing bindings for the MH which makes M-MIP compatible with standard MIP. 
One of the registered care-of addresses will be used to forward packets to the MH. To 
enable the selection at the HA, a metric is added as an extension in the registration 
request. The HA will maintain all registrations for an MH and based on the metrics it 
will install a tunnel into the forwarding table.  

With a care-of address advertised by an FA, the MH is not allowed to use the 
Address Resolution Protocol (ARP). This will confuse other hosts connected to the 
network and may cause problems when the MH disconnects and moves to another 
network. To avoid this in MIP, the MH monitors the MAC address in the frame 
containing the agent advertisement, and installs the binding between the FA’s MAC 
address and the IP address in the ARP table, for the FA registered with. When a 
packet is sent using the default gateway, an entry in the ARP table will already be 
available and no ARP request is needed. In M-MIP, the MH will maintain multiple 
registrations with different FAs as well as keep control of available FAs not registered 
with. All IP addresses for the FAs are installed in the forwarding table, and the 
bindings between the IP and the MAC addresses are installed in the ARP table. 

To enable an MH to select the “best” AP to use, we evaluate the performance of 
an AP at the network layer. In M-MIP the MH keeps a list of all networks it receives 
valid advertisements from and registers the care-of address of the network(s) 
supporting the best connectivity, with respect to the throughput, at the HA. To 
evaluate the connectivity, the MH monitors the deviation in arrival times between 
MIP agent advertisements and makes a running variance metric (RVM) calculation 
based on this information (see formula 1).  

 
 

The RVM is used to evaluate MHs wireless connectivity to foreign networks. A 
small RVM indicates that agent advertisements are received at discrete time intervals 
arrive without collisions and without being delayed by the FA. This indicates 
available bandwidth as well as the FA’s capability to relay traffic for the MH.  

The RVM is then added to the round trip time (RTT) between the MH and it’s HA 
using formula 2.  

 
 
 
This formula is defined as the Relative Network Load (RNL). The calculation is 

carried out at the MH and the metric is attached to the next registration request sent to 
the HA. The RTT measure is based on the registration messages sent between the MH 
and the HA.  

In IP routing, with protocols like RIP [4] and OSPF [5], a wireless last hop link is 
not considered in the route calculation. A hop count of one is used in the RIP 
protocol, and a static link cost is used in OSPF. In M-MIP, IP routing is used towards 
the selected care-of address, but the selection of what care-of address to use is 
managed by M-MIP considering the wireless links.  
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The measurements and metric calculations are made prior to registration and 
maintained while being registered at foreign networks. Since the MH may register 
multiple foreign networks, the HA can have multiple bindings for an MH. Among the 
registered care-of addresses, the FA with the smallest RNL metric will be installed as 
the default gateway in the MH and as the selected care-of address at the HA. 

With route optimization it is possible to choose a different FA (to communicate 
with the correspondent host) than the FA used to communicate through the HA. An 
MH (as in MIPv6) sends binding updates to the CH with available care-of addresses. 
By requesting the CH to respond to binding updates with an acknowledgement, RTT 
can be measured in the MH. We then have the same functionality between CHs and 
the MH with route optimization as the registrations between the MH and it’s HA. 

3   M-MIP Analysis Using RVM Based Simulation  

In this section we present our work simulating M-MIP with the network simulator 
GlomoSim, version 2.4 [6]. The topology used is shown in figure 2. 

 
 
 
 

 

 

 
 
 

Fig. 2. The simulation topology 

The simulation evaluates how well M-MIP discovers the utilization of APs and, 
based on this, selects the AP with the best network layer performance, considering the 
throughput. 

Agent advertisements are sent every second and the MH registers every third 
advertisement with the HA. This is based on the MIP specification, where the timeout 
for a binding is three times the agent advertisement time. At each received 
advertisement the MH calculates the RNL metric and based on this decides which FA 
to use. The MH then attaches the RNL metric to the next registration request message.  

The MH registers with two foreign agents (FA1 and FA2) using different channels 
and maintain multiple bindings with the HA. Hereby the HA as well as the MH 
maintain the RNL metric for each connection.  

To add load to the wireless links we use the hosts LoadMH1 to LoadMH10 
communicating with FA1 and FA2. We will use the phrase load traffic in the text 
below to name this traffic between the LoadMHs and the FAs. Based on the load 
traffic, we investigate how M-MIP responds to this load. The throughput presented in 
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the graphs is the traffic sent by the peerMH and received at the MH, with and without 
using M-MIP. We name this traffic the monitored traffic.  

Load traffic between peers is sent in both directions: the hosts LoadMH1 to 
LoadMH5 communicate with FA1 and LoadMH6 to LoadMH10 with FA2. The 
monitored traffic is also sent in both direction between the MH and the peerMH. 
Since the throughput presented looks similar in both the MH and the peerMH, we 
only present the monitored traffic for the MH. 

Without using M-MIP, we evaluate the monitored traffic when the MH associates 
with an FA based on the SNR, without considering the performance at the network 
layer. 

We use different combinations of traffic types (TCP and UDP) for the evaluation. 
For UDP traffic we use Constant Bit Rate (CBR) traffic and for TCP we use the 
generic File Transfer Protocol (FTP) provided by GlomoSim.   

In our scenarios, the combination of traffic types for the load traffic and the 
monitored traffic is as follows: 

• FTP is used as the load traffic and CBR as the monitored traffic   
• CBR is used as the load traffic and FTP as the monitored traffic 
• All hosts use FTP traffic.  
• All hosts use CBR traffic.  

We run each scenario with the two major packet sizes used in the Internet: 1500 
bytes and 576 bytes [7,8]. Although another frequently used packet size is 40bytes 
(ACK packets in TCP), we do not look into this size. 

In the graphs the solid line plots the throughput with M-MIP and the dashed line 
with a SNR-selected AP. In figures 3 to 6 the x-axis shows the number of LoadMHs 
generating load traffic. The y-axis shows the throughput of the monitored traffic 
received at the MH. The load traffic pattern is as follows: the first 10 seconds up to 
five LoadMHs add traffic to FA1; then 10 seconds to FA2. This is then repeated with 
a 20 second interval as well as a 30 second interval. The time to discover a loaded FA 
using the RNL calculation is about 2 seconds in all simulations.  

The results are presented as mean values of multiple simulations (different seeds) 
and the error-bars express a 95% confidence-interval.  

Figure 3 plots the result from the scenario where FTP is used as load traffic. Here 
traffic between the MH and the peerMH uses CBR traffic. The plotted solid green 
line is the throughput with a packet size of 1500 bytes using M-MIP. Behind the 
green line is a dotted blue line plotted showing the throughput with the SNR selected 
AP.  The red lines show the throughput with a packet size of 576 bytes.  Both the 
MH and the peerMH send 2.5Mpbs CBR traffic. 

With an MTU of 576 bytes: less data in sent in each packet resulting in queuing at 
the sender with buffer overflow as a result. This occurs since there is a settling time 
for the interface, creating queuing with this packet size.  

As expected, there is no difference between M-MIP and choosing the AP based on 
the SNR. The reason for this is that FTP (the TCP mechanism) degrades throughput 
caused by collisions, while CBR (UDP) continues sending at the same rate, forcing 
FTP to continue degrading its throughput. 
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Fig. 3. CBR traffic received at MH with FTP traffic as load 

In figure 4a we show the results where all hosts use CBR traffic with an MTU of 
1500 bytes. The blue lines plot the monitored traffic when up to five LoadMHs 
generate load traffic of 0.25 Mbps. The green curves plot the same for load traffic of 
0.5 Mbps and the red line for 0.75 Mbps. In figure 4b this is repeated for an MTU of 
576 bytes.  

     

 

 

 

 

 

 

Fig. 4. CBR traffic received at MH with CBR traffic as load with an MTU of 1500 bytes and 
576 bytes 

The results from the scenario where all hosts uses FTP traffic is plotted in figure 5. 
The throughput with a MTU of 1500 bytes and a MTU of 576 bytes shows the same 
results. FTP using an MTU of 1500 bytes is plotted by the blue line and the green line 
plots throughput with the MTU of 576 bytes.   

The results from the last scenario are shown in figure 6, where CBR is used as the 
load traffic, and where monitored traffic uses FTP communication. In figure 6a, load 
traffic with a MTU of 1500 bytes are shown. The blue line plots the FTP traffic 
received at the MH with each LoadMH sending and receiving 0.25 Mbps. The green 
line plots the same with load traffic of 0.5 Mbps and the red line with load of 0.75 
Mbps. In figure 6b this is repeated for an MTU of 576 bytes.  

(b) (a) 
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Fig. 5. FTP traffic received at MH with FTP traffic as load 

In all scenarios M-MIP (plotted by solid lines) perform better than when only the 
SNR (dashed lines) is considered. An interesting observation from the last scenario 
(plotted in figure 6) is that the throughput increases with increased load as plotted in 
some of the curves.  

  
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6. FTP traffic received at MH with CBR load traffic using a MTU of 1500 bytes and 576 
bytes 

The reason for this is that we do not consider how traffic communicated by the 
MH affects the RNL. Before communication takes place the MH monitors the RVM 
and RTT and calculates the RNL metric. The RNL metric is sent to the HA in a 
registration request. Based on the metric a FA is selected. When communication takes 
place we continue to monitor the RVM and RTT and calculate the RNL metric. Since 
MHs own traffic affects the metric a new selection of FA may take place, selecting 
the FA being more loaded (not considering the own traffic). This will happen for both 
CBR and FTP traffic. With CBR traffic this happens if the MHs traffic increases 
beyond the difference between the least loaded FA and the next least loaded FA. With 
FTP, since TCP is used, the MH will take as much of the available link as possible, 
rendering a handover. This is most visible in the red curve in figure 6a and 6b. With a 

(a) (b) 



 M-MIP: Extended Mobile IP to Maintain Multiple Connections 211 

 

small difference in RNL, handover to the more loaded FA happens more often, 
keeping the sending window smaller. The same happens in all scenarios, but it is most 
visible in the last simulation. It also means that the performance of M-MIP will 
increase if we can avoid “false” handovers.  

One solution to handle “false” handovers is for the MH to predict how much the 
own added flow increases the metric. However this is difficult. We are not able to say 
that X kbps effects the RNL metric with a value of Y. This depends on the utilization 
of the link, e.g. whether it is near congestion or not. Another option for the MH is to 
calculate the difference between the RNL metric after starting to send the own flow 
with the RNL metric before doing so. However the resulting metric may be in error. 
Let us say that another host begin communicating at the same time, the calculated 
difference will be too big. Or that a host that communicated stops, the calculated 
difference will be too small. A more straight forward solution is to make a decision 
when selecting the FA and starting to communicate. After that the FA cannot change 
for that flow. As soon as communication stops, new selections become possible. If all 
MHs behave in the same way we will have a distribution of MHs between APs.  

In the case where route optimization is not used all traffic will use the selected FA. 
With route optimization multiple FAs may be used. This is possible since a unique 
binding update is sent to each CH. 

4   Related Work 

In MIPv4 [9] a proposal to multihoming is presented, sending one copy of a packet to 
each AP an MH is associated to. This means sending duplicated packets in the 
wireless media wasting scarce resources. In MIPv6 [10] there is no proposal for 
multiple bindings enabling multihoming with MIP. 

MIP similar methods for handovers using IP multicasting are discussed in [11-13].  
A multicast address is used to reach nearby APs in WLANs where the MH is located. 
An MH instructs one of the APs listening at the multicast address to forward packets 
to it, and the other APs to buffer packets. When doing handover the MH first tells the 
previous AP to stop forwarding packets and the new AP to start doing so. In 
[11,12]the MH decides which AP to use based on the SNR.  The AP having the best 
SNR is ranked as the best one to use. However, this may not be true in the topology 
shown in figure 2 when the LoadMHs is out of radio range from the MH. 

In [13] the bandwidth usage is monitored by APs. This calculated bandwidth 
utilization is announced in beacons sent by the AP. Our approach decides which AP 
to use based on network layer characteristics and does not require any modification of 
existing WLAN infrastructure compared to [13]. [14] suggests a proposal using MIP 
to decrease the time for handover and to reduce the number of dropped packets. An 
MH doing handover at the datalink layer tells the old FA to buffer packets for it. After 
the MH associates with a new FA, the HA tells the old FA to forward buffered 
packets to the new FA. In the proposal, an FA-sent agent advertisement includes a 
neighbour list in the message. The neighbour list includes the IP address, link-layer 
type and channel information. The information is used to enable the MH to select 
which FA to handover to. To avoid having to wait for three times the advertisement 
time (as specified in the MIP specification) to discover loss of connection to a FA, a 
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signal from the datalink level is used to inform the network layer. Here all agents 
need to know the position of all neighbour FAs. This is not required in our proposal.  

In [15] support for fast handover is managed at the datalink level. This proposal is 
based on the usage of a MAC bridge assisting in bridging packets to a roaming MH's 
new location, while MIP registration is in process. This avoids loosing packets during 
network layer handover. The delay for handover where packets can be lost only 
includes the datalink layer handover time. This method only works as long as all MHs 
do handover to APs connected to the MAC bridge. In a real system this is hardly the 
case, but for micro mobility it can be used.  

More related work is presented in [16,17]. Compared to our proposal a high 
message complexity is required. 

5   Discussion 

This paper addresses performance measurements in WLANs. We have proposed and 
shown how to discover the relative load at MHs in the network layer when connecting 
wirelessly to APs. Our methodology uses passive measurements based on 
advertisements like MIP agent advertisements and router advertisements. With 
increased traffic on a wireless link, collisions will increase and packets will be 
delayed in buffers. The simulation study reported in this paper demonstrates that 
RVM is a complement metric that can be used in combination with SNR to improve 
efficiency and throughput of wireless communications between MHs and APs. This 
simulation study also supports the theoretical contribution presented in [18]. 

We have presented a proposed and validated solution to Multihoming in MIP 
named M-MIP. M-MIP enables an MH to discover multiple networks and to register 
them at the HA. We have also presented a solution for discovering the RNL in 
wireless access networks based on 802.11. A simulation study describing the 
performance of our approach is presented and discussed.  

The work presented in this paper has focused on improving performance of MHs 
using MIP and connecting to 802.11 access networks by enabling MHs to associate 
with multiple FAs and to evaluate the performance at the network layer. M-MIP gives 
a higher throughput than if the selection is based only on the SNR. With multiple 
FAs, one FA will be used for traffic sent through the HA and other FAs can be used 
for CHs using route optimization. With M-MIP soft handover is enabled, allowing an 
MH to use multiple FAs. A roaming MH will receive unique packets through both 
FAs. When the MH decides to handover, it will register with the new FA at the same 
time as it uses the old FA. With registration completed; packets will be sent using the 
new FA. With this approach loss of packets because of handover can be avoided. M-
MIP does not require any new types of MIP-messages.  

Compared to other proposals to enable soft handover with MIP, we present a 
solution that do not require extended message complexity or modified APs. We use 
the messages proposed by MIP and analyses the network performance based on this 
messages.  

A prototype based on our proposal is currently being implemented using the Linux 
platform. We will compare our results from the simulation study presented in this 
paper with measurements from the prototype. 
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Abstract. This paper describes a current mechanism for mobile IPv6
fast handover in the wireless LAN and examines its drawbacks, and sug-
gests a new mechanism of predictive fast handover which provides a
reduced latency for obtaining address configuration parameter from a
router using of light-weight extended WLAN function when performing
address configuration through access point. Analytic performance evalu-
ation and comparison have shown that the proposed mechanism is faster
in terms of delay than existing mechanism including reduced packet loss
when in motion.

1 Introduction

The recent trend towards Internet usage encourages mobility to expand coverage
of Internet connectivity and increase resource utilization. Especially, because of
increasing mobile node, IPv6 [1], [2] as the next generation of Internet proto-
col has evolved considerably since it was first defined in the early 1990’s. The
main thrust of IPv6 is the greatly increased addressing space, which is expected
to provide ample address space for the foreseeable future. IPv6 also improved
mobility support as Mobile IPv6 [3]-[5] which was already proposed and defined
in IETF as a standard. So far, several mechanisms are being studied in IETF
to support fast handover [6], [8] when moving to a new network. Wireless and
mobile node are subject to changing their point of attachment from one access
network to another. The network attachment occurs when a link-layer connec-
tion is established and mobile node can send and receive some IP packet in
attached network. For network-layer connection, mobile node has to gather re-
quired address configuration parameter by receiving router advertisement (RA)
message of IPv6 from a router. The fast handover is able to be used for a mobile
node to sustain current connection without packet loss and latency.
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3 New Mechanism for Predictive Fast Handover Using
Light-Weight WLAN Extension

When a mobile node moves to a new network, two kinds of handover happen
on the mobile node as link-layer handover and network-layer handover. The
network-layer handover occurs when link-layer handover is established in a new
link and a mobile node can send and receive some IP packets from neighbor
nodes. In particular, a mobile node has to discovery access router (AR) in order
to obtain address configuration parameters such as valid prefix, lifetime and
etc. RA message in response to RS is used to provide above parameters. In
the wireless LAN, RS message requesting RA message has to be reached AR
through AP which is operated as a bridge. So, AR must wait for AP operation
to be completed because there is no synchronization.

The purpose of the new proposed mechanism is to synchronize among mobile
node, AP and AR. The RA Requests message frame newly defined in LWAPP
as Fig. 3 is used for synchronization between AP and AR while AP receives a
(Re)association.request frame of WLAN from a mobile node. This mechanism
does not require any modification of current AP except LWAPP supporting,
particularly, this mechanism does not require additional network-layer operations
though. This method also can be efficiently used for fast RA without layer 2
trigger protocol [10].

LWAPP must be supported in both AP and AR in order to provide fast
RA. (Re)association.request frame is sent by a mobile node when a mobile node
wants to change its layer 2 association from its current AP to a new AP and
(Re)association.reply frame is sent by new AP either allowing or denying the
request. After establishing layer 2 association, a mobile node sends RS message
for soliciting RA to the new AR. The new proposed method combines existing
methods and make use of LWAPP.

Fig. 3 depicts RA Request message frame format. All LWAPP control mes-
sages are sent encapsulated within the LWAPP header. If a router receives RA
Request message frame as a trigger from AP, then the router has to send RA mes-
sage including configuration parameters immediately although link-layer han-
dover is not completed. It can be able to be performed both link-layer handover
and network-layer handover at the same time. No random delay is applied to
solicit RA message and unsolicited RA message will be sent by router up to 3
times as defined in based IPv6 specification [11]. This value can be reconfigured
by operator policy. If a mobile node does not complete its link-layer attachment
when receiving unsolicited RA message, it will be silently discarded. If a mobile
node does not receive an available RA message sent from a router up to 3 times
after completing link-layer attachment, it will generate RS message to solicit RA
message as solicited RA.

During AR discovery phase, AP must wait for an interval not less than Dis-
coveryInterval parameter which is a minimum time, in seconds, that AP must
wait after receiving a discovery reply, before sending a join request (Default:
5) for receipt of additional discovery replies according to [9]. In addition, AP
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(0)
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(0)

LWAPP Header

Fig. 3. Option Format of RA Request Message in LWAPP

must store necessary information of the additional discovery replies for candi-
dates. For example, when AR which AP joined does not function as a default
router (does not advertise RA message with Prefix information), or its adver-
tised router lifetime = 0, AP can request unsolicited RA to one of the candi-
date ARs which are stored during AR discovery phase. Preference indicated by
new flag or alternatives can be used for AP to decide its default router among
them.

When AP receives (Re)association.request frame from a mobile node, if AP
decides to allow the request, AP sends (Re)association.reply frame to the mobile
node as well as RA Request (Type = 25) to AR using LWAPP simultaneously.
After then, AR sends unsolicited RA up to 3 times including address configura-
tion parameters such as valid prefix, lifetime and etc.

4 Implementation and Performance Evaluation

In this section, we present our implementation and distinct performance against
the existing mechanism especially reduced delay time and packet loss. We use
the Linux operating system (Kernel 2.4.22 version) for all implementation as
Access Point and mobile node and encode the RA Request message frame in the
Light Weight Access Point Protocol. We measured the date 50 times and the
results are shown in Table 1 and Fig. 5. The data was measured at the system
S1 using ethereal

As we can see in Fig. 5, the delay time which means the roundtrip time
between RS and RA messages to configure its new address when attaching a new
network is definitely enhanced against the existing mechanism and particular the
operation of address configuration is more stable than the existing mechanism.
Duplicated Address Detection and Binding Update procedures of IPv6 address
configuration are omitted from the evaluation.

We evaluate performance of our proposed mechanism with Fig. 4 network
topology when a mobile node is operating RTP/UDP streaming service from
a server as corresponding node between different wireless domains. Through
this evaluation, we can see the reduced delay, packet loss and stable connection
against the existing mechanism. The measurement of mean value and standard
deviation are shown in Table 1.
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5 Concluding Remarks

This paper describes a current mechanism for mobile IPv6 fast handover in
the wireless LAN and examines its drawbacks, and suggests a new mechanism of
predictive fast handover in conjunction with Light Weight Access Point Protocol
which provides a reduced latency for obtaining address configuration parameter
from a router using of light-weight extended WLAN function when performing
address configuration through Access Point. The main advantage of the new
mechanism is to synchronize among mobile node, AP and AR when a mobile
node attaches to a new network. RA Request message frame which is newly
defined in LWAPP is used for synchronization between AP and AR when AP
receives (Re)association.request frame as layer 2 indication from a mobile node.

Analytic performance evaluation and comparison have shown that the pro-
posed mechanism is faster in terms of delay than existing mechanism including
reduced packet loss when in motion.
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Abstract. The wireless networking environment presents some interest-
ing challenges to the study of broadcasting and multicasting problems,
because networks have to be different as occasion demands. Therefore,
several types of broadcasting or multicasting protocols have been stud-
ied. This paper addresses the problem of broadcasting (and multicasting)
focusing on the two points of energy efficient networking and of time ef-
ficient computing, where all base stations are fixed and each base station
operates as an omni-directional antenna or transceiver. We developed
one broadcasting algorithm based on the Stingy method and based on
the two performance indices given above. We evaluate this and the other
two algorithms based on the Greedy and Dijkstra methods. The purpose
of this paper is to make clear the best performing domain of each al-
gorithm. In this paper, the performances of these three algorithms are
evaluated in many types of networks. The evaluation gave the result that
the Stingy method provides the best performance for energy efficient net-
working in a type of network where basic stations are distributed wholly,
not partially. In this type of network, the Stingy and Dijkstra methods
have a trade-off relationship in the two performance indices.

1 Introduction

In this paper, we study the problems of broadcasting and multicasting in all-
wireless networks which have fixed base stations. Many researchers have pro-
posed various communication algorithms for various kinds of networks, such as
multi-computer (hypercube, mesh, torus or Chordal ring) networks [1], MINs
(multi-stage interconnection networks) [2], cellular networks [3], or wireless net-
works [4]. Most of their reports are concentrated on routing and one-to-all broad-
casting, in either the presence or the absence of faulty components of the net-
works, because of the universality and importance of primitives. In such one-to-
all broadcasting schemes, one node of the network, called the “source”, has to
transmit a message to all other nodes (and also to many other nodes) which are
called base stations. In this paper these one-to-all broadcasting schemes will be
discussed first. Second, one-to-many multicasting schemes will be commented on.
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The importance of wireless communications is rapidly growing due to their
inherent convenient services. The wireless networks studied until now are a lit-
tle different from each other, but in the network studied here, all base sta-
tions are fixed and each base station operates as an omni-directional antenna
or transceiver. Therefore, a basic station can broadcast to all the basic stations
that lie within its communication range. This means that there exists a trade-
off between an immediate broadcast communication from an original source to
all other base stations and the other type of broadcast communication, that is,
broadcasting is realized by a set of “multiple hopped multicast communications”.
Since the propagation loss varies nonlinearly with distance (at some where be-
tween the second and fourth power), in unicast communications it is best (from
the perspective of transmission energy consumption) to transmit at the lowest
possible power level, even though doing so requires multiple hops to reach the
destination. However, in multicast communications such solutions are not always
best, because the use of higher power may permit simultaneous communication
to a sufficiently large number of base stations that lie within its communication
range, so that the total energy required to reach all members of the broadcast
or multicast group may actually be reduced [5].

Since, in our wireless networks, each base station is less prone to failures and
it is not necessary to consider any link faults among base stations, the traditional
fault tolerance based on the redundant scheme is much less important. Therefore,
the only broadcasting or multicasting problems in our networks are to establish
a necessary tracking and sufficient stepping base stations, that is, our problems
are condensed into the two problems of energy-efficience and calculation-time-
efficience.

There have been several papers which treat the problem of broadcasting based
on the above two performance indices in the following networks; Veronoi cellular
networks [3], wireless networks [4], and mobile Ad Hoc networks [6] and [7]. As
it is known that finding a spanning tree of minimum routing cost in a general
weighted undirected graph is NP-hard, and our energy-efficient broadcasting al-
gorithm is also NP-hard, we must find an approximate solution. We can consider
several basic algorithms as a broadcast algorithm for the wireless networks: these
are the Greedy method, the Stingy method, the Minimum-Cost Spanning Tree,
and the Dijkstra method. J. E. Wieselthier et al. [4] evaluated three algorithms;
the Greedy method, the Minimum-Cost Spanning Tree, and the Dijkstra method
in wireless networks. They concluded that their presented algorithm based on
the Greedy method provided better performance than the others that have been
developed originally in wired environments. However, in broadcast or multicast
applications it is not prudent to draw such conclusions because the networks
may not always have base stations randomly located within a region. Each al-
gorithm may have an advantage in each particular circumstance. In this paper,
we would like to make clear the solution to this problem. Since it is shown in
[4] that Minimum-Cost Spanning Tree provided the worst performance in their
comparison, we would like to remove this algorithm in our comparison. We will
first present an algorithm based on the Stingy method, as the one remaining
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algorithm, and evaluate this and the other methods as the optimal broadcast
(and multicast) algorithm fitted for a wireless environment. We will evaluate
them based on performance in many different networks.

2 Wireless Networks and Wireless Communication
Model

We will consider aspects of wireless networks, such that they consist of N nodes,
which are distributed over a specified region. Each node operates as an omni-
directional antenna or transceiver, so it can transmit the message to all nodes
within the communication range or receive the message from a transmitting node
if the node is within the communication range of the transmitting node, or it
can support several multicast sessions simultaneously where each multicast group
consists of the source node plus at least one destination node. The connectivity
of a wireless network depends on the total transmission power which is produced
by all transmitting nodes.

We will assume that the signal power received varies as r−α, where r is the
range and α is a parameter that typically takes on a value between 2 and 4,
depending on the characteristics of the communication medium (in this paper,
one case of 2 will be discussed). This means that the transmitted power required
to support a link between two nodes separated by range r is proportional to rα.

Fig. 1. Broadcasting to two destinations

We will consider a case in which a source (or a transmitting) node S must
broadcast to two destination nodes A and B as shown in Fig.1. Paper [4] has
shown the following energy efficient conditions for broadcasting from S: S should
broadcast with power r2

SB when the following equation (1) holds, and with power
r2
SA otherwise.

xα − 1 < (1 + x2 − 2xcosθ)
α
2 , (1)

where x = rSB/rSA.
The latter case means that, in order to perform the required broadcast, node

A must also broadcast with power r2
AB . Our performance indices are the total

power of the broadcast tree and the calculation time required to obtain the
broadcast tree. In the latter case, since the broadcasting tree is a set of arcs (SA
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and AB) and nodes (S, A, and B), then the total power of the broadcast tree
is r2

SA + r2
AB .

3 The Broadcasting Algorithm

In the Stingy method the first task is an immediate broadcast communication
from an original source to the furthest base station, and the next is to find the
furthest intermediate station based on energy-efficience and “one hopped multi-
cast communications”. In the following, we will present one Stingy algorithm we
have built up. Let the power required to communicate from node A to node B,
and the path consisting of hopping nodes to communicate, be EAB and PAB(or
PA12...NB when 12 . . . N are known as hopping chain nodes), respectively.

[Broadcast Algorithm]

S1: Let the total power E be ESD where D is the furthest node from the original
source node S.
Edet = 0. R = A set of nodes except S.

S2: Check whether there is at least one node in the circle with the diameter SD
or not.
If there is at least one node, then go to S3, or else go to S6.

S3: By using the Dijkstra algorithm, check in the circle whether there is at least
one set of multiple hopped multicast communications brought on an energy-
efficient or not, that is check whether E is greater than E′ = ES1 + E12 +
· · · + END where 12 . . . N means the path PS12...ND consisting of hopping
chain nodes to communicate from S to D.
If there is at least one energy-efficient path, go to S4, otherwise go to S6.

S4: Check in R whether there is at least one node which cannot communicate
from S with the energy E′ or not.
If there is at least one node, then let the furthest node from S among them
be D′ and go to S5 (in order to set a new E′), otherwise go to S6.

S5: Find the furthest node I from S on path PS12...ND located in the circle with
radius SD′.
Let the energy E′ be ESD′ + EID + Edet.
If E is greater than E′, then E ← E′, Edet ← Edet + EID, and remove all
succeeding nodes to I on path PS12...ND from R.
D ← D′, and go to S2.

S6: End.

Let us see the above algorithm in an example shown in Fig.2.1.

S1: E = ES9.
Edet = 0.

S2: See Fig.2.2.
S3: See Fig.2.3.

E′ = ES2 + E29.
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Fig. 2.1. Step 1 Fig. 2.2 Step 2 Fig. 2.3 Step 3

Fig. 2.4 Step 4 Fig. 2.5 Step 5

Fig. 2. Algorithm for broadcasting

S4: See Fig.2.4.
Nodes 4, 6, 7, 8 are nodes which cannot communicate from S with E′ =
ES2 + E29, and D′ = 8.

S5: See Fig.2.5.
Since E = ES9 is not greater than E′ = ES8 + E29, hold E.

S6: The final E is ES9.

4 Performance Results

We have evaluated the performance of the three algorithms for 9 different pat-
terns of networks where each pattern has many network examples. Networks with
a specified number of nodes (typically 10 or 100) are generated within a square
region where the 5 × 5 region is characterized in the following nine specified
patterns, as shown in Fig.3:

Pattern1; nodes are distributed in normal distribution only in square region 1.
Pattern2; nodes are distributed in normal distribution only in square regions 1

and 2.
Pattern3; nodes are distributed in normal distribution only in square regions 1

and 3.
Pattern4; nodes are distributed in normal distribution only in square regions

1,2, and 4.
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Fig. 3. Nine basic patterns to generate many network examples

Table 1. Mean of normalized broadcasting power

(a)10 node networks
Stingy method Greedy method Dijkstra method

pattern1 1.135466 1.010530 1.050697
pattern2 1.099219 1.015794 1.028591
pattern3 1.100997 1.011479 1.034172
pattern4 1.031288 1.020940 1.026823
pattern5 1.012002 1.044857 1.071954
pattern6 1.034987 1.044857 1.071954
pattern7 1.029927 1.143659 1.215390
pattern8 1.000000 2.000000 2.000000
pattern9 1.000000 1.250879 1.250879

(b)100 node networks
Stingy method Greedy method Dijkstra method

pattern1 2.251798 1.000466 1.161417
pattern2 1.614182 1.000000 1.145018
pattern3 1.608082 1.000000 1.132338
pattern4 1.336774 1.000437 1.144432
pattern5 1.153664 1.005818 1.159290
pattern6 1.004041 1.182403 1.425783
pattern7 1.000621 1.201188 1.560292
pattern8 1.000000 1.960000 2.280000
pattern9 1.000000 1.524216 2.038621
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Pattern5; nodes are distributed in normal distribution in all square regions 1, 2,
3, and 4.

Pattern6; nodes are distributed in normal distribution in the whole region.
Pattern7; nodes are randomly distributed throughout the whole region.
Pattern8; nodes are distributed in a lattice-patterned distribution in the whole

region. In the case of Fig.3 the total number of nodes is 9.
Pattern9; nodes are distributed in triangular-pattern distribution in the whole

region. In the case of Fig.3 the total number of nodes is 17.

A central node is chosen to be the Source. In all patterns, the results are
based on the performance of 100 randomly generated networks which typically
have 10 or 100 nodes (9 or 121 nodes in Pattern 8, and 13 or 93 nodes in Pattern
9). As mentioned above, one of our performance indices is the total power of
the broadcast tree. To facilitate the comparison of our algorithms over a wide
range of network examples, we used the notion of the normalized power for
each network example, as the same as mentioned in [4]. Let Qbest(m) be the
lowest power, in all algorithms in our comparison, required to broadcast in the
network m. Based on the total power Qi(m) of the broadcast tree associated
with algorithm i for network m, we then define the normalized power to be

Ni(m) = Qi(m)/Qbest(m).

Table 2. Mean time to calculate the broadcast tree

(a)10 node networks.(10−9sec)
Stingy method Greedy method Dijkstra method

pattern1 0.035 0.034 0.012
pattern2 0.032 0.032 0.012
pattern3 0.031 0.032 0.012
pattern4 0.027 0.031 0.011
pattern5 0.022 0.032 0.011
pattern6 0.022 0.035 0.011
pattern7 0.021 0.032 0.012
pattern8 0.022 0.030 0.011
pattern9 0.021 0.058 0.011

(b)100 node networks.(10−6sec)
Stingy method Greedy method Dijkstra method

pattern1 0.006742 0.011859 0.000359
pattern2 0.003879 0.013150 0.000346
pattern3 0.003759 0.013070 0.000343
pattern4 0.002089 0.011991 0.000359
pattern5 0.001403 0.013535 0.000327
pattern6 0.001133 0.012247 0.000334
pattern7 0.001302 0.012453 0.000362
pattern8 0.000513 0.020885 0.000498
pattern9 0.000286 0.009441 0.000262
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This index provides a measure of how close each algorithm comes to providing
the lowest-power tree.

4.1 Total Power of the Broadcast Tree

Tables 1 (a) and (b) summarize performance results associated with total power
of the broadcast tree required for each algorithm in networks with 10 and 100
nodes, respectively. The Stingy and Greedy methods share the best performing
regions, that is, the Stingy method provides the best average performance in
patterns over 5 or 6, while the Greedy method provides the best performance
except in the specialized region of the Stingy method.

4.2 Calculation Time Required to Obtain the Broadcast Tree

Tables 2 (a) and (b) summarize the performance results associated with the other
performance index. For the calculation time required to obtain the broadcast
tree, the Dijkstra method provides the best average performance. The Stingy
method gave the second best performance.

5 Algorithms for Multicasting

In multicasting, we assume that we may use some non-multicast nodes (although
they are not necessary to transmit massages) as intermediate nodes to transmit a
message to multicast nodes. As was explained in [4], to obtain the multicast tree
based on the Greedy method or Dijkstra method, the broadcast tree is pruned
by eliminating all transmissions that are not needed to reach the members of
the multicast group. More specifically, nodes with no downstream destinations
will not transmit, and some nodes will be able to reduce their output [4].

[Multicast Algorithm]

S1: Let the total power E be ESD where D is the furthest multicast node from
the original source node S.
Edet = 0. R = A set of multicast nodes except S.

S2: Check whether there is at least one node in the circle with the diameter SD
or not.
If there is at least one node, then go to S3, otherwise go to S6.

S3: By using the Dijkstra algorithm, check in the circle whether there is at least
one set of multiple hopped multicast communications brought on an energy-
efficient or not, that is check whether E is greater than E′ = ES1 + E12 +
· · · + END where 12 . . . N means the path PS12...ND consisting of hopping
chain nodes to communicate from S to D.
If there is at least one energy-efficient path, then go to S4, otherwise go
to S6.

S4: In R, check whether there is at least one node which cannot communicate
from S with the energy E′ obtained now or not.
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Fig. 4.1 Step 1 Fig. 4.2 Step 2 Fig. 4.3 Step 3

Fig. 4.4 Step 4 Fig. 4.5 Step 5

Fig. 4. Algorithm for multicasting

If there is at least one multicast node, then let the furthest multicast node
from S among them be D′ and go to S5 (in order to set new E′). Otherwise
go to S6.

S5: Find the furthest node I from S on path PS12...ND located in the circle with
radius SD′.
Let the energy E′ be ESD′ + EID + Edet.
If E is greater than E′, then E ← E′, Edet ← Edet + EID, and remove all
succeeding multicast nodes to I on path PS12...ND from R.
D ← D′, and go to S2.

S6: End.

Let us see the above algorithm in an example shown in Fig.4.1 where multicast
nodes are nodes 1, 6, and 9.

S1: E = ES9.
Edet = 0.

S2: See Fig.4.2.
S3: See Fig.4.3.

E′ = ES2 + E29.
S4: See Fig.4.4.

Node 6 is a node which cannot communicate from S with E′ = ES2 + E29,
and D′ = 6.
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S5: See Fig.4.5.
Since E = ES9 is not greater than E′ = ES6 + E29, hold E.

S5: The final E is ES9.

6 Conclusion

In this paper, in a type of wireless network where all base stations are fixed and
each base station operates as an omni-directional antenna or transceiver, we have
addressed some of the issues associated with two performance indices; energy-
efficience and calculation-time-efficient broadcasting (and multicasting). We have
presented one preliminary algorithm based on the Stingy method to address this
problem, and made clear the best performance domain for the representative
and three traditional algorithms. The evaluation gave the result that the Stingy
method provides the best performance for energy efficient networking in the
domain where basic stations are distributed in the whole network, in detail,
irrespective of distribution patterns as long as basic stations are distributed in
the whole network. The Dijkstra method is superior to the others in calculation
time. The Stingy and Dijkstra methods have a trade-off relationship within our
performance induces.

For the future work on our developed Stingy-method-based algorithm, further
research is needed to develop an algorithm variable in scale that can achieve
nearly optimal performance.
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Abstract. The event-driven network simulation platforms, e.g. NS2 and
GloMoSim, adopt some general wireless channel propagation models pro-
viding the pathloss of the channel as well as the SNR of each received
packet to estimate the BER. However, these SNR-based general channel
models give more accurate results for outdoor environments than indoor.
On the other hand, the SIRCIM is a well-established channel impulse re-
sponse based indoor channel model taking different indoor situations into
consideration. This paper presents a method that integrates the SIRCIM
model into the simulation platforms using SNR-based model by convert-
ing the channel impulse response of the SIRCIM into the pathloss. This
conversion provides not only a more precise SNR-based indoor channel
model but also the inter-symbol-interference information to achieve a
more accurate BER estimation for simulating the indoor networks such
as wireless sensor networks and wireless personal area networks.

1 Introduction

Wireless Sensor Networks (WSNs) and Wireless Personal Area Networks
(WPANs), as the enabling technologies of ubiquitous computing, are booming
networking research topics attracting more and more attention. Upon develop-
ing a WSN or WPAN, network simulation is a necessary task, in which a proper
channel propagation model directly affects the simulation results. Since WSNs
and WPANs are mostly deployed in indoor environments, finding a precise in-
door channel model becomes an important simulation issue. However, the most
popular network simulation platforms, e.g. NS2 [1] and GloMoSim [2], provide
only general channel propagation models, such as free space, shadowing pathloss
models and Rice and Rayleigh fading models, which generate a total channel
power pathloss to get the signal-to-noise ratio (SNR) for each packet. Then the
bit-error-rate (BER) is estimated according to the SNR by a certain algorithm.
These general models are typically used for simulating the outdoor environments.

The indoor channel is much more difficult to model than the outdoor chan-
nel, because it is susceptible to the changes in the geometry of environment, e.g.
a door being shut and a walking person around one of the antennas. Among
many available indoor channel models, the SIRCIM (Simulation of Indoor Ra-
dio Channel IMpulse response) model is a well-established model based on the
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statistics of large amount of measurements from many different kinds of build-
ings. Therefore, it is a good choice to implement into simulation platforms using
an SNR-based channel model to perform more precise simulation.

However, there is still a big gap to be bridged. The SIRCIM generates a
channel impulse response that should be convolved with a transmitted signal to
get a received signal, while the SNR-based model needs the total power pathloss
of the signal for each packet. Therefore, how to convert the channel impulse
response into a total power pathloss becomes the key issue. This paper will give
an answer to it.

2 SIRCIM Model

2.1 General Channel Model Concepts

A multipath fading wireless channel can be modelled as a linear time-varying
filter [3] and represented by an impulse response

h(t) =
∑
K

AKejθK δ(t − TK), (1)

where AK represents the amplitude, ejθK denotes the phase shift caused by
reflection, diffraction and scattering, and TK is the time delay of the Kth path in
the channel with respect to the arrival time of the first arriving component, called
excess delay. The received signal can be calculated by applying the convolution
of the transmitted signal with this impulse response. The fluctuations of the
amplitudes, phases and multipath delays of a signal can be referred to as fading.

Indoor and outdoor channel models share some basic characteristics as de-
scribed above, but indoor channel models cannot be viewed as a scaled down
version of the outdoor channel model, because it has its own special features:
severe pathloss, non-stationary, low doppler spread and small access delay.

So far, many researches have been done on modelling indoor wireless channel
In which the SIRCIM model is a well-established model considering different
types of indoor environments.

2.2 SIRCIM Principles

There exist two types of general topographies found in the indoor environment:
line of sight (LOS) and obstructed one (OBS) [4] [5]. For each of the two we can
further classify them into three smaller groups: open plan (OPEN), hard parti-
tioned(HARD) and soft partitioned (SOFT) as indicated in [6]. OPEN buildings
are those that have large open spaces where exists only few large obstructions
or scatterers, e.g. factories. HARD buildings are typical multiple floor buildings
partitioned by concrete or drywall, e.g. offices. SOFT buildings are also multiple
floor buildings with large open spaces but partitioned into small offices using
dividers that do not extend from the floor to the ceiling.

In [3], Seidel and Rappaport present a model that determines a channel im-
pulse response for different types of environment, whether it is LOS or OBS in
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an OPEN, HARD or SOFT environment. To this end, they describe the follow-
ing: the distribution of the number of multipath components; the probability of
receiving a multipath component at a particular excess delay, the distributions
of the mean amplitude and phase of each multipath component, and the dis-
tribution of the large and small scale fading of each multipath component. The
spatial and temporal correlation among multipath components are also mod-
elled. These parameters gather the information that is necessary to statistically
describe a wireless channel.

Next, the procedure how the SIRCIM model generates a channel impulse
response will be introduced. The open plan with LOS case is used as an exam-
ple. For other cases, the steps are the same except for some differences in the
equations and parameters, see [6] for details.

1. Distribution of the Number of Multipath Components.
The number of multipath components Np is taken to be Gaussian distributed
with a mean of Np and a standard deviation σp. The mean of this distribu-
tion, Np, is also a random variable being uniformly distributed between 9 to
35. And σp is modelled by

σp = 0.492 × (Np − 4.77). (2)

2. Probability of the Arrivals of Multipath Components.
The probability that a multipath component will arrive at a receiver at a
particular excess delay is modelled by piecewise functions of the excess delay:

Pr(TK) =

⎧⎨⎩
1 − TK

367 , TK < 110ns

0.65 − (TK−110)
360 , 110ns < TK < 200ns

0.22 − (TK−200)
1360 , 200ns < TK < 500ns,

(3)

where TK is the delay and takes values that are integer multiples of 7.8 ns.
3. Distribution of the Phases of the Multipath Components.

The phases for each multipath component θK is uniformly distribution
within [0, 2π) [7].

4. Large Scale Fading of Multipath Components.
The large scale amplitude of each component K is log-normally distributed
around a mean amplitude AK with a standard deviation σlarge−scale of 4
dB. The mean amplitude AK in dB obeys the exponential law

AK(TK) = 10 × n(TK) × log
(

d

10λ

)
, (4)

where d is the distance between the two antennas, and λ denotes the wave-
length of the signal. The distribution of n is given by

n(TK) =

⎧⎨⎩ 2.5 + TK
39 , TK < 15ns

3.0 + (TK−15.6)
380 , 15ns < TK < 250ns

3.6, 250ns < TK < 500ns.

(5)
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5. Small Scale Fading of Multipath Components.
The cumulative distribution function for σsmall−scale is given by

F (σsmall−scale) = 1 − exp

(
−(σsmall−scale − a)2

2

)
, (6)

where the offset parameter a is 0.25 dB.

Thus, taking all previous results the amplitude of an individual multipath
component can be modelled by the distribution

AK(TK) = N
[
N
[
AK , σ2

large−scale

]
, σ2

small−scale

]
, (7)

where N [x, σ2
x] denotes the log-normal distribution with mean x (dB) and stan-

dard deviation σx (dB). As a result, with the equations (2) to (7) a statistical
discrete channel impulse response can be generated for a particular channel in
an open plan building with LOS.

3 Convert SIRCIM into SNR-Based Model

3.1 Traditional SNR-Based Channel Models

In the propagation models of simulation platforms, e.g. NS2 and GloMoSim, a
total propagation pathloss is calculated according to certain channel models for
each transmitted packet. The channel models used are as following.

Path Loss Model: The large scale effect is inversely proportional to the antenna
separation distance, where this distance is raised to an exponent 2, as given by
the Friis Free Space model:

Pr(d) =
PtGtGrλ

2

(4π)2d2L
, (8)

The pathloss Lp(d) in dB can thus be represented by

Lp(d) = Lp(d0) + 10 log
(

d0

d

)2

, (9)

where d0 is some reference distance and Lp(d0) is the pathloss at this distance.
To add fading effects into the free space model, a so called log normal shad-

owing model is given by

Lp(d) = Lp(d0) + 10 log
(

d0

d

)n

+ XdB , (10)

where the exponent becomes n instead of 2, XdB is a Gaussian random variable
with zero mean and standard deviation σ [dB]. This log normal shadowing model
is used in NS2 to simulate the fading effects and some values for n and σ [dB]
are listed for outdoor and indoor environments with LOS or OBS cases [1].

Fading Model: Instead of using the log normal shadowing model to simulate
fading, a pathloss taken from a random variable that is Rayleigh distributed for
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the OBS case or Rice distributed for the LOS case can be added to the pathloss
generated by the free space model to simulate the fading effect, which is adopted
by the GloMoSim. In the Rice distribution, a so-called K factor is defined, which
has a range of 6 to 12 dB for indoor environment [8].

3.2 SIRCIM Conversion

To use SIRCIM model in an SNR-based simulation platform, a total power
pathloss must be derived from the information given by the SIRCIM’s channel
impulse response. First, the total amplitude gain at the receiver can be obtained
by summing up all the multipath components generated by the SIRCIM as
phasors, which is given by

A =

∣∣∣∣∣
Np∑

K=1

AKejφK

∣∣∣∣∣ , (11)

where Np is the number of multipath component in the channel impulse response,
AK denotes the linear amplitudes of the discrete impulse response, φK represents
the phase shift. Note that φK is the sum of two phase shifts – the phase shift caused
by excess delay θ

′
K(TK), and the phase shift caused by reflection, diffraction and

scattering θK . Since Np, AK , TK and θK are known parameters generated by the
SIRCIM, the only parameter left to be determined is θ

′
K(TK), which is given by

θ
′
K(TK) =

(TK × c0) mod λ

λ
× 2π, (12)

where c0 is the velocity of light and λ is the wavelength of the carrier frequency.
Another simple but reasonable way to get φK is taking this overall phase shift
as a uniformly distributed random number within [0, 2π).

The phasorial sum can be made by breaking each amplitude AKejφK into an
in phase component AK−I and a quadrature component AK−Q given by

AK−I = AK cos φK (13)

AK−Q = AK sin φK . (14)

Then summing up all the in phase components and the quadrature compo-
nents separately produces a net in phase component AI and a net quadrature
component AQ. Hence, the resulting amplitude gain A is calculated as

A =
√

A2
I + A2

Q (15)

=

√√√√(
Np∑

K=1

AK−I

)2

+

(
Np∑

K=1

AK−Q

)2

(16)

=

√√√√(
Np∑

K=1

AK cos φK

)2

+

(
Np∑

K=1

AK sin φK

)2

. (17)

This A in dB (AdB) is the final total channel amplitude gain, thus the total
channel power pathloss needed by the SNR-based model is −2AdB , including
both the propagation and fading effects.
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3.3 Advantage of Converting SIRCIM to SNR-Based Model

Although the traditional SNR-based channel models can somehow simulate the
indoor channel by properly defining their parameters, e.g. the n and XdB in
the log normal shadowing model and the K factor in the Rice fading, they still
cannot achieve precise results because they are quite simple and cannot present
the dynamical features of the complex indoor environments.

However, the SIRCIM [3] model considers different information regarding the
type of environments, such as whether there is a LOS path or not and the type
of building: OPEN, HARD or SOFT. This statistical model is more robust and
considers different factors based on large amount of measurements. Therefore,
converting the SIRCIM model into SNR-based model generates much more re-
alistic channel pathloss supporting a more accurate simulation (see simulation
results in section 4).

Furthermore, converting SIRCIM to SNR-based Model also provides the in-
formation of the inter-symbol-interference (ISI), which is a very important chan-
nel characteristic missed in the normal SNR-based models. However, our con-
verting gives the possibility to do more accurate BER estimation based on both
the pathloss and the ISI.

4 Simulation Results

To evaluate our proposal, we program our algorithm and other channel models
using C language. Only the simulation results from the OBS case are presented
as examples because of the limited space of the paper.

SIRICM: Fig. 1 shows the pathloss probability density functions (PDFs) of the
SIRCIM model in the OBS case. In the OPEN environment, the PDFs of different
distances (10, 20, 30m) have almost the same shape with relative small deviation
except for the increasing mean due to the distance. In the HARD/SOFT case,
both the mean and the deviation rise with the increasing of the distance, showing
that the HARD/SOFT is much more dynamic than the OPEN.

Mean Comparison: In Fig. 2, the mean pathlosses of the sum of the Friis
free space pathloss and Rayleigh fading, shadowing model, and SIRCIM model
are shown. The mean pathlosses of the SIRCIM model increase faster than the
others, which just indicates that the indoor channel suffers a severe pathloss
when the distance increases.

PDF Comparison: Next, the PDFs of different models will be compared.
Fig. 3 shows the OBS case with a distance of 10m. Rayleigh fading provides a
reasonable curve, but it cannot distinguish the OPEN, HARD and SOFT cases.
In the shadowing model, n = 5 is for OBS and σ = 6.8, 7.0, 9.6 are for the OPEN,
HARD and SOFT respectively [1]. Because of the same exponent n, shadowing
model has the same mean for the OPEN, HARD and SOFT, which is unrealistic.
The other problem of the shadowing model is that, although the deviations of
the HARD and SOFT are larger than that of the OPEN, an unrealistic very
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small pathloss could be generated with the same probability as a very big one,
which is also not true for an indoor channel. However, the SIRCIM model gives a
much more reasonable distribution that the OPEN has relative small mean and
deviation than the HARD and SOFT. Furthermore, the probability of generating
an unrealistic small pathloss is also much smaller than in the shadowing model.

Fig. 4 shows the same comparison with a distance of 20m, from which we
can see that the very big deviations of the HARD and SOFT from the SIRCIM
model indicate the dynamic characteristics of the indoor channel when the
distance is large.

5 Conclusion

This paper addresses the indoor wireless channel propagation model for network
simulation purpose. Because the general SNR-based channel models in the most
widely used simulation platforms so far are not adequate for accurate indoor
channel simulation, we propose to convert the well-established indoor channel
model, SIRCIM, into an SNR-based model by deriving the total power pathloss
from the channel impulse response generated by the SIRCIM. Simulation results
show that our proposal generates more realistic results for simulating the total
indoor channel power pathloss. Besides, our approach also provide inter-symbol-
interference information for possibly more accurate bit error rate estimation,
which was not available before. The drawback of our proposal is a longer simu-
lation time because of the increased complexity of the model.
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Abstract. Most existing wireless IDSs do not provide timely active responses 
to wireless intrusions as the execution of the responses is done manually by the 
administrator. Some wireless IDSs address this issue by providing automated 
responses. On one hand, they reduce the chances of successful wireless attacks 
by responding immediately to intrusions. On the other hand, they execute re-
sponses without considering environmental factors and hence, results in execu-
tion of unsuitable responses causing negative effects to legitimate systems. This 
paper addresses this issue by proposing a wireless IDS with adaptive automated 
response mechanism named Context Aware Wireless Analyser (CAWAna-
lyser). CAWAnalyser selects an appropriate response based on a number of 
contextual factors, and invokes the selected response if the total impact of such 
response is lower than the total impact of the corresponding attack. 

1   Introduction 

In recent years, increasing numbers of organisations have deployed wireless networks 
based on the IEEE 802.11 standard. Although the standard provides a number of in-
trusion prevention measures, it overlooks certain security flaws and fails to provide 
adequate protection to wireless networks. In particular, the infamous weakness in the 
Wired Equivalent Privacy (WEP) encryption algorithm [1, 2] for example, has proved 
to be a failure in protecting cipher frames from unauthorised decryption. This has in-
spired the use of wireless intrusion detection systems (IDSs) as a second line of de-
fence. While techniques for detecting wireless attacks have been an active area of re-
search, little effort has been put into the study of wireless intrusion response and 
therefore further research is required in its own right. 

Most existing wireless IDSs [3, 4] operate as notification systems or manual re-
sponse systems. The former passively react to intrusions (e.g. email alert) while the 
latter requires the administrator intervention to counter intrusions. These systems have 
a delay between detecting and responding to an intrusion, allowing a time window of 
opportunity for intruders to succeed its attacks [5]. There are some wireless IDSs pro-
vide automated responses to intrusions. They respond immediately to attacks without 
human intervention and thus reducing the chances of successful attacks. However, 
most of these systems execute active responses without considering environmental 
factors and hence, results in invocation of unsuitable responses causing negative im-
pact to legitimate systems. 
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To address this issue, we propose a wireless IDS with adaptive automated re-
sponse mechanism named Context Aware Wireless Analyser (CAWAnalyser). The 
purpose of CAWAnalyser is to reduce the possibility of negative effects caused by 
automated active responses. It achieves this by first selecting an appropriate response 
based on a number of contextual factors, for example, victim sensitivity and IDS con-
fidence, and then invoking the selected response if the total impact of such response is 
lower than the total impact of the corresponding attack. 

This paper is organised as follows. In Section 2, we discuss related work. Section 
3 discusses contextual factors that are used in CAWAnalyser. Section 4 presents the 
conceptual architecture of CAWAnalyser. In Section 5, we describe the process of re-
sponse adaptation. The prototype console application of CAWAnalyser is described in 
Section 6. Section 7 concludes the paper. 

2 Related Work 

Within the past five years, there have been some research activities in the develop-
ment of adaptive automated response systems. Carver, Hill and Pooch [6] have pro-
posed a response framework named Adaptive, Agent-Based Intrusion Response Sys-
tem (AAIRS). AAIRS focuses on response decision mechanism in which multiple 
agents collaborate between each other to provide adaptive automated responses. In 
AAIRS, the Analysis Agent is responsible for making response decisions. It selects a 
suitable response based on the following contextual factors [7]: timing of an attack, 
attack type, attacker type (e.g. novice attacker / military rganization), suspicion 
strength, attack implications, environment constraints and success of previous re-
sponses. The AAIRS proposal provides a good framework to the development of an 
automated response system. It identifies several required components for automated 
responses, and a number of factors that are needed for making response decisions. 

Another adaptive automated response framework is the Intrusion Monitoring Sys-
tem (IMS) [8]. In IMS, the Responder collaborates with the Detection Engine, the 
Collector, the Profiles and the Intrusion Specifications to provide adaptive responses. 
The selection of appropriate response is based on two categories of contextual factors 
[9]: incident related factors and IDS related factors. Incident related factors include at-
tacked target, user account privilege, incident severity, incident threat, perceived per-
petrator and time available to respond while IDS related factors include IDS confi-
dence, alert status, response efficiency, information source, response impact and 
success of previous responses. In comparison to AAIRS, the IMS proposal provides a 
more comprehensive focus in the field of response decision making, identifying a 
wider range of contextual factors that need to be considered when making response 
decisions. However, some of the contextual factors are too generic and are less appli-
cable to the development of adaptive automated wireless intrusion response systems. 

3   Contextual Factors for Wireless Intrusion Response 

There are numerous response methods that could be launched to counter wireless in-
trusions. Since each of them has different effects on attackers and legitimate users, 
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some decision making ability is required in order to select a response method that has 
the highest possibility of stopping an attack, while causing the least negative effects 
on legitimate users. Section 2 has provided a number of research studies in this direc-
tion, and has identified a number of contextual factors that influence the response de-
cision. We include some of those factors in CAWAnalyser’s adaptive automated re-
sponse mechanism. In addition, we introduce several new contextual factors. The 
following outlines the contextual factors used in CAWAnalyser for making response 
decisions. They are divided into two categories, namely factors that influence the im-
pact of an attack and factors that influence the impact of a response: 

Factors that influence the impact of an attack 
• Default attack impact: The default severity of a particular type of wireless attack 

without considering damages caused by attack related factors. 
• Victim sensitivity: How sensitive is the attacked system? Is it a critical business 

system, or a public wireless kiosk? In CAWAnalyser, the victim sensitivity is cate-
gorised into high, medium or low sensitivity. 

• Location sensitivity: How sensitive is the wireless cell location in which the attack 
has occurred? Is the cell a public access cell, or a management cell? This is be-
cause a wireless specific Denial of Service (DoS) attack launched in a management 
cell may cause a more severe damage compare to the same attack launched in a 
public access cell. In CAWAnalyser, the location sensitivity is categorised into 
high, medium or low sensitivity. 

• Attacking state: What is the current state of the attack? Is it in the attempted state 
or in the successful state? For example, an unauthorised connection attack is in the 
attempted state if a rogue wireless station is detected as sending association request 
frames, while it is in the successful state if the rogue station is detected as receiving 
a successful association response frame from legitimate access points. In 
CAWAnalyser, the attacking state is categorised into attempted or successful state. 

Factors that influence the impact of a response 
• Default response impact: The default negative impact of a particular response 

method without considering undesirable effects caused by response related factors. 
• Response efficiency: How efficient was the response method in stopping previous 

attacks that are similar to this attack? 
• Attacker identity: Is the attacker an outsider, or an insider? If the attacker is an in-

sider, to what degree would the response disrupt the insider if the suspicious attack 
was, in fact a false alarm? In CAWAnalyser, the attacker identity is categorised 
into insider or outsider. 

• IDS confidence: Can the alarm be trusted? How many false positives did the IDS 
generate in the past? In CAWAnalyser, the IDS confidence is categorised into 
high, medium or low confidence. 

• Administrator location: Where is the administrator during the intrusion? Is the 
administrator inside or outside the premises? Although this contextual factor does 
not provide much influence to the impact of a response, it provides valuable infor-
mation in switching between automated and manual execution of selected active 
responses. For example, a detected intrusion may warrant an immediate automated 
active response if the administrator is detected as outside the premises. 
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4   CAWAnalyser Architecture 

The conceptual architecture of CAWAnalyser is shown in Fig. 1. It consists of a wire-
less IDS manager and several wireless IDS sensors distributed throughout a wireless 
network. The manager’s responsibility is to centrally manage all the IDS sensors, de-
tect wireless intrusions and make response decisions. The sensors are responsible for 
capturing wireless traffic and responding to intrusions as instructed by the manager. 

In CAWAnalyser, a number of components collaborate between each other to de-
tect and respond to wireless intrusions. The Decoder first decodes raw wireless frames 
into IEEE 802.11 frames and forwards them to the Context Detector. Upon receiving 
the decoded frames, the Context Detector inspects them to detect intrusions. When an 
intrusion is detected, the Context Detector reports the intrusion to the Context Re-
sponder. The Context Responder analyses the intrusion using various context infor-
mation provided by the Context Handlers. At this stage, the Context Handlers interact 
with the Context Database, the Context Sensors and the Attack-Response Database to 
acquire information about those contextual factors described in section 3 and provide 
it to the Context Responder. After analysing the intrusion, the Context Responder 
makes appropriate response decisions based on the Context Policy. The Context Re-
sponder then responds passively or actively to the intrusion. If the intrusion requires 
active responses, the Context Responder instructs the Responder Agent to launch se-
lected countermeasures. The following sections further elaborate on each of the com-
ponents that are involved in CAWAnalyser intrusion response process. 

 

Fig. 1. CAWAnalyser Architecture 

4.1   Context Detector, Context Database and Attack-Response Database 

The Context Detector uses implicit information of wireless devices and users, along 
with known wireless intrusion patterns to perform misuse and anomaly detections 
[11]. When it detects an intrusion, it sends the intrusion details along with its confi-
dence about the genuineness of the intrusion to the Context Responder. In addition, it 
informs the Context Responder about the state (attempted state or successful state) of 
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the intrusion. For the Context Database, it stores static contextual records of author-
ised wireless devices, authorised users and cells. It is responsible for providing infor-
mation about several contextual factors, namely location sensitivity, victim sensitivity 
and attacker identity. The Attack-Response Database contains mappings of known 
wireless attacks and the corresponding active response methods. Each of these map-
pings is associated with values of the following contextual factors, namely default at-
tack impact, response efficiency and default response impact. 

4.2   Context Sensors, Context Handlers and Context Policy 

The Context Sensors is a collection of devices capable of providing up-to-date context 
information about a wireless device or a wireless user. It includes several location 
tracking systems such as Active Badge System [10]. These systems are responsible 
for providing information about the administrator location. For the Context Handlers, 
they are a collection of software components that are responsible for interacting with 
the Context Database, the Attack-Response Database and the Context Sensors. They 
acquire information about various contextual factors from these components and pro-
vide it to the Context Responder. The Context Policy contains numeric values of 
categories of the following contextual factors: victim sensitivity, location sensitivity, 
attacking state, attacker identity and IDS confidence. These values are assigned by the 
administrator and are used by the Context Responder to make response decisions. Fig. 
2 (left) shows the console interface that is used to configure the Context Policy. 

4.3   Context Responder and Responder Agent 

The Context Responder is responsible for performing adaptive automated wireless in-
trusion responses. It contains a decision mechanism that selects appropriate responses 
based on a number of contextual factors (see Section 5 for more details). It also in-
cludes several passive response methods, including console display, file logging and 
email alert. In cases where active responses are required for an intrusion, it instructs 
the Responder Agent to respond actively to the intruder. Active response methods 
may include denial of service (DoS) response to rogue wireless station and DoS re-
sponse to rogue access point. 

5   Adaptive Intrusion Response 

To provide automated wireless intrusion responses with minimum negative impact, 
the Context Responder makes adaptive response decisions based on a number of con-
textual factors. Its decision process consists of the following sequences: 

1. Decide the mode of execution 
2. Select an appropriate response 
3. Determine the total impact of the selected response 
4. Determine the total impact of the attack 
5. Decide the execution of the selected response 
6. Access the results of the executed response 
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1. Decide the mode of execution. In this sequence, the Context Responder obtains 
information about the location of the administrator from the Context Sensors, and 
determined whether or not to perform automated active responses. If the adminis-
trator is detected as inside the premises, it notifies and leaves the execution of ac-
tive responses to the administrator, and will not go through the rest of the decision 
sequences. On the other hand, if the administrator is detected as outside the prem-
ises, it will perform automated active responses. 

2. Select an appropriate response. In this sequence, the Context Responder first 
queries the Attack-Response Database (via the Context Handlers) to obtain avail-
able methods that could be used to counter the reported intrusion. After the search, 
it selects the response method that has the lowest default response impact value. If 
there are two available response methods having the same default response impact 
value, it selects the response method that has the highest response efficiency value. 

3. Determine the total impact of the selected response. In this sequence, the Con-
text Responder determines the total impact of the selected response with the con-
siderations of response related factors. It first acquires information about the at-
tacker identity and the IDS confidence from the Context Database and Context 
Detector. It then obtains numeric values from the Context Policy according to the 
categories of the acquired context information. Finally, it calculates the total im-
pact of the selected response by summing up the selected response’s default re-
sponse impact value, the attack identity value and the IDS confidence value. 

4. Determine the total impact of the attack. In this sequence, the Context Re-
sponder determines the total impact of the reported intrusion with the considera-
tions of attack related factors. It first acquires information about the victim sensi-
tivity, location sensitivity and attacking state from the Context Database and 
Context Detector. It then obtains numeric values from the Context Policy accord-
ing to the categories of the acquired context information. Finally, it calculates the 
total impact of the reported intrusion by summing up the reported intrusion’s de-
fault attack impact value (obtained from the Attack-Response Database), the victim 
sensitivity value, the location sensitivity value and the attacking state value. 

5. Decide the execution of the selected response. In this sequence, the Context Re-
sponder decides whether or not to execute the selected response by comparing the 
total impact of the selected response with the total impact of the reported intrusion. 
If the value of the former is lower than the value of the latter, it executes the se-
lected response. 

6. Assess the result of the executed response. After invoking the selected response, 
the Context Responder checks whether or not the invoked response has success-
fully stopped the reported intrusion. This is done by checking whether there is any 
recurrence of the reported intrusion for a period of time. If it is still receiving alerts 
of the intrusion from the Context Detector, it decreases the response efficiency 
value of the invoked response, and repeats its decision sequences (from sequence 2 
to 6) to select the next appropriate response. 
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6   Prototype Console Application 

To demonstrate the adaptive automated response feature of CAWAnalyser, a proto-
type console application named Response Manager has been developed. As shown in 
Fig. 2, the Response Manager contains two elements: the Policy Editor and the Re-
sponse Simulator. The Policy Editor is a console interface that allows the administra-
tor to configure CAWAnalyser adaptive automated response mechanism. Using the 
interface, the administrator can modify numeric values of categories of contextual 
factors mentioned in Section 3 (e.g. IDS confidence, victim sensitivity). 

The Response Simulator is a console interface that allows the administrator to 
simulate adaptive responses. Using the Response Simulator, the administrator can 
check whether or not an active response method for an attack type will be automati-
cally executed under a certain condition. This is done by first selecting an attack type 
and the corresponding response method, changing the status of various contextual fac-
tors (e.g. changing victim sensitivity to high, changing attacker identity to insider, 
etc), and then clicking the simulate result button. 

 

Fig. 2. Response Manager: Policy Editor (left) and Response Simulator (right) 

7   Conclusion 

We have presented CAWAnalyser, a wireless IDS with adaptive automated response 
mechanism. We have described several contextual factors that influence response de-
cision making and have proposed an architecture that utilises such factors. We will 
focus on assignment of weightings to such factors in our future work. With the use of 
CAWAnalyser in wireless networks, response adaptation could be performed and thus 
reducing the chances of negative effects caused by automated active responses. 
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Abstract. Residual bit-errors in wireless environments are well known to cause
difficulties for congestion controlled protocols like TCP. In this study we focus on a
receiver-based loss differentiation approach to mitigating the problems, and more
specifically on two different loss notification schemes. The fully receiver-based
3-dupack scheme uses additional dupacks to implicitly influence the retransmis-
sion behavior of the sender. The second TCP option scheme uses a TCP option to
explicitly convey a corruption notification.Although these schemes look relatively
simple at first glance, when examining the details several issues exist which are
highlighted and discussed. A performance evaluation based on a FreeBSD kernel
implementation show that the TCP option scheme works well in all tested cases and
provides a considerable throughput improvement. The 3-dupack scheme also pro-
vide performance gains in most cases, but the improvements varies more between
different test cases, with some cases showing no improvement over regular TCP.

1 Introduction

The increased use of wireless links to transport TCP/IP traffic, not only for access links
but also in ad-hoc and sensor networks, introduces additional difficulties for transport
protocol design. The physical characteristics of a radio channel, such as interference
and fading, lead to far more bit-errors being generated compared to a wired connection.
Often physical and link-layer solutions such as forward error correction (FEC) and link
level retransmissions are used to handle the high bit error rates generated by the radio
channel. However, there are scenarios where it is not practical or possible for the lower
layers to eliminate all bit-errors, typically due to power, complexity or delay constraints.
Consequently, transport layer behaviors that consider bit-errors at the transport layer
have started to appear. One example is UDP-Lite [1] that uses partial checksums and
allows the delivery of data with bit-errors to the application. Another example is the
new Datagram Congestion Control Protocol (DCCP) [2] that can use a partial check-
sum option to also differentiate between congestion and corruption losses. In the case
of TCP, the existence of residual bit-errors has been shown to severely decrease the
performance [3]. Many TCP-specific enhancements have been proposed to improve the
performance over wireless links that corrupt packets by introducing bit-errors. Examples
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include using split connections [4], TCP-aware local retransmissions (snoop) [5] or loss
differentiation at the transport layer [6]. A number of TCP variants that consider the
problem of wireless over TCP exists, including TCP Westwood [7] and TCP Real [8].
For many wireless environments the problems surrounding mobility induced losses and
intermittent disconnections are also relevant and challenging, but these are outside the
scope of this paper.

In this paper we focus on the loss differentiation approach to handle corruption er-
rors on a wireless link, and more specifically on the performance of two loss notification
schemes that are used together with receiver-based loss differentiation. In Sect. 2 we
provide a background on loss differentiation as related to the loss notification work
in this paper. Section 3 provides a description of design and protocol issues for the
two examined loss notification mechanisms, 3-dupack and TCP option. The 3-dupack
mechanism requires changes only to the receiver side, and when used together with
checksum-based loss differentiation it provides a solution for environments where only
the receiver side can be modified. If modifications can be done also at the sender side the
more effective TCP option notification mechanism can be used. In Sect. 4 we present
experimental results on the performance of the two mechanisms. The results show con-
siderable improvements in most cases, but also that there are cases where the 3-dupack
notification provides no benefit. The paper ends with conclusions and future work in
Sect. 5.

2 Loss Differentiation

We use the term loss differentiation to mean the process of deciding the cause of a lost
packet. Many diverse loss differentiation schemes exist but a high-level classification can
be made into schemes that require support from the infrastructure such as base stations,
and those that only need end-host changes. End-host based loss differentiation can be
performed either at the sender or at the receiver.A requirement for loss notification arises
if the loss differentiation is not performed where the congestion control is performed
(i.e. at the sender). Loss notification is the process of communicating the results of
loss differentiation to a sender. Loss notification is thus mainly interesting for receiver
based loss differentiation schemes, although it could also be used in conjunction with
schemes that require infrastructural changes such as [9, 10]. Although sender based
loss differentiation schemes [11, 12, 13] do not need loss notification, their precision in
correctly classifying losses is lower than for receiver based schemes.

Considering receiver based loss differentiation schemes, several proposals exist. Biaz
et al [14] propose a scheme which examines the inter-arrival times and is based on
an assumption that the wireless hop is the constraining link. Biaz’ scheme was later
improved by Cen et al [15] who evaluated an improved version along with two other
schemes, Spike and ZigZag as well as hybrid schemes that use heuristics to select the
most appropriate base scheme for the current environment. Zhang [16] also use inter-
arrival times to infer loss causes, but uses wave patterns to improve the differentiation
mechanism.
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Checksum-based schemes are based on the observation that wireless losses often do
not actually lose the whole packet on the link, but rather corrupt a number of bits in it.
This corruption will then lead to checksum failure. When a checksum control function
detects an erroneous checksum the packet is discarded. The fact that data was discarded
due to a checksum error is, however, not known outside the checksum control function.
By informing the transport layer that a checksum error has occurred, a lost packet can be
classified as a wireless loss and not a congestion loss. In [3], Balakrishnan et al examine
several mechanisms to improve TCP performance. With regards to loss differentiation,
the possibility of using checksums to differentiate between losses is discussed, and a
simplified implementation is evaluated. Balan et al [17] describe TCP HACK, a similar
scheme except that it uses a TCP option containing a checksum for the TCP header.
When a corrupted packet arrives, a correct header checksum guarantees the integrity
of the header information. For the experiments in this paper we use a checksum based
loss differentiation mechanism that uses only the checksums already present. For further
details and a discussion on the advantages and limitations of this specific checksum-based
loss differentiation, see [6].

3 Loss Notification Mechanisms

Since it is the sender that performs the congestion control, the outcome of receiver-
based loss differentiation must in some way be communicated to the sender. In this
section we propose two loss notification mechanisms that differ in how they convey the
differentiation information and how they ultimately influence the sender’s congestion
control. The design of a loss notification mechanism is to a great extent decoupled from
the loss differentiation method used. Although the actual implementation presented in
this paper is done together with checksum based loss differentiation, the loss notification
mechanisms described in this section can also be used with other receiver based loss
differentiation mechanisms.

3.1 3-Dupack Notification

The 3-dupack loss notification mechanism requires changes only to the receiver side.
When used in conjunction with a receiver based loss differentiation scheme, such as
the checksum based one used for the experiments, it is possible to get a solution that
is purely receiver-based and does not require any changes at the sender side. This is a
clear deployment advantage. The working principle of the 3-dupacks mechanism is to
immediately generate three dupacks when a corruption loss is detected, not waiting for
the reception of additional packets in order to send out the dupacks as regular TCP would.
While the basic idea is simple, several issues emerge when looking into the details as
discussed in the rest of this subsection.

The detection of a corruption loss helps to resolve the ambiguous cause for a hole in
the sequence numbers of received packets.A hole can be caused either by a packet loss or
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by packet reordering in the network. Since a loss in fact has been detected, and attributed
to corruption, a hole must be present in the sequence number stream, thus disambiguating
the cause for the hole. Consequently, there is no need to wait for additional packets before
the receiver can be sure that the cause indeed is packet loss. The 3-dupack mechanism
thus immediately generates three dupacks in order to implicitly inform the sender that
there has been a loss. Since this scheme is receiver based, no modifications are done
at the sender to adapt the congestion behavior to different loss causes. The sender will
do a regular retransmission with congestion window halving when it receives the three
dupacks. However, since the three dupacks are generated instantaneously and not when
packets in flight are received, the time until retransmission will be lower when using
the 3-dupack scheme. Additionally, the extra dupacks will add to the window inflation
done during recovery, allowing earlier data flow. The usefulness of 3-dupacks is further
amplified for short connections. Shorter connections spend a relatively larger amount
of the connection lifetime in fast-retransmit inhibition. When the sender cannot send
enough packets to generate the necessary dupacks, it is in fast-retransmit inhibition. The
first inhibition occurs during the start of the connection, when the sender’s congestion
window may not be large enough to allow for four outstanding packets which makes
regular fast retransmit based on three dupacks impossible. The second inhibition occurs
at the end of the connection, when there are less than three packets left to send after a loss.
Regular TCP must handle this with a time-consuming timeout. The 3-dupack scheme
does not have these inhibitions for losses that are caused by corruption. For congestion
losses these inhibitions exist both for regular TCP and the 3-dupack scheme, although
we note that limited transmit [18] is a solution for the first inhibition for congestion and
corruption losses alike.

One weakness of the 3-dupack scheme is that there exists a case where false re-
transmissions can cause a small amount of unnecessary network load. These reordering-
induced false retransmissions can only occur in networks which have network reordering
together with link corruption. Assume that there has been a reordering in the network
so that packets are received at the last link in the order P1 P2 P4 P3 P5 P6 P7, and
that packet P4 is corrupted when traversing the last link.1 Generating 3-dupacks based
only on the state of the TCP connection would in this case cause the dupacks to be for
packet P3 instead of packet P4. This would in turn cause an unnecessary retransmission
of P3 that consumes network resources in vain. The retransmission of P4 would occur
after receiving the P5-generated dupack, assuming that the sender uses the NewReno
behavior for multiple losses in one window. For loss differentiation mechanisms that
provide the sequence number of the corrupted packet there is a possibility to address the
reordering-induced false retransmissions. By checking for a mismatch between the se-
quence number of the corrupted packet and the next expected sequence number, sending
of 3-dupacks for a reordered packet can be avoided. The behavior would then become
the same as for regular TCP.

1 Note that in this example the sequence number is per packet, whereas in actual TCP it is
expressed in bytes.
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The 3-dupack modification provides improved performance, but the discussion above
also indicates that there is a weakness and that the exact effect of using the 3-dupack
scheme to some extent is dependent of the specific TCP implementation used at the
sender.

3.2 TCP Option Notification

The TCP option loss notification scheme uses a new TCP option to explicitly inform the
sender that a packet has been lost due to corruption. This scheme requires modifications
to both the sender and the receiver side in order to be able to negotiate and use the
option. Additionally, modifications are made to the sender so that it only retransmits the
packet reported as corrupt, without performing window halving congestion avoidance.
This is an advantage over the 3-dupack scheme where all losses cause the same sender
congestion avoidance behavior.

The format of the option is shown in Fig. 1. A loss diff counter is used to identify
loss differentiation events. The loss diff sequence number, i.e the sequence number of
the corrupted packet is also included in the option.

The use of this new option is negoti-
32 bits

Loss diff
counterlength

Option
id

Option

Sequence number

Fig. 1. TCP loss notification option

ated between the communicating parties
at connection setup. After a successful
negotiation, the option is included only
in duplicate acks, minimizing the extra
header overhead. When a corruption loss
is detected by the client a dupack is im-
mediately sent, with the option included.
In addition the option will be present in
the later dupacks triggered by the receipt
of out-of-order packets. Upon receipt of the option, the server side retransmits data with
the sequence number of the option, without performing any window halving. The server
will perform this the first time it sees an option with a new loss diff counter value. This
ensures correct behavior even if the immediately generated dupack is lost.

However, when considering the details, this mode of operations leads to a retransmis-
sion ambiguity problem; that is when the 3rd dupack is received, retransmission should
not occur for a packet that has been previously retransmitted due to the reception of a

Legend: Px=Packet with seq nr x, LL=link error packet, Ax=Ack with next expected packet x,
DxLy=Duplicate ack for packet x including loss notification option for packet y

Fig. 2. Retransmission ambiguity problem

| P1 | LL | LL | P4 | P5 | P6 | P7 | :Rcvd by receiver
| A2 | D2L2 | D2L3 | D2L3 | D2L3 | D2L3 | D2L3 | :Sent by receiver
| P2 | P2 | P3 | ???? | | | | :Sent by sender
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TCP option. A simple check against the loss diff sequence number is not sufficient as
shown in Fig. 2.

If there is no state information at the sender indicating that it has already retransmitted
P2, then the three dupacks received should cause it to do a regular fast retransmit of P2
at the ???? mark, which would include an inappropriate window halving. To solve the
retransmission ambiguity problem an additional data-structure that holds information on
unacked packets that have been previously retransmitted due to a TCP loss diff option
is necessary. When the 3rd dupack is received the loss diff data-structure is checked to
see if the dup-acked value is present, and if so nothing is done. If the dup-acked value is
not present, a regular fast retransmit with window halving is performed.

Another potential issue, congestion loss masking, may arise if packets smaller then the
maximum segment size (MSS) are used and Nagle’s algorithm is disabled. If less-than-
MSS sized segments are sent, there is a risk that a congestion loss will stay undetected
when a corruption loss of a segment of size x|x < MSS is directly followed by a
congestion loss of a segment of size y|x + y ≤ MSS. The receiver is aware of the
corruption loss because it is reported by the loss differentiation mechanism, and a dupack
with an option for the corrupted packet is immediately sent by the receiver side. When
the sender side receives this dupack it immediately performs a retransmission. If this
retransmission has a size of at least x+y, the congestion loss becomes “masked” by the
retransmission caused by the preceding corruption loss, and no congestion avoidance
behavior is applied for the congestion loss. For TCP applications this normally does not
happen since the segmentation function in the sender always fills up the segments to the
MSS if there is data in the send queue. For applications like Telnet, where the application
does not generate enough data to fill a MSS, congestion loss masking is not a problem
anyway since the sending rate will be limited not by the congestion window but by the
availability of data to send from the application. The masking issue can also be solved
by retaining the IP-layer packet size information for corrupted packets.

For loss differentiation mechanisms that cannot guarantee the integrity of the se-
quence number of the corrupted packet, sequence number validation at the sender
side can be useful. The validation ensures that the loss diff sequence number re-
ported in the option is between the highest unacked byte (snd_una) and the highest
sent byte (snd_max). Some TCP implementations already keep the sequence numbers
of the outstanding packets in a circular buffer. This data-structure can be reused to
check that the sequence number received in the option matches to a sequence num-
ber corresponding to the start of a packet. If sender side validation is not used, bit-
errors in the sequence number can potentially cause retransmission of data that are not
needed. All in all the TCP option scheme provides better and more consistent perfor-
mance than the 3-dupack scheme, but requires modifications at both the receiver and
sender sides.

3.3 Behavior Example

The effect of the two presented loss notification schemes are illustrated in Figs. 3 to 5.
The figures show the situation at the server side with the x-axis being wall time
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and the y-axis sequence numbers. The thin continuous lower line shows the latest
acknowledged sequence number.A step in this line signifies the receipt of an acknowledg-
ment packet, raising the acknowledged sequence number and allowing packets to be sent.
Additionally, dupacks are shown as

Fig. 3. Regular FreeBSD 4.5 TCP behavior

ticks in the continuous line. Outgo-
ing packets are shown as vertical bars
between arrows. When a loss has oc-
curred, the thin lower line will be
horizontal until the missing packet
has been retransmitted and the ack of
the retransmission is received. This
ack creates a large step since it ac-
knowledges not only the retransmit-
ted packet, but also data sent after
the initial missing packet. As can be
seen from the figures, the 3-dupack
scheme allows the retransmission to
take place earlier, and allows more
packets to be sent during the retransmission ack wait. The TCP-option scheme keeps
data flowing nicely all the time while waiting for the retransmission ack, this is a con-
sequence of the absence of congestion avoidance behavior for corruption losses.

Fig. 4. With 3-dupacks loss notification Fig. 5. With TCP-option loss notification

4 Experimental Evaluation

In order to get an understanding of the performance of the two loss notification schemes,
we implemented both checksum based loss differentiation and the two notification
schemes in the FreeBSD 4.5 kernel. Experiments were performed with a client and a
server connected via a router/emulator. The router/emulator used Dummynet [19] to
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generate bit-errors and apply bandwidth restrictions and delay as appropriate for the
test case. Three different bandwidths, two different delays and uniformly distributed bit
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errors with seven bit error rates (BER) varying between 0 and 1.9 ∗ 10−5 were used.
The BER values were chosen so that they correspond to packet loss ratios (PLR) of
approximately 1, 2, 5, 7.5, 10 and 15 percent for the packet size used (1500 bytes). To
be noted is that we used a modified version of the Dummynet FreeBSD kernel code
that enabled us to generate bit errors using bit error pattern files. The same pattern
file was reused when testing different schemes, thus comparing them for exactly the
same channel conditions. The time to transfer 250 kbyte was measured, and to avoid
the risk of a specific bit error pattern skewing the results, 30 different randomly gen-
erated bit error pattern files were used for each parameter combination. The receiver
window was set to its default value of 64 kbyte and the buffering before the constrained
link was set to be large enough not to overflow. Since the focus of the experiment was
on the behavior over a link with bit-errors rather than congestion losses, no compet-
ing traffic was generated thus leaving wireless link errors as the only cause for lost
packets.

The results are shown in Figs 6-11. The figures show the throughput of the flow
relative to the throughput of the flow when no bit errors occur. The point estimates show
the mean over the 30 different bit error patterns and the 95% confidence intervals. From
the figures it can be seen that loss differentiation/notification is beneficiary, and that the
relative benefit increases as the loss rate increases. The general trend is that regular TCP
becomes more sensitive to losses at high bandwidths (BW) and, to a lesser extent, high
link delays (D). Both increased bandwidth and increased delay lead to an increase in the
bandwidth-delay product (BW*D). A larger BW*D requires a larger average congestion
window size to keep the pipe filled. A larger average window can only be obtained if
the distances between losses are large enough, i.e. the sensitivity to losses increases.
The minimum retransmission timeout (RTO) is also a factor that influences the results,
and it has the greatest impact on the high bandwidth case. When a retransmission of a
previously lost packet is itself lost, this loss can only be detected by a timeout. There
is a fixed minimum time for the RTO. Since the same amount of data was transferred
for all the bandwidths, the minimum RTO value was proportionally larger for the high
bandwidth configurations than for the low.

When comparing the 3-dupack and the TCP option schemes it is clear that the 3-
dupack scheme performance is lower and varies much more than for the TCP-option.
The benefit of the 3-dupack scheme seems to be the largest for the 1Mbps and 160
kbps cases. Even though the 3-dupack scheme can improve the TCP throughput by well
over 100% in many instances for the 1Mbps cases, the 3-dupack scheme only utilizes
a smaller fraction of the available bandwidth. For the low bandwidth 40kbps cases, the
3-dupack scheme utilizes a larger fraction of the bandwidth but so does TCP, and thus
3-dupack provides no performance gain in these cases.

5 Conclusions

We have described two approaches to loss notification, the implicit 3-dupacks scheme
and the more explicit TCP-option approach. The 3-dupack scheme has the advantage
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that it is simple and requires no modifications to the sender side. Its weaknesses include
worse performance than the TCP option and that the results to some extent are dependent
on the specific sender TCP implementation. The TCP-option scheme, on the other hand,
provides very good performance but requires sender side modifications. Several issues
were identified and discussed such as the retransmission ambiguity and the less-than-
MSS problem. Experiments using FreeBSD kernel implementations were performed to
obtain performance results. The results show a considerable performance increase in
most cases. However, for low bandwidth and low delay links, which are not uncommon
in ad-hoc and sensor networks, the performance gain from using loss differentiation was
not as large as in the high bandwidth cases. The 3-dupack scheme even showed no per-
formance increase for the low bandwidth cases. Future work include further evaluation
using more complex topologies and with competing traffic.
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Abstract. To evaluate the application-level performance in wireless net-
works, we build a wireless performance simulator which include a applica-
tion traffic characteristic, network architecture, network element details
and protocol features. We also develop the simulation modelling method-
ology using Lindley’s recursion method to reduce the number of simula-
tion events. Using the simulator, we assess the user-perceived application-
level performance of the voice and web browsing service in the cdma2000
network for the wireless technology migration from 2.5G to 3G+. The
main conclusion of this paper is that end-to-end application-level perfor-
mance is affected by various elements and layers of the network. Thus,
it must be considered in all phases of the development process.

1 Introduction

cdma2000 3G-1X RTT (Radio Transmission Technology) was on the market
from 2001. Many wireless service providers have been considering to migrate
from the circuit to the packet switched service in the 3G wireless technology.
Therefore, user performance studies for cdma2000 were published in many papers
[1, 2, 3, 4, 5].

In [1], the data service performance was evaluated for 3G-1X RTT system but
an alternative architecture or voice service was not addressed. In [2], the TCP
performance was presented in a wireless interface but an end-to-end performance
was not included. Most of the papers addressed the wireless channel throughput
or sector throughput and some of the papers studied QoS strategies in cdma2000
[3, 4]. However, a very few studies considered the whole network architecture. The
user-perceived application-level performance should be considered in an end-
to-end reference architecture, which includes a Radio Access Network (RAN),
a Core Network (CN) and a data center. Otherwise we can get only partial
information on the application-level performance. To assess the characteristics of
the user-perceived application-level performance of different QoS service classes
for alterative transport technologies and wireless technology evolution scenarios,
we propose an end-to-end performance simulator for 2.5G or 3G+ networks.
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In this paper, we describe the end-to-end performance simulation model and
methodology that we used to build the cdma2000 network. We model all the
protocol layers from the physical through the application layer. We also model
details of the packet handling characteristics of each network element along
the path. Foreground and background traffic loads are generated to represent a
specific application environment. We also address application-level performance
issues in terms of wireless technology evolution from 3G-1X RTT to 3G-1X EV
and the transport technology evolution from ATM to IP. Some highlights of the
wireless performance simulator are:

– Models end-to-end reference connections
– Models cdma2000 applications and services
– Models user-plane traffic
– Impacts of mobility will be approximated
– Models each network element
– Models cdma2000 packet flow and detailed protocol stacks

2 Network Simulation Models

2.1 Reference Architecture and Connection Models

We study the performance modelling for the 2.5G and 3G+ networks. The 3G-1X
system supports data rates from 9.6 kbps to 2.4 Mbps[6]. Fig. 1 shows a reference
network architecture model for the cdma2000. The reference network architec-
ture can be considered as four different networks; RAN , CN, internet and data
center. RAN may include Mobile Terminal (MT), Base Station Transmission
System (BTS), Base Station Controller (BSC), Mobile Switching Center (MSC)
and ATM or IP concentrators. CN includes ATM or IP routers and Packet Data
Serving Nodes (PDSN). The data center network can be composed of three zones
to protect servers from hacking or virus attack; a public, a DMZ (Demilitarized
Zone), and a secure zone. Each zone can be protected by firewalls as shown in
Fig. 1.

2.2 Protocol Architectures and Models

In this paper, we consider two transport technologies such as ATM and IP. For
ATM transport scenarios, a BTS chops a reverse link traffic packet into ATM
cells and transmits them to MSC or Radio Network Controller (RNC) (for the
ALL IP scenario). The voice traffic uses AAL2 and the data traffic uses AAL5
layers respectively in RAN. For the ALL IP transport scenarios, BTS transmits
a IP packet on the top of T1 and IP router converts it to Ethernet packet and
sends it to MSC. The detailed protocol stack for the IP protocol architectures
are shown in Fig. 2. To assess the application-level performance, we implement
all the protocol stacks in Fig. 2 except wireless channel model. To simulate the
wireless channel error, we used the following link-level simulation results. The
channel model used in this paper is based on the models specified in 3G 1X-RTT.
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Fig. 1. Reference network model for cdma2000

Fig. 2. Protocol stack model for All IP CDMA 2000

For the link-level simulation, we use a traced file which contains frame errors
when the target frame error rate is fixed at 1%, 4% or 10%. These error data
are time co-related for each frame upon channel model.

3 Voice and Web Service Traffic Models

3.1 Foreground Traffic Load Models

We use a voice traffic model and a web browsing traffic model for the applica-
tions in the paper. The voice traffic is generated by two hierarchical structures;
call and packet level. The call level model consist of a a sequence of ON and
OFF periods as shown in Fig. 3(a). Each durations of ON and OFF periods are
exponentially distributed with the mean of 3 sec. (activity factor is 0.5). During
the ON period MT generates Enhanced Variable Rate Codec (EVRC) 8 kbps
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Fig. 3. he hierarchical structure for voice and web services

voice traffic packets[7]. We use the 3GPP2 standard traffic model for the web
browsing service[8]. An example of the design model for the web browsing service
is illustrated in Fig. 3(b). We characterize the arrival of page requests within a
session, and the number of objects and their sizes for each page. The detailed
statistics can be found in Table 1. Other applications of interest can be mod-
elled similarly. The simulation will measure the performance of these foreground
applications in detail.

3.2 Background Traffic Load Models

The background traffic load must represent the applications that run in the
network so that the impact of the background traffic load, which uses on the
foreground traffic, is accurately accounted for. However, the impact on the sim-
ulation run time precludes detailed application-level models. After reviewing an
enormous number of different methods, such as statistical models for data traffic
(long range dependant type)[9] and traffic analysis and synthesis[10], we decide
to use the method of using traced traffic to get the effect of the background
traffic load. The first step is to collect a detailed packet trace for 1000 simulta-
neous application sessions using the simulator. This traced file is then scaled to
match the desired mean rate for a given application. This approach improved
the simulation run-time performance, but it was still too slow to run large scale
network simulations. Thus we use the traced file to simulate a virtual packet
load by calculating the delay effect in the buffer instead of generating the back-
ground traffic packet by packet one by one. To calculate the packet delay effect,
we used Lindley’s recursion method and extended it to account for the impact of
multiple queues and queue scheduling disciplines. Lindley’s recursion equation
is given by

W (n)
q =

{
W

(n−1)
q + S(n−1) − T (n−1) , if

(
W

(n)
q + S(n) − T (n) > 0

)
0 , otherwise

(1)

where, W
(n)
q and W

(n−1)
q mean waiting times of the nth packet and (n − 1)th

packet respectively. S(n−1) denotes the service time of the (n− 1)th packet and

T
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T (n−1) means the inter-arrival time between the (n− 1)th and nth packets. The
packet delay calculation algorithm for multiple priority queue is as following.

• Definition
- F0, F1, · · · , Fi, · · · , Fp: Background traced file with the priority 0, 1,
· · ·,i, · · · , p. 0 is highest priority and the Fi is the traced file for the
current reference packet with priority i.

- t last: the time that the (n− 1)th reference packet is arrived
- t arv: the time that the nth reference packet arrived
- t ia: inter-arrival time between the (n−1)th packet and the nth reference

packet
- t wait: waiting time for the nth reference packet which calculated by

Lindley equation
- t serv: the service time for the (n − 1)th packet for the nth reference

packet
- t dep: the departure time for the nth reference packet. t dep = t arv +

t wait

• Algorithm
step 1. Calculate the waiting time for the reference packet (priority i) for the

Fi.
while (t_last + t_ia <= t_arv) {

t_wait = t_wait + t_serv - t_ia ;
if (t_wait < 0) {

t_wait = 0;}
t_last = t_last + t_ia;}

step 2. If there is any packets between t arv and t dep in any of the higher
priority background traced file, then repeat step 1 until no other higher
priority traced packet is between t arv and t dep.

step 3. If there is any higher packet(s) arrived between t arv and t dep, defer the
t dep by the service time of the higher priority packet(s) and recalculate
t dep

step 4. Repeat step 2 and 3 until there is no any other reference of background
packet between t arv and t dep

4 Simulation Scenario and Network Element Model
Description

4.1 Simulation Scenario

In this study, we consider voice and data service scenarios. To evaluate the
application-level performance with different network configurations, we consider
the following five scenarios:

– Scenario 1 (2.5G Tandem switch): A voice packet is initiated in MT and
transferred to BTS, the BTS then sends the voice packet on the ATM/AAL2
to MSC. In the MSC, InterWorking Function (IWF) converts an EVRC
packet to PCM 64 kbps packet format and sends it to tandem switch.



End-to-End Wireless Performance Simulator 263

– Scenario 2 (3G ATM, G.711): From MT to MSC is the same as Scenario 1
but IWF in MSC converts an EVRC packet to a PCM packet format and
sends it to a media gateway. The media gateway transfers PCM packet to
ATM CN using ATM/AAL1

– Scenario 3 (3G ATM, G.726): From MT to media gateway is the same as
Scenario 2. The media gateway converts a PCM 64 kbps packet to a G.726
ADPCM 32 kbps packet and sends it to ATM core network using AAL2
multiplexing.

– Scenario 4 (3G+ IP, VoIP): MSC converts an EVRC packet to a G.726 32
kbps packet and sends it to IP based media gateway using 100BT Ethernet.
Then the IP media gateway sends it to IP CN.

– Scenario 5 (3G+ All IP, VoIP, vocoder bypass): This is All IP scenario. IP
based BTS sends EVRC packet to IP RNC using 100BT Ethernet. The RNC
then transfers the EVRC voice payload over an IP packet to IP CN.

4.2 Network Elements Model Description

Two firewalls, two load balancers and 3 routers are modeled in the data center.
For CN elements, media gateway, ATM switch and IP router models are imple-
mented. We also implemented MSC(for 2.5G and 3G), RNC(for 3G+), BTS and
MT models for RAN elements. The packet processing time for each network el-
ement follows the 3GPP standard specification [11]. We fully implemented each
protocol in the network elements shown in Fig. 2. The air channel and physical
layer is modeled based on the average channel quality and mobility. The user
mobility model assumed that mobile users are uniformly distributed in a cell.
Mobile users ware assumed to move at a pedestrian speed of 3 km/h with worst

Table 1. Simulation Parameter

Category Parameter Reference
Voice traffic EVRC 8 kbps [7]
Web browsing traffic Main object size: [8]

lognormal(10.8,250)kbyte
Embedded object size:
lognormal (7.8,126) kbyte
Number of objects per page:
Pareto shape :1.1, location: 55

TCP parameters Windows 2000 based parameters [8]
Radio Link Data Rate (kbps) 9.6, 153.6, 2000, 2400 [6]
RLP scheme (2,3) RLP scheme [2]
Processing time (m sec) MT - forward : 36.55, reverse : 63.05 [11]

BTS - forward : 15, reverse : 9
MSC/RNC - forward : 7, reverse : 7
ATM/IP router: 0.1, Internet : 1.
IP router processing time:100 μsec
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case fading of single path Rayleigh. Based on the location of the mobile terminal,
we use the results of the link-level simulations to estimate the power require-
ment for the user requested data rate. we have implemented a 3G 1X-RTT packet
scheduler and a proportional fair scheduling algorithm for 3G 1X-EV scenario
based on [12]. Some of the simulation parameters are summarized in Table 1.

5 Simulation Results and Discussions

5.1 Voice Quality Simulation Results

To compare the end-to-end voice packet delay performance of 2.5G to that of
3G+, we perform the simulation for the five different scenarios. The results are
presented in Fig. 4. The background traffic load for each network element is 40%
in the simulation. In scenario 2 and 3 (ATM CN), the voice packet delay is a little

Fig. 4. end-to-end voice packet delays for technology evolution

Table 2. Voice quality scores(R value)

E2E One Way 64kbps 32kbps(G.726)
Delay(msec) (G.711) 16kbps(G.728)

0 94 87
50 93 86
100 92 85
150 90 83
200 87 80
250 80 73
300 74 67

100-90 : Best Quality , 90-80 : High Quality
80-70 : Medium Quality, 70-60: Low Quality
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bit larger than that of the scenario 1 (tandem switch). Because in both scenarios
ATM processing delay is included in the CN, and the AAL2 multiplexing delay
is (processing delay and Timer CU : 2msec) also included in CN for the scenario
3. (IP CN, G.726 ADPCM), the CN packet delay increase more in scenario 4
than in the scenario 2 (ATM AAL1) since the IP packet overhead for EVRC
voice traffic is larger than the packet format overhead of ATM. The scenario 5 is
for the vocoder bypass which means that an EVRC voice packet is transferred
over to the IP packet without any transcoding to other coding scheme. Vocoder
bypass reduces RAN and CN coding processing delay by results in 30% compared
to scenario 3. If we map these one-way end-to-end delay to the R value in Table
2 in [13], the voice quality for the scenario 1 and 2 provide the high quality
voice. The scenario 3 and 4 provide the medium quality voice, while the vocoder
bypass scenario meets the high quality voice.

5.2 Data Service Performance Simulation Results

ATM IP in Radio Access Network. The ATM transport technol-
ogy in current 3G network will eventually migrate to the IP technologies. Fig.
5(a) presents the web page response time for three different RAN transport tech-
nologies: ATM, HDLC over T1, and 100BT Ethernet. At 10% FER, we observe
15.6% and 21.7% page response time reduction when RAN transport technol-
ogy migrates from ATM to HDLC and ATM to 100 BT Ethernet, respectively.
The 21.7% performance improvement is due to the higher transmission speed
and lower packet overhead in IP layer. In this case, IP transport technology is a
better solution for the higher FER environment since the IP packet overhead is
smaller than the ATM packet overhead for web browsing data traffic. However,
it shows the opposite effect to small size voice packet as shown in Fig. 4.

3G-1X RTT vs. 3G-1X EV. 3G-1X EV service started from 2001 in Korea.
3G-1X EV enhances the data rate to 2.4 Mbps. To compare the data service per-
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formance for 3G wireless technology with 2.5G wireless technology, we measure
the web browsing response time for different data rates in 3G-1X RTT and EV
networks. We assume that 100 BT Ethernet RAN and IP CN transport tech-
nology are used in this scenario. There is no significant performance difference
when the channel is error-free. However, at 10% FER, EV provides 46% reduced
response time compared to 1X RTT. The higher data rate in RAN of EV re-
sults in faster frame retransmission compared to 1X RTT. As FER increase, the
performance difference between the two technologies becomes more significant.

5.3 Simulation Runtime Performance

The run-time performance of the simulation can be defined in terms of number
of events and processing time per event. The simulation run-time performance is
always an important issue, but is especially so for the network simulations where
the number of events can be extremely large. As mentioned previously, we have
divided the traffic into the foreground and the background traffic and developed
the specialized techniques for handling each to improve the simulation efficiency.
To build the wireless performance simulator, we modelled FTP applications with
varying numbers of users: The FTP application was a 1 Mbyte file download over
the 64 kbps data rate. Table 3 shows some of the measured simulation run times.
The simulation takes 120 sec for a single user file download and the simulation
time increased linearly according to the number of concurrent FTP sessions. It
clearly shows that the simulation performance is not feasible when the number
of concurrent application sessions is large. However, the last two rows of Table 2
show that the simulation performance is improved when additional FTP sessions
are modelled as background traffic. For this scenario, 124 Mbps and 147 Mbps
traffic on the average, which is about 80% and 95% of STM-1, ware generated in
all of the nodes along the reference connection (excluding the application server)
and one foreground FTP session was created.

Table 3. Simulation Run Time with and without Background traffic model

Number of Number of Download Simulation
Foreground Users background Users File size Time (sec)

1 0 1 Mbytes 120 sec
2 0 1 Mbytes 237 sec
3 0 1 Mbytes 355 sec
4 0 1 Mbytes 478 sec
1 1400 1 Mbytes 190 sec
1 1670 1 Mbytes 205 sec

6 Conclusions

We described an end-to-end performance simulation model and methodology
that we build for cdma2000 network. The simulator modelled all protocol layers
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from the physical through the application layer and modelled details of the
packet handling characteristics of each network element along the path. We
addressed application level performance issues in terms of wireless technologies
evolution from 2.5G to 3G+. We found the end-to-end QoS mechanism should
be provided in every network elements where the packet passes by. The main
contributions of this paper are threefold:

1. Develop the new simulation methodology using the traced file and Lindley’s
recursion method to improve the simulation runtime performance

2. Build the end-to-end network simulation model for cdma2000
3. Access user-perceived application performance for the voice and the data

services

The wireless performance simulator presented in this paper has been used to
predict and quantify the performance of cdma2000 applications, services, and
network architectures.
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Abstract. In this paper, we propose an architecture to regulate the bandwidth 
usage of multimedia streams in networked virtual environments. In this 
architecture, intelligent proxies are placed in the network. These proxies can 
transcode incoming streams to lower quality versions of those streams, thereby 
decreasing network traffic. A network intelligence layer at the receiver controls 
these transcoders based on the bandwidth the streams consume, and the 
importance that the receiving application assigns to each stream. To access this 
latter information, the network intelligence layer provides an interface between 
the QoS management of the network and the application’s interest manager. 
This interest manager assigns a relative importance to each individual network 
stream. As a result, the network intelligence layer separates application logic 
from network QoS management, thereby maximizing its reusability.  
These concepts were implemented in an existing networked virtual environment 
framework, and experiments were performed to validate the ideas. The 
experiments demonstrate that bandwidth allocation can be changed 
dynamically, based on user interest, thereby maximizing network throughput 
and quality of experience. 

Keywords: QoS, Network intelligence, Multimedia. 

1   Introduction and Related Work 

Transmission of multimedia content over the Internet tends to consume large amounts 
of bandwidth. Therefore, applications where a large number of users simultaneously 
send video and audio need some way to reduce the amount of transmitted data, while 
still maintaining an acceptable quality. This paper focuses on techniques to reduce the 
downstream bandwidth usage in the final segments of the network connection. By 
incorporating application knowledge about the importance of individual streams, we 
attempt to maximize the user’s quality of experience. 

Several techniques exist to reduce the downstream bandwidth requirements of 
networked multimedia applications. A first technique is to subdivide the environment 
in several regions, associated with multicast groups. Receivers join only the multicast 
groups of those regions they are interested in, and as a result will only receive the 
streams sent by users located in these regions  [1]. Receivers with less available 
bandwidth can then subscribe to fewer regions to limit the amount of data they need 
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to receive. This allows receivers to regulate the total amount of received data. 
However, when using this technique, the bandwidth can only be adjusted by joining 
or leaving entire regions. Sometimes it is desirable to have more fine-grained control 
over the amount of bandwidth consumed. 

Another technique consists of reducing the quality of a network stream by its 
sender, based on the receiver’s interest in that stream  [3]. While this reduces the 
network load of congested links, receivers with uncongested links needlessly receive 
lower quality streams. Also, this approach does not tend to scale well with large 
numbers of receivers. 

The highest level of control over the bandwidth consumption is achieved when 
every individual stream can be either accepted, rejected or transcoded inside the 
network before it reaches the client. We propose an architecture where intelligent 
proxies are placed in the network nearby the clients. Clients notify the proxies of the 
relative importance of each network stream, from the client’s point of view. The 
proxies use knowledge of the maximum available bandwidth, the bandwidth of each 
individual stream, the relative importance values of each stream, and the capabilities 
of its transcoders to decide to accept, reject or transcode those stream. 

The importance of each individual stream is determined by the application’s 
interest manager. To maintain application-independence of the network intelligence 
layer, a simple programming interface is provided that is linked to the interest 
manager of the application. Some examples of user interest detection already exist in 
the literature. In  [3], more importance is assigned to video conferencing participants 
whose window is currently selected. In  [4], video playback and decoding is suspended 
in obscured windows to save CPU resources. 

Content-based transcoding of data streams by proxies in the network is not a new 
idea. In  [5] and  [6], images of HTTP streams are transcoded to different resolutions 
based on the capabilities of the receivers. For example, images can be rescaled or 
cropped when sent to devices with small displays. In  [7], transcoding-enabled caching 
proxies are placed in the network. These proxies transcode video streams, based on 
the capabilities of both the client and the network. The highest quality video stream is 
cached at the proxy, and is transcoded for clients that require a lower quality version. 

 

Fig. 1. Screenshot of video avatars in our networked virtual environment 
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Distribution of a network’s link available bandwidth is discussed in  [8]. All 
network traffic arriving at a router is divided into a number of classes, which are 
placed in a hierarchy. Non-leaf nodes in this hierarchy specify a distribution of 
minimum available bandwidth among its child nodes. Each class in the hierarchy is 
allocated the specified minimum bandwidth. When classes do not consume all 
available bandwidth, the remaining bandwidth is distributed among the other classes 
in the hierarchy. The difference between this approach and our technique is that this 
approach manages bandwidth by assigning individual network packets to appropriate 
queues. Our approach does not consider individual network packets, but deals with 
streams as a whole using the average bandwidth consumed by those streams. 

2  Example NVE Application 

To illustrate and test the concepts of this paper, we used our in-house developed 
networked virtual environment where users are represented by video avatars. A 
detailed description of this environment is given in  [2] [9] [10], and a screenshot is 
shown in Fig. 1. In this system, web cams capture the faces of the users. These video 
streams are subsequently encoded in three different frame rates and/or bit rates. 

The virtual world is subdivided in a number of regions. Each region has a 
multicast address associated with it for each video quality. Each client is interested in 
receiving video and positional data only from a number of regions in its vicinity. 
Based on the available bandwidth and the distance to those regions, an appropriate 
video stream quality for that region is selected, and the associated multicast address is 
joined. While receiving clients move around in the environment, multicast groups are 
dynamically joined and left. 

3   Network Intelligence Architecture 

When a network link becomes saturated, throughput decreases and delays become 
higher. As a result, in order to maintain the quality of experience in networked 
applications it is necessary to avoid requesting more bandwidth than is available. This 
can be achieved by reducing the quality and bandwidth usage of certain streams, or by 
completely blocking them, before they reach the client. To maintain a high quality of 
experience, it is essential that streams that are important to the user be allocated more 
resources than less important streams.  

Determining the importance of individual streams is an application-specific issue. 
On the other hand, calculating and distributing available bandwidth is an application-
independent networking task. To keep a strict separation between application logic 
and network management operations, a network intelligence layer is introduced 
between the transport and application layers, as shown in Fig. 2. This layer 
communicates with an intelligent proxy located inside the network. The proxy is able 
to transcode or block incoming network streams. The network intelligence layer 
queries the interest manager of the application to determine the relative importance of 
each stream. The importance of each stream is then communicated to the proxy. If a 
threshold of the available network capacity at the proxy is exceeded, the proxy  
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transcodes or blocks the least important streams until the desired bandwidth usage is 
reached. The individual components of the architecture are discussed in the following 
sections. 

3.1   Intelligent Proxy 

In this section, we will present a short description of the intelligent proxy. A more 
detailed description of the proxy is given in a different paper, which is submitted to 
another conference  [11].  

The intelligent proxy, located in the network near the client, contains a number of 
content-based transcoders. These are able to transcode incoming network streams into 
less detailed streams that consume less bandwidth. The concept of a transcoder in this 
context is very general. It can range from a simple filter that blocks specific streams, 
to a process that decodes, re-encodes and retransmits an entire video stream. Because 
the transcoding of video streams is very processor intensive, it does not tend to scale 
well with large numbers of streams. It is therefore better for clients to transmit a 
layered version of the stream using a codec such as MPEG-4 FGS  [12]. This way, 
transcoding a stream can be limited to filtering those packets that contain the desired 
quality and discarding the other packets. 

The proxy measures the consumed bandwidth of the network streams used by all 
connected clients. When the downstream capacity of the client application is 
exceeded, the proxy transcodes specific streams to a lower quality until the available 
bandwidth is no longer exceeded. As a result, the available downstream capacity can 
be fully utilized. The algorithm used to distribute the available bandwidth over the 
different streams is described in section 3.3. The communication between client and 
proxy is described in section 3.4. 

Fig. 2. Overview of the proposed network intelligence architecture. Incoming network traffic 
can be limited by an intelligent proxy located inside the network, by blocking or transcoding 
network streams 
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By placing the intelligent proxy near the receivers, the complexity of managing 
network traffic is located at the edge of the network. Consequently, the proxy will 
have to handle only a limited number of streams. We propose that these proxies are 
placed at DSLAM-level of xDSL networks. This approach manages the bandwidth of 
the final links between senders and receivers, which is often the most problematic part 
of the connection. Furthermore, the intelligent proxy does not have to be located at 
the nearest router to the receiver, which has the advantage that not every router in the 
network must support the architecture. 

3.2   Network Intelligence Layer 

The network intelligence layer provides the application with a set of networking 
operations that replace the standard Winsock or Unix networking operations. Upon 
reception of a network stream, the application provides information about the content 
of the network stream to the network intelligence layer. This allows the network 
intelligence layer to associate the appropriate transcoder with this network stream at 
the proxy. 

This layer also provides a generic interface to the interest manager of the client 
application. Using this interface, the network intelligence layer can determine the 
relative importance of every network stream used by the application. The importance 
of each stream is sent to the intelligent proxy, which will use this information to 
reduce or block less important streams whenever the available bandwidth is exceeded. 

3.3   Distribution of Available Bandwidth 

Similar to the hierarchies used by hierarchical link sharing  [8], we build a hierarchy of 
streams and components to manage the available bandwidth by the proxy. Individual 
streams are represented as leaves in this hierarchy, while other nodes implement a 
bandwidth distribution technique. We use the following distribution techniques: 

• Priorities: The child node with the highest priority is assigned all requested 
bandwidth. Any remaining bandwidth is distributed to the second-highest child, 
etcetera. 

• Mutexes: All bandwidth is allocated to a single child of the collection. 
• Weighted collection: Each child of such a node is assigned a relative weight, and 

bandwidth is distributed among children based on their weight and their bandwidth 
consumption. The algorithm used is described below. 

In a weighted collection node, every stream si is assigned a weight wi between 0 
and 1. Every unregulated stream si consumes mi bandwidth. The maximum desired 

bandwidth M of all streams is Σi mi. If M exceeds the maximum available bandwidth 
B, the bandwidth of each stream must be modified using the following algorithm: 

Assume that every stream si can be transcoded to a set of bandwidths Si. This set 
can contain a number of discrete values, or the continuous range between 0 and mi. 
h(i, b) is defined as the highest bandwidth of a stream si that is less than bandwidth b, 
and is the highest value of Si that is less than or equal to b. The weighted sum W of all 

streams is Σi wimi. 
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An initial estimate of the target bandwidth for each stream is t(i) = h(i, wimiB/W). 

In an ideal case where ∀i: h(i, b) = b, Σi t(i) = B and the available bandwidth would be 
used optimally. It is more likely, however, that every stream consumes less bandwidth 

than they are allocated, resulting in a remaining bandwidth R0 = B – Σi t(i). The 
remaining bandwidth R is then allocated to all streams, starting with the stream with 
the highest weight. Assuming the streams are sorted by their weight, where w0 is the 
highest weight, the final target bandwidth for each stream equals T(i) = h(i, t(i)+Ri), 
and Ri = Ri-1 – (T(i - 1) – t(i - 1)) for i > 0. 

3.4   Communication Between Proxy and Client 

The following tasks are handled by the communication between proxy and client: 

• Admission control: The client’s network intelligence layer can notify the proxy that 
streams destined for a specific port must be blocked by default. When a new 
incoming stream is received at this port by the proxy, the client is notified of this 
new stream.  

• Creation of a stream hierarchy: The application uses the network intelligence layer 
to build the hierarchy of streams used to distribute bandwidth. When the client 
receives a new stream, a corresponding node is created on the proxy. The client 
also specifies the content type of this stream so the proxy can use the correct 
transcoder to modify that stream. 

• Communicating importance of streams: Clients transmit weight values ranging 
from 0 to 1 that indicate the importance of individual streams to the proxy. These 
values are transmitted at regular time intervals. In our application, this weight 
value is determined by the distance to the sender’s avatar. 

• Multicast tunneling: The client’s network intelligence layer intercepts the client’s 
requests to join or leave multicast groups and transmits these to the proxy. The 
proxy subscribes to or unsubscribes from these groups, and unicasts the multicast 
traffic to and from the client. 
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Fig. 3. Hierarchy of network streams of the client application 
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4   Experimental Results 

In our experiments, four clients running the unmodified version of the NVE and an 
intelligent proxy are connected through a local area network. Behind the intelligent 
proxy is a different network, containing a client running a modified version of the 
NVE using the network intelligence layer. 

The different streams of the client application are organized in the hierarchy 
shown in Fig. 3. Circles represent network streams, and rectangles represent 
distribution primitives as discussed in section  0. Position update streams are given the 
highest priority, because this information is needed by the interest manager to assign 
weights to other streams. The remaining bandwidth is allocated to the distribution of 
3D models in the environment, and to audio/video streams. Because each client 
transmits three versions of the same video stream, these are grouped together using a 
mutex primitive. 

 

 Experiment 2: changing the relative importance of streams 

The weight primitives assign weights according to the relative importance of the 
components. Therefore, even though all combined audio and video streams are both 
given a weight of 0.5, this does not mean they are each allocated the same amount of 
bandwidth. The distribution also depends on the amount of consumed bandwidth, and 
as audio streams typically consume less bandwidth than video streams, the audio 
streams will consume less bandwidth overall. 

In the experiments that we performed, we only consider the video streams of the 
clients because these comprise the major part of the network traffic. In the traffic 
measurement graphs, different video streams are represented by different shades of 

 

Fig. 4.
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grey. All three possible qualities of video stream are represented by the same shade of 
grey, but the amount of bandwidth they occupy varies. This can be observed by the 
height of the received traffic in the graphs. 

In a first experiment, shown in Fig. 4, all clients remain stationary, but the 
maximum available bandwidth was gradually decreased. Initially, sufficient 
bandwidth is available to receive all video streams at the highest quality. The avatar 
of client 3 is nearest to the receiver, and its stream therefore has the highest weight. 
The avatars of clients 2 and 4 are farthest away, and therefore the quality of their 
video streams is lowered first by the proxy as available bandwidth is decreased. This 
is apparent from the lower bandwidth usage of their network stream in the graph. 

In the second experiment, shown in Fig. 5, the available bandwidth was kept 
constant, but not high enough to receive all the streams at maximum quality. After 30 
seconds, the avatar of client 3 slowly moves away from the receiver’s avatar. As a 
result, the relative weight of this stream decreases and more bandwidth is allocated to 
the other streams. After 150 seconds, the avatar of client 3 rapidly moves back 
towards the receiver’s avatar. The dark grey stream is now assigned the highest 
weight, decreasing the quality of the other video streams. This demonstrates that the 
bandwidth allocation of the application is dynamically adjusted based on the 
application’s needs. 

5   Conclusions 

In this paper, we have presented a network intelligence layer that combines 
application logic and quality of service of networked applications. Downstream 
bandwidth usage is regulated by intelligent proxies inside the network, based on the 
relative importance of each network stream. These proxies manage the bandwidth by 
blocking or transcoding incoming streams. The network intelligence layer 
communicates with the application’s interest manager to indicate the relative 
importance of each individual network stream. These weights are subsequently used 
by the proxy to allocate bandwidth to each stream, thereby maximizing the quality of 
experience for the application user. 

The concepts presented here were integrated and tested in an existing NVE 
framework. The results show that it is possible to manage individual network streams 
dynamically based on the application’s interests. Also, incorporating the network 
intelligence layer in the application proved to be reasonably straightforward. 
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Abstract. New applications require Quality of Service from networks. 
Managing QoS increases even more the complexity of networks. Network 
development techniques must apprehend this complexity from a functional 
point of view but also from QoS point of view. The object paradigm and UML 
in particular can help reducing the network design complexity. In this paper, we 
propose a language formally defined and compliant with the object paradigm, 
intended to specify QoS in networked environments.  

1   Introduction 

To respect Quality of service (QoS) constraints, all the communication actors must 
understand in a coherent way the required QoS. All actors (customer, internet service 
provider …) must have the same definition of QoS, or at least they may not have 
divergent QoS definitions. In order to have high quality and efficient networks, the 
QoS notion must be integrated early in the network development process. Thus, the 
need for a description language of QoS is primordial. 

Object paradigm has numerous capabilities for apprehending the complexity of 
large systems. UML [1], particular, is a widely used modeling language in 
development processes. However, UML is not well adapted for the specification of 
non-functional aspects such as QoS. Our contribution is to add to UML the ability to 
specify and handle the QoS that will be used in the networks. 

The rest of the paper is organized as follows. Section 2 deals with related work. 
Section 3 presents our contribution to specify network QoS in UML. Modeling of 
QoS constraints in UML is presented in section 4. The integration of our extensions in 
UML models is dealt in section 5. Section 6 gives a consistent example of our 
approach use and the last section concludes the paper. 

2   Related Work 

The integration of QoS notion in development process is a very active research field. 
Several contributions have been made and several ways are still investigated but only 
few works have specifically focused on networks. We can classify the existing 
approaches into three categories: QoS in middleware, QoS integration in UML by 
objects, and QoS integration in UML by QoS dedicated languages. 

The first way consists in the integration of QoS concept in system middleware 
such as Common Object Broker Request Architecture (CORBA). QML (QoS 
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Modeling Language) [2] integrates non-functional elements (in textual form) in 
CORBA. While UML is used to model the system structure, Interface Definition 
Language (IDL) is used to specify the functional elements of the system interfaces 
and QML is used to describe the non-functional ones. But, QML lacks component 
notion and is too dependant on CORBA to be used efficiently. Component QML 
(CQML) [3] is based on the Open Data Processing (ODP) reference model and 
extends QML by adding component notion. QDL (QoS Description Language) is a 
part of the Quality Object solution (QuO) [4]. QDL notation is inspired from C++ and 
extends the IDL. QDL is composed of three dedicated languages: Contract 
Description Language (CDL), Structure Description Language (SDL), and Resource 
Description Language (RDL). CDL is concerned with the QoS specification and is 
QoS contract oriented. This orientation makes the integration to UML difficult and its 
dependence on CORBA environment makes this integration harder. 

For UML to support QoS, OMG issued the RFP (Request For Proposal) [5]: 
Schedulability, Performance and Time Profile (named SPT Profile). It introduces a 
standard way of integrating non-functional elements in UML. Although this profile 
allows modeling resources or schedulability elements, its QoS definition is too 
imprecise to be used. A new RFP: The UML Profile for Modeling Quality of Service 
and Fault Tolerance Characteristics and Mechanisms (named QoS profile) [6] 
specifies the QoS notion. However, the QoS can not be verified using this RFP. 

Most of the proposed QoS languages are not intended to work with UML. As an 
example we denote [11] (based on the temporal logic) and HQML [13]. Most of these 
languages are too far from the natural language and thus are difficult to handle inside 
UML models. Our QoS language must insure that QoS is captured and specified in an 
independent way to guarantee interoperability and maintain backward compatibility 
with existing tools and techniques. 

3   QoS Definition Language 

To allow QoS validation from UML models, we develop a formal QoS language that 
allows specification of QoS elements, QoS units and QoS structure. For space 
reasons, all the language rules (in BNF form) and semantics that are not presented in 
this paper may be found in [12]. As, we focus essentially on network QoS, we also 
present rules to specify Service Level Agreements. 

QoS Model. The QoS used in the network and by the network customers is to be 
defined in the very early step of the design process. This ensures that, during all the 
development steps, every QoS element will be uniquely defined and universally 
known. It avoids QoS inconsistency issues. We propose to represent the QoS by a 
QoS UML model to keep UML strengths for reducing complexity. This model will be 
derived in our QoS language to check its consistency prior to the QoS elements to be 
used in the development process. The elements of our QoS definition language must 
support inheritance and composition to be compliant with UML approach and to 
allow apprehending efficiently network complexity. As some operations may be 
applied for several QoS notions, we informally define the QoS specification element 
to group these notions. A QoS specification element groups the QoS, QoS 
characteristic and QoS aspect notions. 
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QoS class. The basic element constituting of our lan130guage is the QoS class that 
represents the global QoS of a component. For example, it could be the QoS assumed 
by a network. We represent the QoS as a vector of QoS characteristics as proposed in 
[7]. A QoS can merge several QoS characteristics such as time or fault tolerance. The 
definition begins with the QoS keyword, followed by its label (QoS_label). A QoS can 
be built by two means: 

− A QoS (with the “inherits from” keyword) may inherit all QoS characteristics 
of its QoS super class. It is still possible to add new QoS characteristics. 

− A QoS can be specified by defining all its QoS characteristics (QoS_Chars). 

<QoS> ::= QoS <QoS_label> (inherits from <QoS_label> [<qos_chars>])| 

<qos_chars> 

QoS Characteristic. A QoS characteristic represents a single part of a QoS. For 
example the network knows about its capacity (such as throughput or jitter aspects) 
while the network users know about relative quality (good, poor…). Each of these 
two elements may be specified using QoS characteristics. They can also be used to 
decompose different network QoS, like security, safety or time considerations that 
will be taken into account by separate services or components. We represent the QoS 
characteristics as a set of QoS aspects. The QoS_chars describe the QoS characteristics 
set of a QoS. Each QoS characteristic is uniquely identified by a label 
(QoS_char_label) and can be built according to two means: 

− By specification of all of its QoS aspects. A QoS domain (QoS_domain) that 
expresses the application domain of the characteristic (for example, it may be time 
domain, security domain…) is linked to each QoS characteristics. 

− By inheritance from an existing QoS characteristic. When a QoS characteristic 
inherits from another, the QoS domain is derived from the inherited QoS 
characteristic and does not need to be specified. New QoS aspects may be added. 
 

<QoS_characteristic> ::= (<QoS_domain_label> : <QoS_char_label> 
[<qos_aspects>]) |(new QoS_Characteristic <QoS_domain_label> : 
<QoS_char_label> <qos_aspects>) 

QoS Aspect. A QoS aspect is a particular element of a QoS characteristic. For 
example, for a QoS of a network that contains a time QoS characteristic, QoS aspect 
may be the jitter. The throughput QoS characteristic may contain QoS aspects such as 
maximum and minimal throughput. To deal with network components, QoS may be 
composed or compared. Our QoS language must then ensure interoperability between 
QoS aspects. QoS aspect type allows such operations. It classifies QoS aspects in a 
precise interest field and allows compliance between QoS aspects of same QoS 
domain. Each QoS aspect (QoS_aspect) can be specified or reused from existing QoS 
domains. For a new QoS aspect, the label (QoS_aspect_label) and the type 
(QoS_aspect_type) of this QoS aspect must be specified. The QoS aspect type specifies 
the nature of the aspect. The QoS aspect type may constrain the QoS units or the 
QoS_value_types to be used. For example, if the QoS aspect is time related, an aspect 
type may be jitter or duration. The QoS aspect type may be constrained by the QoS 
domain of the enclosing QoS characteristic. Two additional elements complete the 
QoS aspect definition: QoS_value_type and QoS_unit. The QoS value type specifies the 
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means to represent the QoS aspect values. For example, duration may be represented 
as real values or a set of defined values. The QoS unit element represents the unit that 
represents the QoS aspect. For time aspects, the unit may be s (for second), ms… 
More complex units may also be represented. Properties (QoS_aspect_properties) may 
be added to a QoS aspect in order to specify the aspect behavior. Two types of 
properties may be added: 

− Combination related properties are concerned with the manner to combine 
compatible (with same type) QoS aspects. We reuse the three values defined in [8]: 
Additive, Multiplicative and Concave. 

− Comparison related properties specify the manner to compare compatible QoS 
aspects. As in [3], two values may be used: increasing and decreasing. An 
increasing value implies that higher is the aspect value, better is the QoS. A 
decreasing value implies that lower is the aspect value, better is the QoS. 

<QoS_aspect> ::= (<QoS_aspect_type> <QoS_aspect_label> 
    [is <QoS_value_type> in <QoS_unit>[<QoS_aspect_properties>]]) 
 | (new QoS_aspect <QoS_aspect_type > : <QoS_aspect_label> 
   is <QoS_value_type> in <QoS_unit>[<QoS_aspect_properties>]) 

Service Level Agreement (SLA) support. As our approach is network-oriented we 
integrate in our QoS language the SLA concept. SLA is a very important concept in a 
world where inter-networks connectivity has to guarantee QoS. SLA is a means for 
networks to express their guaranties or specify their needs (like QoS properties, usage 
restriction, service validity conditions). Five elements compose a SLA: 

<SLA> ::= SLA <SLA_name> {identified by <identification>[<validity>] 
      SLS:(<QoS_name> | {<QoS>})[<TCA>] [Complements : <complement>  
      [; <complement>]*] } 
<TCA> ::= TCA { <Restriction> [; <restriction>]* } 
<Restriction> ::= constraint{(<QoS_constraint_name>|<QoS_constraint>) 
   [Priority][behavior : (<QoS_name>)+]* } 

An SLA must be uniquely defined to be referenced in a networked environment. 
So the Identification artifact may represent a DiffServ Codepoint (DSCP) for 
DiffServ environments [9], a merge of several IP fields. Service Level Specification 
(SLS) item is used to characterize the QoS that must be enforced between the SLA 
peers and therefore is represented by a QoS. The Traffic conditioning agreement 
(TCA) expresses rules that must be enforced by the SLA peers such as bit error rate 
probability threshold.  The TCA element is composed by the following elements: 

A Restriction is a QoS constraint merged with a priority and associated to a QoS. 
The priority item is used to express hierarchy between simultaneously raised 
restrictions. It may be represented by several data types as integer for example. If the 
restriction is raised, the action to do depends on the criticality (see §4.-Criticality). 
For soft constraints, the QoS associated with the restriction overrides the SLS 
(behavior role). For Hard constraint, no QoS can be used. If such a restriction is 
raised, it denotes an unrecoverable error. The validity condition element is used to 
disable the SLA for particular reasons (administrative reasons like service availability, 
test reasons …). The complement element allows extensions to the SLA definition for 
future or customized use and allows keeping compatibility with existing SLA. 
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4   QoS Handling Language 

QoS element instantiation. To be used in the models, all QoS specification elements 
must be instantiated from the QoS defined in the QoS model. In addition, the QoS 
element must be integrated in the context of its functional counter-part in the structure 
class diagram model. For example, the QoS of a network must be linked to the 
Network class in the UML model. QoS element instantiation can be done using the 
next syntax: 

<QoS_instan>::=  Use <QoS_elt_type><QoS_elt_instan_name> as <QoS_name> 

Value Assignment for a QoS specification element. As value assignment operation is 
nearly the same for QoS, QoS characteristics and QoS aspects, we detail only the 
operation for QoS. Three means are defined to assign a value to a QoS: By direct 
value assignment of a QoS from the values of another QoS. The two QoS concerned 
must have the same characteristics. By assigning one or all the characteristics 
composing the QoS (QoS_built_assign); By assignment resulting from a combination 
between existing QoS (see below). 

<qos_assign> ::= <QoS_name> ‘=’ <qos_name> | <qos_built_assign> 
 | <QoS_name> cmb <QoS_name> [cmb <QoS_name>]* 

QoS Combination. The combination operation between QoS specification elements 
deals with associating two QoS specification elements by combining their values. 
Applied to compliant QoS, this operation combines all composing QoS 
Characteristics. Applied to QoS characteristics, the combination operation combines 
all QoS aspects of the characteristics. Applied to compliant QoS aspects, the 
combination operation combines the QoS aspect values according to the combination 
property defined in the aspect structure. Compliant QoS aspect implies that the 
aspects to combine have the same QoS aspect type or compliant inherited ones.  

QoS constraint representation. The most important aspect in specifying QoS is the 
expression of system QoS needs. We base our QoS constraint notion on its definition 
in the QoS profile. For space reason, complete definition of validity and priority is 
given in [12]. QoS constraint concept is defined by the following rule:  

<QoS constraint>::=<QoS_constraint_type>:{[validity : <validity> ;] 
criticality : <criticality>;[priority :<priority> ;]<QoS_cons_expr> } 

As in [6] and [7], a QoS constraint can take several forms. We denote three main 
forms: the QoS required, the QoS admitted and the QoS offered. Each of this QoS 
constraint type inherits from the QoS constraint class. A QoS constraint is required if 
the constraint demands a quality guarantee to a service provider. It is the case for the 
QoS that a component requires from another component is represented by a required 
QoS constraint. An Admitted QoS constraint denotes the QoS that a component can 
accept. A component may express the QoS it can accept from other components. This 
QoS type is useful for passive components that can only accept a certain QoS. A QoS 
is offered if it represents the quality a service provides to its client(s). We believe that 
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 the QoS constraint definition given [6] characterization is too imprecise for the QoS 
to be validated or checked. Thus, we extend this QoS constraint notion. We define a 
QoS constraint expression as a choice of three types: single valued expressions, list of 
constraining values and complex expressions.  

<Single value>::= <qos_aspect_name> <comparison operator> <QoS value> 
<QoS value> ::= <value> <QoS unit> 
<comparison operator> ::= < | = | > | ≥ | ≤ | ≠ 

Single values are not always sufficient to constrain values. For this purpose, it is 
possible to specify value list. In this case, the comparison element is replaced by the 
set operators included in and not included in followed by the list of the values. 
This operation is built in the same way as for single value QoS constraints. Complex 
QoS constraint expressions are nested QoS constraints (complex or not) that may 
integrate logical, comparison, arithmetic or statistical expressions. 

Criticality. Unfulfilled constraints may lead to consequences with different degrees of 
severity. It implies our language to support criticality notion (Hard or Soft) to allow 
different behaviors. We define Hard and Soft constraints as used in real-time 
environments. Hard of soft constraints may complete soft constraints to specify 
differentiated restriction on the same QoS aspects. It may be used for specifying 
constraints on a characteristic which may be exceeded (soft constraint) until a precise 
threshold (hard constraint). 

5   Integration to UML Models 

While UML is dedicated to capture and model network elements (services, 
components…), our QoS language is dedicated to non-functional elements. The next 
step is to link these two approaches in a coherent way. We prefer UML using light 
extensions mechanisms because it does not require modifying UML metamodel. 
Therefore, it preserves compatibility with existing tools. In [10] we proposed a 
network QoS oriented methodology using UML. This methodology is organized as a 
slightly modified V development cycle. Three abstractions levels are created: User, 
Provider and Designer level. Each one models one view of the system. QoS agents are 
defined to capture systems elements at each level and structure them suitably for QoS 
specification. However, our previous work does not provide any QoS language to 
represent QoS. A methodology was given to design networks and their QoS, but it 
was not possible to specify formally this QoS. In this present work, our contribution 
was to define a formal QoS specification language and to integrate this QoS language 
in the methodology. We integrate the QoS of the network elements into UML artifacts 
context. QoS specification elements are linked together by the UML model. In 
networks, several elements have to be combined for the network to provide multiple 
services and to guarantee a precise QoS level for them. We define restrictions on 
UML operations (composition, inheritance, association, and SLA definition) to ensure 
QoS coherence. 
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When a component inherits from another component, for example a DiffServ 
router component inheriting from a general router component, to insure QoS 
coherence, the QoS subclass must also be inherited from the QoS super class. This 
can be done using the inheritance facilities of our language. 

When several router components are composed together to give the network 
component, the composition operation can cause QoS issues. The issue resides in the 
means of composing all the router QoS to give the network QoS. From the QoS point 
of view, a composition can not be seen as a QoS characteristics merge. If the QoS to 
be composed do not have characteristics in common, we assume that merging the 
characteristics is sufficient. Thus, we can see the composition operation as a “work in 
common” of the components each one guaranteeing a particular QoS characteristic (or 
aspect). When QoS have characteristics in common, we must combine the QoS 
according to their QoS aspects combination property. 

When associating two components, the established relation is weaker than the 
composition operation. The issue is the means to “associate” the QoS. The association 
for components is translated into a QoS combination operation. QoS combination is 
done according to the combination properties of the composing QoS aspects.  

When dealing with SLA, we must compute the SLS according to the required and 
offered QoS. Therefore, the QoS (offered and required) are combined together (if they 
are compliant). As we see in SLA definition, a TCA rule may be associated with a 
behavior (a QoS). As this QoS defines a new QoS of the SLA, it must be 
implemented as another QoS and attached to the components linked by the SLA of 
the considered system. In this sense, it implies defining multiple QoS in the model 
and echoing them in the lower levels of the development process.  

6   Example: A QoS Communication 

The system considered in this example is composed by one client (Sender) inheriting 
from Station class. A network is linked with the client and a SLA is setup between 
them.  The  QoS  of the station has a loss characteristic with a value of maximum  loss  

 

Fig. 1. QoS model 
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Fig. 2. System model 

aspect of 2% of the total packets; the client requires a maximum throughput of 
10Mb/s. The network offers a maximum loss percentage of 1% and a maximum 
throughput of 20Mb/s. The figure 1 gives the QoS model of our example. The 
QoS_Sender inherits from the QoS_Station to reflect the inheritance of Sender 
class from Station class. Figure 1 contains also the SLS corresponding QoS of the 
SLA (QoS_SLS). The second step consists in modeling the system in a UML class 
diagram as represented in figure 2. The QoS of each system element is linked in its 
context by the use statement. The values for each QoS are then given. The third step 
is to specify the QoS constraints of each system element. Sender has got two QoS 
required while Network element offers two QoS. The last step is to specify the SLA 
between the sender and the network: 

SLA my_SLA {Identified by IP_address_source; SLS: My_SLS } 

The SLA my_SLA is identified by the IP address of the source. The SLS to be 
enforced is modeled by the My_SLS QoS. The My_SLS QoS results in the composition 
of QoS_A (QoS of the Sender) and QoS_N (QoS of the Network). This operation can 
be done as the two QoS are compliant because all their inner QoS characteristics and 
QoS aspects become from the same QoS domain. The operation composes the two 
QoS characteristics of these QoS. As a result, the SLA_Max_Throughput value is 
given by the composition of Sender_Max_Throughput and 
Network_Max_Throughput. The composition property of these aspects is defined as 
concave. As a result, the value of the SLA QoS aspect SLA_Max_Throughput is 
fixed to 10Mb/s. The same operation is done with the other aspects. We can now 
check if the QoS constraints of the two system elements are fulfilled. It is the case as 
the maximum throughput is chosen between 5 or 10 Mb/s (QoS required for the 
Sender) and below 20 Mb/s (QoS offered from the Network). 

7   Conclusions 

In this paper, we present a language intended to specify QoS elements in QoS-aware 
networks. This language is suitable to define QoS and its components, in addition to 
QoS constraints. We give the means to handle the QoS once it is defined. We also 
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present a means to specify Service Level Agreement. We explain how to integrate our 
language to a UML modeling approach suitable for networks. We extend [10] for our 
work to be integrated in a QoS oriented methodology based on UML for developing 
networks. We present restrictions for UML combination operations for UML to be 
fully compliant with our language. The way to complete this work includes the 
investigation of the dynamic QoS aspects. Another item to deal with is scalability, and 
studying ways to ease the modeling of large systems such as DiffServ domains. 
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Abstract. In this paper, basic ideas for modeling user-perceived quality of ser-
vices in hybrid networks will be presented. Such services are not restricted to an 
end-to-end data transmission, but may include, for example, local or coopera-
tive caching mechanisms. Hence, a more general understanding of (data) ser-
vices and an appropriate definition of parameters of user-perceived quality of 
these services will be discussed. Modeling in this context does not only include 
pure network characteristics like data rate and error probability, but also may 
cover parameters like application structure and characteristics, characteristics of 
the actual terminal equipment, user profiles, and information about current 
location or motion of the user. The objective of this modeling approach is to 
quantify these complex dependencies to support planning and operating ser-
vices in future hybrid networks with an appropriate user-perceived quality. 

1   Introduction 

Discussions about next generation networks share a common vision: In the future, 
everyone is expected to be able to receive and exchange information regardless of his 
location and situation. For a user it has to be transparent which communication tech-
nology a dedicated service is based on. This becomes essential as there will be an in-
creasing variety of converging network technologies within these scenarios. [10] 

On the other hand, the provider of the service or service package – who again will 
use (and pay for) services of different network providers – must be able to plan, con-
figure, and optimize the utilization of the underlying hybrid network according to the 
requirements of his customers and depending on the available network resources. 
Against this background, there is a need for the service provider as well as for the 
end-user’s benefit to make the (user-perceived) quality of service (QoS) somehow 
calculable. 

Traditionally, QoS is a term applied in telecommunication networks. With the up-
coming of multimedia streaming services in the Internet, issues resulting from the 
original “best effort” policy have to be handled here, too. Relating QoS concepts in 
the Internet are focused on a packet-based end-to-end communication. Typical QoS 
parameters like “delay” and “loss” refer to this packet transport at different layers. 
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Alternatively, there is a common hope, that the continuously increasing bandwidth in 
the Internet will overcome these bottlenecks. This might have been true in the past, 
particularly for the core network. Anyway, there will be QoS relevant technological 
challenges in the converging next-generation networks caused by a variety of access 
networks. In particular, wireless (including broadcast) networks will be integrated for 
the distribution of multicast content. Broadcast networks are interesting in these sce-
narios not only because of the high bandwidth at a relatively high mobility, but also 
because of their specific characteristics relating to streaming and multicast.  

In this context, the term “hybrid networks” describes scenarios of converging net-
works with broadcast networks (mainly for the distribution of multimedia content 
and/or other multicast content) and communication networks (stationary, portable, or 
mobile for the interaction and the unicast content). Several projects are dealing with 
this subject (e.g. [3]). 

In fact, we have to discuss the question whether multicast is limited to isochronous 
data transmission only – which is a particular advantage of using broadcast networks 
within such scenarios. Rather, the exploitation of local or even cooperative caching 
mechanisms [4] may extend the usability of multicast from a strict isochronous 
transmission to a weaker interpretation of real-time data provision making broadcast 
networks usable for a broader range of data services. 

Starting with definitions of the relevant terms, the basic modeling approach will be 
discussed in this paper. The relationship between technical constraints and the user-
perceived quality of service will be illustrated with an example of data services in 
digital TV. 

2   Quality of Service 

In the field of telecommunications, a “service” is defined as the ability of a network to 
transmit dedicated information [12]. Historically, there is a close association between 
service, service provider and the network. Economically, a service is the non-material 
equivalent of a good. Even if we focus here on networks and hence our services are 
“data services” in some respects, we have to consider a service in a more general 
context and as independent of a dedicated network technology as possible.  

For example, it could be imaginable that one service package “soccer information” 
covering applications like TV transmissions, online ticker, SMS or MMS service, ra-
dio broadcast etc. would be offered instead of single, separate services of different 
service providers in different networks to be paid for separately by the user. Of 
course, such service is technically not independent of the underlying networks. Espe-
cially, the quality of this service the user perceives is influenced by the quality of data 
transmission over the network(s). 

2.1   Quality of Service 

A lot of different definitions and parameters for “quality of service” can be found. In 
[7], QoS is described as “the collective effect of service performance which 
determines the degree of satisfaction of a user of the service”. Related terms in a 



288 M. Galetzka, G. Elst, and A. Finger 

 

broader context are: Application level QoS, Quality of Experience (QoE), Quality of 
Business (QoB), Quality of Context (QoC) etc. [13], [11], [2]. 

In [8], a framework for communications QoS is defined. End-user multimedia QoS 
categories are characterized in [9]. Delay, delay variation and information loss are 
identified as the key parameters there. As shown in Fig. 1, this reveals an obvious 
difficulty: Only the service provider is able to define and measure the QoS parameters 
based on the QoS parameters of the network(s) used. However, these technical pa-
rameters have to be mapped to the user perceived categories of QoS which itself focus 
on certain user-perceived effects rather than on their causes within the network. There 
are related works and standards utilizing this framework (e.g. [1]). 

  

2.2   Definition of QoS Parameters 

The mapping problem mentioned above does not only exist between customer and 
service provider. Additionally, it has to be considered between service provider and 
several network providers, too. Moreover, each network layer has its own utilization 
of QoS parameters and therefore a mapping has to be performed between these layers, 
as well. Fig. 2 shows the layers interesting for digital TV (DVB) transmission as used 
in the example below. Note, that for example the delay at application level does not 
only depend on the delay at the lower layers. It is mainly affected by the cycle time of 
the carousel. Even more, bit errors on the channel will not necessarily result in a 
certain loss rate at application level but in additional cycles and hence a greater delay. 

Following the explanations above, we are going to define general QoS components 
which cover the end-user view. Additionally, they can be extended to reflect network 
layer aspects as well. In [14] four parameters are mentioned: availability, 
performance, accuracy, and affordability. Even though this work focuses on IT 
services, these components may be used for our general purposes, as well. 

− Availability. This term does not only define whether a certain service is available 
or not. It also may include statements about the completeness of data for a certain 
service or application.  

Fig. 2. Parameters across transport layers 

PHY PHY Channel

MPEG-TS

MPEG Tables

MPE or SI

Carousel

MPEG-TS 

MPEG Tables 

Decapsulation 

Application 

Delay, Bit Errors 

Cycle Time, Organization 

Fig. 1. The four viewpoints of QoS [8] 
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− Timeliness. We use "timeliness" as the user perceived quality component of 
performance. This component gives us the measure whether the user’s requests for 
data are satisfied in an appropriate time. 

− Accuracy. This term generally tells us whether the data presented to the user are 
correct. Accuracy may be affected e.g. by data corruption during transmission as 
well as by outdated cache data. 

− Affordability. This represents the costs necessary to achieve a certain degree of the 
other QoS components availability, timeliness, and accuracy. 

These definitions of QoS components reflect the user’s view of the service. The 
actual interpretation is specific to a certain service as well as the mapping to the 
related QoS parameters of the underlying network(s). 

3   Modeling User Perceived QoS 

If we want to quantify the QoS components defined above, we need a model which 
contains all aspects of our service. This starts with specific characteristics of the ser-
vice represented by a certain application running on one or more kinds of terminals 
with different features. These terminals may be used by one or several person(s) with 
different needs and preferences. The persons may move and hence their location has 
to be considered in the model. Depending on their location, they may be faced with 
different reception conditions of the networks supported by a certain service and/or 
terminal – and so after all, the network QoS of the participating networks is (only) 
one of the parameters to be included in our model. Fig. 3 gives an overview of these 
dependencies. 

Fig. 3. Parameter dependencies for QoS modeling 
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We can define a set of u use cases describing in which way a user utilizes this 
service. For the vector of user-perceived QoS parameters  

( )uW QQfQ ,,0=  (1) 

the function fW might be some kind of service specific weight function for the QoS pa-
rameters of all use cases. For each use case the QoS parameters have to be determined 
from the model. This is again service specific, and that’s why we will demonstrate it 
with an example. 

3.1   Example  

As an example, we intend to analyze a service which might be regarded as a key ap-
plication in digital TV – an Electronic Program Guide (EPG) [6]. An EPG can be 
used as an advanced navigation tool through the great variety of TV programs. It 
assists in zapping through the channels as well as finding events at a certain time. 

  
The EPG application uses program data provided by the TV broadcasters, and 

hence it is a data service as defined above. EPG data may be transmitted within Event 
Information Tables (EIT) as part of the so-called DVB Service Information (SI) [5], 
or they may be provided by a service provider within a separate data stream. In both 
cases, data have to be transmitted continuously in a data carousel because of the 
broadcast nature of the data channel. 

For example, the functional requirements are: 

− Getting a quick overview of all currently running events and of the events starting 
immediately after them (Fig. 4). 

− Getting an overview of events running at a certain time in the near future. 
− Presenting extended information for selected events. 

Additional requirements regarding the user-perceived quality are: 

− Always presenting the up-to-date event information, even if the schedule changes. 
− Accessing the EPG data within an appropriate time. 

Data 
Source

Data  
Carousel

Cache 

EPG 
Front-
end 

User 

Modem/
Internet 

Fig. 5. Functional implementation of an EPG Fig. 4. Now & next view of an EPG 
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Fig. 6 shows a use case diagram for such EPG service including QoS requirements. 
Corresponding to the general QoS components defined above, we define the mean ac-
cess time tA (timeliness), the degree of completeness C (availability) and the degree of 
up-to-dateness A (accuracy) as the specific QoS parameters for the EPG service. The 
affordability will not be dealt with in this example. In the following we want to con-
centrate on use case “Overview at time te” (which in fact is a generalization of use 
case “Overview Now & Next”, but with different QoS requirements) with short and 
extended event information. We suppose an implementation (Fig. 5) which optionally 
uses a caching mechanism to avoid long access times to the carousel. For simplifica-
tion, we further assume a single private EPG data stream rather than using the EIT on 
several transport streams. Additionally, the figure shows a return channel which could 
serve as an opportunity to access supplementary EPG data, e.g. pictures, video clips. 
The latter case will not be discussed in detail here. 

Modeling the Data Carousel. We presume an average number of  events per day per 
channel of eDay = 25. There are data available for pmax = 100 channels on 8 days with a 
data rate of rC = 1 MBit/s. Data are sent in one file per day. Let ES = 100 be the 
average size of short event information (in byte) and EE = 300 the average size of 
extended event information. 

 

Fig. 6. Use case diagram for Electronic Program Guide 
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Timeliness: For the cycle time tc of the data carousel we get 

( ) srEEpet CESDayC 648 max =+⋅⋅⋅= . (2) 

Therefore, the download time for one data file is tD = 8 s. As we can see in Fig. 7, the 
actual access time is not dependent on any delay on the channel. It rather depends on 
the cycle time tc of the carousel, the download time tD and some processing time, 
which shall be neglected here. If we assume, that the user requests occur uniformly 
distributed within the cycle time interval, for the average access time tA  applies: 

sttt DCA 405.0 =+⋅=  (3) 

If the data transmission is erroneous, the download time will increase by one cycle tc. 
Supposing a bit error rate of lower than 10-11 for a satellite channel, tA would increase 
only by about 5 ms. However, for a terrestrial channel and mobile reception, we 
would have to consider a location dependent bit error rate, which is expected to have 
a stronger influence on the QoS. 

Availability, Accuracy: Assuming that the data source is complete and correct, both 
values would be 1. 

Modeling the Cache 

Timeliness: We only have to consider a constant processing time which can be 
neglected here. 

Fig. 7. Sequence diagram for EPG use case “Overview at time te” 
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Availability: Above we defined completeness C as the specific parameter for avail-
ability within the EPG service. It depends on the cache size and the caching strategy. 
We presume that events will be cached with short and extended information until half 
of the cache is filled, beginning with the earliest events. After that, only short infor-
mation will be stored until maximum cache size is reached. If we normalize time to 
the average number of events per day, we get an event time te. te = 0 denotes the time 
of the currently running event, te = 1 the following and so on. te,full shall be the event 
time of the latest event stored with both the short and the extended information, te,max 
accordingly denotes the event time of the latest event stored in the cache at all. Let 
nc = 1 MByte be the maximum cache size and p = 50 the number of TV programs 
configured for the EPG. Then for te,full  and te,max  applies: 

( ) 26
5.0

, ≈
+⋅

⋅
=
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t  
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(which is about 1 day) and 
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(about 5 days). Then we get for the completeness at event time te: 
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for short information only and for short and extended information 
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Accuracy: We assume that the cache will be filled at a suitable time t = -tu before cur-
rent time t = 0. Additionally we suppose that we know a distribution function aU(t) for 
the probability that one event information will be changed editorially in the data 
stream at a certain time t. Furthermore, let the distribution function aE(t) describe the 
probability that at a certain time t an originally planned TV event is out-dated because 
of some current incident. Both distributions are implied to be independent. Then, for 
the probability ACache(te) that there are no out-dated events in our EPG service between 
now t = 0 and a certain time te there applies: 

( ) ( ) ( )⋅−=
−

ee

U

t

E

t

t

UeCache dttadttatA
0

1  
(8) 

Modeling the EPG Front-end. Finally, we have to compute the QoS parameters 
which directly influence the user’s perception. Within the EPG front-end in our 
example the implementation of the EPG service controls whether a user request has to 
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be forwarded to the cache or must be fulfilled by obtaining data directly from the 
carousel (Fig. 8). 

 

Timeliness: The mean access time now depends on the event time te and can be 
expressed as 

( )
>

≤≤
=

max,,

max,, 0

eeCarouselA

eeCacheA
eA ttt

ttt
tt  

(9) 

Availability: Because of the possibility to receive data from the carousel, the com-
pleteness C(te) of data should always be 1 (presumed the respective event information 
is provided at all). 

Accuracy: If we obtain data from the cache we cannot check if these data are really 
up-to-date. Therefore, for accuracy A(te) applies: 

( ) ( )
>

≤≤
=

max,

max,

1

0

ee

eeeCache
e tt

tttA
tA  

(10) 

The usage of a return channel as mentioned in Fig. 5 (e.g. for acquiring additional 
EPG data like photos, video clips) would contribute further parameters relevant for 
the overall user-perceived QoS (e.g. speed of the modem, setup time of a connection). 

4   Summary and Outlook 

The relatively simple example discussed above demonstrates a number of problems 
which have to be considered when modeling user-perceived quality of service in hy-
brid networks. Starting from a detailed understanding and modeling of the application 
realizing a certain service, each of the general QoS parameters has to be defined and 

Fig. 8. Activity diagram for EPG front-end
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described carefully. According to Fig. 3, our model may be influenced by a variety of 
parameters. Many of them need to be described as probabilistic models. Recalling the 
“soccer information” service package example in this paper, we need to model user’s 
habits with distribution functions for their location (e.g. on Saturday afternoon) as 
well as the available networks and their quality at these locations. A hierarchical 
modeling methodology may even make use of existing methods for network planning 
and modeling of network QoS.  

Quantifying the parameters for user-perceived QoS will be essential for planning 
and operating services in future complex network structures with service level agree-
ments to guarantee a certain level of QoS for the users on the one hand, and to calcu-
late the necessary resources and the corresponding cost for the service provider on the 
other hand. Rather than in the simple example above, this may be done by hierarchi-
cal simulation techniques for more complex service structures. 
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Abstract. In this paper, we are interested in real-time flows requiring
quantitative and deterministic Quality of Service (QoS) guarantees. We
focus more particularly on two QoS parameters: the worst case end-to-
end response time and jitter. We consider a non-preemptive scheduling
of flows, called fp/dp∗, combining fixed priority and dynamic priority
established on the first node visited in the network. Examples of such
a scheduling are fp/fifo∗ and fp/edf∗. With any flow is associated a
fixed priority denoting the importance of the flow from the user point of
view. The arbritation between packets having the same fixed priority is
done according to their dynamic priority. A classical approach used to
compute the worst case end-to-end response time is the holistic one. We
show that this approach leads to pessimistic upper bounds and propose
the trajectory approach to improve the accuracy of the results. Indeed,
the trajectory approach accounts for worst case scenarios experienced
by a flow along its trajectory. It then eliminates scenarios that cannot
occur.

Keywords: Fixed priority scheduling, QoS, holistic approach, worst
case end-to-end response time, trajectory approach, deterministic guar-
antee.

1 Context and Motivations

In this paper, we are interested in real-time applications that require bounds on
the worst case end-to-end response times and jitters to have a behavior compliant
with their specifications (e.g. Voice over ip and control-command applications).
That is why we focus on deterministic guarantees of end-to-end response times
and jitters in a packet network. We will show how to determine these times
depending on the flow scheduling used in the network. With regard to flow
scheduling, the assumption generally admitted is that packet transmission is not
preemptive. Moreover, Fixed Priority scheduling has been extensively studied
in the last years [1, 2]. It exhibits interesting properties. Indeed, the impact of a
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new flow is limited to flows having equal or lower fixed priorities, it is easy to
implement and well adapted for service differentiation.

In a network, several packets can share the same fixed priority: for example,
if the number of fixed priorities is less than the flow number, or if flows are pro-
cessed by service class and the flow priority is this of its class. We consider that
such packets are scheduled according to their dynamic priorities (dp) and unlike
the state of the art, we account for this arbitration to compute the worst case
end-to-end response times. More precisely, we assume that packets are scheduled
according to the non-preemptive fp/dp∗ scheduling. With fp/dp∗, packets are
first scheduled according to their fixed priority (fp). Packets with the same fixed
priority are scheduled according to their dynamic priorities, computed on the
first node visited (expressed by the star in dp∗). Most famous fp/dp∗ schedul-
ing algorithms are fp/fifo∗ and fp/edf∗. Notice that with fp/dp∗, the order
of packet priority does not depend on the node considered: it is fixed. Unlike dp,
dp∗ does not require to synchronize all clocks in the network but only those of
ingress nodes, where dynamic priorities are assigned to flow packets.

The first approach introduced to compute the worst case end-to-end re-
sponse time of a flow is the holistic approach that provides pessimistic bounds in
some configurations. That is why we introduce the trajectory approach taking
into account the worst case scenario experienced by a flow along its trajec-
tory (path).

2 Problematic

2.1 Assumptions and Models

We investigate the problem of providing a deterministic guarantee (i.e., an upper
bound) on the end-to-end response time to any flow in a network. As we make
no particular assumption concerning the arrival times of packets in the network,
the feasibility of a set of flows is equivalent to meet the requirement, whatever
the arrival times of the packets in the network. In the following, we assume
that time is discrete. Reference [3] shows that results obtained with a discrete
scheduling are as general as those obtained with a continuous scheduling when
all flow parameters are multiples of the node clock tick. In such conditions, any
set of flows is feasible with a discrete scheduling if and only if it is feasible with
a continuous scheduling. Moreover, we assume the following models.

Scheduling Model. All nodes in the network schedule packets according to
the non-preemptive fp/dp∗ algorithm. For instance, we assume that either all
nodes use fp/fifo∗ or all nodes use fp/edf∗. Moreover, we assume that packet
scheduling is non-preemptive. Hence, the node scheduler waits for the completion
of the current packet transmission (if any) before selecting the next packet.

Network Model. We consider a network where links interconnecting nodes
are supposed to be fifo and the network delay between two nodes has known
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lower and upper bounds: Lmin and Lmax. Moreover, we consider neither network
failures nor packet losses.

Traffic Model. We consider a set τ = {τ1, ..., τn} of n sporadic flows. Each
flow τi follows a path Pi that is an ordered sequence of nodes whose first node
is the ingress node of the flow. Moreover, a sporadic flow τi is defined by:

• Ti, the minimum interarrival time between two successive packets of τi;
• Ch

i , the maximum processing time on node h ∈ Pi of a packet of τi;
• Ji, the maximum release jitter of packets of τi at its ingress node. A packet is
subject to a release jitter if there exists a non-null delay between its generation
time and the time where it is taken into account by the scheduler;
• Di, the end-to-end deadline of τi, its maximum end-to-end response time
acceptable. A packet of τi generated at time t must be delivered at t + Di.

2.2 Notations and Preliminary Results

We consider any flow τi, i ∈ [1, n], following a path Pi. We focus on the packet
m of τi generated at time t. Then, we denote Pi, the fixed priority of flow τi

and Pi(t), the dynamic priority of packet m. We then define the three follow-
ing sets: hpi = {j ∈ [1, n] , Pj > Pi}, spi = {j ∈ [1, n] , j �= i , Pj = Pi}
and lpi = {j ∈ [1, n] , Pj < Pi}. For flows τj sharing the fixed priority of
flow τi, we have to distinguish between (i) flows that are able to generate pack-
ets with a dynamic priority higher than this of packet m and (ii) flows that
are not able to generate such packets. Then, for any time t ≥ −Ji, we de-
note: spi(t) = {j ∈ spi , Pj(−Jj) ≥ Pi(t)} and spi(t) = {j ∈ spi , Pj(−Jj) <
Pi(t)}.
Definition 1. Let m be the packet of flow τi generated at time t. For any flow
τj, if j ∈ spi(t), Gj,i(t) is the time beyond which τj can no longer generate
packets with a dynamic priority higher than this of m: ∀t′ ∈ [−Jj , Gj,i(t)],
Pj(t′) ≥ Pi(t).

For example, we get for any flow τj , j ∈ spi(t), Gj,i(t) = t if the scheduling
algorithm is fp/fifo∗, whereas Gj,i(t) = t + Dfirsti

i − D
firstj

j if the schedul-
ing algorithm is fp/edf∗, where Dfirsti

i is the relative deadline attributed to
flow τi on its first node visited, denoted firsti. The assignment of this lo-
cal deadline is out of the scope of this paper. The local deadline is computed
from the end-to-end deadline. For instance, with a uniform assignment, the lo-
cal deadline is equal to �Di/q�, where q denotes the number of nodes visited
by τi.

Hence, priority of packet m is higher than or equal to this of packet m′

belonging to any flow τj and generated at time t′ if and only if: Pi > Pj or
(Pi = Pj and Pi(t) ≥ Pj(t′)). Moreover, we denote h′ <i h (resp. h′ >i h) if
node h′ is visited before (resp. after) node h by flow τi. We also denote:
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• Pi = [firsti, ..., lasti], the path followed by flow τi, with firsti (resp. lasti)
the ingress node (resp. the egress node) of the flow in the network;

• |Pi|, the cardinal of path Pi, that is the number of nodes visited by flow τi;
• firstj,i (resp. lastj,i), the first (resp. the last) node of Pi visited by flow τj ;
• slowi, the slowest node visited by τi on path Pi: ∀h ∈ Pi, Cslowi

i ≥ Ch
i ;

• slowj,i, the slowest node visited by τj on path Pi: ∀h ∈ Pi∩Pj , C
slowj,i

j ≥ Ch
j ;

• Ri, the worst case end-to-end response time of flow τi;
• Rh

i , the maximum response time of flow τi on node h;
• J in

h
i , the jitter of flow τi when entering node h. Notice that J in

firsti

i = Ji;
• Smin

h
i and Smax

h
i , respectively the minimum and the maximum time taken

by a packet of flow τi to go from its source node to node h;
• Wh

i (t), the latest starting time on node h of the packet of τi generated at t.

Moreover, we assume, with regard to flow τi following path Pi, that any flow
τj , j ∈ hpi ∪ spi following path Pj with Pj �= Pi and Pj

⋂Pi �= ∅ never visits a
node of path Pi after having left this path.

Assumption 1. it For any flow τi following path Pi, for any flow τj , j ∈ hpi ∪
spi, following path Pj such that Pj∩Pi �= ∅, we have either [firstj,i, lastj,i] ⊆ Pi

or [lastj,i, firstj,i] ⊆ Pi.

Definition 2. The end-to-end jitter of any flow τi, i ∈ [1, n], is the difference
between the maximum and minimum end-to-end response times of τi packets,
that is equal to: Ri − (

∑
h∈Pi

Ch
i + (|Pi| − 1) · Lmin).

Non-preemptive Effect. As packet scheduling is non-preemptive, if a packet
m of any flow τi arrives on node h while a packet m′ ∈ lpi ∪ spi(t) is being pro-
cessed, m has to wait until m′ completion. However, the non-preemptive effect is
not limited to this waiting time. The delay incurred by m on node h directly due
to m′ may lead to consider packets ∈ hpi∪spi(t), arrived after m on the node but
before m starts its execution. Then, we denote δi(t), the maximum delay incurred
by packet m while following its path, directly due to the non-preemptive effect.

Property 1. Let τi, i ∈ [1, n], be a flow following path Pi = [firsti, ..., lasti].
When flows are scheduled FP/DP∗, the maximum delay incurred by the packet
of τi generated at time t directly due to flows belonging to lpi ∪ spi(t) meets:

δi(t) ≤ max(0 ;max j∈lpi∪spi(t)
firstj,i=firsti

{Cfirsti
j } − 1) +

∑
h∈Pi

h�=firsti

max(0 ; max
j∈lpi∪spi(t)
firstj,i=h

Ch
j − 1 ;

max
j∈lpi∪spi(t)

h∈(firstj,i,lastj,i]
firstj,i �=firsti,j

{Ch
j } − 1 ; 1α · ( max

j∈lpi∪spi(t)
h∈(firstj,i,lastj,i]
firstj,i=firsti,j

{Ch
j } − C

prei(h)
i + Lmax − Lmin)),

where ∀ h ∈ Pi, maxj∈lpi∪spi(t){Ch
j } = 0 if lpi∪spi(t) = ∅ and 1α = 1 if lpi∪spi(t) �= ∅

and 0 otherwise.

Proof: See [4].
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2.3 Configurations Studied

We compare the bounds provided by the holistic and trajectory approaches on:

Rake, where flow τi visits q = n − 1 nodes
numbered from 1 to q whereas any other flow
τj visits node j if j < i and node j−1 otherwise.
Reverse path, where flow τi visits q nodes
numbered from 1 to q whereas all other flows
visit nodes q to 1.
Same path, where all flows visit the same se-
quence of nodes consisting of q nodes numbered
from 1 to q.

3 Holistic Approach

The holistic approach [5, 6] considers the worst case scenario on each node visited
by a flow, accounting for the maximum possible jitter introduced by the previous
visited nodes. The minimum and maximum response times on a node h induce
a maximum jitter on the next visited node h + 1 that leads to a worst case
response time and then a maximum jitter on the following node and so on.
This approach can be pessimistic as it considers worst case scenarios on every
node possibly leading to impossible scenarios. Indeed, a worst case scenario for
a flow τi on a node h does not generally result in a worst case scenario for τi on
any node visited after h. The holistic approach proceeds iteratively and starts
with the first node visited. Knowing the value of J in

firstj

j for any j ∈ [1, n],

we compute R
firstj

j using Property 3 giving the worst case response time in
the uniprocessor case for the fp/dp∗ scheduling considered. We proceed in the
same way for any node h, h ∈ (firstj , lastj ]. Knowing the value of J in

h
j , that

is equal to
∑

k<jh(Rk
j − Ck

j + Lmax − Lmin) for any j ∈ [1, n], we compute Rh
j

using Property 3 and so on until node lastj . Notice that the computation can
be divergent. In such a case, the algorithm is stopped as soon there exists a flow
such that its end-to-end response time exceeds its end-to-end deadline. A bound
on the end-to-end response time of flow τi is given by the following property.

Property 2. When flows are scheduled FP/DP�, the worst case end-to-end re-
sponse time of any flow τi, if bounded, is bounded by:

Rfirsti

i +
∑

h∈Pi
h�=firsti

(
Rh

i − J in
h
i

)
+ (|Pi| − 1) · Lmax.

Proof: See [5].

The computation of the worst case response time on any node visited depends
on the scheduling policy. For fp/dp∗, this worst case response time is given by
the following property.
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Property 3. In the uniprocessor case, when flows are scheduled FP/DP∗ and∑
j∈hpi∪spi

Cj/Tj < 1, the worst case response time of flow τi is equal to:

Ri = maxt∈S′
i
{Wi(t)− t}+ Ci, with:

Wi(t) =
∑

j∈hpi

(
1 +

⌊
Wi(t)+Jj

Tj

⌋)
·Cj +

∑
j∈spi(t)

(
1 +

⌊
min(Gj,i(t);Wi(t))+Jj

Tj

⌋)
·Cj

+
⌊

t+Ji

Ti

⌋
· Ci + δi(t),

δi(t) = max(0; maxj∈lpi∪spi(t){Cj} − 1) and S ′
i =

⋃−Ji+Ti−1
t0i =−Ji

S ′
i(t

0
i ), with S ′

i(t
0
i )

the set of times t = t0i + k · Ti such that:

• t0i ∈ [−Ji,−Ji + Ti[ and k ∈ N ∩ [0, K], with K being the smallest inte-
ger such that t0i + (K+1) · Ti ≥ min (Wi(t0i +K·Ti)+Ci ; Bi(t0i )) and Bi(t0i ) =∑

j∈hpi∪spi(t)�
Bi(t0i )+Jj

Tj
� ·Cj + �Bi(t0i )−t0i

Ti
� ·Ci +max(0; maxj∈lpi∪spi(t){Cj}− 1);

• ∃ j and l ∈ spi(t) ∪ {i} such that Gj,i(t) = −Jl + kl · Tl, kl ∈ N.

Proof: See [4].

Worst Case Response Time Computation Algorithm. To compute the
worst case end-to-end response time of any flow τi with the holistic approach, we
apply the following algorithm: (i) we first determine the set Si of flows belonging
to hpi∪spi and crossing directly or indirectly flow τi, that is any flow τj belongs
to Si iff j ∈ hpi ∪ spi and τj directly crosses τi or a flow τk ∈ Si, (ii) we then
initialize for the iteration q = 1 the value of J in

h
j (q) for any flow τj ∈ Si: we

have J in
h
j (1) = 0 if h �= firstj and Jj otherwise, (iii) we proceed iteratively:

q = 0
Repeat

q=q+1
for any flow τj ∈ Si, Rj = Jj + (|Pj | − 1) · Lmax

for h = firstj to lastj , compute Rh
j with J in

h
k(q) for any flow τk ∈ Si

if h = firstj then J in
sucj(firstj)
j (q + 1) = Rh

j − Ch
j

else if h <j lastj then J in
sucj(h)
j (q + 1) = J in

h
j (q) + Rh

j − Ch
j + Lmax − Lmin

Rj = Rj + Rh
j − J in

h
j (q)

Until (∃τj ∈ Si, Rj > Dj) or (∀τj ∈ Si, ∀h ∈ Pj , J in
h
j (q+1) = J in

h
j (q))

where sucj(h) denotes the node visited by τj after node h.

4 Trajectory Approach

Unlike the holistic approach, the trajectory approach [7] is based on the analysis
of the worst case scenario experienced by a packet m on its trajectory and not
on any node visited. Then, only possible scenarios are examined. For instance,
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Fig. 1. Response time of packet m

the fluid model (see [8] for gps) is relevant to the trajectory approach. More
precisely, we consider any flow τi, i ∈ [1, n], following a path Pi consisting of q
nodes numbered from 1 to q. We focus on the packet m of τi generated at time t.
As we consider a non-preemptive scheduling, we are interested in determining
the latest starting time of packet m processing on its last node visited. For this,
we determine the busy period of level corresponding to m’s priority1 in which
m is processed on node q. Let bpq this busy period. We define f(q) as the first
packet processed in bpq with a priority higher than or equal to this of packet m.
Due to the non-preemption, this packet can be delayed by at most one packet
with a priority less than this of packet m (see Figure 1).

As flows do not necessarily follow the same path in the network considered,
it is possible that packet f(q) does not come from node q − 1. We then define
p(q − 1) as the first packet processed between f(q) and m such that p(q − 1)
comes from node q − 1. Packet p(q − 1) has been processed in a busy period of
level corresponding to m’s priority on node q − 1. Let bpq−1 this busy period.

We then define f(q− 1) as the first packet processed in bpq−1 with a priority
higher than or equal to this of packet m. And so on until the busy period of level
corresponding to m’s priority on node 1 in which the packet f(1) is processed.
For the sake of simplicity, on a node h, we number consecutively the packets
processed after f(h) and before p(h) (with p(q) = m). Hence, on node h, we
denote m′ − 1 (resp. m′ + 1) the packet preceding (resp. succeeding to) m′.

We have thus determined the busy periods on nodes visited by m that can be
used to compute the latest starting time of packet m on node q. Indeed, W q

i (t)

is equal to:
∑q

h=1

(∑p(h)
g=f(h) Ch

τ(g)

)
+ δi(t) + (q − 1) · Lmax, with p(q) = m.

In [4], we have analyzed the term
∑q

h=1(
∑p(h)

g=f(h) Ch
τ(g)) and obtained Prop-

erty 4, where: (i) the first term of W lasti
i (t) represents the maximum delay due

to packets having higher fixed priorities, (ii) the second term represents the max-
imum delay due to packets having the same fixed priority but higher dynamic
priorities, (iii) the difference between the third term and the fourth term rep-

1 A busy period of level L is defined by an interval [t, t′) such that t and t′ are both
idle times of level L and there is no idle time of level L in (t, t′). An idle time t of
level L is a time such that all packets with a priority greater than or equal to L
generated before t have been processed at time t.
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resents the maximum delay due to previous packets of flow τi, (iv) the term
denoted δi(t) represents the delay directly due to the non-preemption, (v) the
last term represents the maximum transmission delay. Notice that �x�+ equals
max(0 ; �x�) and prei(h) denotes the node visited before node h by flow τi.

Property 4. When flows are scheduled FP/DP�, if
∑

j∈hpi∪spi(t)
C

firstj,i

j /Tj < 1,
then the worst case end-to-end response time of any flow τi is bounded by:
Ri = maxt∈S′

i
{W lasti

i (t)− t}+ Clasti
i , with :

W lasti
i (t) =

∑
j∈ hpi

(1+�W
lasti,j
i (t)−Smin

lasti,j
j −M

firsti,j
i (t)+Smax

firsti,j
j +Jj

Tj
�+)·Cslowj,i

j

+
∑

j∈spi(t)
(1+�min(Gj,i(t) ; W

lasti,j
i (t)−Smin

lasti,j
j )−M

firsti,j
i (t)+Smax

firsti,j
j +Jj

Tj
�+)·Cslowj,i

j

+(1+� t+Ji

Ti
�)·Cslowi
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Proof: See [4].

Worst Case Response Time Computation Algorithm. To compute the
worst case end-to-end response time of any flow τi when Assumption 1 is met, we
apply the following algorithm: (i) we first determine the set Si of flows in hpi∪spi

crossing directly or indirectly flow τi, (ii) we then initialize for the iteration q = 1
the value of Smax

firstk,j

j (q) for any flow τk ∈ Si and for any flow τj crossing τk:

we have Smax
firstk,j

j (1) =
∑prej(firstk,j)

h=firstj
(Ch

j +Lmax), (iii) we proceed iteratively:

q = 0
Repeat

q=q+1
for any flow τk ∈ Si

for h = firstk to lastk

if (h = lastk) or (∃τj crossing τk such that h = lastj,k or h = prek(firstk,j)) then
compute W h

k (t) using Smax
h
k(q) for any flow τk ∈ Si

if ∃j such that h = prek(firstk,j) then
Smax

firstk,j

k (q + 1) = maxt(W h
k (t) − t) + Ch

k + Lmax

if h = lastk then compute Rk = maxt(W h
k (t) − t) + Ch

k

Until (∃τk ∈ Si, Rk > Dk)
or (∀τk ∈ Si, ∀h = prek(firstk,j), Smax

firstk,j

k (q + 1) = Smax
firstk,j

k (q))
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5 Comparison Between Holistic and Trajectory
Approaches

In order to highlight the benefit of the trajectory approach, we compare the
schedulability regions provided by both approaches in three configurations: rake,
reverse path and same path. More precisely, we consider three sporadic flows τ1,
τ2 and τ3 with the following parameters: • τ1: T1 = 50, D1 = 100, P1 = 2,
• τ2: T2 = 10, D2 = 20, P2 = 1, • τ3: T3 = 10, D3 = 45, P3 = 1. Each
flow τi follows a specific path Pi defined in the configuration considered and
the scheduling is assumed to be fp/fifo∗ on any node. All flow parameters
are fixed except the maximum processing time on a node visited. Moreover, the
jitter of any flow is assumed to be null. The schedulability region is determined
by the highest values of the maximum flow processing times beyond which the
schedulability condition is not met: a flow does not meet its deadline. Figures 2
and 3 represent the schedulabity region obtained respectively by the holistic and
the trajectory approaches in three configurations:

Configuration 1: Rake. Flow τ3 visits nodes 1 and 2, whereas flow τ1 visits
node 1 and flow τ2 visits node 2. The trajectory approach provides a bit larger
schedulability region than the holistic one (see Figures 2.a and 3.a). However,
the gain is limited as there exists no sequence of nodes visited by several flows.

Configuration 2: Reverse Path. Flow τ3 visits two nodes, also visited by
τ1 and τ2 in the reverse direction. The schedulability region provided by the
trajectory approach is the largest one (see Figures 2.b and 3.b). More precisely,
as τ1 and τ2 visit the same sequence of nodes, the trajectory approach provides
better results for these two flows. An admission control based on the trajectory
approach will then accept more flows than based on the holistic approach.

Configuration 3: Same Path. Flows τ1, τ2 and τ3 visit the same two nodes
and in the same order. In this case, the benefit provided by the trajectory ap-
proach is very important (see Figures 2.c and 3.c). The trajectory approach does
not account for impossible worst case scenarios, unlike the holistic approach.

(a) Rake (b) Reverse path (c) Same path

Fig. 2. Schedulability regions obtained with the holistic approach
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(a) Rake (b) Reverse path (c) Same path

Fig. 3. Schedulability regions obtained with the trajectory approach

6 Conclusion

In this paper, we have shown how to obtain new results for non-preemptive
Fixed Priority scheduling in the distributed case, assuming that flow packets
sharing the same fixed priority are scheduled according to their dynamic pri-
orities assigned on the first node visited. Examples of such a scheduling are
fp/fifo∗ and fp/edf∗. We have then recalled the principles of the holisitic ap-
proach, assuming the worst case scenario on any node visited. We have presented
the trajectory approach taking into account the worst case scenario experienced
by a flow packet on its trajectory. We have compared the end-to-end bounds
given by both approaches in different configurations. We have identified the rea-
sons of the holistic approach pessimism and illustrated the advantages of the
trajectory approach, leading to a larger schedulability region.
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Abstract. Though once a research platform, today's Internet cannot serve as a 
testbed for direct experimentation due to its distributed ownership and its driv-
ing business functions. An alternative vehicle is needed to enable researchers to 
investigate new network architectures, services and functionalities. By deploy-
ing an highly over-provisioned metropolitan fiber ring and placing on it, at stra-
tegic locations, a collection of flexible MPLS-enabled network nodes, shareable 
in a seamless way for production and research, we created an overlay network 
testbed that can be used for testing in a real environment all the new networking 
technologies and services based on MPLS prior to their introduction in produc-
tion environment. We describe the most significant experiences gathered from 
implementing the above technologies and the lessons learned in a form intended 
to assist others in realizing evolutionary services in production networks and 
organizing successful high-performance network testbeds. 

1   Introduction 

Telecommunication networks are evolving, especially at the backbone level, towards 
a deeper integration between the two most promising networking technologies: IP and 
Optical. The main drivers of this evolution are the continuous growth of bandwidth 
requests, the promise of cost improvements and, finally, the possibility of increasing 
revenues by offering new advanced services. In this context, some key aspects to be 
investigated are both the architecture and control plane services, in terms of transport 
and forwarding technologies and management, control and resilience capabilities of 
multi-layer geographically integrated networks. Though once a research platform, to-
day's Internet cannot serve as a testbed for direct experimentation due to its techno-
logical heterogeneity and distributed ownership and its driving business functions. 
The same arguments hold for most of the available carrier or enterprise-owned high 
speed networks. Thus, an alternative vehicle is needed to enable researchers to inves-
tigate new network architectures, services and functionalities - especially to explore 
those dimensions beyond simply improving the speed performance and to carry out 
potentially service-disrupting experiments. Ideally, such networking research platform 
would consist of a sufficient number of dark fibers or very high speed communication 
links, geographically distributed to significantly test networking technologies on me-
dium to long distance links, connecting evolutionary network nodes as well as end 
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nodes, and supporting appropriate set of flexible and programmable resources that can 
be shared and controlled by the network researchers and production staff. Of course, 
when building such a network testbed, the most critical element to be taken into ac-
count is the availability and very high cost of the geographical links. Fortunately, the 
availability of optical fiber infrastructure that is currently in place but not being used 
is starting to change the scenario, and many competitive carriers and utilities are start-
ing to sell dark fiber at reasonable prices. Until quite recently, however, most re-
gional/metro network owners could not take advantage of this fiber, at least for their 
research purposes, for distances longer than 10 km. Transport terminals with expen-
sive long-reach lasers, intermediate amplifiers and signal regenerators often structured 
in complex hierarchies (i.e. SDH/SONET) were necessary to provide the reach and 
reliability required. Today, however, many equipment manufacturers are including 
affordable long-range high performance interfaces (i.e. POS STM-16 and Giga 
Ethernet) in their routers or switches. With these devices, dark fiber owners can easily 
reach up to 100 km at multiple giga-speed on a fiber strand without repeaters. In this 
complex but amazing scenario we realized, since one year ago in Napoli, a dark fiber 
ring, covering the whole metropolitan area interested by academic and research insti-
tutions, to offer very high speed connections and Internet services to the whole re-
search community located in the area. By placing, at strategic locations, a collection 
of flexible and evolutionary network nodes, shareable in a seamless way for produc-
tion and research, and connecting them with a mesh of independent fiber links we 
created an overlay network testbed that can be used for testing in a real environment 
all the new networking technologies and services, prior to their introduction in the 
production environment, without necessitating protocol or policy changes in the un-
derlying infrastructure, or requiring to buy and then dismiss new costly dedicated 
links. Such services and technologies, can be tested and evaluated for a long time 
without service disruption and then introduced on the production network only when 
they demonstrate sufficient stability guarantees. Accordingly, an experimental testbed 
has been implemented to test and evaluate the most interesting and evolutionary net-
working technologies based on MPLS transport (Traffic Engineering, Fast Reroute, 
DiffServ QoS etc.). This paper focus on describing the above testbed, realized by 
“Federico II” University on its next generation high speed production network, with 
the objective of assessing advanced networking functionalities in fiber-powered met-
ropolitan and wide area networks. We describe the most significant experiences gath-
ered from implementing the above technologies and the lessons learned in a form in-
tended to assist others in realizing evolutionary services in production networks and 
organizing successful high-performance network testbeds. 

2   The Testbed Architecture 

In this section we describe in detail the architectural building blocks of the realized 
testbed to clarify, where necessary, the motivation of each design choice and ex-
plain the wide range of potentialities offered by such a testing and research infra-
structure. 
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2.1   The Physical Layer 

The physical fiber ring, on which our network is based, is approximately 40km long, 
consists of 156 9/125 G.652 single-mode fibers, contained in a loose tube glass-yarn 
Krone cable, connecting, in a differentiated two-way ring shape, some high perform-
ance optical switches/routers by Cisco Systems Inc., which realize the main transport 
infrastructure, or backbone that serves more than 20 level-2 distribution sites. The 
physical ring layout is reported in the fig. 1. 

 

Fig. 1. Physical ring layout 

Only two pairs of fibers are used for production traffic and the most part of the 
remaining ones are available for testing and research purposes. Several fiber pairs in 
the ring may be cascaded to realize longer concentric rings (with lengths multiple of 
the original ring one) to experimentally evaluate the effects of distance on the avail-
able optical transmission technologies. 

2.2   Link Layer Technologies 

The metro and wide area network testbeds in the past have been traditionally built on 
a circuit-based link layer service built with TDM technologies. Over the past decade, 
they have been enhanced by new link-level technologies including SONET/SDH and 
ATM and often structured in rings for better resiliency. While ATM has been widely 
deployed essentially as an overlay engineering plane for  SONET/SDH, its use has 
not grown the way many predicted. This is due primarily to the protocol overhead as-
sociated with SONET/SDH and certain technical features of ATM that have not been 
as widely embraced by the marketplace as expected. In the last years the network has 
been transforming to a pure converged network offering high-speed broadband ser-
vices over an optimized IP and Optical infrastructure. These modern networks are 
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moving away from traditional circuit-switched networking technologies, towards 
packet-switched networking technologies, which are purpose-built for data, voice and 
video convergence. The advent of technologies including Gigabit Ethernet, Packet 
Over Sonet/SDH, IP and MPLS are combining to usher in a new era of metro and 
wide area networks. This motivates our choice to use these technologies, combined 
together to realize all the link layer connectivity in our testbed.  

2.3   The Network Nodes 

The network backbone is built on a fully meshed MPLS core realized between three 
high performance Cisco routers (a 12410 GSR and two 7606 OSRs – respectively 
LSR and LER1 and LER2 in fig. 2 below - when they were still on test bench), each 
acting as an access aggregation point (or POP) in the metropolitan area. Two high-end 
MPLS-capable routers/switches (Cisco Catalyst 6509 and 6006 – ER1 and ER2 in fig. 
2) with the role of leaf access nodes connect each to two distinct POPs and acting, as 
needed, as Label Edge Routers, or simple leaf access nodes. We realized two distinct 
independent rings between the core nodes using both the primary and secondary 
branches on the ring. The links belonging to the primary ring are made on POS STM-
16 (2.5 Gbps) interfaces and the links belonging to the secondary (or backup) ring and 
with the leaf access nodes are built on Gigabit Ethernet interfaces. All the connections 
between the routers are made with single mode optical fiber between long-range inter-
faces, STM-16 long reach (70Km) and Giga 1000baseLX/LH (10Km). Both the IS-IS 
and OSPF routing protocols, extended with traffic engineering facilities, can be used 
as the IGP of choice for the propagation of link status and resource availability infor-
mation in the whole MPLS domain. Multiprotocol BGP (typically fully meshed IBGP 
sessions in the core) is used to carry VPN information through extended address fami-
lies when the MPLS L2 or L3 VPN are used for testing and performance evaluation. 

 

Fig. 2. The testbed architecture (with all network nodes together on test bench) 

2.4   The Traffic Generation and Performance Analysis Applications 

In order to assess the performance of the advanced functionalities that can be devel-
oped in such an evolutionary network, a proper mix of typical and critical network  
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applications have been selected and integrated as sample traffic patterns in the testbed 
structure. A selection of the most common traffic streams, artificially simulated using 
the Chariot tool from NetIQ, starting from a first endpoint station, directly wired via 
Gigabit Ethernet to the first leaf/edge access node, traverses the core, reaching the 
other endpoint station wired in the same manner to the other leaf router. The great 
bandwidth availability on the whole testbed, starting from the testing endpoint per-
fectly reproduces the conditions of the next generation optical Internet. Furthermore, a 
consistent background aggregation of TCP flows, generated via multiple concurrent 
streams flowing between different Chariot endpoints (Background traffic generator 
endpoints, as in fig. 2), independently connected via Giga Ethernet to ER1 and ER2, 
simulates the effect of real Internet background traffic, resulting in heavy usage of the 
link. All the endpoints are built on HP Proliant DL-series Intel-based multiprocessor  
servers running the FreeBSD operating system and the Chariot endpoint software.  

3   Network Testing Experience 

An high performance fiber network testbed allows the assessment of a wide range of 
evolutionary network functionalities. In this section we present the most interesting 
and significant testing and performance evaluation experiences we have done and the 
lessons learned by their testbed implementation and observed results. 

3.1   Routing Protocol Convergence 

Link or node failures in an IP backbone cause packet losses until the network has re-
converged around the failed link or node. These packet losses directly impact the 
network availability that can be committed in modern networks to support real-time 
and mission critical services. The time taken for an IP network to reconverge is de-
pendent upon the size of the network, the interior gateway routing protocol (IGP) 
used and its specific configuration.  For high availability targets to be offered, it is 
important that the routing protocol is tuned for rapid convergence. A key component 
of tuning IGP convergence is the tuning of the timers, which determine how fre-
quently the main routing protocol events can occur. Historically, this resulted in a 
trade-off between rapid convergence and increased routing protocol stability: short 
timers lead to rapid convergence but with more potential for instability, where longer 
timers result in increased stability but slower convergence. The pragmatic result of 
this trade-off was that routing protocol timers were generally set conservatively and 
IP network convergence was typically a few tens of seconds. Experience gained from 
large-scale service provider deployment, however, indicated that such IGP implemen-
tations were very stable and hence that more emphasis could be placed on faster con-
vergence. Further, recent developments to IS-IS and OSPF link state IP IGPs have 
focused on combining the best of both worlds leading to significant reductions in the 
convergence that can be achieved whilst still maintaining stability. It is obvious that a 
well-designed network testbed can be very useful in IGP timer tuning practice. Fur-
thermore, whereas previously IGP timers were static and long, now with the introduc-
tion of dynamic timers they can adapt their responsiveness depending upon the stabil-
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ity of the network. This allows IGPs to be tuned such that when the network is stable, 
their timers will be short and they will react within a few milliseconds to any network 
topology changes.  In times of network instability (e.g. caused by a flapping link), 
however, the IGP timers will increase in order to throttle the rate of response to net-
work events. This scheme ensures fast convergence when the network is stable and 
moderate routing protocol overhead when the network is unstable. In addition to the 
advancements in the tuning of routing protocol timers, a number best practices for 
IGP design aim to reduce the number of routes carried in the IGP, significantly reduc-
ing IGP routing table computation times and hence resulting in faster IGP conver-
gence. The combination of these optimizations techniques has resulted on our testbed 
in a reduction of IGP convergence times from approximately 10s seconds to 1-to-2 
seconds being pragmatically achievable today. Further, with additional tuning and en-
hancements, sub-second IGP convergence may become a realistic possibility. 

3.2   MPLS Traffic Engineering 

In conventional IP networks routing protocols such as OSPF and IS-IS forward IP 
packets on the shortest cost path to the destination IP address of each IP packet. The 
computation of the shortest cost path is based upon a simple additive metric, where 
each link has an applied metric, and the cost for a path is the sum of the link metrics 
in the path.  Availability of network resources, such as bandwidth, is not taken into 
account and, consequently, traffic can aggregate on the shortest path, consequently 
potentially causing links on the shortest path to be congested while links on alterna-
tive paths are under-utilized. This property of conventional IP routing protocols, of 
traffic aggregation on the shortest path, can cause sub optimal use of network re-
sources, and can consequently impact the overall quality of service that can be of-
fered (or require more network capacity than is optimally required). MPLS Traffic 
Engineering (TE) [1] uses the implicit MPLS characteristic of separation between 
the data plane (also known as the forwarding plane) and control plane to allow rout-
ing decisions to be made on criteria other than the destination IP address in the IP 
header, such as available link bandwidth.  MPLS TE effectively provides an explicit 
routing capability at Layer 3, allowing paths to be used other than the shortest cost 
path to a destination, thereby avoiding traffic aggregation on the shortest path and 
providing more optimal use of available bandwidth. MPLS TE uses the following 
mechanisms: 

− Information on available network resources, including a pool of available band-
width maintained per link, are flooded by means of extensions to link-state based 
IP routing protocols such as IS-IS [2] and OSPF [3] 

− A constraint-based routing (CBR) algorithm is used to compute the traffic path 
based upon a fit between the available network resources (advertised via IS-IS or 
OSPF) and the resources required, i.e. a requested amount of bandwidth 

− The RSVP Protocol [4], with enhancements for MPLS TE [5], is used to signal 
and maintain an explicit route (termed a “traffic engineered tunnel”), from head-
end to tail-end, in the form of an MPLS Label Switched Path (LSP).  This LSP 
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follows the path determined by the constrain-based routing algorithm.  In signal-
ing the tunnel, admission control is performed at every hop. 

− Traffic routed onto these LSPs or tunnels will then follow the traffic engineered 
explicit route to the destination, rather than the conventional IGP shortest path. 

The following conditions can all be drivers for the deployment of MPLS TE [6]: 

− Network asymmetry.  Asymmetrical network topologies can often lead to traffic 
being aggregated on the shortest path whilst other viable paths are under-utilized.  
Network designers will often try to ensure that networks are symmetrical such 
that where parallel paths exist, they are of equal cost and hence the load can be 
balanced across them using conventional IGPs. Ensuring network symmetry, 
however, is not always possible due to economic or topological constraints.  TE 
offers obvious benefits in these cases. 

− Unexpected demand.  In the presence of unexpected traffic demand (e.g. due to 
some new popular content), there may not be enough capacity on the shortest 
path (or paths) to satisfy the demand.  There may be capacity available on non-
shortest paths, however, and hence traffic engineering can provide benefit. 

− Long bandwidth lead-times.  There may be instances when new traffic demands 
are expected and new capacity is required to satisfy the demand, but is not avail-
able in suitable timescales.  In these cases, traffic engineering can be used to 
make use of available bandwidth on non-shortest path links. 

The use of TE gives flexibility in managing backbone bandwidth in order to 
achieve maximum service quality. The more effective use of bandwidth potentially 
allows higher service availability targets to be offered with the existing backbone 
bandwidth. Alternatively, it offers the potential of achieving the existing service 
availability targets with less backbone bandwidth. MPLS TE has been extensively 
tested on our testbed on a significant range of network topologies. Link utilization and 
end-to-end latency have been observed to evaluate the dynamic load-distribution and 
congestion adaptation capabilities of the backbone. We observed in almost all the test 
cases fair balancing in link utilization that clearly demonstrates the capacity of the 
technology to migrate load under demand from congested links to less congested 
links, as shown in the following figure. 
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Fig. 3. Traffic balance between LSR1 and LSR2 with and without RSVP-TE 
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Furthermore, the significant improvements in end-to-end latency observed under 
heavy loads, demonstrated the effects of a more efficient network resource allocation. 

3.3   DiffServ and MPLS TE 

MPLS TE and Diffserv can be deployed concurrently in an IP backbone, with TE de-
termining the path that traffic takes based upon aggregate bandwidth constraints, and 
Diffserv being used on each link for differential scheduling of packets on a per class 
basis. Whilst TE and Diffserv are orthogonal technologies they can be used in concert 
for combined benefit: TE allows distribution of traffic on non-shortest paths for more 
efficient use of available bandwidth, whilst Diffserv allows over/under-provisioning 
ratios to be determined on a per class basis. MPLS TE, however, computes tunnel 
paths for aggregates across all traffic classes and traffic from different classes may 
use the same TE tunnels. MPLS TE is aware of only a single aggregate global pool of 
available bandwidth per link and is unaware of what specific link bandwidth re-
sources are allocated to which queues, and hence to which class. Consequently, 
MPLS TE has been extended with Diffserv-aware traffic engineering (DS-TE) [7], 
which introduces the concept of an additional and more restrictive pool of available 
bandwidth on every link. This more restrictive bandwidth pool is termed the sub-pool, 
while the regular TE bandwidth is called the global pool (the sub-pool is a portion of 
the global pool). The sub-pool may be used for constraint-based routing and admis-
sion control of tunnels for “guaranteed” or EF class traffic and the global pool used 
for regular (non-guaranteed) traffic. In supporting DS-TE, extensions have been 
added to IS-IS and OSPF to advertise the available sub-pool bandwidth per link as 
well as the available global-pool bandwidth. In addition, the TE constraint-based rout-
ing algorithms have been enhanced for DS-TE in order to take into account the con-
straint of available sub-pool bandwidth in computing the path of sub pool tunnels. 
RSVP has also been extended to indicate if it is signaling a sub-pool or global-pool 
tunnel. It is understood that setting an upper bound on the EF class (e.g. VoIP) effec-
tive utilization per link allows a way to restrict the effects of delay and jitter due to 
accumulated burst. DS-TE can be used to ensure that this upper bound isn’t exceeded. 
For evaluation purposes, we deployed DS-TE in our network testbed of fig. 2 to en-
sure that traffic is routed over the network so that, on every link, there will be never 
more than an assigned percentage (we choose 25% in our test) of the link capacity for 
EF class traffic, whilst there can be up to 100% of the link capacity for EF and AF 
class traffic in total. Each traffic endpoints is connected to its access node at 1Gbps 
speed. Endpoint1 send an aggregate of 400Mbps of traffic to Endpoint 2, and the 
background endpoints also send an equivalent aggregate of 400Mbps of traffic to each 
other. Both the IGP and non-Diffserv TE would pick the same route. The IGP would 
pick the top route (ER1 LSR ER2) because it is the shortest path, whilst TE would 
pick the same path because it is the shortest path that has sufficient bandwidth avail-
able (1Gbps available, 800Mbps required). The decision to route both traffic aggre-
gates via the top path may not seem appropriate if we examine the composition of the 
aggregate traffic flows. If each of the flows is comprised of 200Mbps of VoIP and 
200Mbps of background data traffic then such routing decision would aggregate 
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400Mbps of VoIP traffic on the ER1 LSR ER2 links, thereby exceeding our EF 
class bound of 25%. DS-TE can be used to overcome this problem: each link is con-
figured with an available global pool bandwidth of 1Gbps, and an available sub pool 
bandwidth of 250Mbps (25%). A global-pool tunnel of 200Mbps is then configured 
from ER1 to ER2 for background data traffic, and a subpool tunnel of 200Mbps for 
VoIP traffic. Similarly, from the background traffic generators a global-pool tunnel of 
200Mbps is configured for Business data traffic, and a subpool tunnel of 200Mbps for 
VoIP traffic. The DS-TE constraint based routing algorithm would then route the sub 
pool tunnels to ensure that the 250Mbps bound is not exceeded on any link, and of the 
tunnels from ER1 to ER2, one subpool tunnel would be routed via the top path 
(ER1 LSR ER2) and the other via the bottom path (ER1 LER1 LER2 ER2). 
This simple test evidences how DS-TE can perform separate route computation and 
admission control for different classes of traffic. This enables the distribution of EF 
and AF class load over all available EF and AF class capacity making optimal use of 
available capacity. It also provides a tool for constraining the EF class utilization per 
link to a specified maximum thus providing a mechanism to help bound the delay and 
jitter. In order to provide these benefits, however, the configured bandwidth for the 
sub-pool and global pool must represent queuing resources, which are only available 
for traffic-engineered traffic, and hence non-traffic engineered traffic should be 
queued separately on each link. Our tests also demonstrated that DS-TE is a very ef-
fective technique to strictly limit the latency and jitter on the EF class giving it abso-
lute priority and full bandwidth required but it is also useful to ensure proper service 
characteristics and fair bandwidth distribution between the AF classes configured. 

3.4   MPLS Traffic Engineering Fast Reroute 

In the previous section, when talking about IGP convergence, we highlighted that link 
or node failures in an IP backbone can significantly impact the availability that can be 
committed in modern multiservice networks empowering real-time services. Whilst 
sub second convergence for IP routing protocols is a realistic prospect, it is expected 
that IGP convergence will not be able to match the capabilities of SDH/SONET net-
works, which use the capabilities of Multiplexer Section Protection (MSP) and Auto-
matic Protection Switching (APS) respectively to recover around failures in tens of 
milliseconds. This is because the functions are performed in fundamentally different 
ways: IGP convergence is based on a distributed computation, whereas SDH/SONET 
restoration is based upon local detection and pre-computed local protection around the 
failure. MPLS TE Fast Reroute (FRR) extends the concepts of local failure detection 
and protection to MPLS TE in order to provide very rapid recovery around failures 
(e.g. a few tens of milliseconds) prior to any distributed convergence/re-optimization. 
Without FRR, under failure conditions, the head-end of a TE tunnel determines a new 
route for the tunnel LSP but due to messaging and convergence delays, it cannot re-
cover as fast as is possible. On the other hand local nature of FRR allows very rapid 
protection and restoration around failures over pre-determined backup paths. For SDH 
links, detecting the failure of a link is typically done in less than 10ms, and with FRR, 
many hundreds of protected tunnel-LSPs can be switched around the failure in less 
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than 50ms. This is equivalent to the level of protection provided by MSP and APS 
and in SDH and SONET networks respectively. FRR is designed for backbone de-
ployment where the number of network components is typically relatively low, but 
where the failure of those components can have severe impacts on services. The de-
termination of optimal routing for FRR backup tunnels in different failure scenarios 
is, however, a complex problem and needs to take into account factors including the 
available bandwidth on potential backup paths, tunnel inter relationships and interde-
pendencies on the lower layer network topologies. This subject is currently the focus 
of proper testing and tuning activity. To implement FRR in our testbed it was neces-
sary to upgrade the IOS version of all the OSR catalyst nodes to latest 12.2(18)SXD 
version that was the first release supporting FRR on the above machines. 

3.4.1   FRR Link Protection 
Link protection is provided by backup tunnels that bypass the protected link and ter-
minate at the Next Hop of the LSP’s path. These backup tunnels reroute the LSP’s 
traffic to the next hop as soon as a link failure is detected. To investigate the MPLS-
TE FRR functionality on our testbed we used the usual physical connection layout as 
depicted in fig. 2. There, four unidirectional LSPs were set up, from LER1 to LER2; 
two of them (LSP1 and LSP3) were fast reroutable while the other two (LSP2 and 
LSP4) did not have this capability enabled. For the two FRR protected LSPs, the pre-
provisioned backup LSP followed the path LER1-LSR-LER2. For the remaining LSP 
the new path should be automatically determined by the MPLS TE dynamic path 
auto-discovery facility and typically should follow the same path. Two Chariot end-
points  were connected to ER1 and ER2 in order to generate data traffic and to count 
the number of lost packets to simplify the estimation of the interruption caused by the 
fault, the generator was set up to originate 1000 packets per second for each LSP, so 
that the number of packets lost was an estimate of the interruption time in millisec-
onds. Figure 4 below reports the obtained results. The fault was created pulling out 
the fiber corresponding to the transmission connector of the interface on LER1 to-
wards LER2, i.e. the fiber carrying traffic for all four LSPs. FRR (activated for LSP1 
and LSP3) is considerably faster than normal LSP reroute (invoked for LSP2 and 
LSP4), due to the local processing, fast error detection and availability of pre-
established backup paths. It is important to note that, in the context of an operational 
network with a large number of nodes and higher propagation delay, rerouting time 
difference between LSP reroute and MPLS FRR could be even more significant and 
the measurements reported in fig 4 may be considered nearly as lower bounds. It is 
also important to understand that the FRR protection times are dependent on the num-
ber of LSPs that must be protected. Again, when an higher number of LSPs are re-
routed in case of fault, the measured values would be expected to be higher. 

3.4.2. FRR Node Protection 
Node protection relies on backup tunnels that bypass Next HOP nodes along LSPs 
and terminate at the so-called Next Next HOP (NNHOP). These backup tunnels pro-
tect the bypassed node and reroute the LSPs’ traffic to the NNHOP as soon as a node 
failure is detected. They also provide link protection because they recover from fail-
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ures that may occur on link up to the protected node. Basically, to test FRR Node pro-
tection we slightly modified the same configuration already used for the assessment 
of link protection, where the LSPs are configured to follow the path ER1-LSR-ER2 
and the pre-provisioned backup tunnel for fast-reroutable LSPs is between ER1-
LER1-LER2-ER2. Fig. 4 below reports the average number of lost packets measured 
in case of a power shutdown on GSR that properly simulated the node failure. Note 
that most of the convergence time is due to the node failure detection time. In case of 
a node failure generating a link failure, similar results would have been found to the 
link failure scenario. Other way of simulating the node failure, like shutting down (via 
the CLI interface) the node or the interface connected to GSR resulted in no packet 
loss, because, in that case, the MPLS control plane signals the necessity of rerouting 
the LSPs before performing the operation. 

FRR path protection performance
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Fig. 4. FRR path protection performance 

FRR, as expected, achieve tremendous improvements in link fault recovery time, 
keeping it lower than 25 msec in average, but this feature is usually available only on 
high-end router platforms and very high speed  interfaces. This time is far better then 
classic SDH guaranteed protection mechanism (i.e. MSP, with less than 50 msec) but 
it should be taken into account that in our testbed, with a maximum connection length 
of 25Km there isn’t a significant latency. 

4   Conclusions 

Our work shows that we can experimentally asses on a realistic real-world testbed 
how network convergence may be improved and emerging technologies such as 
MPLS TE combined with DiffServ, constraint-based routing and FRR can form a 
simple, scalable and efficient networking model capable of providing rapid, cost-
effective and physical layer independent mechanisms for enhancing network resil-
ience and reliability and supporting the QoS requirements needed by new real-time 
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applications. Of course, the experimental results obtained in the presented test beds 
are an interesting but not exhaustive step in the demonstration of feasibility of ad-
vanced functionality for next generation IP over optical networks. Further investiga-
tions are required to assess the complete integration of all the different functionality in 
a multi-layer, multi-vendor and multi-domain environment. 
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Abstract. One of the challenging issues in QoS routing (QoSR) is
how to select a multi-constrained path (MCP) that can meet the
QoS requirements. We consider the concept of Pareto optimality in
the context of MCP problems and establish a Pareto optimal based
partition framework (POPF). Based on the key concepts in POPF, we
propose algorithm (DA 2CP) to deal with two additive QoS metric.

Keywords: QoS routing, Pareto optimal, multi-objective optimization.

1 Introduction

One challenging issue in QoSR is how to determine a path subject to multi-
ple QoS requirements. Typical QoS metrics (e.g., delay, jitter, bandwidth, cost,
reliability etc.) are often divided into three categories: additive, concave, and
multiplicative. The great challenge that QoSR algorithms must face up to comes
mainly from additive metrics [1]. Hence, we formulate the problem at hand as
follows:

Definition 1 (Multi-constrained path (MCP) problem). Consider a net-
work G(N, E), N is the set of nodes. E is the set of links between nodes. Each
link (u, v) is specified by a k-dimensional link metric vector w = (w1, w2, . . . , wk),
where wi(u, v) is an additive QoS metric and wi(u, v) ≥ 0, i = 1, 2, . . . , k. For
routing request C = (c1, c2, . . . , ck), the problem is to find a path p from source
node s to destination node d such that

wi(p)
def
=

∑
(u,v)∈p

wi(u, v) ≤ ci, i = 1, 2, . . . , k (1)

Later we also write path p as p(w1(p), w2(p), . . . , wk(p)) and use Psd to denote
the paths between s and d. If we seek an optimal solution at the same time,
i.e., path p∗ should satisfy wi(p∗) ≤ wi(p), i = 1, 2, . . . , k, Where p∗ and p sat-
isfy (1). Then the problem becomes a Multi-Constrained Multi-Objective Path
(MCMOP) problem. When we deal with a specific MCP problem, we can view it

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 318–325, 2005.
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as a MCMOP problem since the solutions for the MCMOP problem are of course
the solutions for the original MCP problem. An important property considered
necessary for any feasible candidate solution to a MCMOP problem is Pareto
optimality. The significance of Pareto optimal paths is that if none of the Pareto
optimal paths between s and d can satisfy routing request C, then there is no
path in Psd that can satisfy C. With this in mind, we establish a Pareto optimal
based partition framework (POPF) and use it to deal with QoS routing under
two additive constraints.

2 Related Works

Jaffe [2] proposes an early linear aggregation based QoSR algorithm, in which
link metrics are aggregated linearly into a single one. Jaffe’s algorithm searches
only in one direction. For systematic search in several directions, researchers have
considered Lagrangian-based linear composition algorithms (LLCA) [4][5][6] that
are dynamically adjusting search directions. Depending on the nature of the un-
derlying problem, existing Lagrangian-based algorithms uses different strategies
for adjusting search directions. Because we are interested in identifying several
Pareto optimal paths, our search strategy enhanced with new heuristics will be
different than that of other algorithms using the same idea. Moreover, we im-
prove the performance (success rate and response time) of the basic LLCA-based
search along with precomputation and look-ahead futures. In [7], the authors also
use Linear aggregation along with a pre-computation algorithm called MEFPA
to address MCP problems. The computation cost and performance of MEFPA
is directly relevant to parameter b. To express more clearly, we use MEFPA(b)
instead of MEFPA in the rest of the paper.

3 Pareto Optimal Based Partition Framework

3.1 Basic Concepts

Definition 2 (QoS Metric Space (QoSMS)). W k = W1 ×
W2×, . . . ,×Wk is called QoSMS, if wi(p) ∈ Wj , j ∈ {1, 2, . . . , k} for any
p(w1(p), w2(p), . . . , wk(p)) ∈ G(N, L), where ’×’ denotes the Cartesian product.

Definition 3 (Path Mapping f). Mapping f maps path p(w1(p), w2(p), . . . ,
wk(p)) ∈ G(N, L) to point (w1(p), w2(p), . . . , wk(p)) in W k:

f(p(w1(p), w2(p), . . . , wk(p))) = (w1(p), w2(p), . . . , wk(p)) (2)

There may be several paths that correspond to one same point in W k. Later
we use f−1(w1(p), w2(p), . . . , wk(p)) to denote one of these paths.

Definition 4 (Dominance). Vector u = (u1, u2, . . . , uk) ∈W k dominates vec-
tor v = (v1, v2, . . . , vk) ∈W k, denoted by u ≺ v, if and only if u is partially less
than v, i.e., ∀i ∈ {1, 2, . . . , k}, ui ≤ vi ∧ ∃i ∈ 1, 2, . . . , k : ui < vi.
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Definition 5 (Pareto Optimal Path). p(w1, w2, . . . , wk) ∈ Psd is a Pareto
optimal pathif and only if there is no path p′(w′

1, w
′
2, . . . , w

′
k) ∈ Psd, for which

(w′
1, w

′
2, . . . , w

′
k) ≺ (w1, w2, . . . , wk).

Definition 6 (Pareto front PF ∗). For a given MCMOP problem, Pareto front
PF ∗ = {p(w1, w2, . . . , wk) ∈ Psd|p(w1, w2, . . . , wk)is a Pareto optimal path}.

Each element in PF ∗ is called as a Pareto optimal point (POP). Points lying
in the convex part of Pareto front are called as convex Pareto optimal points
(CPOP). The point that has the least wi is called as the i’th bound point of
Pareto front.

3.2 Partitioning W k by POPs

Definition 7. Dominated set of vector w(w1, w2, . . . , wk) ∈W k

D(w)
def
= {(w′

1, w
′
2, . . . , w

′
k) ∈W k|(w1, w2, . . . , wk) ≺ (w′

1, w
′
2, . . . , w

′
k)} (3)

Definition 8. Feasible area Afeasible : Afeasible = ∪
v∈PF ∗ D(v) ∪ PF ∗

Corollary 1. If routing request (c1, c2, . . . , ck) ∈ Afeasible, then the request can
be satisfied, i.e., there exists a path from s to d that meets the routing request.

We omit all proofs for claims. These proofs can be found in [8].

Definition 9. Unfeasible Area Aunfeasible : Aunfeasible = A1 ∪A2

where A1 = {(w1, w2, . . . , wk)|wi < w′
i, (w

′
1, w

′
2, . . . , w

′
k) is the i′th bound

point of Pareto front}; A2 = {(w1, w2, . . . , wk)| ∃(w′
1, w

′
2, . . . , w

′
k) ∈ PF ∗,

(w1, w2, . . . , wk) ≺ (w′
1, w

′
2, . . . , w

′
k)}

Corollary 2. If routing request C = (c1, c2, . . . , ck) ∈ Aunfeasible, then there is
no path from s to d that meets the routing request C.

Definition 10. NP-complete Area ANPC : ANPC = W k\(Afeasible ∪
Aunfeasible)

3.3 Generating Pareto Optimal Paths

The key to partition QoSMS is finding the elements in Pareto front.

Definition 11 (Linear path length function (LPLF)). For path p = n1 →
n2 →, . . . , nm, each link is associated with k additive constraints. Linear Path
length function (LPLF) is defined as w(p) =

∑k
i=1 αiwi(p), where

∑k
i=1 αi = 1

and wi(p) =
∑m−1

j=1 wi(nj → nj+1), i ∈ 1, 2, . . . , k.

Link metrics associated with each link ni → ni+1 are combined by coefficient
α = (α1, α2, . . . , αk) linearly. Thus Dijkstra’s algorithm can be used directly to
return a least length path w.r.t. w(p). Later we denote Dijkstra’s algorithm using
LPLF and search direction α = (α1, α2, . . . , αk) by Dijkstra(α). Path found by
Dijkstra(α) is denoted by p(wα

1 , wα
2 , . . . , wα

k ).
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Corollary 3. For any search direction (α1, α2, . . . , αk),
∑k

i=1 αi = 1,
p(wα

1 , wα
2 , . . . , wα

k ) is Pareto Optimal.

The following two corollaries give special characters when searching in W 2.

Corollary 4. For two search directions α = (α1, α2) and β = (β1, β2), where
α1 + α2 = 1, β1 + β2 = 1, if α1 > β1, then (a) wα

1 ≤ wβ
1 and (b) wα

2 ≥ wβ
2

Corollary 5. Consider two search directions α = (α1, α2) and β = (β1, β2),
where α1 + α2 = 1, β1 + β2 = 1. If p(wα

1 , wα
2 ) is the same path with p(wβ

1 , wβ
2 ),

then for any search direction γ = (γ1, γ2) , where α1 > γ1 > β1, there holds that
p(wγ

1 , wγ
2 ) is the same path with p(wα

1 , wα
2 ) and p(wβ

1 , wβ
2 ).

4 DA 2CP Algorithm

Using POPF and the corollaries above, we propose an efficient QoSR algorithm
DA 2CP to address the MCP problem under two constraints. Pseudo code of
DA 2CP is given in Fig 1. DA 2CP includes two phases, namely precomputation

DA 2CP(G, s, d,C(c1, c2))
G: network topology; s: source; d: destination; C: routing request
(1) The first phase: (p1, p2) = Pre Compute (G, s, d)
(2) The second phase:

(a) Handle-Pre-Compute(p1, p2, C(c1, c2))
(b) If step (a) returns undecided, start repeat:

1) Get path p3 by searching in direction (α, 1 − α) perpendicular to p1p2

2) If p3 is one of p1 or p2 : End(Fail)
3) If p3 ≺ C or p3 = C : Return p3;// success
4) If (α · c1 + (1 − α) · c2) < (α · w1 + (1 − α) · w2) : Return; //fail
5)If c1 < w1, then p2 = p3; Else p1 = p3;

(c) End repeat
———————————————————————————————————
(p1, p2)=Pre Compute(G, s, d)
(1) p1=Dijkstra(1,0); (2) p2=Dijkstra(0,1); (3) Return(p1, p2)
———————————————————————————————————
Handle-Pre-Compute(p1, p2, C(c1, c2))
1) If (c1 < w1(p1)): DA 2CP return; //Fail
2) If p1 ≺ C or p1 = C: DA 2CP return ; //Success
3) If(p1 and p2 are the same): DA 2CP return;//Fail
4) If(c2 < w2(p2)): DA 2CP return; //Fail
5) If p2 ≺ C or p2 = C: DA 2CP return p2;//Success
6) Else Return undecided.

Fig. 1. DA 2CP algorithm and the procedures it uses



322 Y. Zheng, T. Korkmaz, and W. Dou

and on-demand computation. In the first phase, DA 2CP precomputes the bound
points of the Pareto front. If the routing requests cannot be satisfied by the bound
points, DA 2CP will start the second phase to compute paths on-demand. In
the second phase, DA 2CP repeatedly searches for CPOPs until the termination
condition is met.

Precomputation is very appealing due to its ability to improve response time
and thus used in the first phase. During the second phase, to further improve
the response time, DA 2CP uses more heuristic information (e.g., look-ahead
ability, see step (2).b.4 of DA 2CP in Fig 1). The following claim justifies this
look ahead.

Corollary 6. Given that Dijkstra finds CPOP p(w1, w2) in direction α =
(α1, α2). For routing request C = (c1, c2), if α1c1 + α2c2 < α1w1 + α2w2, there
is no path that can meet C.

5 Performance Evaluation of DA 2CP

In respective of two additive constrained QoSR problems, H MCOP [9][10] is
very efficient in both success rate and execution time. Yong Cui [7] argues that
MEFPA(b) outperforms H MCOP in most cases. So in the simulations, we com-
pare DA 2CP with MEFPA(b) to verify the efficiency of our algorithm. Further-
more, another linear aggregation based algorithm DWCBLA [11] is also used
as comparison. All the following simulations are based on Waxman model [12].
Each link in the randomly generated topology has two additive metrics w1 and
w2, and each metric wi ∼uniform[1,300]. The destination node is selected at
least two hops away from the source node.

5.1 Absolute Computation Cost (ACC) and Performance (AP)

We use metrics that are independent of routing requests to evaluate the per-
formance of DA 2CP. We first consider the average number of iteration of Di-
jkstra’s algorithm, that each evaluated algorithm needs to find ‘all’ CPOPs, as
the absolute computation cost. We also consider the size of NPC area given in
Definition 10 to evaluate the absolute performance. The sizes of networks are
50, 100 and 200 respectively and with each node number, 1000 topologies are
generated.

For DA 2CP, finding all CPOPs means that it runs until the termination con-
ditions are met. Note that MEFPA(b) searches in only several fixed directions
and is not guaranteed to find ‘all’ CPOPs. So it is not evaluated in this evalu-
ation. Fig 2 shows the simulation results. We can see that to achieve the best
performance, DA 2CP needs averagely less computation cost than DWCBLA.

Fig 3 shows the size of the NPC area (SoNA) with respect to the iteration
times b of Dijkstra’s shortest path algorithm. Because the absolute size does not
make much sense, the sizes are further handled while the relative relationship
between them is kept. We can see that DA 2CP converges more quickly than
DWCBLA and MEFPA(b).
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5.2 Relative Computation Cost and Performance

Simulations in [7] show that MEFPA(7) outperforms H MCOP [10] under two
additive constraints. For DWCBLA, if only the length of the largest interval
maintained is less than 1/(b-1), it can achieve the performance of MEFPA(b).
We denote this changed algorithm by DWCBLA(1/(b-1)). For DA 2CP, if only
|α1−β1| ≤ 1/(b−1) (suppose that p1 is found in direction α1, α2 and p2 is found
in direction β1, β2. p1 and p2 take their meaning in Fig 1), it can achieve the
performance of MEFPA(b). We denote this changed algorithm by DA 2CP(|α1−
β1| ≤ 1/(b−1)). Thus by changing b, we can evaluate their relative computation
cost when they achieve comparable performances. We generate routing requests
(c1, c2) randomly for each pair (s, d), and c1 ∼uniform[0.8 ∗ w

(1,0)
1 , 1.2 ∗ w

(0,1)
1 ],

c2 ∼uniform[0.8 ∗ w
(0,1
2 , 1.2 ∗ w

(1,0)
2 ]. Thus the generated requests can cover the

whole NPC area [11] and algorithms can be evaluated under the most critical
conditions. We call routing requests generated in this way as critical routing
requests (CRR).

Fig 4 shows the computation cost comparison when the three algorithms
achieve the comparable performances of different b. Y-coordinate is the times
of calling Dijkstra’s algorithm (TCDA). We can see that to achieve comparable
performance, DA 2CP has the least computation cost.

5.3 Evaluation of Response Time

A practical QoSR algorithm should have not only a high success rate, but also a
quick speed of response. In this part, we look at how often routing requests can be
responded immediately by DA 2CP. We count individually the precomputation
success rate (PSR), the ratio of the number of routing requests satisfied by
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pre-computed paths to the number of routing requests generated, unfeasible
rate (UR), the ratio of the times that on-demand computation is avoided to
the number of total routing requests generated, and on-demand computation
rate (OCR), the ratio of the number of routing requests that need on-demand
computation to the number of total routing requests. It is obvious that the
larger the sum of PSR and UR, the quicker DA 2CP responds. In addition to
CRR, another kind of routing requests generated using the same method in [10]
is also used. Routing requests generated in [10] are likely to be feasible, we
call such routing requests as loose routing requests (LRR). Fig 5 shows the
simulation results with node number N=200. We can see that when routing
requests are loose, most routing requests can be responded immediately and
only very small parts of routing requests need further on-demand computation.
When routing requests are critical, again a considerable part of routing requests
does not require further on-demand computation.

6 Conclusions

In this paper, we first propose Pareto optimal partition framework (POPF) of
QoS metric space. The partition framework can be used as a guideline for design-
ing QoSR algorithms. Lagrangian-based linear composition algorithm (LLCA),
which is usually used to solve restricted shortest path problems, is improved
with precomputation, look-ahead and new heuristic information to solve MCP
problems. Simulations show that DA 2CP is efficient in both success rate and
response time.
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Abstract. In dense-wavelength division multiplexing (DWDM) networks,
one of the critical issues is routing and wavelength assignment (RWA).
And, guaranteeing network survivability is essential for sustaining traf-
fic continuity even for network failures. In this paper, we propose the
routing algorithm called survivability-guaranteed minimum interference
path routing (SG-MIPR). And under SG-MIPR, we suggest a joint path
search approach using shared risk link group (SRLG) information, while
considering trap avoidance (TA) problem. The effectiveness of the pro-
posed algorithm is verified through the simulation experiments.

1 Introduction

While coping with the rapid growth of IP and multimedia services, current
Internet based on time division multiplexing (TDM) cannot supply sufficient
transmission capacity for high bandwidth-needed services. However, the huge
potential capacity of one single fiber, which is in Tb/s range, can be exploited
by applying DWDM technology which transfers multiple data streams on mul-
tiple wavelengths simultaneously. So, DWDM-based optical networks have been
a favorable approach for the next generation optical Internet (NGOI)[1].

The RWA problem is embossed as very important and plays a key role in
improving the global efficiency for resource utilization in DWDM networks[2].
However, it is a combinational problem known to be NP-complete because rout-
ing problem and wavelength assignment problem are tightly linked together[3].
Since it was more difficult to work out RWA as a coupled problem, this problem
has been approximately divided into two sub-problems: routing and wavelength

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 326–333, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Joint Path Protection Scheme with Efficient RWA Algorithm 327

assignment, and several RWA algorithms have been proposed in [4][5]. In previ-
ous studies, the routing scheme has been recognized as a more significant factor
on the performance of the RWA than the wavelength assignment scheme[5].

Also, network survivability is a critical concern in network design. For ex-
ample, a single failure will cause severe service disruptions. Therefore, SRLG
has been proposed as a fundamental concept for fault management in lay-
ered networks (e.g., optical and IP/generalized multiprotocol label switching
(GMPLS) over DWDM). And SRLG is exploited as a key constraint for route
computation.

As the combination of routing problem and survivability, the route compu-
tation of a primary path and a backup path is generally based on the modified
shortest path first (SPF) algorithm. This approach does not consider any opti-
mization at all. It only attempts to find a best (lowest cost) path in each route
computation. Moreover, this does not take into account TA problem. However,
there is one possibility to perform a limited optimization. Although the global
optimization for all calls is impossible, we can perform the individual optimiza-
tion for the primary and backup path of each new call request.

In this paper, we propose the routing algorithm called SG-MIPR. And under
SG-MIPR, we suggest a joint path search approach, while considering SRLG
constraint and TA problem together. Finally, to verify the performance of the
proposed algorithm, simulation experiments are carried out.

In the following sections, section 2 presents DWDM architecture and surviv-
ability requirements in DWDM networks. Then, section 3 illustrates SG-MIPR
and joint path search approach, and performance is evaluated in section 4. Fi-
nally, some concluding remarks are made in section 5.

2 DWDM Architecture and Survivability Requirements

2.1 DWDM Architecture

Architecture of DWDM network is shown in figure 1, in which IP traffics are
injected into DWDM ingress nodes from electronic domain based-networks. In
this architecture, ingress nodes perform traffic aggregation and route optical
data to egress nodes. And, at the egress node, the traffic is disaggregated and
delivered to the destination network. Core DWDM nodes are interconnected
with each other and perform forwarding of the optical data in the all-optical
signal domain. An established lightpath between ingress and egress may cross
a number of intermediate core nodes interconnected by fiber segments, optical
amplifiers and optional taps. The optical components that constitute a core
node, in general, include an optical switch, a demultiplexer comprising of signal
splitters and optical filters, and a multiplexer made up of signal combiners. A
core node may also contain a transmitter array, a receiver array and wavelength
converters enabling wavelength conversion[6]. In this paper, we presume that
core nodes are equipped with wavelength converters.
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Fig. 1. An architectural model for DWDM networks

2.2 Survivability Requirements

Network survivability can be assured by various resilience schemes-protection,
restoration, rerouting, etc.-that have very different recovery times and resource
consumptions[7][8][9]. Since mission-critical data are supposed, we deal with a
protection scheme that is the fastest resilience paradigm (with 10-100 ms recov-
ery time) as the backup resources are previously reserved. Because it is necessary
to guarantee connectivity even in case of network failures, so the protection plays
more and more essential role in backbone networks.

As the key constraint to establish paths, SRLG is being researched inten-
sively. SRLG is defined as a group of links or nodes that share a common risk
component, whose faults can potentially cause the failure of all the links or nodes
in the group[10]. For example, all fiber links that go through a common conduit
belong to the same SRLG, because the conduit is a shared risk component whose
failure, such as a conduit cut, may cause all fibers in the conduit to be broken
simultaneously. This SRLG is introduced in the GMPLS and can be identified
by a SRLG identifier, which is typically a 32-bit integer.

On the other hand, once a primary path is found, one may not be able to
find a SRLG-disjoint backup path (even though a pair of SRLG disjoint paths
do exist using a different primary path). This is the so-called trap problem[11],
which is rarely present when finding link/node disjoint paths using SPF but
can occur much more frequently (e.g., with a probability of up to 30 percent
in a typical optical network) when finding SRLG-disjoint paths. In this paper,
we find a joint primary and backup path by considering costs together among
searched k-shortest paths. This can improve blocking probability and resource
efficiency simultaneously.

3 Protection Mechanism Under SG-MIPR

3.1 SG-MIPR Algorithm

In this section, we propose the SG-MIPR algorithm as a new dynamic routing
algorithm. This algorithm chooses a route that does minimize interference for
potential future connection requests by avoiding congested links. These are links
with the property that the available wavelengths on the minimum hop routes
of one or more node-pairs decreases whenever a lightpath is routed over those
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Fig. 2. SG-MIPR basic concept

links. By reducing the number of wavelengths in a congested link, the number
of failed connections by a single failure can be decreased as well.

Figure 2 illustrates the SG-MIPR basic concepts. For example, SG-MIPR is
to pick route P2 for connection between (S3, D3) pair that has a minimum affect
for other connection requests (S1, D1) as well as (S2, D2) even though the path
is longer than P1 with a congested link L. Before formulating the SG-MIPR
algorithm, we define some notations commonly used in this algorithm as follows:

• G(N, L, W ) : The given network, where N is the set of nodes, L is the set of
links, and W is the total set of wavelengths per link.
•M : Set of potential source-destination node pairs that can request a connection
in the future. Let (s,d) denote a generic element of this set.
• psd : The minimum hop lightpath between a (s,d)-pair, where ∀(s,d) ∈ L.
• πsd : Set of links over the minimum hop path psd.
• R(l) : The number of available wavelengths on a link l, where ∀l ∈ L.
• Λsd : The union set of available wavelengths on each link l, where ∀l ∈ πsd.
• Fsd : The set of available wavelengths on the bottleneck link that has the
smallest residual wavelengths among all links within πsd, i.e., ∀l ∈ πsd.
• Ωsd : Set of wavelengths assigned to the minimum hop path psd.
• Csd : Set of critical links for a (s,d)-pairs, where ∀(s,d) ∈ M.
• αsd : The weight for a (s,d)-pair, where ∀(s,d) ∈ M.

Among the above notations, Csd and αsd are key parameters in the SG-MIPR
algorithm. Csd indicates critical links belonging to πsd of a (s, d)-pair. These
links have higher congestion possibility for potential future requests than other
links within πsd. Thus, this notation is necessarily considered for determining
a critical link. αsd is the weight for each node pair, which is chosen in order
to reflect the ”importance” of a (s, d)-pair where ∀(s,d) ∈ M. Based on these
notations, the ultimate object of SG-MIPR is represented below in Equation 1.
It is a maximum available wavelengths problem for each source-destination pair
in M except the current demands between nodes a and b, where ∀(a,b) ∈ M.

max
∑

(s,d)∈M\(a,b)

αsd · Fsd (1)

To achieve Equation 1, the SG-MIPR algorithm routes the current demand
along a path that does not interfere too much with potential future requests.
We define a route between a (a, b)-pair selected by SG-MIPR as pm

ab and sim-
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ilar to the above-mentioned notations, we use πm
ab,

∧m
ab, Fm

aband Ωm
ab. And for

the wavelength assignment problem on the route pm
ab selected by SG-MIPR, we

adopt first-fit as the wavelength assignment algorithm, which requires no global
information, so that it achieves not only low cost but also good efficiency.

The number of available wavelengths on a link is regarded as an important
factor to improve network performance in terms of blocking probability. There-
fore, we add a new notation Δ as a threshold value of the available wavelengths
on a link to choose the minimum interference path for potential future connec-
tion requests with consideration of critical links as well as non-critical links with
few wavelengths. Therefore, the appropriate choice for threshold values is very
important for efficient wavelength utilization. In this paper, we set the threshold
value Δ within 20% or 30% of the total wavelength number on a link. This ratio
is assumed by our simulation results regardless of the number of wavelengths
per a link. Based on notations such as Csd and Δ, we determine links with con-
gestion possibility for a potential future demand between a (s, d)-pair according
to Equation 2, where ∀(s,d)∈M\(a,b) and ∀l∈L, and call them SG CLsd.

SG CLsd : (l ∈ Csd) ∩ (R(l) < Δ),∀(s, d) ∈M \ (a, b),∀l ∈ L (2)

If a link l belongs to the set of critical links, i.e., l∈ Csd and the number of
residual wavelengths on that link is lower than the threshold value, i.e., R(l)< Δ,
then the link l is the critical link. The SG-MIPR algorithm gives appropriate
weights to each link based on the amount of available wavelengths on a link l
where ∀l∈L, so that the current request does not interfere too much with poten-
tial future demands. The link weights are estimated by the following procedures.
First, let ∂Fsd/∂R(l) indicates the change of available wavelengths on the bot-
tleneck link for the potential connection request between a (s, d)-pair when the
residual wavelengths of link l are changed incrementally. With respect to the
residual wavelength of the link, the weight w(l) of a link l is set to

w(l) =
∑

(s,d)∈M\(a,b)

αsd(∂Fsd/∂R(l)),∀l ∈ L (3)

Equation 3 determines the weight of each link for all (s, d)-pairs in the set
M except the current request when setting up a connection between the (a, b)-
pair, i.e., (s,d)∈M\(a,b), but computing weights for all links is very hard, where
∀l∈L. To solve this problem, we consider more restricted links than other links
for routing with Equation 4 if a link belongs to the set of congestion links for
a certain (s, d)-pair, i.e., l∈SG CLsd. Therefore, computing the link weights is
simplified as shown in Equation 5.

{∂Fsd/∂R(l)=1[if(s,d):l∈SG CLsd]
∂Fsd/∂R(l)=0[otherwise] (4)

w(l) =
∑

(s,d):l∈SG CLsd

αsd (5)
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Once the weight of each link l where ∀l∈L is determined, SG-MIPR routes
the current traffic between the (a, b)-pair along the path with the smallest w(l)
to achieve Equation 1.

3.2 Joint Path Selection Approach Under SG-MIPR

In this subsection, we formulate equations for the joint primary path and backup
path selection under SG-MIPR algorithm. From Equation 5, we define the equa-
tions as the primary path cost WP and the backup path cost WB as Equations
6 and 7, respectively.

WP (p) =
∑

l∈(a,b)\p

∑
(s,d)∈M\(a,b)

αsd (6)

WB(p) =
∑

l∈(a,b)\p

∑
(s,d)∈M\(a,b)

Θ(αsd, l) (7)

While deploying only dedicated path protection, Θ(αsd,l) equals to αsd. Con-
sequently, we accomplish the optimization by finding minimum TC=WP+WB.

4 Performance Evaluation

Simulations are carried out to prove the efficiency of SG-MIPR algorithm and
wavelength utilization and restorability of joint path protection scheme. We
use two test networks:(14 nodes, 20 links), (30 nodes, 61 links) and three ser-
vice classes:Premium Service(PS), Assured Service(AS) and Best Effort Ser-
vice(BES). Each service requires 1:1 dedicated protection, 1:3 shared protec-
tion and dynamic path restoration, respectively. Also, we assume the connection
requests arrive randomly according to the Poisson process, with negative expo-
nentially distributed connection times with unit mean.

First, we compare the proposed SG-MIPR to the existing routing (fixed rout-
ing and dynamic routing) algorithms. The plots of blocking probability in both
test networks are illustrated in figure 3. In both test networks, the results indi-
cate that the proposed SG-MIPR algorithm has lower blocking probability than
dynamic routing (improved by about 5–10%) because of selecting the minimum
interference path with potential future setup requests.

Figure 4(a) depicts the benefit of the joint path protection scheme over the
existing path protection scheme using modified SPF. This is evaluated in PS.
And the performance metric used is the number of wavelength channels in all
links as a function of number of lightpaths. This shows the wavelength saving
and also better performance in larger network (test network II). Moreover, figure
4(b) illustrates the effect of both dedicated and shared path protection schemes
in 1:3 shared protection. In the shared protection, the number of wavelength
channels presents that it achieves wavelength saving.

Figure 5 shows the survivability ratio for each service class in case of single
SRLG failure and double SRLG failures. PS achieves 100% restorability for any
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Fig. 3. Blocking probability for fixed, dynamic and SG-MIPR

Fig. 4. The numerical results for the number of wavelength channels required

Fig. 5. Survivability ratio of PS, AS and BES in test network II

single failure and almost 90% for double failures. And AS (1:3 shared protec-
tion), when single SRLG failure occurs, achieves 100% restorability because AS
is established by considering SRLG constraint. However, for double SRLG fail-
ures, AS has lower survivability ratio, but it is possible to utilize the capacity
more efficiently while still achieving over minimum 30%. As for BES, dynamic
path restoration can guarantee only relative survivability, according to residual
wavelengths. This phenomenon occurs due to discovering a backup path after
the primary path fails, not to reserve a backup path in advance.

(a) Test network I (14 nodes and 20 links) (b) Test network II (30 nodes and 61 links) 

(a) Existing path protection vs. Joint path protection (b) Dedicated path protection vs. Shared path protection 

Test network I 

Test network II 

Test network I 

Test network II

(a) Single SRLG failure  (b) Double SRLG failure 
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5 Conclusion

In this paper, we proposed a routing method by choosing a route that does not in-
terfere too much with potential future connection requests, called SG-MIPR. Fur-
thermore, under SG-MIPR algorithm, we suggested a joint primary and backup
path selection scheme under SRLG constraint and TA problem. To verify the
performance of the proposed approaches, simulations were carried out in terms
of blocking probability, number of wavelength channels required and survivabil-
ity ratio. Through the simulation results, the proposed SG-MIPR algorithm im-
proved blocking probability about 5–10% than the existing dynamic routing al-
gorithm. And the proposed joint path protection scheme achieved the wavelength
saving and better performance in larger networks. Moreover, for the differentiated
services under joint path protection scheme, PS achieved almost 100% restorabil-
ity for any single failure and approximately 90% for double failures. For future
research, we envisage that the proposed routing algorithm and recovery schemes
can be applied to GMPLS for control protocol in DWDM networks.
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Abstract. In order to facilitate convergence of networks and services, we pro-
pose a new hybrid and integrated QoS control scheme that combines electrical 
IP layer features with reconfigurable optical layer, and investigate a compre-
hensive service differentiation mechanism of integrating both IP and optical 
QoS functionalities. The proposed integrated QoS control scheme can: 1) pro-
vide appropriate transport service for various applications relating to different 
service categories; 2) maintain high flexibility/scalability for integrated services 
provisioning; and 3) meet carrier-class QoS requirements.  

1   Introduction 

IP/WDM network (i.e., optical Internet) is becoming a common backbone for most of 
network providers, which will simultaneously offer multiple service classes capable 
of supporting both real-time (e.g., streaming media traffic) and non-real-time traffic 
(e.g., data traffic). For the next generation optical Internet based on Generalized 
Multi-Protocol Label Switching (GMPLS), integrated network architecture can make 
more efficient use of network resources both at IP and optical layers [1-3]. In this 
architecture, properly designed multi-service optical routers with multi-granularity 
switching capability based on GMPLS can improve network’s forwarding perform-
ance for their functionalities of flexible traffic aggregation/grooming, dynamic virtual 
topology adaptation/reconfiguration, optical bypassing, etc.  

For multi-service multi-granularity integrated IP/WDM networks, different QoS 
mechanisms may be possible but no single “best” layer can be derived to maintain the 
required QoS in a cost-effective manner. The problem of providing QoS guarantees in 
a cost-effective manner to different services remains largely unsolved in IP/WDM 
networks. The majority of research works consider the IP and optical QoS control 
mechanisms separately [4,6,7-15]. Harmonization between the two approaches is 
becoming the main issue so that one technology can complement with the other to-
wards QoS provisioning in integrated IP/WDM networks. Recent technological de-
velopments in both IP and optical networking are inevitably bringing the two domains 
closer together [1-5], which indicate that we could combine multi-layer separate QoS 
mechanisms (i.e., IP and optical QoS mechanisms) into a single one. 
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In this paper, we investigate the problem of integrated QoS control in IP/WDM 
networks. The rest of this paper is organized as follows. Section 2 proposes a 
differentiated architectural model of integrated QoS control in IP/WDM networks. In 
Section 3, we present the experimental results. Section 4 concludes the paper. 

2   Differentiated Service Model of Integrated QoS Control 

The large variety of QoS requirements and the needs of carrying multiple services 
efficiently, will lead to the coexistence of several kinds of connection modes (e.g., 
circuit connection, virtual circuit connection, and datagram forwarding) in future 
integrated IP/WDM networks.  

2.1   Architectural Model  

Based on the GMPLS framework, we propose an architectural model of multi-layer 
integrated QoS control in a comprehensive and efficient way as shown in Fig. 1. 
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Fig. 1. Architectural model of integrated QoS control in IP/WDM networks 

The proposed differentiated model implicitly implements a distributed traffic-based 
prioritization mechanism in a comprehensive way by providing adaptive traf-
fic/lightpath classification, integrated admission control, traffic grooming/traffic map-
ping strategies. For example, for multi-priority traffic requests with multi-granularity 
bandwidth requirement, according to network conditions (resource usage and traffic 
load), optical routers can intelligently conduct the differentiated forwarding operation 
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(e.g., single-hop or multi-hop forwarding) subject to the QoS constraints of the traffic 
flows, where the optical layer QoS can be adaptive to meet the current differentiated 
QoS requirement in IP layer. In this architectural model, the following components 
play key roles. 1) Integrated admission control (IAC) can be described as making 
admission decisions by comparing the resources required by an incoming traffic re-
quest with the resources currently available in both IP layer and optical layer, which 
take into account both packet level QoS constraints and lightpath level constraints. 2) 
Integrated QoS routing algorithm selects a near-optimal path to meet the required 
QoS of a traffic request, taking into account the combined topology and resource 
usage information of both IP and WDM layers [16]. 3) Integrated survivability 
scheme merges IP layer survivability mechanisms with optical layers, which would 
lead to efficiently recover from a fault [17]. 4) Adaptive traffic/lightpath classifica-
tion/mapping strategies, based on QoS policies in management plane, are combined to 
meet the subscriber’s QoS requests. 5) Intelligent traffic grooming has been used as a 
simple and robust interworking strategy to coordinate the two-layer QoS mechanisms. 
In addition, interactions between layers such as virtual topology adapta-
tion/reconfiguration are also needed. 

Table 1. Classes of service in IP layer 

CoS Traffic Classes Bandwidth Requirement Delay/Jitter/PLR Queuing 

A Hard QoS 
guaranteed 
(e.g. CES, VPN 
tunnel) 

Peak bandwidth guaran-
teed 

Minimum packet 
delay, jitter, and 
packet loss ratio 

Usually 
single-hop 
transport 

Under 
subscription 

Guaranteed 
 

B Soft QoS guar-
anteed 
(e.g. VoIP 
trunks, DTV, 
grid computing) 

Oversub-
scription 

Not guaran-
teed 

To meet the given 
QoS performance 
metrics 

Usually 
multi-hop 
transport 

C Best Effort  
(e.g. FTP, e-
mail) 

Only provide basic 
connectivity 

N/A Usually 
multi-hop 
transport 

Table 2. Classes of service in optical layer 

CoS Traffic Classes BER Survivability Security Preemptible 
 

A 
 

High quality (HQ) 
lightpaths 

>10-9 

(Under full 
link load) 

50ms  
1+1/1:1 protec-
tion 

Guaranteed No 

B 
 

Low quality (LQ) 
lightpaths 

>10-5 

(Under full 
link load) 

Dynamic Resto-
ration (or no) 

Not guar-
anteed 

Yes 
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2.2   Traffic Classification Strategies  

The proposed traffic classification strategies are illustrated in Table 1 and Table 2. It 
employs three categories for aggregated traffic requests and two categories for light-
paths.  

2.3   Traffic Mapping Strategies  

The issue of QoS mapping strategies in a given optical Internet domain is divided into 
two topics: 1) “vertical” mapping linking the QoS mechanisms of application layer, 
electrical layer, and optical layer; 2) “horizontal” mapping mechanism to link the QoS 
control mechanisms between optical router nodes. As shown in Fig. 2 and Fig. 3, the 
proposed integrated mapping model of application layer to IP layer QoS to the optical 
layer QoS is to allow applications to select the IP layer service (class A, B and C) that 
best suits their needs.  
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Typical application flows in the next generation optical Internet
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Fig. 2. Traffic vertical mapping model 

The transmission impairments can impact the packet loss ratio of the connection 
carried over the lightpaths [18]. In fact, amplified spontaneous emission (ASE) noise 
in optical amplifiers, insertion loss and crosstalk introduced by optical routers and 
attenuation and polarization mode dispersion (PMD) effects introduced by the fibers 
can degrade the optical signal resulting in a very high BER. The proposed mapping 
strategies consider the routing of a connection over a single- or multi-hop (HQ or LQ) 
lightpath adaptively according to the QoS requirements. For example, if a packet-loss 
sensitive traffic flow (e.g., DTV) is carried over a single-hop HQ lightpath experienc-
ing less transmission impairments, less signal-noise-ratio (SNR) degradation could 
meet the signal quality requirements. In contrary to this, if a connection carrying de-
lay-sensitive traffic (e.g., VoIP) is routed over multi-hop LQ lightpaths, the output 
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signal could suffer very high end-to-end delay due to the electrical grooming and 
queuing delays experienced along the path, which will violate the requirement of 
QoS. 
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Fig. 3. Traffic horizontal mapping model 

3   Performance Evaluation  

To evaluate the proposed multi-layer integrated QoS scheme, we establish a simple 
experiment of a 3-node topology constituted of a source optical router, an intermedi-
ate optical router, and a sink optical router interconnected by two WDM links. This 
topology also consists of four traffic flows generators with their destinations respec-
tively; one of them set up circuit emulated service (CES) traffic flows, two of them 
set up packet voice/video flows and there is one for the traditional data traffic flows. 
For comparisons with the single-layer QoS control, we replace the optical router 
model with the so-called Big Fat Router (BFR) model [19] without admission con-
trol1. In the experiment, the setups are as follows. We design four kinds of typical 
traffic flows request: a) 1R  represents high-speed CES traffic (e.g., CBR traffic 

source) which belongs to traffic class A , it is assumed that 155=f
aV units; b) 2R  

represents large-granularity streaming media traffic which belongs to traffic class B , 

                                                           
1  BFR model means offering only a single IP layer of QoS control (no optical-layer QoS con-

trol is employed), here we assume it uses First In First Out (FIFO) packet servicing (i.e., ‘best 
effort’ service) for all traffic flows. 
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it is assumed that 100, =f
avergebV units, 150, =f

peakbV units; c) 3R  represents small-

granularity streaming media traffic  which belongs to traffic class B , it is assumed 

that 30, =f
avergebV units, 80, =f

peakbV units; d) 4R  represents BE traffic flow request  

which belongs to traffic class C , it is assumed that 1000max, =cV units, 1min, =cV unit, 

which means that for each 4R  request, the minimum guaranteed bandwidth is 1 unit,

 the maximum bandwidth does not exceed 1000 units.  
As shown in Fig. 4, we evaluate the basic QoS performance of the proposed inte-

grated QoS control as well as the comparisons with the single IP layer QoS control 
(FIFO service). Fig. 4(a) shows the results of call blocking probability versus network 
load under various kinds of traffic requests. We can find that 1R is greater than 2R , 

3R , and 4R , while the single IP layer QoS control is less than 2R , 3R , and 4R , 
which indicates that the call blocking probability, is mainly affected by the bandwidth 
granularity of traffic request. It relies on the above assumption of the same call inten-
sity of each kinds of traffic request. However, for real traffic distribution in current 
optical Internet, the BE traffic requests are far greater than real-time (RT) traffic. In 
Fig. 4(b), we have shown that the proposed method provides small average packet 
loss probability (PLP) for the high-priority traffic class. 1R always has the best per-
formance. For the traffic class B requests, 2R  tends to give smaller average PLP than 

3R  because 3R  is usually transported by LQ lightpath. However, under higher call 
load conditions (approximately greater than 100 Erlangs, when network becomes 

congested), the PLP does not exceed 610�=bPLR . As for the single layer QoS con-

trol, the performance of average packet loss probability is severely affected by higher 
load. We observe that even under relatively high congestion, the integrated control 
scheme can provide QoS guarantees for RT traffic flows in contrast to single-layer 
QoS control. This robustness seems to be preferred for QoS provisioning in the next 
generation multi-services optical Internet in order to alleviate the problem of conges-
tion. Fig. 4(c) shows the performance simulation results of the average packet delay 
vs. call load for various kinds of traffic requests. From Fig. 4(c), we can find that the 
integrated QoS control for RT traffic performs significantly better than the single IP 
layer QoS control in terms of the performance of average packet delay under higher 
network load conditions. The reason lies in two aspects: 1) forwarding differentiation-
BE traffic is usually transported on the multi-hop LQ lightpaths by grooming, while 
RT traffic is usually transported on the single-hop HQ lightpaths directly, and 2) 
queuing differentiation-BE traffic needs more queuing time than RT traffic because of 
different scheduling strategies. We show the simulation results of the lightpath re-
source utilization (which is defined as the amount of used bandwidth over the total 
amount of bandwidth offered in a given lightpath) in Fig. 4(d). Since the HQ light-
paths usually carry 1R , 2R traffic requests, and the LQ lightpaths usually carry 

3R , 4R traffic requests, we observe that the higher resource utilization of either HQ 
lightpaths or LQ lightpaths is basically not affected by the call load because of the 
adaptive optical layer reconfiguration. In additional, when call load increases, the 4R  
resource utilization decreases, while 3R  increases. It is because 3R  has higher prior-
ity than 4R . Although a simple network is used in our experiment, we can predict 
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that the QoS performance results will even become better in a large network (e.g., 
NSFnet) because abundant networking resource will be configured and more QoS 
control mechanisms will be employed (e.g., integrated QoS routing [16] and flexible 
traffic grooming/bypassing/management). 
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Fig. 4. Performance evaluation results of the integrated QoS control compared with the single-
layer QoS control for various kinds of traffic requests: (a) call-blocking probability vs. call 
load; (b) average packet loss probability vs. call load; (c) average packet delay vs. call load; (d) 
lightpath utilization vs. call load 

4   Conclusion 

For the motivations of efficiently controlling the resource allocation and getting im-
proved traffic quality in IP/WDM networks, we propose a differentiated QoS control 
framework by the integration of both electrical and optical QoS mechanisms as an 
effective and comprehensive scheme. The study reveal that the proposed scheme 
capture the better tradeoff between the finer QoS granularity of the IP layer and the 
coarse QoS granularity of the optical layer to support multiple levels of service per-
formance in an integrated IP/WDM network.  

(a) (b)

(c) (d) 
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Abstract. In a new optical hybrid switching environment which com-
bined Optical Burst Switching (OBS) and Optical Circuit Switching
(OCS), we propose flow-level service classification scheme for IP differen-
tiate service. In particular, this classification scheme classifies incoming
IP traffic flows into short-lived and long-lived flows for Quality of Ser-
vice (QoS) provisioning according to traffic characteristics such as flow
bandwidth, loss and delay. In incoming IP service classes, long-lived flows
include premium service and loss sensitive service to take an advantage
of OCS. On the other hand, short-lived flows include Best-Effort service
and delay sensitive service to take an advantage of OBS. Therefore, op-
tical hybrid switching network can take advantages of both switching
technologies using the proposed flow classification scheme. The aim of
proposed technique is to maximize network utilization while satisfying
user’s QoS requirements. We show results for the delay, OBS burst size
and burst assembly times.

1 Introduction

Optical network technologies are evolving rapidly in terms of multiplexing band-
width and control capability. There has been considerable attention given to IP
over optical networks to combine the optical and the electronic worlds by net-
work service providers, telecommunications equipment vendors, and standards
organizations.

From the optical switching technology point of view, it is known that the Op-
tical Circuit Switching (OCS) networks achieve low bandwidth utilization with
burst traffic such as Internet traffic. So, sophisticated traffic grooming mechanism
is needed to support statistical multiplexing of data form different users. Optical
Burst Switching (OBS) technology has been emerging to utilize resources and
transport data more efficiently than the existing circuit switching [1]-[2]. OBS is
accepted as an alternative switching technology due to the limitation of optical
devices that do not support buffering.

The OBS and OCS have the advantages and disadvantages in performance
point of view. So we can consider the so-called hybrid switching. The optical
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hybrid switching [3]-[4] is a new switching technique which combines OCS and
OBS to take advantages of both switching technologies and to improve their
performance degradation. The OCS module of optical hybrid switching can avoid
the several overheads for long-lived flows and reuse the current OCS network
technology. On the other hand, the OBS can improve the resource utilization for
short-lived flows such as bursty IP traffic. In this paper, we consider a combined
OCS and OBS system and a hierarchical Quality of Service (QoS) mapping
architecture.

We propose the flow-level service classification scheme for IP differentiated
service. This scheme classifies incoming IP traffic flows into short-lived and long-
lived flows for QoS provisioning according to traffic characteristics in an optical
hybrid switching environment. The incoming IP traffic flows divided into pre-
mium service, assured service and best-effort service for IP differentiated service
as described in [5]-[6]. Short-lived flows are composed of a few packets and bet-
ter suited for OBS which has a short-delay characteristic than OCS. Long-lived
traffic typically indicate loss-sensitive or real-time video streams that are better
suited for circuit (or wavelength) switching which has an advantage of loss-less
through connection establishment. Therefore, the optical hybrid switching tech-
nique using the proposed flow classification scheme takes advantages of both OBS
and OCS. The aim is to maximize network utilization while satisfying users’ QoS
requirements.

The remainder of the paper is organized as follows. In Section 2, we explain
the hierarchical QoS mapping architecture of optical hybrid switching network.
In Section 3, we propose the new flow-level service classification scheme in optical
hybrid switching networks for IP differentiated service and show the example of
implementation. Then, in Section 4, we give numerical results for the proposed
network.

2 Hierarchical QoS Mapping Architecture in Optical
Switching Network

We consider the architecture of optical IP network for optical hybrid switching
as shown in [8]. This network is composed of IP/Multiprotocol Label Switch-
ing (MPLS) network and optical sub-network. In this network architecture,
IP/MPLS routers are attached to an optical sub-network, and connected to
their peers over dynamically established switched lightpaths. The IP/MPLS
routers handle the Label Switched Paths (LSPs) for end-to-end virtual flows.
Fig. 1 shows the hierarchical QoS mapping architecture. The optical edge router
which performs optical hybrid switching is required the flow-level QoS mapping
through classification of MPLS flows. For end-to-end QoS provisioning, each
node performs the QoS mapping of different level.

The IP/MPLS router in an IP/MPLS network is generally able to perform
various operations in packet level. These operations include label swapping, la-
bel merging and label stacking. Packet level QoS mapping between IP/MPLS
routers is performed for the end-to-end QoS provisioning. Incoming IP packets
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Fig. 1. Hierarchical QoS mapping architecture

are mapped into MPLS flows. Here, a flow is defined as a set of packets travel-
ling between a pair of hosts with the same destination address but the different
source addresses [9]. The optical edge router in the optical hybrid switching net-
work performs flow classification and QoS mapping in flow level. Here is the start
point of optical hybrid switching. Thus, outing flows are divided into aggregated
flows (e.g., long-lived flows) for OCS and data bursts (e.g., short-lived flows) for
OBS. The detailed operation will be discussed in the next Section. Lambda level
QoS mapping between optical core routers in the optical switching network is
performed. Each wavelength is mapped onto the corresponding optical switching
interface which is satisfied with QoS constraints.

3 IP Differentiated Service Using Optical Hybrid
Switching

3.1 Flow Classification Model for Optical Hybrid Switching

In the considered optical hybrid switching environment, flow classification is per-
formed at the border of access network and core network. Fig. 2 shows the flow
classification model for optical hybrid switching.

In this model, the incoming IP differentiated services [10] of access network
are classified into two kinds of mode: OBS using one-way reservation and opti-
cal fast circuit switching with real time two-way reservation. The main goal of
flow classification model is to provide a mechanism for offering IP differentiated
service in optical network through hybrid switching scheme.

Time Division Multiplexing (TDM) trunks (leased line) in the form of DSx
or tributaries on SONET/SDH, such as from electric circuit switches, and Syn-
chronous Optical NETwork (SONET)/ Synchronous Digital Hierarchy (SDH)
formatted optical links should be separated at the edge of optical core network.
In our flow classification model, TDM and SONET/SDH use optical fast circuit
switching using real-time two-way reservation.
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Fig. 2. Flow classification model for optical hybrid switching

We can classify the incoming traffic types using the value of flow bandwidth
threshold in the relationship of flow bandwidth and the number of packets. Short-
lived flows are composed of a few packets such as e-mail, light-loaded FTPs and
so on. These flows are better suited for OBS. Long-lived flows contain a large
number of packets, that is, stream media. These flows are better suited for OCS.
We can consider other type of traffic. For example, big burst such as very high-
load FTPs and images require very high bandwidth for a short period of time
and require special reservation. This case is better suited for wavelength routed
OBS (WR-OBS) [11]. The reservation of this switching scheme is made for the
entire burst before it is transmitted.

Table 1 shows the proposed QoS classification in optical hybrid switching
network with hierarchical QoS mapping architecture. The packet level QoS ser-
vice is divided into three services for IP differentiated service [6]. We propose
the flow level QoS service which classifies incoming IP differentiated service into

Table 1. The proposed QoS classification in optical hybrid switching network
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long-lived flows and short lived flows. For the lambda level QoS service, we can
use the differentiated optical service model [12] according to survivability, secu-
rity and provisioning.

3.2 Flow-Level Service Classification for IP Differentiated Service

For the purpose of Traffic Engineering (TE) and control it is most convenient to
characterize demand at flow level. Optical edge router has a role to classify the
incoming traffic flow for operating switching system in hybrid mode. Therefore,
we proposed the flow classification scheme which classifies the incoming IP dif-
ferentiated service flows into long-lived and short-lived flows. Table 2 shows the
flow-level service classification and features for IP differentiated service.

In incoming IP service classes, long-lived flows include premium service and
loss sensitive service among assured services to take an advantage of OCS. On
the other hand, short-lived flows include Best-Effort service and delay sensitive
service among assured services to take an advantage of OBS. OCS network is
connection-oriented network which can support lossless transmission. So the loss-
sensitive service is better suited for OCS. The reason why the delay sensitive
service use OBS in short-lived flows is that the pretransmission latency of OBS
is lower than that of OCS due to one-way reservation (link-by-link) and OBS
requires limited or even no delay of data intermediate nodes as OCS. OBS cannot
avoid the loss because of connection-less network The outgoing optical services at
optical edge router are divided into guaranteed service and class-based priority
service. In the cased of guaranteed service, we use admission control to provide
guaranteed QoS for users. OCS can provide TE and QoS guarantee using two-
way reservation (end-to-end) scheme. In the case of class-based priority service,
we can provide service differentiation using burst scheduling algorithm, offset
time adjustment scheme, and other schemes.

Next, we explain a new implementation scheme for optical hybrid switching
using flow-level service classification in optical edge router. For QoS provision-

Table 2. Flow-level service classification and features
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ing according to traffic characteristics, an incoming IP traffic flows are classified
into short-lived and long-lived flows. The specific classification mechanism uses
the existing adaptive flow classification [13]. For short-lived traffic flows, we use
OBS using one-way reservation scheme with only request procedure to achieve
better bandwidth utilization because it allows statistical sharing of each wave-
length among bursts that may otherwise consume several wavelengths. So, these
flows are performed per class burst assembling process and then data burst is
created. On the other hand, for long-lived traffic flows such as video streaming,
we consider the aggregation of these flows into aggregated flows for optical cir-
cuit/wavelength switching using two-way reservation scheme with request and
acknowledgement procedure. Flow aggregator performs traffic aggregation ac-
cording to flow characteristics. These aggregated flows require buffering and
scheduling because flows are grouped together subject to specific constraints
such as QoS class and destination.

4 Performance Results

In this section, we present result of end-to-end performance for OBS. In particu-
lar we show you the relation of burst size concerning end-to-end delay constraints
[7]. While the burst size and the assembly time have a potent influence on the
delay performance, OBS has more advantages for delay than OCS due to one-
way reservation. Through the end-to-end delay analysis, we would like to give
you a good guideline to find the optimal burst size and offset time for efficiently
operating optical hybrid switching.

Fig. 3 shows the end to end delay versus the offered load for different burst
size when hop distance is 10 and the fixed offset time is 70μs. From this result,
we can see that the end-to-end delay is related to the burst size. Next, we show

Fig. 3. End-to-end delay vs. the offered load for different burst size (n=10, fixed offset
time=70μs)
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Fig. 4. Assembly time versus the number of hops for different offered load (end-to-end
delay=100ms)

the performance relationships of assembly time concerning end-to-end delay con-
straints. The large burst size requires enough time to assembly the packets, then
the delay increases due to assembly time as shown in Fig. 4. Fig. 4 shows the
assembly time versus the number of hops when the end-to-end delay is 100ms.
Here, we show the effect of hop count change. The assembly time is not signifi-
cant at the high offered load, but for the low offered load, the assembly time to
generate the fixed size burst is very critical in the performance of delay.

5 Conclusions

In this paper, we have proposed QoS provisioning algorithm using flow-level
service classification in a new optical hybrid switching system which combines
OBS and OCS. To support IP differentiated service in optical hybrid switch-
ing network, the proposed flow classification scheme classifies the incoming IP
differentiated service flow into long-lived and short-lived flows. The aim is to
maximize network utilization while satisfying user’s QoS requirements. We also
have shown the performance results for end to end delay characteristic of optical
hybrid switching. In particular, we have considered a flow classification scheme
that is easy and cost-effective to implement in optical hybrid switching systems.
Evaluation of the efficiency of hybrid switching compared with OCS and OBS
is left as a topic for further study.
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Abstract. Ethernet Passive Optical Network (E-PON), which leverages the 
ubiquity of Ethernet at subscriber locations, seems destined for success in the 
optical access network. Dynamic Bandwidth Assignment (DBA) provides sta-
tistical multiplexing between the optical network units for upstream channel 
utilization. To satisfy the services with heterogeneous QoS characteristics, it is 
very important to provide QoS guaranteed network access while utilize the 
bandwidth efficiently. We propose a QoS-enabled DBA Algorithm for differen-
tiated service in EPONs. The new DBA algorithm is based on the weights of the 
different classes and the current queue information to perform better per class 
bandwidth allocation. The specific QoS requirements of different classes are 
mapped into deterministic effective bandwidth and further used to assign the 
according weight. We conduct detailed simulation experiments to study the per-
formance and validate the effectiveness of the proposed protocols. 

1   Introduction 

Ethernet Passive Optical Network (E-PON) [1] is considered to be one of the most 
cost-effective solutions for supporting the increased Internet data traffic, with the 
efficient bandwidth assignment function by which the upstream bandwidth can be 
shared among access users. A typical E-PON topology usually consists of an Optical 
Line Terminal (OLT) and N Optical Network Units (ONUs). All transmissions in a 
PON are performed between OLT and ONUs.  

One distinguishing feature in EPON is Dynamic Bandwidth Assignment (DBA) 
[2], the ability to deliver services to emerging IP-based multimedia traffic with di-
verse quality-of-service (QoS) requirements. The basic concept of DBA replies on the 
possibility to allocate dynamically upstream bandwidth based on customers’ real 
activity. Thus, bandwidth management for fair bandwidth allocation among different 
ONUs will be a key requirement for the MAC protocols in the emerging EPON based 
networks [3]. Diffserv [4] is an IETF framework for classifying network traffic into 
classes, with different service level for each class. In this propose, we discuss an 
EPON architecture that supports Diffserv. According to a multi-service access net-
work, the proposed DBA algorithm in EPON should at least support a multitude of 
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services, i.e., Low-Priority Best Effort service and Delay-Sensitive QoS guaranteed 
service.  

Kramer et al in [1] provides a dynamic protocol called IPACT that is based on 
interleave polling to realize the dynamic bandwidth distribution. Although IPACT can 
provide the bandwidth “on-demand” according to end-users’ queue length informa-
tion, it has some difficulty to provide heterogeneous QoS guarantee to different end 
users. Another possible drawback is that IPACT considers the one ONU as a whole, 
which makes it difficult to realize different QoS access in one ONU. The authors of 
[8] proposed to use strict priority queuing and presented control message formats that 
handle classified bandwidth. However, no simulation results were reported to show 
the performance of their proposed DBA. In [9], the authors proposed a new DBA 
scheme that allocates the bandwidth according to the service level agreement between 
each subscriber. Typically, the model proposed in [9] will not be the case in future 
access network, where one single ONU must be capable of provisioning different QoS 
services for different user requirement.  

In this paper, we propose a QoS-enabled Dynamic Bandwidth Assignment Algo-
rithm for differentiated service in Ethernet Passive Optical Networks. The new DBA 
algorithm is based on the weights of the different classes and the current queue infor-
mation to perform better per class bandwidth allocation. The specific QoS require-
ments of different classes are mapped into deterministic effective bandwidth and fur-
ther used to assign the according weight. We conduct detailed simulation experiments 
to study the performance and validate the effectiveness of the proposed protocols. 

2   Class and Queue Information Based Intra-ONU Scheduling 
and Inter-ONU Scheduling 

We propose a QoS-enabled Dynamic Bandwidth Assignment Algorithm for differen-
tiated service in Ethernet Passive Optical Networks. The overall goal of bandwidth 
allocation is to effectively and efficiently performs fair scheduling of timeslots be-
tween ONUs in EPON networks. A new DBA algorithm based on the weights of the 
different classes and the current queue information is considered at the OLT to per-
form better per class bandwidth allocation. These mechanisms include intra-ONU 
scheduling and inter-ONU scheduling as shown in Fig. 1. 

We consider an EPON access network with N ONUs, which support M class of 

service (CoS). The transmission speed is R Mb/s. Assum m� denotes the weight of the 

class of m, m=1,2,…, M; nm� denotes the weight of the class of m at ONU n, 

( nm� = m�  for n=1,2,…,N; m=1,2,…,M); nmq denotes the current queue length of class 

m at ONU n, n=1,2,…,N; m=1,2,…,M; so the granted bandwidth nmB to class m at 
ONU n can be expressed at follows, 

 
,
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nm nm

nmn m
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�
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In the case of ,

nm
nm

nmn m

R q
�
�

× >
� , which the allocated bandwidth according to the 

weight cannot be consumed by the class m at ONU n, the excess bandwidth will be 
further allocated to those class which still has data in the queue. This scheme shifts 
the complexity of the queue management of the ONU to the OLT and realizes a better 
fairness among the different classes at different ONU. Fig 2 shows a simple case of 
the mentioned scheme. 
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Fig. 1. Inter-ONU and Intra-ONU scheduling 
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(a) Weight based DBA plus ONU based 
queue management 

          (b) Weight and queue length based DBA 

Fig. 2. Comparison between two different DBA 

3   Delay and Jitter Guaranteed Dynamic Bandwidth Assignment 

In this section we present a new scheme called Deterministic Effective Bandwidth-
based Generalized Processor Sharing scheduler (DEB-GPS scheduler), in which the 
specific QoS requirement is mapped into deterministic effective bandwidth and fur-



 Delay Constraint Dynamic Bandwidth Allocation 353 

 

ther used to assign the according weight in GPS scheduler. Our proposed scheme can 
provide delay-constraint and loss-less QoS guarantee to QoS service and maximize 
the bandwidth to best-effort service. We have proved that our DEB-GPS scheduler 
requires less bandwidth than rate-based GPS scheduler to provide the same QoS 
guarantee. In order to further improve the efficiency of proposed algorithm, the queue 
length information of each best-effort source is reported to OLT to calculate the back-
log clearing time. As each session completes its backlog, the bandwidth released will 
be distributed among the still backlogged sessions in proportion to their weights. And 
the service rates of backlogged sessions can be increased as more and more sessions 
are completing their backlogged periods. 

1( )A t

2( )A t

( )NA t

1( )r t

2( )r t

( )Nr t

C

1( )Q t

2 ( )Q t

( )NQ t

 

Fig. 3. Fair bandwidth allocation model 

Below we will define the parameters used in the problem formulation. 

 ( )iA t denotes the incoming traffic of ith stream that is constrained by leaky 

bucket scheme (Mi, Pi, Ri), which are respectively the maximum burst size, the 
peak rate, and the mean rate of the source. So the incoming traffic is constrained 
by ( )( ) ( , )i i

i

P R
Ri i i iA t Min Pt R t M �� + × . 

 i� denotes the weight of ith stream.  

 ( )iW t denotes the amount of ith stream traffic transferred by the server. 

 ( )iQ t denotes the queue length of ith stream. A stream is called backlogged if 

there is always traffic queued for that stream.  
 ir denotes the allocated rate of ith stream from the server.  

 Di and i be the delay and delay variation tolerances of ith stream, respectively.  
 id and i�  be the experienced delay and delay variation of ith stream, respec-

tively. 
 C denotes the available bandwidth from the server 

We formulate the problem of fair bandwidth allocation as a single server serves N 
traffic streams (Fig. 3). We consider different QoS services, which imply that the 
delay and delay variation tolerances for different streams are different from each 
other. We also Assum all the buffers are infinite. 

Our traffic management scheme is based on deterministic QoS guarantees. Con-
sider a access system that serves a flow in a work conserving manner at a constant 
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rate, the deterministic effective bandwidth of an incoming traffic ( )iA t is defined as a 

constant rate ( ( ))D ie A t that guarantees a delay bound of Di to this flow, that is: 

 0

( )
( ( )) sup ( )i

D i t
i

A t
e A t

t D�=
+

                   (2) 

So the deterministic effective bandwidth ( ( ))D ie A t  that guarantees a delay bound of 

Di to the above incoming traffic is defined as follows:  
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Since our traffic management scheme guarantee a delay-constrained and loss-less 
deterministic QoS requirement to QoS services, a deterministic effective bandwidth is 
provided to every QoS source. This is done by using the GPS scheduler. The sched-
uler works as follows: different types of incoming sources are mapped into QoS-

aware source and best-effort source. Their respective weights QoS� and BE� are defined 
as follows once a source has been accepted into the system:  

 
1

( ( )) ( ( ))
i iQoS D i BE ii

BE

e A t and C A t
N

� �= = ��       (4) 

in which NBE equals to the number of total Best-Effort sources and C is the available 
service rate. With such weight assignment, each QoS-aware source receives a minimum 
service rate equal to its deterministic effective bandwidth. This ensures that the QoS-
aware source experiences a delay-constrained and loss-less deterministic QoS service.  

4   Architecture of Dual DEB-GPS Scheduler and Its Operation 
for Dynamic Bandwidth Allocation 

Compared to traditional DBA algorithm that only OLT schedules upstream access for 
ONU, our proposed dual-scheduler scheme allows both OLT and ONU to participate 
in bandwidth allocation process, in which we have implemented a two-layer multiplex-
ing scheme. For OLT part, requests from different QoS classes are gathered from dif-
ferent ONUs and multiplexed to provide the bandwidth allocations among QoS classes. 
For ONU part, ONU can further select the proper bandwidth or grants allocated to it 
from OLT based on its own queuing status and QoS contract, as shown in Fig. 4. 

The following is an operation mechanism of the proposed dual scheduler; 

Step1: Master scheduler in OLT periodically allocates divided slot grants to ONUs to 
collect the rate request from ONUs.  
Step2: After receiving the connection request from ONU, the master scheduler in 
OLT will: 
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1. Updates the request table and sums up all requests of each class.  
2. Fixed bandwidth is assigned by the value of deterministic effective bandwidth of 

QoS-aware source. 
3. Recalculate the weight assignment to current best-effort sources, and the surplus 

bandwidth is allocated to best effort sources by their re-calculated weight.  

Step3: In this step, slave scheduler in each ONU schedules its own cells by using the 
grant numbers that have been delivered from OLT.  

1. The arrival and predicted service time stamp of each packet of each source is 
calculated by the local GPS scheduler according to the arrival function and the al-
located bandwidth.  

2. Compute the delay of each source and sort this delay in decrease order.  
3. Compare the variation of the first and last delay in this sorted line with the pre-

defined delay variation tolerance � :  
A) if no violation, each source will get their allocated bandwidth;  
B) if this �  is violated, the allocated bandwidth of the first and last sources 

will be re-allocated as the arithmetic mean of their former allocated band-
width.  

4. Repeat (2)-(3) until no delay variation is violated or the delay bound is violated.   

     

(a) ONU                                                                        (b)  OLT 

Fig. 4. Proposed Architecture of ONU and OLT 

5   Simulation Results and Analysis 

In this section, we demonstrate the properties of our proposed scheme by simulation 
results. In the simulation, we assume a random Round Trip Time (RTT) from OLT 
and each ONUs and we increase the number of ONUs from 1 to 24. The transmission 
rate of user access link to each ONU is set to 100 Mb/s, and the upstream link rate to 
be 1000 Mb/s. We further change the access rate of traffic from 10 Mb/s to 90 Mb/s, 
which equals to the change of offered load from 0.1 to 0.9 compared to the transmis-
sion rate of the access link of each ONU. In order to demonstrate the properties of our 
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proposed dual DEB-GPS scheduler, we define two classes of incoming traffic as QoS-
aware source and BE sources. The ratio of offered load between QoS services and BE 
services in an ONU is set to 0.3:0.7. 

We demonstrate the average packet delay for different services of our proposed 
scheme as a function of an ONU’s offered load and the number of ONU in Fig. 5. We 
find that our proposed scheme can provide different access services to different 
sources. QoS services meet very low average delay, and the delay performance of BE 
sources also show reasonably good performance even at high load. As the offered 
load increases, the experienced delay of BE source has notable increase compared to 
that of QoS service.  

           
(a) QoS                                                            (b) BE 

Fig. 5. Average Delay of QoS and BE service 

We are also interested in the performance of best-effort service as a function of the 
offered load and the number of ONUs in the whole network shown in Fig.5 (b). When 
the number of ONUs is low, all packets of BE service meet a very little delay, no 
matter what the ONU’s offered load is. This is because our proposed scheme imple-
ments a slave scheduler at ONU part to re-allocate the bandwidth according to the 
queue length and clearing time of each source, which improves the bandwidth utility 
and the delay performance of best-effort services. We also notice that increasing the 
number of ONUs yet keeping the offered load of each ONU low may result in a 
higher delay to BE service. The reason is that the allocated bandwidth to each ONU is 
decided by OLT in advance, some unused bandwidth in one ONU cannot be shared 
by other services of different ONUs. 

Fig.6 shows the average queue length under the number of ONUs and offered traf-
fic load. From this Figure, we can see the varying characteristics of the different traf-
fic source type when the offered load in each ONU and the number of ONU in an 
EPON change. We find that our proposed scheme can guarantee the requested QoS 
services while keeping the queue length of best-effort services to an acceptable range. 
This characteristic shows up more clearly as the number of ONUs gets bigger. The 
queue length of QoS service is small generally. Also, the queue length of BE service 
remains small when the number of ONUs is small. This is because of the relative 
abundant bandwidth. However, as the number of ONUs gets larger, the queue length 
of best-effort source also gets longer. It means that the proposed scheme provides the 
guaranteed bandwidth for QoS service. 
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(a)QoS                                                                         (b) BE 

Fig. 6. The Average Queue length under the incoming traffic type 

6   Conclusion 

The E-PON system offers an economical solution to the provision of broadcast ser-
vices and high-speed data communications services. Recently one of the issues in E-
PON access network is how to design a DBA algorithm to use the limited bandwidth 
efficiently and at the same time keeping the characteristics of traffic contracts. In this 
paper, an efficient dynamic bandwidth allocation based on Generalized Processor 
Sharing (GPS) scheduler is presented and the measured performance of an E-PON 
system with the proposed algorithm is demonstrated under different traffic parameters 
using computer simulations. 
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Abstract. In this paper, we propose a new QoS architecture for the 
IEEE802.16a MAC protocol and present a bandwidth allocation and admission 
control policy for the architecture. Our architecture provides QoS support to 
real-time traffic with high priority while maintaining throughput performance to 
an acceptable level for low priority traffic. Analytical and simulation results 
assure advantages of our architecture. 

1   Introduction 

The emerging 802.16e and 802.20 standards will both specify new mobile air 
interfaces for wireless broadband. On the surface the two standards seem very similar, 
but there are some important differences between them. For one, 802.16e will add 
mobility in the 2 to 6 GHz licensed bands, while 802.20 aims for operation in licensed 
bands below 3.5GHz. More importantly, the 802.16e specification will be based on an 
existing standard (802.16a). while 802.20 is starting from scratch. This means that 
products based on 802.16e will likely hit the market well before 802.20 solutions. The 
IEEE approved the 802.16e standards effort in February with the avowed intent of 
increasing the use of broadband wireless access (BWA) by taking advantage of the 
"inherent mobility of wireless media." The amendment to 802.16, which is also called 
the wireless metropolitan area network (WMAN) standard, will enable a single base 
station to support both fixed and mobile BWA. It aims to fill the gap between high 
data rate wireless local area networks (WLAN) and high mobility cellular wide area 
networks (WAN). 

However, IEEE 802.16 standard left the QoS based packet-scheduling algorithms, 
which determine the uplink and downlink bandwidth allocation, undefined. This 
paper proposes an efficient QoS architecture, based on priority scheduling and 
dynamic bandwidth allocation. The system performance is analytically evaluated and 
is verified through a simulation.  

The remaining of this paper is organized as follows. Section 2 reviews the BWA 
Systems and IEEE 802.16 MAC Protocol.  In section 3, we describe the existing 
IEEE802.16 QoS architecture. We present a new QoS architecture for QoS support to  
real-time traffic with high priority while maintaining throughput performance to an 
acceptable level for low priority traffic in section 4. Section 5 provides simulation 
results of our QoS architecture and we conclude in Section 6. 

                                                           
* Correspondent author. 
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2   BWA Systems and IEEE 802.16 MAC Protocol 

IEEE 802.16 architecture consists of two kinds of fixed (non-mobile) stations: 
subscriber stations (SS) and a base station (BS). The communication path between SS 
and BS has two directions: uplink channel (from SS to BS) and downlink channel 
(from BS to SS).  The downlink channel, defined as a direction of data flow from the 
BS to the SSs, is a broadcast channel, while the uplink channel is a shared by SSs. 
Time in the uplink channel is usually slotted (mini-slots) called by time-division 
multiple access (TDMA), whereas on the downlink channel BS uses a continuous 
time-division multiplexing (TDM) scheme as shown in Fig. 1. [2] 

Fig. 1. IEEE 802.16 TDD frame structure 

The BS dynamically determines the duration of these subframes. Each subframe 
consists of a number of time slots. SSs and BS have to be synchronized and transmit 
data into predetermined time slots. To support QoS, IEEE 802.16 defines four QoS 
services: Unsolicited Grant Service (UGS); Real-Time Polling Service (rtPS); Non-
Real-Time Polling Service (nrtPS) and Best Effort (BE) service. UGS service is 
prohibited from using any contention requests, there is no explicit bandwidth requests 
issued by SS. The BS must provide fixed size data grants at periodic intervals to the 
UGS flows. The rtPS and nrtPS flows are polled through the unicast request polling. 
However, the nrtPS flows receive few request polling opportunities during network 
congestion and are allowed to use contention requests, while the rtPS flows are polled 
regardless of network load and frequently enough to meet the delay requirements of 
the service flows. 

3   QoS Architecture for IEEE 802.16 MAC Protocol 

In IEEE 802.16 standard, there are two modes of transmitting the BW-Request: 
contention mode and contention-free mode (polling). In contention mode, SSs send 
BW-Request during the contention period. Contention is resolved using back-off 
resolution. In contention-free mode, BS polls each SS and SSs reply by sending BW-
request. Due to the predictable signaling delay of the polling scheme, contention-free 
mode is suitable for real time applications. IEEE 802.16 defines the required QoS 
signaling mechanisms described above such as BW-Request and UL-MAP, but it 
does not define the Uplink Scheduler, i.e. the mechanism that determines the IEs in 
the UL-MAP.  

Fig. 2 shows the existing QoS architecture of IEEE 802.16. Uplink Bandwidth 
Allocation scheduling resides in the BS to control all the uplink packet transmissions. 
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Since IEEE 802.16 MAC protocol is connection oriented, the application first 
establishes the connection with the BS as well as the associated service flow (UGS, 
rtPS, nrtPS or BE). BS will assign the connection with a unique connection ID (CID). 
The connection can represent either an individual application or a group of 
applications such as multiple tenants in an apartment building (all in one SS) sending 
data with the same CID.  [1] 

IEEE 802.16 defines the connection signaling (connection request, response) 
between SS and BS but it does not define the admission control process. All packets 
from the application layer in the SS are classified by the connection classifier based 
on CID and are forwarded to the appropriate queue. At the SS, the Scheduler will 
retrieve the packets from the queues and transmit them to the network in the 
appropriate time slots as defined by the UL-MAP sent by the BS. The UL-MAP is 
determined by the Uplink Bandwidth Allocation Scheduling module based on the 
BW-request messages that report the current queue size of each connection in SS. [1] 

 

Fig. 2. QoS architecture of IEEE 802.16 

4   A New QoS Architecture of IEEE 802.16 

Now, we propose a QoS architecture that completes the missing parts in the IEEE 
802.16 QoS architecture. As shown in Fig 3, at the BS we add a detailed description 
of the Uplink Bandwidth Allocation Scheduling part (scheduling algorithm that which 
supports all types of service flows), and admission control part. At the SS we add a 
traffic management module.    

For each of the UGS, rtPS, nrtPS, BE service, multiple connections are aggregated 
into their respective service flow. The schedule process is divided into two steps. The 
first step is performed at the BS according to the information of the request from the 
SS. Then the uplink scheduler of SS is responsible for selection of appropriate packets 
from all queues and sends them through the uplink data slots granted by the Packet 
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Allocation Module of BS. The BS must provide fixed size data grants at periodic 
intervals to the UGS flows 

Here is a brief description of the connection establishment using the QoS 
architecture in Fig 3:  

(1) An application that originates at an SS establishes the connection with BS 
using connection signaling. The application includes in the connection request 
the traffic contract (bandwidth and delay requirement). 

(2) The admission control part at the BS accepts or rejects the new connection. 
(3) If the admission control part accepts the new connection, it will notify the 

Uplink Bandwidth Allocation Scheduling part at the BS and provide the token 
bucket parameters to the traffic management module at the SS.  

After the connection is established, the following steps are taken:  

(1) Traffic management enforces traffic based on the traffic contract of the 
connection. 

(2) At the beginning of each time frame, the data packet analysis module collects 
the queue size information from the BW-requests received during the previous 
time frame.  The data packet analysis module will process the queue size 
information and update the traffic management table.  

(3) The packet allocation module retrieves the information from the traffic 
management module and generates the UL-MAP. 

(4) BS broadcasts the UL-MAP to all SSs in the downlink subframe. 
(5) The scheduler of SS transmits packets according to the UL-MAP received 

from the BS. 

 

Fig. 3. Proposed QoS architecture of IEEE 802.16 

4.1   Uplink Bandwidth Allocation Scheduling 

After SSs transmit UGS packets by uplink data slot, Data Packet Analysis Module 
(DPAM) of BS separates UGS data and virtual packets arrival time of rtPS. This 
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1 C   ,  D... con21 ≤++++= kC ρρρ

information manages at Traffic Management Module and uses the Polling schedule in 
next frame. The rtPS is time-bounded data. Therefore, BS is apt to give Poll to SS 
coming up close to deadline. In this work, we assume BS has the ability to detect 
collision in each contention period mini-slot. The BS broadcasts a common back-off 
window size “B” to all the competing SSs. SSs will then randomly choose a 
reservation slot numbered between 1 and B to transmit its request.  

We assume that there are N SSs in the system and BS broadcasts a back-off 
window size B. Since each user will choose between 1st and Bth reservation slots to 
send its bandwidth reservation, the probability of choosing a given slot is p=1/B. As a 
result, the probability of a given slot that is not selected by any SS is given by: 

( )N
NS pPS −= 1  (1) 

The probability of a successful transmission is equal to the probability that a single 
user selects a given slot. Thus, the system throughput is given by: 

( ) 11 −−= N
th pNpP  (2) 

To maximize system throughput, we have to get: 

 

 

 

(3) 

In other words, the maximum throughput can be obtained when BS broadcasts a 
back-off window size (B) which is equal to the number of competing SSs (N). 

4.2   Channel Utilization for Data Flow of IEEE 802.16 MAC Protocol 

Here, we find out an analytical model for channel utilization.   We assume that there 
are k classes of priority queues: Class 1 is the highest priority traffic, and class 2 is 
the second highest priority traffic, and class k means the lowest priority. We also 
assume that arrival events are mutually independent. Let C and denote the server 
capacity and channel utilization for each class i, respectively. Then we have 

(4) 

In our scheme, the higher priority class is allocated the bandwidth first, and then 
the lower priority class is allocated the remaining bandwidth late.  For example, the 
capacity of class 2 uses the remainder of capacity left over class 1. Similarly, the 
server allocates the remainder of capacity to class 4 after class 1, 2 3 are allocated.  
So, we have 
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(5a) 

(5b) 

(5c) 

 

(5d) 

where kλ is offered load for class k and ][ kE τ is service time for class k. Using these 

equations, we can get channel utilization for each class of priority traffic. 

5   Simulations 

In this section, we evaluate performance of our scheme for IEEE 802.16. The system 
model for analysis consists of one base station and numbers of subscriber stations 
(SS). In addition, each SS is assumed to be a Poisson traffic source and the packet 
size (including overhead) is variable. The parameters used for performance evaluation 
are listed in Table 1. 

Table 1. Simulation Parameter 

�

Figure 4 shows channel utilization obtained by simulation experiments and the 
analytical model given by Eq. (5a)~(5d).  Fig. 5(a) shows channel utilization when we 
assume that there is no limit of the bandwidth that the highest priority traffic can take. 
On the other hand, Figure 4(b) shows channel utilizations when a fixed quota is 
allowed for the UGS flow and the remaining bandwidth is used for the other three 
flows.  We can   see that the UGS flows do not increase any more above some value 
because the BS provides fixed size data grants to the UGS flows at periodic intervals. 

Fig. 4(c)~4(f) compares analytical and simulation results of channel utilization for 
four different priorities of packets. This figure indicates that our analytical model is 
simple, nevertheless accurate. The channel utilization of the high priority traffic 
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increases linearly because it is not affected by the transmission of lower priority 
traffic.  

(a) Channel utilization when there is no 
limit of the bandwidth that the highest 

priority traffic can take 

(b) Channel utilization when only a fixed 
quota is allowed for the UGS flow 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3

Offered Load

C
ha

nn
el

 U
til

iz
at

io
n

Simulation

Analysis

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3

Offered Load

C
ha

nn
el

 U
til

iz
at

io
n Simulation

Analysis

 
(c) Channel utilization of UGS flows 
(analytical and simulation results) 

(d) (d) Channel utilization of rtPS flows 
(analytical and simulation results) 
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(e) Channel utilization of nrtPS flows 

(analytical and simulation results) 
(f) Channel utilization of BE flows 
(analytical and simulation results) 

Fig. 4. Channel Utilization 

Fig. 5 shows throughput for four different types of packet with various packet 
sizes. In this figure, we can see that the same maximum throughput can be obtained 
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by selecting proper packet size of UGS and rtPS flows. Because the nrtPS and BE 
flows are low priority classes of traffic, they are affected by the UGS and BE flows. 
The high priority traffic is constantly allocated uplink data slots granted by BS. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.01 0.2 0.4 0.6 0.8 1 1.2 1.4

Offered Load

T
hr

ou
gh

pu
t

UGS

rtPS

nrtPS

BE

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.01 0.2 0.4 0.6 0.8 1 1.2 1.4

Offered Load

T
hr

ou
gh

pu
t

UGS

rtPS

nrtPS

BE

 
(a) When average packet size = 100byte (b) When average packet size = 160byte 

Fig. 5. Throughput with different packet sizes 

6   Conclusions 

In this paper, we have proposed a new QoS architecture for IEEE 802.16 broadband 
wireless access MAC protocol. We also presented a bandwidth allocation and 
admission control policy for the architecture. The simulation and analytical results 
show that our architecture may provide QoS support in terms of bandwidth request 
and allocation for all type of traffic classes. 
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Abstract. The ever-increasing growth of user demands, the limitations
of the Third Generation of Mobile Communication Systems (3G) and
the emergence of new mobile broadband technologies on the market
have brought researchers and industries to a throughout reflection on
the Fourth Generation (4G). Many prophetic visions have appeared in
literature presenting the future generation as the ultimate boundary of
the wireless mobile communication without any limit in its potential,
but practically not giving any designing rules and thus any definition of
it. In this paper we hence propose a new user-oriented methodology that
considers the user as ”the angular stone in the design of 4G” and iden-
tifies his functional needs and expectations, reflecting and illustrating
them in everyday life situations. In this way, we devise fundamental user
scenarios where new services are significant assets for the user. The latter
implicitly reveal the key features of 4G, which are then explicated in a
new framework – the ”user-centric” system – that, through a satellite
hierarchical vision, describes the various level of interdependency among
them. This approach consequently brings to the identification of the de-
signing rules and therefore to a more pragmatic definition of 4G. Finally,
an example of a new 4G application is also given in order to demonstrate
the validity of the overall methodology.

1 Introduction

Following the paradigm of generational changes, it was originally expected that
the Fourth Generation (4G) would follow sequentially after 3G and emerge be-
tween 2010 and 2015 as an ultra-high speed broadband wireless network [1]. In
Asia, for example, the Japanese operator NTT DoCoMo introduced the con-
cept of MAGIC for defining 4G [2], which mainly focuses on public systems and
treats 4G as the extension of 3G cellular service. The latter is in general the
main tendency also in China and South Korea. This view is hence referred to as
the ”linear 4G vision” and, in essence, is about a future 4G network that pro-
vides very high data rates (exceeding 100 Mbit/s), which will be deployed several
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years after 3G has become commercially available on a large scale. Additionally,
it is expected that these 4G networks will enable seamless interoperability and
interconnection with other mobile devices. This Asian vision assumes that net-
work will generally have a cellular structure, which builds on the fundamental
architecture of preceding generations of mobile technologies.

However, even if 4G is named as the successor of previous wireless communi-
cation generations, the future is not limited to cellular systems and thus 4G has
not to be exclusively understood as a linear extension of 3G [3]. In Europe, for
example, the European Commission (EC) envisions that 4G will ensure seamless
service provisioning across a multitude of wireless systems and networks, from
private to public, from indoor to wide area, and provide an optimum delivery via
the most appropriate (i.e., efficient) network available. From the service point
of view, it foresees that 4G will be mainly focused on personalized services [4].
Therefore, it emphasizes the heterogeneity and integration of networks and new
service infrastructures, rather than increased bandwidth ”per se”. This view is
referred to as the ”concurrent 4G vision” and takes also into account technologies
that are currently emerging and that may either complement or compete with
3G. While 2G was focused on full coverage for cellular systems offering only one
technology and 3G provides its services only in dedicated areas and introduces
the concept of vertical handover through the coupling with Wireless Local Area
Network (WLAN) systems, 4G will be a convergence platform extended to all the
network layers. Moreover, in order to boost innovation and define and solve rel-
evant technical problems, the system level has to be envisioned and understood
with a broader view, taking the user as the departing point. This user-centric
approach, developed further in this paper, can result in a beneficial method for
identifying innovation topics at all the different protocol layers and avoiding a
potential mismatch in terms of service provisioning and user expectations.

There is clearly a need for a methodological change in the design of the
next wireless communication generation. Therefore, in this paper we propose a
methodology based on a top-down approach, which starts from the user and
his functional needs reflected in everyday life situations1. As a consequence,
new user scenarios have been identified in order to demonstrate that the new
services are significant assets for the user. These will then reveal the key features
of 4G, leading to the definition of a new framework – the ”user-centric” system
– that shows the direct correspondence relation among them. This is certainly a
fundamental starting point in order to derive the designing rules and therefore
a less prophetic and more pragmatic definition of 4G. Finally, a mapping to
technical features and improvements is done to support the needed services.

The rest of the paper is organized as follows: Section 2 introduces the new
methodological approach; Section 3 defines the envisioned user scenarios and

1 Since each and every user is unique and has different needs depending on his profes-
sion, social condition, geographical location, habits, etc., it is difficult to define user
needs in a generic fashion. Therefore, the issue has to be addressed for each group
of users. For heuristic purposes, we focus on the average user in the western society.
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the relevant services; Section 4 extrapolates, interrelates and describes the key
features of 4G. Finally, the concluding remarks are given in Section 5.

2 From the User to the Technology

Instead of being only something that people use for task completion, commu-
nication technologies have become something that people live with, an integral
part of everyone’s life. In fact, their usage cannot be separated from the rest of
peoples’ lives and examined under a microscope as an isolated object. So far,
the designers of the new technology have not enough considered the world for
which they are designing. Indeed, in a broader context, developing technology
for technology is meaningless even for the telecom industries, since they will
most likely not get paid back for their initial investments. Therefore, it appears
more logical and less risky to set a goal to develop technology in order to pro-
vide (and sell) new services to the user. From this point of view, the user or the
“wireless person” is the main actor playing on the stage of the wireless world
and he is unaware of and indifferent about the technology to use in order to get
some desired service. Therefore, if we consider his requirements secondary with
respect to the technological issues the risk is to face some incalculable failure
(e.g., Wireless Application Protocol (WAP)). In fact, without a broad horizon
obtained through an extended overview of the general problem and with just
the limited and narrow point of view of the technology, no one is able to predict
the level of acceptance and penetration in the market of a given technology or
product. Needless to say, huge investments and enormous efforts by industry and
academia may eventually be wasted. Thus, it becomes crucial to understand the
user, his expectations and needs; and to consider him as the ”angular stone” in
the design of the new technology in order to turn 4G into a big success. Besides,
it has also to be taken in consideration that novel technologies may have a sig-
nificant (and unpredictable) impact on user’s behaviour, and consequently their
usage will then change the emerging products. So, understanding the user means
understanding how he changes as the society around him changes in general, and
specifically how he changes through the interaction with the products that are
introduced. In particular, if technological developers start from understanding
human needs, they are more likely to accelerate evolutionary development of use-
ful technology. The pay-off from a technology innovation is that it supports some
human needs while minimizing the down-side risks. Therefore, responsible anal-
ysis of technology opportunities will consider positive and negative outcomes,
thus amplifying the potential benefits for society [5]. Clearly, there is a need for
a new approach; there is a need for contextual understanding; there is a major
methodological challenge in the design of the next generation of communication
technologies.

The methodology we propose here is a top-down approach that focuses on
a user-centric vision of the wireless world and consists in the following four
steps:
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1. It starts first from the user as a socio-cultural person with subjective pref-
erences and motivations, cultural background and customs and habits. This
leads to the identification of the user’s functional needs and expectations in
terms of services and products2.

2. The functional needs are reflected and illustrated in everyday life situations,
where the new services are significant assets for the user. This way, funda-
mental but exemplary user scenarios can be extrapolated from sketches of
people’s everyday life.

3. Key features can be extracted from the user scenarios assessed in the previous
step. They are the basic pillars for a very relevant and pragmatic definition
of the 4G technology.

4. The last step concerns the definition of the technical means related to the fea-
tures outlined in Step 3. A mapping to technical features and improvements
must be done to support the requirements of the different user scenarios
defined in Step 2.

3 New 4G User Scenarios

3.1 Business On-the-Move

Even before leaving home to reach the place of a work appointment, the user
would like to receive information about train/subway schedules, door-to-door
delays, etc., and more personalized ones, such as knowing how long it takes
walking to get on the first schedules, in order to eventually wait for the next
train. According to the user’s decisions, his time-plan must be consequently
scheduled in the most efficient way. During his stay on the train, the user would
like to download e-mails, listen to the radio, watch the TV, etc. (the environment
also enforces the range of applications the user can exploit. For example, if we
take into account the daily trip to work which is not longer than one hour – for
instance, the distance to go from the suburbs of Paris to the center of the city
itself – applications like movies on demand cannot be taken into consideration).
Finally, before he will get off from the last planned train the most time-saving
exit and the way to reach his final destination must be known and available in
audio and/or video format.

3.2 Smart Shopping

The user would like to receive pop-ups informing him of some offer not only
when passing by or through a shopping mall, but also anywhere else (e.g., in
the relaxed home environment, or while on the bus/subway), where he can start
to think about his spare time and maybe plan some fruitful shopping hours.
With such service, the targeted advertisements become useful and even precious
information for the user. These are not as annoying as massive ones because they

2 However, to interrelate socio-cultural values and habits with functional needs is a
sociological problem that is not described in this paper [6].
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result from an user request and thus, they answer a real need. In particular,
after giving some hints to the system about his preferences and hobbies, the
user gets, without extra efforts, useful and needed information, well matched to
his expectation. Then, he utilizes those inputs to get more detailed information
regarding the route and the overall cost of the activity. Furthermore, the user
would like to check whether in other shops, may be less distant, a similar offer is
available. The previous considerations can be applied in case of restaurants and
even for gasoline stations. Also exhibitions, cultural events, and concerts could
be advertised according to the user’s preferences.

3.3 Mobile Tourist Guide

A tourist walking in Paris can use his terminal to get instructions about the way
to reach some sightseeing place, but also to interact with the environment in
his surroundings warning him in case of some interesting detour route or giving
information about something that is on the way to the final destination that he
may most likely miss. Moreover, in a museum instead of buying the brochure
or renting some electronic guides, all he needs is to download into his terminal
a package in his language for a certain price and enjoy his tour listening to
the audio guidance. For each work of art in the exhibition, he can automatically
listen to the comments and explanations, without any effort of browsing through
the guide. Also, by buying the ticket via his terminal or by signing up online
on the waiting list which sends him back the approximate waiting time, the
user avoids the problem of long queues of the famous museums. While he is on
the virtual queue for the museum, he can go and enjoy another activity. The
user terminal can also provide information about the culinary specialities of the
city/region, where the nearest restaurant for getting a typical meal is situated.

3.4 Personalization Transfer

In a music festival or during a concert, the user wants to take pictures and record
special moments with his friends and/or the entire event. He has a hand-held
device – the most convenient to carry in a concert – that can support such
demand. On the way back the pleasure of watching the pictures or videos is not
limited on such device, since he can transfer the content to a publicly available
larger screen – on the bus, at the train station, at the airport, etc. – and enjoy
fully with his friends and the other people that were at the concert.

4 The “User-Centric” System

In this section we list and describe all the key features derived from the previous
user scenarios. To do so, we show a framework illustrated in Figure 1 and referred
to as the ”user-centric” system, which we propose as the basis for the design of
4G systems [7].

Inspired by the Helios-centric Copernican theory, the user is located in the
center of the system and the different key features defining 4G rotate around
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Fig. 1. The ”User-Centric” System

him on orbits with a distance dependent on a user-sensitivity scale. Therefore,
the further the planet is from the center of the system the less the user is sensi-
tive to it. The decrease of the user-sensitivity leads to a translation towards the
techno-centric system in which the network heterogeneity has a much stronger
impact than the user friendliness. Furthermore, this kind of representation shows
also the interdependency between key features and their relative technological
developments: as shown in Figure 1, some of the planets have their own satellites.

The ”user-centric” system demonstrates that it is mandatory in the design
of 4G to focus on the upper layers (max user-sensitivity) before improving or
developing the lower ones. Without user friendliness, for example, the user cannot
exploit his device and access to other features, such as user personalization.

4.1 Key Features of 4G

User Friendliness and User Personalization. In order to encourage the
people to move towards a new technology, which is a process that usually takes
a long time and a great effort from the operators’ side, the combination of user
friendliness and user personalization appears to be as a the winning concept.
User friendliness exemplifies and minimizes the interaction between applications
and user thanks to a well designed transparency that allows the man and the
machine to naturally interact (e.g., the integration of new speech interfaces is
a great step on to achieve this goal). For instance, in Scenario A, the user can
get information in text, audio, or video format so that the travelling information
can be displayed in the most user-friendly way. User personalization refers to
the way the user can configure the operational mode of his device and pre-select
the content of the services chosen according to his preferences. Since every new
technology is designed having in mind as the principal aim to penetrate the
mass market and to strongly impact the people’s lifestyle, the new concepts
introduced by 4G are based on the assumption that the user wants to have
the feeling that he is unique and thus he has exclusive needs. Therefore, in
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order to embrace a larger spectrum of customers, a high level of personalization
must be provided, so that either the user terminal filters the huge amount of
information delivered according to the user’s flavors, or the operator sends only
the information relevant to the user. This is illustrated in Scenario B where the
user can receive targeted pop-up advertisements.

The combination between user personalization and user friendliness gives
certainly to the user the idea of an easy management of the overall features
of his device and the maximum exploitation of all the possible applications,
conferring the right value to the user’s expense.

Network and Terminal Heterogeneity. In order for 4G to be a step ahead of
3G, it must not only provide higher data rates but also some clear and evident
advantage in people’s everyday life. Therefore, the success of 4G consists in
the combination of network and terminal heterogeneity. Network heterogeneity
guarantees ubiquitous connection and provision of common services (e.g., voice
telephony, etc.) to the user, ensuring at least the same level of Quality of Service
(QoS) when passing from one network’s support to another one. Moreover, due
to the simultaneous availability of different networks, heterogeneous services
are also provided to the user. For instance, in Scenario C the user can listen
to a guided tour and he can purchase the entrance ticket for the museum as
well. In contrast with 3G, 4G benefits from the terminal heterogeneity which
is the support of different types of terminals in terms of display size, energy
consumption, portability/weight, complexity, etc.

Since 4G will encompass various types of terminals that may have to provide
common services independently of their capabilities, the tailoring of the content
to the end-user device will be necessary to optimize the service presentation.
Furthermore, as a result of the network heterogeneity, the upcoming new services
will be accurately selected whether to be provisioned or not according to the
capabilities of the terminal in use, in order to offer the best enjoyment to the
user and to prevent a sensational flop of some service. This concept is referred
to as service personalization (user personalisation works on top of it) and is
clearly highlighted in Scenario D. It implicitly constrains the number of access
technologies supportable by the user terminal. However, this limitation may be
solved in the following two ways:

– By the development of devices with evolutionary design. A naive example
can clarify this concept: in case the user has a watch-phone on which he
would like to see a football match, just pressing a button on the watch’s
side a self-extracting monitor with a bigger screen can come out. Therefore,
having the most adaptable device in terms of design can provide the user with
the most complete application package, maximizing the number of services
supported.

– By mean of a personalization transfer. An example extracted from Scenario D
can clarify this concept: in case the user has a watch-phone on which he would
like to see a video, he does not need to possess larger screen terminals as all
the publicly available terminals can be borrowed by him for the displaying
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time. Therefore, the advantage for the customer is to buy a terminal on which
he has the potential to get the right presentation for each service, freeing it
from its intrinsic restrictions. Furthermore, in a private environment the user
can optimize the service presentation as he wishes exploiting the multiple
terminals he has at disposal.

The several levels of dependency highlighted by the satellite hierarchical vi-
sion in the framework of the ”user-centric” system definitely stress the fact that
it is not feasible to design 4G starting from the access technology in order to
satisfy the user’s requirements.

5 Conclusions

In this paper, we have proposed a new top-down methodology composed by
four different steps, ranging from the sociological perspective to the technical
one. Starting from new 4G user scenarios we have then extrapolated a new
framework – the ”user-centric” system – that presents the key features of 4G:
user friendliness and user personalization, network heterogeneity and terminal
heterogeneity. Furthermore, its intrinsic satellite hierarchical structure shows
the complex inter-dependencies among the various key features and outlines
the real technical step up taken by 4G. The methodology proposed definitely
demonstrates that it is mandatory in the design of 4G to focus on the user
requirements before improving or developing the new technology.
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Abstract. Nowadays, wireless packet data services are provided over
Wireless WAN (WWAN), i.e., cdma2000 1x/1xEV-DO mobile networks
and Wireless MAN (WMAN) is being standardized for users to demand
higher data rate services. WMAN can provide high data rate services,
but its service coverage is relatively small. If WMAN may be integrated
with WWAN, users are able to choose the optimal service according to
service areas and get seamless services while they are moving around.
At the same time, it is cost-effective for operators to construct and
maintain the integrated network. In this paper, we propose an inter-
working scheme for the purpose of effectively integrating WMAN and
WWAN. The proposed scheme adopts a tightly-coupled architecture for
unified authentication/accounting and seamless services. In addition, we
develop a performance model for handoffs between WMAN and WWAN.
Through extensive simulations, it has been validated that the proposed
scheme reduces packet losses dramatically compared with the loosely-
coupled scheme.

1 Introduction

Recent advances in wireless communication technologies have provided driving
forces behind the emergence of various wireless services. First of all, the mobile
communication systems (WWAN) have been developed and evolved into the third
generation. As a result of CDMA’s enhanced capabilities and simplified migration
path, the cdma2000 3GPP2 mobile communication system, one of the IMT-2000
standards, has been nation-widely deployed in Korea since the early of 2000, which
is the world’s first successful commercial deployment. Moreover, the number of
Internet users has increased rapidly so that voice-centric services have changed
into data-centric services. The cdma2000 mobile communication system has been
evolved into 1xEV-DO and 1xEV-DV for high speed data services. The cdma2000
1xEV-DO services are also available in several countries including Korea.

As a result of the consecutive successful development of wireless networks, a
new WMAN service, so-called WiBro (Wireless Broadband), has been defined
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in Korea for higher bandwidth with broader coverage. It has been developed to
enable users to access the Internet anywhere anytime with high speed and good
quality using portable equipments such as laptops, PDAs, and smart phones.
WiBro network is based on IEEE 802.16 broadband wireless access [1]. It adopts
OFDMA/TDD for multiple-access and duplex schemes, and aims to provide
mobility rates up to 60km/h and data service rates up to 50Mbps. It has several
additional functions to the IEEE 802.16 specification such as handoff, sleeping
mode, periodic ranging, and bandwidth stealing [2].

The differences between WiBro and cdma2000 mobile communication sys-
tems can be considered in terms of cost, data rate, and coverage. That is, WiBro
can provide high speed data communication with low costs but its service area
is relatively small. If it effectively cooperates with existing cdma2000 mobile
networks which are serviced in the whole country, customers are able to use en-
hanced and seamless services without interruption depending on service areas.
Moreover, it will allow service providers to offer high speed data services with low
costs through reducing expense for network construction and management. Con-
sidering handoffs between WiBro and cdma2000 services happen frequently, the
technologies for seamless and continuous services should be carefully considered.
In this paper, we propose an integration scheme between WiBro and cdma2000
mobile networks to provide seamless services. In addition, we develop a perfor-
mance model for handoff between WiBro and cdma2000 mobile networks, and
show the excellence of the proposed scheme through extensive simulations.

The remainder of the paper is organized as follows: Section 2 investigates var-
ious existing interworking schemes between 3G networks and WLANs as related
work. In section 3, we propose our integration scheme in Section 3 and evaluate
its performance through extensive simulations in Section 4. Section 5 presents
some concluding remarks and future work.

2 Related Work

As there is no research effort on the integration of WiBro and 3G mobile networks
to the best of our knowledge, we introduce the integration schemes between 3G
networks and WLAN as related work. The early version of several research ef-
forts on the integration of 3G mobile network and WLAN [3, 4, 5, 6, 7, 8] can be
summarized as: (1) loosely-coupled and (2) tightly-coupled integration. In the
loosely-coupled integration model, 3G network and WLAN exist independently
and they also provide independent services. This integration model adds a gate-
way to support authentication and accounting for roaming services, and uses the
mobile IP to provide mobility between WLAN and 3G network. Most existing
research efforts on the integration of 3G networks and WLANs have focused on
the loosely-coupled integration model [3, 4, 5, 6, 7] than the tightly-coupled inte-
gration approach, because of the service features of WLANs - that the mobility
range of mobile nodes is very small. The advantage of the loosely-coupled inte-
gration is that it can be simply adapted to the existing communication systems
and it thus can minimize the development efforts on making new standards.
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On the other hand, in the tightly-coupled integration model, an AP in WLAN
is connected to the SGSN or the PDSN in 3G networks, and thus it is possi-
ble to support integrated authentication, accounting, and network management.
The tightly-coupled integration model requires further standardization work and,
thus it may take far longer time to achieve the final step supporting seamless
services and service continuity. Motorola laboratory proposed a tightly-coupled
interworking method to integrate GPRS with WLAN [8]. Since the GPRS layer
1 and 2 in the proposed tightly-coupled integration model are simply substituted
by the WLAN PHY and MAC, whereas the layer 3 of GPRS is used, the in-
tegration system requires additional non-trivial overhead on a mobile node and
needs a gateway to support the functions of the GPRS layer 3. To the best of
our knowledge, this is the unique research to present the tightly-coupled scheme
for WLAN and GPRS.

3 The Proposed Scheme

3.1 The Network Architecture

First of all, we introduce the current architecture of the WiBro network in Figure
1(a). There are four main components in the architecture: PSS, RAS, ACR, and
WiBro Core Network. PSS communicates with RAS using WiBro wireless access
technology. The PSS also provides the functions of MAC processing, mobile IP,
authentication, packet retransmission, and handoff. The RAS provides wireless
interfaces for the PSS and takes care of wireless resource management, QoS sup-
port, and handoff control. The ACR plays a key-role in IP-based data services
including IP packet routing, security, QoS and handoff control, and foreign agent
(FA) in the mobile IP. The ACR also interacts with AAA server for user au-
thentication and billing. To provide mobility for PSS, the ACR supports handoff
between the RASs while the mobile IP provides handoff between the ACRs.

In order to integrate the current WiBro architecture in Figure 1(a) with
cdma2000 mobile network, the loosely-coupled integration model which was in-
troduced in Section 2 may be considered. However, whereas WLAN provides ser-
vices for fixed stations, WiBro can provide mobile services. As the service area
of WiBro is smaller than that of cdma2000, vertical handoffs between WiBro
and cdma2000 networks may happen frequently. Hence, the integration scheme
for seamless services on handoff must be carefully considered.

Figure 1(b) depicts a tightly-coupled integration architecture. As shown in
Figure 1(b), RAS in WiBro can be connected to PDSN in cdma2000 network
through TIG which converts packets from RAS into ones conformed to A10/A11
interfaces [9], and vice versa. While adopting the tightly-coupled integration
architecture, we should also take into account that cdma2000 networks have
already been deployed and widely used. That is, the modification of existing
nodes in cdma2000 networks should be minimized. To do that, we develop an
efficient integration scheme in the next subsection.



Integrating WMAN with WWAN for Seamless Services 377

(a) Current WiBro architecture (b) Proposed integration architecture

Fig. 1. Network architecture

3.2 The Integration Scheme

In cdma2000 packet data services, a mobile station first creates a PPP connec-
tion with PDSN. During that procedure, user authentication and IP address
allocation are performed. On the other hand, in WiBro, EAP for user authenti-
cation and DHCP for IP address allocation are being considered. For the tightly-
coupled architecture in Figure 1(b), however, it is efficient that WiBro adopts
the mechanism of cdma2000 packet services. That is, a dual-mode MS handles
PPP connections for WiBro as well. There are several advantages for doing that.
First, the implementation of dual-mode MS is less complicated by adopting the
same mechanism. Second, there is no modification of PDSN - this is the most
important because cdma2000 networks have been deployed already. Third, the
functionality of TIG is only to convert packet formats (i.e., not to process sig-
naling messages and data traffic), and thus, TIG can be implemented with ease.

Figure 2 shows the proposed protocol architecture for our scheme. The dual-
mode MS in Figure 2 shares IP and PPP layers between cdma2000 and WiBro

Fig. 2. Protocol architecture
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Fig. 3. Signaling and data flows

services. The ISL (Interface Selection Layer) selects the optimal interface accord-
ing to link quality, signal strength, and so on. As TIG communicates PDSN with
the standard A10/A11 interfaces [9], existing PDSN can be employed without
any modification.

Figure 3 illustrates an example of the signal and data flows in the proposed
scheme. The WiBro data service procedure is shown in the first part of Figure
3 as mentioned earlier. Once MS gets out of WiBro service area, MS performs a
vertical handoff to cdma2000 network. In the meanwhile, PDSN buffer packets to
the MS and send them after handoff completion. The buffering in PDSN reduces
packet losses dramatically during handoff, which will be validated in the next
section.

4 Performance Evaluation

The proposed scheme in Section 3 was intended for seamless services on vertical
handoffs between WiBro and cdma2000 mobile networks. In this section, we
evaluate the performance of our scheme through extensive simulations compared
with the loosely-coupled integration which is based on mobile IP.

4.1 Simulation Model

The handoff delay of the proposed scheme (Dproposed) consists of trelease (time
to release the link in old network), taccess (time to create a wireless link in
new network), and tsignaling (time to deliver/process signaling messages in new
network).

Dproposed = trelease + taccess + tsignaling (1)
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Table 1. Simulation parameters

Parameter Value Parameter Value
tMS−BTS 10ms tMS−RAS 8ms
tBTS−BSC 5ms tRAS−TIG 5ms
tBSC−PCF 1ms tTIG−PDSN 1ms

tPCF−PDSN 1ms tRAS−ACR 5ms
tPDSN−HA 1ms tACR−HA 1ms

Parameter Value
TCDMA 60s (exponential distribution)
TWiBro 60s (exponential distribution)

p, q 0.2, 0.5, 0.8 (low, medium, high mobility)
r 100kbps ∼ 1Mbps (uniform distribution)

Tthink 5s (exponential distribution)
M 60KB (exponential distribution)
s 100KB(streaming), 500KB(interactive)

(a) Network model (b) Mobile station and traffic model

In Eq. (1), trelease and tsignaling can be calculated as tMS−BTS +tBTS−BSC +
tBSC−PCF + tPCF−PDSN and tRAS−TIG + tTIG−PDSN , respectively, when MS
moves from cdma2000 to WiBro network. They can be also calculated similarly
on the reverse direction (i.e., from WiBro to cdma2000 network). After trelease,
PDSN may be informed that a MS has moved to the other network, and hence,
PDSN can buffer packets to the MS and can send them after handoff completion.
So, the packet loss time is only trelease in our scheme (i.e., Lproposed = trelease).

On the other hand, to calculate the handoff delay in the loosely-coupled
integration scheme (Dloosely), the time for mobile IP registration (tmobileIP )
should be added to Eq. (1).

Dloosely = trelease + taccess + tsignaling + tmobileIP (2)

In Eq. (2), tmobileIP is calculated as tMS−RAS + tRAS−ACR + tACR−HA when
MS moves from cdma2000 to WiBro network. In loosely-coupled interworking,
the packet loss time (Lloosely) is given Dloosely because any node in new network
is not aware of the handoff event before the mobile IP registration. In order
to reduce the large delay on handoff based on mobile IP, several works are in
progress including fast handoff in mobile IPv6. However, there is no scheme
which is being standardized in WiBro and cdma2000 mobile network.

For the purpose of modeling the behavior of users, we assume the following
scenario: a MS gets the cdma2000 service for TCDMA seconds and moves to
WiBro network with the probability of p. After TWiBro seconds, the mobile
station moves back to cdma2000 network with the probability of q. The large
values of p and q indicate the high mobility.

As for the traffic model, we consider two types of services: real-time streaming
and interactive. The interval to transmit packets in real-time streaming services
is given τstreaming = s/r, where s is the packet size and r is the data rate of
a stream. In interactive services, users request a web page of M bytes every
Tthink seconds. The packet interval τinteractive is set considering the round-trip
time between service end-points. Table 1 summarizes the simulation parame-
ters used in this paper. Since our concern is centered on only the compari-
son of interworking architecture, we assume there is no packet loss in wireless
links.
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4.2 Simulation Result

Figure 4 shows the packet loss per handoff for 30 mobile stations. The x-axis
of Figure 4 means taccess described in Eq. (1) and (2). The values of taccess

are expected to be diverse according to the implementation details. Luo et al.
measured the wireless link access time (400 ∼ 600ms) from their WLAN and 3G
inteworking prototype [5]. As shown in Figure 4, the packet loss in the proposed
scheme is very small across all the values of taccess. This is due to buffering in
PDSN as mentioned in Section 3.

0 200 400 600 800 1000
0

2

4

6

8

10

12

14
x 10

4

Taccess (ms)

Lo
st

 P
ac

ke
t S

iz
e 

(B
yt

es
)

Proposed
Mobile IP

(a) Real-time streaming service

0 200 400 600 800 1000
0

0.5

1

1.5

2

2.5
x 10

4

Taccess (ms)

Lo
st

 P
ac

ke
t S

iz
e 

(B
yt

es
)

Proposed
Mobile IP

(b) Interactive service

Fig. 4. Simulation result: packet loss per handoff

More specifically, on taccess = 500ms which is the average value of wire-
less link access time measured in [5], handoffs in the loosely-coupled integration
scheme may cause to large loss of packets, resulting in the degradation of service
quality. In addition, whereas our scheme does not require any re-authentication
on handoff, user authentication in each network should be performed on hand-
off in loosely-coupled interworking. This will cause that far more packets may
be lost in the loosely-coupled architecture. Therefore, the loosely-coupled inter-
working requires additional schemes to reduce packet losses. It may be achieved
by terminal support like reducing taccess or by network support such as fast
handoff.

5 Conclusion

In this paper we proposed an integration scheme between WiBro and cdma2000
networks to provide seamless services. We have designed a practical model con-
sidering the fact that cdma2000 mobile communication networks have already
been implemented and widely used. We defined not only an efficient interworking
model but also practical implementation methods in node operations, protocols,



Integrating WMAN with WWAN for Seamless Services 381

and interfaces between nodes, and so forth. Thus, this paper can give a theo-
retical and practical guideline to design WiBro which cooperates with current
cdma2000 mobile networks.

In addition, we have developed a performance model for handoffs between
WiBro and cdma2000 networks. From the model, it has been validated that
the proposed scheme reduces packet losses compared with the loosely-coupled
scheme. This is because PDSN can buffer packets during handoff period in our
scheme. However, the increased round-trip time on handoff period may cause to
degradation in TCP performance. We are currently tackling the problem.
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Abstract. This paper discusses the Open Access Network paradigm, whereby 
surplus capacity from residential DSL and fibre connections is made available 
for a public mobile service based on WLAN-technology. In this vision, a sub-
scriber on-the-move can seamlessly traverse urban and suburban environments, 
while meeting needed QoS and security constraints, with connectivity based on 
residential WLANs. The approach represents a potentially cost-effective route 
towards 4G objectives. 

1   Introduction 

Cellular systems such as GSM and UMTS deploy radio antenna masts at locations 
selected according to site availability and network planning criteria. Base-station 
sites must be acquired by the mobile operator, a time-consuming and expensive 
process that is subject to planning permission by local authorities and objections 
from concerned members of the public. Looking to future, it is highly questionable 
whether a mobile broadband network can be economically deployed in this manner. 
Radio spectrum is shared finite resource, and delivering more bits-per-square-metre 
is accompanied by a reduction in radio range (Table 1). Geometrical considerations 
show that as the cell size is reduced, the number of base-stations needed to cover a 
given area increases at the square (Fig. 1). Moreover, operational and capital expen-
diture, being proportional to the number of cells, will rise in like manner. This moti-
vates consideration of an alternative paradigm, the Open Access Network, in which 
surplus residential fixed-line capacity is leveraged for a public mobile broadband 
service. 

Table 1. Relationship between bit-rate and radio range 

Wireless Technology Bit-rate  Range  

GSM Voice (urban) 14 kb/s 4 km 

UMTS 384 kb/ (urban) 384 kb/s 1 km 

802.11b 6 Mb/s 100 m 

802.11g 20 Mb/s 50 m 
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Fig. 1. As the radio range decreases, the minimum number of base-stations needed for contigu-
ous coverage rises at the square 

2   Open Access Networks 

Following the unprecedented uptake of residential ADSL, considerable communica-
tion capacity has been made available in urban and suburban areas. Future capacity 
increases will result, moreover, from VDSL and FTTx deployments. However, since 
each residential high-speed link is typically devoted to one household, the connection 
is under-utilised. Typical residential usage patterns are intermittent: no activity for 
significant portions of day, with spikes at other times due to TV viewing, Web brows-
ing, email, and file transfer. Better utilisation would be achieved if each fixed-line 
were harnessed as a public resource supporting many users, so allowing statistical 
factors to come into play. Another growth technology, Wireless-LAN, provides the 
means to share what has traditionally been a private resource.  

Wireless Local Area Network (WLAN) technology has attracted considerable in-
terest worldwide, with deployments in homes, offices, and public hotspots. Interwork-
ing with cellular systems has been addressed by the 3rd Generation Partnership Project 
(3GPP) [1, 2, 3, 4, 5], while specifications for integrating cellular and WLAN have 
been released by the Unlicensed Mobile Access (UMA) consortium [6, 7, 8]. Multi-
mode phones supporting WLAN and cellular interfaces have arrived, allowing 
WLAN to be used for voice services. The convenience of using one phone for both 
cellular and fixed-line voice services, and the lower cost of fixed-network calls, will 
drive customer demand to be connected to the fixed-network wherever possible. This 
is also the case for Internet users. 

The Open Access Network (OAN) concept [9, 10, 11, 12, 13, 14, 15, 16], releases 
surplus capacity from residential and corporate fixed-lines, including DSL and fibre, 
by means of residential WLAN. It foresees a broadband mobile network where the 
subscriber on the move is seamlessly connected to the fixed-network with needed 
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quality of service and security requirements (Fig. 2). In the OAN approach, the radio 
signal that propagates outside the home is leveraged for a public broadband mobile 
service. Wireless technologies include IEEE 802.11 a / b / g variants, while newer 
technologies such as IEEE 802.11n and 802.16 may extend range and mitigate against 
interference. Coverage in the public environment is strongly influenced by antenna 
placement (e.g., use of an external antenna, antenna next to external wall, etc.) and by 
deployment of multiple antenna techniques including MIMO. 

Mobility functionality is required to track the whereabouts of the mobile user for 
push-services such as incoming call set-up, and to ensure fast, seamless, handover. 
Mechanisms are also needed to govern the access of users to subscribed services and 
to guarantee the integrity and privacy of the household where the WLAN access point 
is located. Quality of Service (QoS) must be provided to guarantee the service for the 
residential user, while allowing surplus capacity to be utilised by the public. Conver-
sational services such as VoIP need guaranteed bandwidth to avoid interruptions, 
while best-effort services may send and receive packets whenever surplus capacity 
becomes available due to the statistical fluctuations in residential traffic. Where the 
residential subscriber has signed-up for less capacity than the fixed-line can actually 
deliver, the surplus can be allocated to public users. Alternatively, subscribed capacity 
may be used intermittently (e.g. for Web browsing), and in this case the surplus can 
be offered to the public on a best effort basis.  

There is a fundamental shift in paradigm from local-loop connections devoted to 
one household (“privately owned”) and the local loop as a feed for a public wireless 
service. Residential customers may be reluctant to open their home network resources 
to public users without incentive. Business models involving revenue sharing may 
therefore be needed with associated network charging algorithms. 

To illustrate the approach concretely, consider the Swiss town of Olten with some 
20’000 inhabitants. Based on publicly available statistics, the town's non-wooded area 
is around 7 km2, an approximate radius of 1.5 km, leading to minimum requirements 
for reasonably contiguous coverage of around 300 WLAN access points. So, for rea-
sonable coverage some 5% of households need to offer public WLAN. The use of 
umbrella cells based on longer-range technologies such as 802.16 (WiMax) together 
with the 3G cellular network facilitates coverage with fewer WLAN Access Points. 
By equipping already cabled facilities such as phone booths and transmission cabinets 
with WLAN, coverage can be further improved. 

2.1 Fixed-Network Coverage 

Figure 3 depicts a high-level view of the fixed-network. The architecture includes 
copper local-loop components running DSL technology supported by an optical 
feeder. The fibre penetration depth towards the customer, leads to such notions as 
FTTCab (Fibre to the cabinet), FTTC (Fibre to the curb), FTTB (Fibre to the build-
ing), FTTO (Fibre to the office), FTTBus (Fibre to the business) and FTTH (Fibre to 
the home). 

ADSL runs over copper twisted pairs and has been developed for asymmetric ap-
plications. The available bit-rate depends on the length of the copper line, and de-
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creases with increasing distance due to attenuation and cross-talk. Estimates of reach-
ablility versus bit-rate for ADSL customers are shown in Fig. 4. ADSL+ is variant 
that leaves the upstream channel more or less unchanged, but doubles the downstream 
bandwidth for a specified distance. Options for supporting symmetric services over 
copper include SDSL (ETSI-terminology) and SHDSL (ITU-terminology), which 
offer increased performance and compatibility compared to the older HDSL technol-
ogy. VDSL provides higher bandwidth over copper twisted pairs and can be used for 
both for symmetrical and asymmetrical services. The higher bandwidth necessitates a 
higher frequency carrier, however, which limits the local-loop line length to around 
300-1500 metres according to bit-rate. Laboratory measurements illustrating the 
trade-off between bit-rate and range are shown in Fig. 5.  

 

Fig. 2. An Open Access Network consists of many WLAN base-stations connected to the fixed-
network and primarily located in private homes 

 

Fig. 3. Fixed-network topology for urban and suburban environments 



386 J.C. Francis and J. Schneider 

 

 
Fig. 4. Reachability versus bit-rate for ADSL residential customers 

 

Fig. 5. Trade-off between bit-rate and range for ADSL, SDSL, and VDSL 

3   Conclusions 

In contrast to 4G approaches that attempt to “broaden” the narrowband mobile net-
work, research on Open Access Networks seeks to demonstrate the feasibility of pro-
viding 4G wireless services by leveraging surplus capacity in the fixed-network via 
residential WLAN. To mobilise this capacity, a range of fundamental research issues 
must be addressed. 
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Abstract. The Radio Link Control (RLC) protocol of Universal Mobile
Telecommunication System (UMTS) provides link layer reliability that
could mitigate the effects of the hostile radio propagation channel on
packet data transmission. In this paper, the impact of some of the RLC
reliability mechanisms on the performance of File Transport Protocol
(FTP) is investigated. The investigations are carried out using a real
time emulation platform, which makes the results from this study more
realistic than simulation or simplified analytical studies as the overall
End-2-End performance is analyzed involving real world protocol imple-
mentations.

1 Introduction

Provision of data services is the main driving force behind the current standard-
ization and deployment of 3G (Third Generation) networks. The fact that most of
the packet services on the wired Internet today use Transmission Control Protocol
(TCP) (TCP averages about 95% of the bytes, 90% of the packets, and 80% of
the flows on the Internet [1]) is a clear indication that TCP is also going to be the
transport protocol of choice for services running over 3G and beyond networks.

TCP is intended for use as a highly reliable host-to-host protocol in a packet
switched computer communication networks[2]. The main features of TCP are its
well-designed flow and congestion control mechanisms, which operate on top of its
provision of reliability [3]. However, these TCP mechanisms were designed under
the assumption that packet losses are only due to network congestion. Though
this assumption holds for wired networks, it does not in wireless networks such as
UMTS. These networks differ inherently from their wired counterparts, as they
have higher error rates, higher latency, and lower yet highly variable bandwidth.
As such, TCP performance over wireless networks is quite different from that in
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wired networks. In UMTS, link layer retransmission mechanisms already exist
that can mitigate the influence of higher error rates on TCP performance.

In this paper, we discuss the effects of the settings of some of the UMTS RLC
protocol reliability mechanisms on file downloads using FTP through emulation-
based studies. Section 2 describes the RLC protocol. A description of the tool
used to perform the investigations along with the different mechanisms that
are under focus and the performance evaluation metrics is given in section 3.
Section 4 discusses the performance evaluation results, and finally section 5 gives
conclusions and some pointers to future work.

2 The RLC Protocol

InUMTS, reliable data transmission over the radio channel is provided through the
RLC protocol[4]. RLC achieves this link layer reliability through Selective Repeat
(SR) Automatic Repeat reQuest (ARQ) mechanism1. When the RLC receives a
Service Data Unit (SDU) from upper layers, it segments it into RLC Protocol Data
Units (PDUs), schedules the PDUs for transmission and then stores them into
its (re)transmission buffer. Each PDU is given a unique Sequence Number (SN).
Each Transmission Time Interval (TTI), the sender transmits a given number of
PDUs depending on the instantaneous allocated bit rate of the air interface.

The receiver keeps the received PDUs in its reception buffer. When all the
PDUs that comprise an SDU are received, the receiver assembles the SDU and
sends it to upper layers. Depending on the setting of the parameter in-sequence
delivery, SDUs can be sent to upper layers in- or out-of sequence. PDUs that
are received properly are positively acknowledged (ACKed) by the receiver, and
those that are not received properly are negatively acknowledged (NACKed).
The sender removes the ACKed PDUs from its retransmission buffer, and re-
transmits the NACKed ones. The receiver sends the ACKs and NACKs using
status PDUs that contain cumulative ACKs and bitmap fields. A value of n in the
cumulative ACK field signifies the correct reception of all PDUs with SN ≤ n.
NACKs and non-cumulative ACKs are sent using bitmaps. For example, if the
receiver has received PDUs #1, 2, 4, 6 but not PDU #3 and 5, it will put 2 in
the cumulative ACK field and the values [0, 1, 0, 1] in the bitmap.

Status reporting is triggered by the sender, the receiver or both. The sender
triggers status reporting by setting the polling bit of some of the PDUs that it
sends. The different mechanisms that control poll triggering are:

– Poll last PDU and Poll last Retransmitted PDU: If Poll last (Re-
transmitted) PDU is set, the last PDU in the transmission (retransmission)
buffer that is sent will be polled. In fig. 1(a), PDU #4 will be polled at TTI

1 The RLC protocol can operate in three modes, namely Transparent, Unacknowl-
edged and Acknowledged. Only the Acknowledged mode supports retransmission
mechanisms, and throughout this paper by RLC it is meant RLC Acknowledged
mode.
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#i if Poll last PDU is set and the retransmitted PDU #2 will be polled at
TTI #j if Poll last Retransmitted PDU is set.

– Poll every poll PDU: When this is configured, the polling bit is set on ev-
ery poll PDUth (re)transmitted PDU. For example, in fig. 1(b), the poll PDU
value was set to 4. Thus, at TTI #i, when the 4th PDU is sent, and when
PDU #7 is sent at TTI #j the poll bits are set.

– Poll every poll SDU: When this is configured, the polling bit is set on the
last PDU of every poll SDUth SDU. For example, in fig. 1(c), the poll SDU
is set to 1. At TTI #i, when #2 is sent, and at TTI#j, when #9 is sent,
the polling bit is set, as they are the last PDUs of the corresponding SDUs.

– Window based polling: With window based polling, a poll is sent when
the % of the occupied transmission window (i.e. the spacing between the
first and last non-ACKed PDUs) reaches a certain threshold. In fig. 1(d),
this threshold is set to 60%, and the window size is set to 10 PDUs. At TTI
#j, % reaches 60, triggering the sending of a poll along with PDU #6.

– Periodic polling: If this is configured, a poll is sent regularly at a specified
period. In fig. 1(e), the period is set to ten TTIs. When the ten TTIs have
elapsed (when we reach TTI #j), a poll is triggered. As there are no PDUs
scheduled to be sent, one of the PDUs that have not been acknowledged yet
will be resent with the poll.

– Timer based polling:When this is configured, a timer is started whenever
a poll is sent. When the timer expires, if the sender has not received a NACK
or a cumulative ACK for the PDU with the highest SN that was waiting for
an ACK when the poll was sent, polling will be triggered. In fig. 1(f), a poll
was sent at TTI #i and when this poll was sent, the last PDU that was
expecting an ACK was #4. When the timer expired at TTI #j, neither a
NACK nor a cumulative ACK for #4 has been received so a poll will be sent
along with the retransmission of #4.

The sender sends a poll in order to receive the status of the PDUs that it has
transmitted. The receiver responds to this request by sending a status PDU. In
fig. 2(a), for example, the receiver gets a status request along with PDU #4 at
TTI #i. During the next TTI, the receiver sends a status report. In this case, as
everything up to PDU #4 is received, the status contains a cumulative ACK for
#4. There are two other mechanisms in RLC that enable the receiver to send a
status report without being explicitly polled by the sender:

– Periodic status reporting: With this configured, a status is sent regularly
at a specified period. In fig. 2(b), the status periodic is set to two TTIs. At
TTI#i a poll is received so the receiver sends a status report (containing
cumulative ACK for #2). At TTI #i + 2, the periodic status fires for the
first time. At TTI #i + 4, the periodic status timer fires again and a new
status report, containing cumulative ACK #4, is sent.

– Missing PDU indication: When this option is set, a status is sent when
the receiver gets PDUs out of order, which is a likely indication that some
PDUs may have been lost. In fig. 2(c), PDUs #3 and #4 are lost in the
air interface. The receiver gets PDU #5 while it was expecting #3 at TTI
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Fig. 1. RLC polling mechanisms. In the sub-figures, the 1st and 2nd rows represent the
state of the transmission buffer at different TTIs, and the 3rd row represents the SNs
of the PDUs sent at different TTIs

#i + 2. The receiver responds, if missing PDU indication is set, by sending
a status PDU, containing cumulative ACK for #2, and a [0, 0, 1, 1] bitmap.

The minimum temporal spacing between consecutive polls and status reports
can be controlled by using Poll Prohibit and Status Prohibit timers, respectively.
When these are set, consecutive polls (status reports) will not be sent unless they
are separated by a time greater than the configured timers. The number of times
that a given PDU could be retransmitted can be specified using the maxDAT
parameter. If a PDU has been retransmitted maxDAT-1 number of times and
still has not been received properly, the SDU that this PDU is part of will be
discarded.

3 Emulation Tool and Investigated Scenarios

The investigations are carried out using RESPECT, a real-time emulation plat-
form for UMTS[5]. RESPECT provides a link-level, real-time emulation of a
UMTS network using off-the-shelf Linux operating system. Every Internet Pro-
tocol (IP) packet that is arriving to or departing from the machine where
the emulator is running is diverted into the emulator, which passes it into an
emulated UMTS protocol stack, making it experience the effects of a UMTS
network.
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Fig. 2. RLC status reporting mechanisms. In the sub-figures, the 1st row represents
the PDUs that are being received during the indicated TTI, the 2nd and 3rd (set) of
rows represent the states of the reception and transmission buffers, respectively, at the
receiver side at different TTI instances

FTP sessions are started and during these sessions, it is assumed that a
dedicated channel (DCH) is already setup. The DCH in the uplink (UL) is
considered to be error free with a fixed bandwidth of 32kbps, while the downlink
(DL) has a fixed bandwidth of 384kbps with a constant, uncorrelated, frame
erasure rate (FER) of 10%. In-sequence delivery is set both in the UL and DL.

Based on the values given in [6] and [7], one way UMTS processing delay,
without considering the transmission time in the air interface, is taken to be
57.5ms. No limitations are put on RLC buffer and window sizes. Poll last PDU,
Poll last Retransmitted PDU and Missing PDU indication are always set, as
they help in avoiding many deadlock situations that may arise due to infrequent
polling. The emulations were carried out on a machine with the linux 2.4 kernel
TCP implementation. The download time, throughput, SDU delay (time taken
from the arrival of an SDU till its complete reception and assembly), and status
overhead (percentage of status PDUs that are sent as compared with the data
PDUs) are used to evaluate the results.

4 Results and Discussion

Fig. 3(a) shows the dependency of the download time on maxDAT and status
prohibit, for a fixed timer poll value of 100ms. The emulations were done for
a 100KBytes file. As can be seen from the figure, for a given status prohibit
value, the download time increases as the maxDAT value decreases. For the
status prohibit values of 50ms, 100ms and 150ms, this increase in download
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Fig. 3. Results for different maxDAT and Status Prohibit for a 100KBytes file down-
load

time is 800%, 647% and 589%, respectively, as maxDAT decreases from 10 to 1
2. This is an expected result as the main idea behind link layer retransmissions
is to decrease the probability of TCP timeouts by retransmitting a subset of the
packet, that is the RLC PDUs.

When it is large, maxDAT is the dominating factor and the effect of status
prohibit is nullified. This is because even though status prohibit is small and
leads to spurious retransmissions as too many status reports arrive due to miss-
ing PDU detection, maxDAT is high enough to prevent the untimely discard of
the SDU. This conclusion will not hold true if the status prohibit is set to a very

2 Setting maxDAT to 1 is equivalent to disabling retransmission, and hence nullifying
the RLC reliability mechanism
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Fig. 4. Results for different maxDAT and file sizes

high value, as that would have a considerable impact even if maxDAT is high, by
causing status reporting to be delayed for unnecessarily longer periods. For max-
DAT values below 3, status prohibit has a noticeable impact on the download
time. When the status prohibit value is very low, the frequency of status report-
ing becomes high, increasing the probability that a PDU is retransmitted. An
increase in the retransmission rate will make the retransmission count reach the
maxDAT faster, leading to SDU discard. The SDU discard will lead to TCP time-
outs, and hence a decrease in the link efficiency, i.e increase in download time.

In fig. 3(b) the effect of the same parameter combinations as the previous
case are shown but for the status overhead. This shows that the lower the sta-
tus prohibit, the higher the status overhead. As maxDAT increases, the status
overhead also decreases, in a trend is similar to the download time. This is be-
cause for lower maxDAT values, there are a lot of status reports that are wasted
completely because the SDUs are discarded anyway even though retransmission
requests are coming.
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Fig. 3(c) shows the effect of maxDAT and status prohibit on the SDU delay.
The SDU delay values are very low for small values of maxDAT. This is because
when the maxDAT is very low, there are a lot of SDUs that are discarded and
the only SDUs that will account for the mean SDU delay value calculation are
the ones that are completed with fewer PDU being retransmitted. For example,
for the maxDAT value of 1, the only SDUs that are taken into account for
the SDU delay calculation are the ones that are received without any of their
PDUs being retransmitted. As the maxDAT value increases, the SDU delay
increases, as more and more SDUs are being received properly, mostly with
some of their PDUs being retransmitted. After maxDAT reaches 3 the SDU
delay value remain almost the same. The effect of the status prohibit for this
case is the reverse of what is seen for the download time and status overhead.
With low status prohibit value, the retransmission requests come to the sender
in a quick succession, increasing the rate of retransmission of PDUs, and hence
decreasing the total time required to transmit a given SDU. Though this has
a good effect from an SDU delay point of view, it can have a negative effect
(and it has for the cases that are investigated here) on the overall file download
session, as a most of the bandwidth will be used for retransmissions instead of for
first time transmissions, and a lot of battery power will be spent by the mobile
terminal through frequent status reporting.

Figures [4(a)-4(c)] also show the dependency of the download time, status
overhead and SDU delay on maxDAT, for different file sizes, while the timer
poll and the status prohibit are fixed at 300ms and 100ms, respectively. The
download times are normalized to the maximum for each file size. From the
figures it can be seen that the trend is the same as in the previous cases, i.e. an
increase in maxDAT leads to a decrease in the download time, a decrease in the
status overhead and an increase in the SDU delay, for a given file size.

For small file sizes, as can be seen in fig. 4(b), the status overhead is the
greatest as the chances of cumulatively acknowledging a lot of PDUs at once
is very low. However, the SDU delay is the lowest for small file sizes as the
probability of an SDU being queued in the RLC transmission buffer before we
can start sending it for the very first time is very low.

Fig. 4(d) shows the evolution of the mean throughput as a function of max-
DAT for different file sizes. It can be seen that the file size greatly affects the
bandwidth utilization, the utilization factor ranging from 15% for the 1KBytes
case up to 81% for the 100KBytes case. The main reason behind this is that
for small file sizes, the file download is completed before the TCP connection is
able to get out of the initial cycles of TCP slow start.

5 Conclusion

In this paper, the performance of FTP file download over a UMTS dedicated
channel, under the assumption of constant bit rate and uncorrelated errors has
been investigated. It is found that the main determining factor is the maxDAT
value, while the status prohibit value plays a minor role when the maxDAT is
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not high enough. No disadvantage of setting maxDAT to a higher value is found
for the investigated cases. However, a definite conclusion can not be given unless
extensive investigations are carried out considering several issues such as cor-
related errors and advanced TCP retransmission mechanisms such as Selective
Acknowledgments (SACK). Such interactions may lead to redundant simultane-
ous retransmissions at the RLC and TCP layer, therefore diminishing the ad-
vantages of high maxDAT values, or even turning it into a disadvantage. Also,
the performance may be different if other type of services such as streaming
are considered. In the future, we want to consider the aforementioned factors to
arrive at a definite conclusion on the effects of the RLC mechanisms and their
parameters settings.
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Abstract. IEEE 802.16 WirelessMAN standard specifies the air inter-
face of broadband wireless access systems providing multiple services. In
the wireless MAN, the best effort service class is ranked on the lowest
position in priority and is assisted by a MAC scheme based on reserva-
tion ALOHA. In such a MAC scheme, a collision of resource requests is
unavoidable so that wireless MAN standard adopted a truncated binary
exponential backoff algorithm to arbitrate request attempts. However,
it was revealed that a truncated binary exponential backoff algorithm
may deteriorate delay and throughput performance due to its capture or
starvation effect. Aiming at improving such performance, we propose uni-
source and multi-source m-ary tree algorithms as alternatives to resolve
request collisions in a wireless MAN. For the uni-source m-ary tree algo-
rithm, we first develop an analytical method to calculate the maximum
throughput. Secondly, using the analytical method as well as simulation
method, we evaluate maximum throughput, mean and variance of MAC
PDU delay. From numerical results, we confirm that proposed algorithms
invoke superior delay and throughput performance to a truncated binary
exponential backoff algorithm.

1 Introduction

IEEE 802.16 WirelessMAN standard specifies the air interface of fixed point-
to-multipoint broadband wireless access systems providing multiple services in
a wireless metropolitan area network [3][5]. Between a base station (BS) and
subscriber stations (SS’s), thewirelessMANsupports four service classes identified
as unsolicited grant service, real-time polling service, non-real-time polling service,
and best effort service. Among the service classes supported by the wireless MAN,
the best effort service class is ranked on the lowest position in priority and is usually
assisted by a medium access control (MAC) scheme based on reservation ALOHA.

In the wireless MAN operating in time division duplexing (TDD) mode, time
is divided into frames and each frame consists of uplink and downlink subframes.
In such a time structure, an SS using the best effort service sends a request mes-
sage during a part of a uplink subframe (identified as request opportunity) and
informs the BS of its demand for resource to send MAC protocol data units

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 397–405, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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(PDU’s). If two or more SS’s attempt requests on a same request opportunity, a
collision occurs among the requests and the SS’s that involved in the collision at-
tempt requests again later. To suppress repeated collisions, a collision resolution
algorithm is needed to arbitrate request attempts and IEEE 802.16 Wireless-
MAN standard adopted a truncated binary exponential backoff algorithm [5].
However, it was revealed that a truncated binary exponential backoff algorithm
inherently causes capture or starvation effect, which in turn deteriorates delay
and throughput performance [8]. Thus, aiming at improving delay and through-
put performance, we present two algorithms as alternatives to resolve request
collisions in the wireless MAN.

Concerning a collision resolution algorithm for the best effort service in the
wireless MAN, we note three points: First, it is desirable that an algorithm
is cooperative with the feedback information for truncated binary exponential
backoff algorithm. Secondly, an algorithm should be able to support any number
of request opportunities per uplink subframe. Finally, the delay and throughput
performance is a critical factor in designing a collision resolution algorithm since
scarce resource may be available for the best effort service after resource is
preferrably allocated to other service users.

An m-ary tree algorithm is a collision resolution algorithm, where the users
involved in a collision is randomly partitioned into m groups and the users
belonging to the first group exclusively take the incoming chance of transmitting
data [7]. Since an m-ary tree algorithm was introduced [1], a number of variants
have been reported [7]. However, most of these algorithms are only applicable
to the frame structure in which a single request opportunity is provided per
frame. IEEE 802.14 HFC standard also adopted a ternary tree algorithm [2].
The algorithm, however, requires centralized control information.

In this paper, with accomodating the three points, we propose two collision
resolution algorithms identified as uni-source and multi-source m-ary tree algo-
rithms. First, we develop an analytical method to exactly calculate the max-
imum throughput induced by the uni-source m-ary tree algorithm. Secondly,
using the analytical method as well as simulation method, we investigate max-
imum throughput, mean of MAC PDU delay and variance of MAC PDU delay
exhibited by each proposed algorithm in various environments.

In section 2, we describe a MAC scheme for the best effort service in the
wireless MAN. In section 3, we present two algorithms (uni-source and multi-
source m-ary tree algorithms) for arbitrating request attempts and resolving re-
quest collisions. In section 4, for the uni-source m-ary tree algorithm, we present
an analytical method to calculate the maximum throughput. In section 5, we
evaluate the delay and throughput performance of the proposed algorithms in
comparison with a truncated binary exponential backoff algorithm.

2 MAC Scheme for Best Effort Service

In a wireless MAN, the best effort service is usually supported by a MAC scheme
based on reservation ALOHA. Such a MAC scheme must include a number of
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details, while many of them are not specified [3]. Recently, for the best effort
service in a wireless MAN, candidate MAC schemes were proposed in [6]. In this
section, referring to the details in [6], we construct a MAC scheme for the best
effort service.

In the wireless MAN operating in TDD mode, time is divided into frames
and each frame consists of uplink and downlink subframes. (Figure 1 shows a
simplified frame structure in the wireless MAN.)

A request contention field consists of a number of request opportunities.
Prior to sending MAC PDU’s, an SS chooses a request opportunity and at-
tempts to send a request for resource (to transmit MAC PDU’s) using the se-
lected opportunity. In our MAC scheme, an SS is only allowed to make a new
request attempt after the previous attempt is either positively or negatively
acknowledged. Also, whenever an SS attempts a request, the SS is allowed to
demand a limited amount of resource. The maximal amount of resource is pre-
scribed to be the amount of resource for transmitting a single MAC PDU. If
the request fails (due to collision), the SS re-attempts a request later accord-
ing to a collision resolution algorithm. Otherwise, the request is stored at a
buffer residing in the BS and is positively acknowledged through a broadcast
control field. Following the FCFS service discipline, the BS selects a request
from the buffer and grants resource to the request. In our MAC scheme, a
request is granted as much resource as it demands. However, if the available
resource in an uplink subframe is insufficient, the BS grants resource in the
next uplink subframe to the request. Upon reception of resource grant infor-
mation via broadcast control field, the SS transmits PDU’s using the allocated
resource.

3 Collision Resolution Algorithms

In this section, we describe the uni-source and multi-source m-ary tree algo-
rithms. In these algorithms, there are a number of groups (including idle group)
and each SS belongs to a certain group at any time. The BS releases the result of
request attempt in each request opportunity as request success, request collision
or no request. According to the result of request attempt, SS’s are re-partitioned
into a number of groups. For the description of the algorithms, we suppose that
K SS’s use the best effort service and J request opportunities are provided at
each uplink subframe in the wireless MAN.

s
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3.1 Uni- ource m-Ary Tree Algorithm

Let T (n) denote the start time of request opportunities in the nth uplink sub-
frame for n ∈ {1, 2, · · ·}. Let V (n) denote the number of groups (excluding the
idle group) and G

(n)
i be the ith group at time T (n)− for i ∈ {1, · · · , V (n)}. Also,

set G
(n)
0 to be the idle group at time T (n)−.

1. Suppose that V (n) ∈ {1, 2, · · ·} at time T (n)− for n ∈ {1, 2, · · ·}. Then, each
SS belonging to group G

(n)
1 independently chooses a request opportunity in the

nth uplink subframe with probability 1/J , and attempts a request using the
selected opportunity.

Suppose that V (n) = 0 at time T (n)−. Then, all K SS’s belong to the idle
group G

(n)
0 . If there are some SS’s which are loaded with MAC PDU’s (for

which they have to attempt resource requests) in group G
(n)
0 at time T (n)−,

each of these SS’s chooses a request opportunity in the nth uplink subframe with
probability 1/J , and attempts a request using the selected request opportunity.

2. Suppose that at least one collision occurred in the nth uplink subframe. Then,
each of the SS’s that failed in request chooses a number in {1, · · · , m} with
probability 1/m. If an SS chooses i ∈ {1, · · · , m}, the SS joins group G

(n+1)
i .

On the other hand, the SS’s that succeeded in request return to the idle group
G

(n+1)
0 . If V (n) ∈ {2, 3, · · ·}, then each SS belonging to group G

(n)
i moves to

group G
(n+1)
i+m−1 for i ∈ {2, · · · , V (n)}. Thus, V (n+1) = V (n) + m− 1.

Suppose that no collision occurred in the nth uplink subframe. Then, the SS’s
that succeeded in request return to the idle group G

(n+1)
0 . If V (n) ∈ {2, 3, · · ·},

then each SS belonging to group G
(n)
i moves to group G

(n+1)
i−1 for i ∈ {2, · · · , V (n)}.

Thus, V (n+1) = max{0, V (n) − 1}.

3.2 Multi-source m-Ary Tree Algorithm

In the multi-source m-ary tree algorithm, there are a number of groups associated
with each request opportunity. Recall that T (n) is the start time of request
opportunities in the nth uplink subframe. Let V

(n)
j denote the number of groups

associated with the jth request opportunity and G
(n)
j,i be the ith group associated

with the jth request opporutnity at time T (n)−. Also, set G
(n)
0 to be the idle

group at time T (n)− and U (n) =
J∑

j=1
I{V

(n)
j

=0} for n ∈ {1, 2, · · ·}.

1. Suppose that there is a request opportunity j ∈ {1, · · · , J} such that V
(n)
j ∈

{1, 2, · · ·}. Then, each SS belonging to group G
(n)
j,1 attempts a request at the jth

request opportunity in the nth uplink subframe.

Suppose that in the idle group G
(n)
0 , there are some SS’s which are loaded

with MAC PDU’s (for which they have to attempt requests) at time T (n)−.
If U (n) ∈ {1, · · · , J}, each of the SS’s independently chooses one among the

s
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request opportunities such that V
(n)
j = 0 with probability 1/U (n), and attempts

a request using the selected request opportunity.
2. Suppose that a collision occurred at the jth request opportunity in the
nth uplink subframe. Then, each of the SS’s that involved in the collision in-
dependently chooses a number in {1, · · · , m} with probability 1/m. If an SS
chooses i ∈ {1, · · · , m}, the SS joins G

(n+1)
j,i . If V

(n)
j ∈ {2, 3, · · ·}, each SS be-

longing to group G
(n)
j,i moves to group G

(n+1)
j,i+m−1 for i ∈ {2, · · · , V (n)

j }. Thus,

V
(n+1)
j = V

(n+1)
j + m− 1.

Suppose that no collision occured at the jth request opportunity in the nth
uplink subframe. Then, the SS which attempted a request using the jth request
opportunity in the nth uplink subframe, if any, returns to the idle group G

(n+1)
0 .

If V
(n)
j ∈ {2, 3, · · ·}, each SS belonging to group G

(n)
j,i is transfered to group

G
(n+1)
j,i−1 for i ∈ {2, · · · , V (n)

j }. Thus, V
(n+1)
j = max{V (n)

j − 1, 0}.

4 Maximum Throughput Calculation

In this section, we present an analytical method to exactly calculate the maxi-
mum throughput induced by the uni-source m-ary tree algorithm. A request is
said to depart from the SS if the request does not collide and hence succeeds.
Also, the PDU service rate at the BS is defined as the average number of PDU’s
that can be transmitted by use of the available resource for the best effort ser-
vice in an uplink subframe. Note that the aggregated rate of request departures
from all SS’s is equal to the request arrival rate at the BS. Thus, the maximum
throughput is yielded by taking the minimum of the maximum aggregated rate
of request departures and PDU service rate. For the calculation of maximum
throughput, we assume that K SS’s use the best effort service and each of the
SS’s is saturated, i.e., an SS has infinite number of MAC PDU’s to send at any
time. We also assume that J request opportunities are provided in each uplink
frame.

In the uni-source m-ary algorithm, all K SS’s attempt requests together in
some uplink subframes. Let Ck denote the index of the uplink subframe in which
all K SS’s attempt requests together in the kth time. Recall that T (n) indicates
the start time of the request opportunities in the nth uplink subframe and V (n)

is the number of groups at time T (n)−. Then, C0
�
= 1 and

Ck = min{n ∈ {Ck−1 + 1, Ck−1 + 2, · · ·} : V (n) = 0} (1)

for k ∈ {1, 2, · · ·}. Note that an SS which attempted a request in the Ckth uplink
subframe is not allowed to make a new request attempt until the (Ck+1 − 1)st
uplink subframe. (Once an SS succeeds in request, the SS returns to the idle
group and remains at the idle group until T (Ck+1)−.) Thus, every SS succeeds

in request exactly one time in the interval [T (Ck), T (Ck+1)). Define B
(k)
K

�
= Ck −

Ck−1 for k ∈ {1, 2, · · ·}. Then, for given K, the sequence {B(k)
K , k = 1, 2, · · ·}

Uni- ource and Multi-source m-Ary Tree Algorithmss
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is independent and identically distributed (i.i.d.). Let BK be a random variable

such that B
(k)
K

d= BK for all k ∈ {1, 2, · · ·}. Set βK
�
= E(BK). From the above

arguement, the maximum aggregated rate of request departures, denoted by δ
is then expressed as

δ = lim
n→∞

nK
n∑

k=1

[
T (Ck) − T (Ck−1)

] =
K

τβK
(2)

where τ is the frame duration time.
Suppose that collisions occurred in the Ckth uplink subframe. Then, the

SS’s that involved in the collisions are partitioned into m groups denoted by
G

(Ck+1)
1 , · · · , G(Ck+1)

m . Let X be the number of SS’s that involved in the collisions
and Yi be the number of SS’s which belong to group G

(Ck+1)
i for i ∈ {1, · · · , m}.

Consider the number of uplink subframes which are passed until all Yi SS’s
(belonging to group G

(Ck+1)
i ) ultimately succeed in request. Then, it has the

same distribution as BYi
for all i ∈ {1, · · · , m}. Thus, we have the following

relation of {BK , K = 1, 2, · · ·}:

BK
d= 1 +

m∑
i=1

BYi
· I{X∈{1,···,K}} . (3)

Let h(K, J, q) denote the probability that q requests succeed when K request
attempts are made on J request opportunities in a same uplink subframe. Then,
the random variable X has the mass such that P (X = r) = h(K, J, K − r) for
r ∈ {0, · · · , K}. Note that h(K, J, q) is equal to the probability that the number
of boxes containing exactly one ball is q when K balls are put into J boxes.
From [4], we have

h(K, J, q) =
(−1)qJ !K!

q!JK

min{K,J}∑
l=q

(−1)l(J − l)K−l

(l − q)!(J − l)!(K − l)!
(4)

for q ∈ {0, · · · , min{K, J}}. Since each SS that involved in a collision indepen-
dently chooses one of the m groups with probability 1/m, the random vector
(Y1, · · · , Ym) has the conditional mass as

P ((Y1, · · · , Ym) = (q1, · · · , qm) | X = r) =
(

r

q1 · · · qm

)
(

1
m

)r (5)

for r ∈ {0, 1, · · ·} and (q1, · · · , qm) ∈ Sr, where

Sr
�
= {(j1, · · · , jm) ∈ {0, · · · , r}m : j1 + · · ·+ jm = r} . (6)

Set β0
�
= 1 and β1

�
= 1. Then, from (3), (4) and (5), we have the following

recursive relation of {βK , K = 2, 3, · · ·}:
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+
K−1∑
r=1

h(K, J, r)
∑

(q1,···,qm)∈SK−r

[
1 +

m∑
i=1

βqi

](
K − r

q1 · · · qm

)
(

1
m

)K−r

+ h(K, J, 0)
∑

(q1,···,qm)∈S∗
K

[
1 +

m∑
i=1

βqi

](
K

q1 · · · qm

)
(

1
m

)K

⎤⎦ (7)

for all K ∈ {2, 3, · · ·}, where S∗
r

�
= {(j1, · · · , jm) ∈ {0, · · · , r−1}m : j1+· · ·+jm =

r}. Let γ be the MAC PDU service rate at the BS. Then, we finally have the
maximum throughput induced by the uni-source m-ary tree algorithm, denoted
by η as

η = min{δ, γ} = min{ K

τβK
, γ} (8)

from (2).

5 Performance Evaluation

In this section, using the analytical method as well as simulation method, we
evaluate the delay and throughput performance exhibited by each of the three
collision resolution algorithms: uni-source m-ary tree, multi-source m-ary tree
and truncated binary exponential backoff algorithms. The environment assumed
in this section is as follows: In the wireless MAN, 10 SS’s use the best effort
service. The duration times of downlink and uplink subframes are equal to 1000
minislots. (Thus, the frame duration time is equal to 2000 minislots.) In an up-
link subframe, the duration time of a request opportunity is 8 minislots and 16
minislots are assigned for initial maintenance opportunities. Also, the amount
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1− h(K, J, 0)(
1
m

)K−1

[
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1
m

)K−2



404 J.K. Park et al.

0.000

5.000

10.000

15.000

20.000

0.000 0.050 0.100 0.150 0.200 0.250

multi-source binary tree
uni-source binary tree

truncated binary exponential

traffic load per SS (PDU's/frame)

m
ea

n 
of

 P
D

U
 d

el
ay

 (
fr

am
es

)

Fig. 3. Mean of PDU delay time vs. traffic load per SS

0.000

5.000

10.000

15.000

20.000

25.000

0.000 0.050 0.100 0.150 0.200 0.250

multi-source binary tree

uni-source binary tree

truncated binary exponential

traffic load per SS (PDU's/frame)

st
an

da
rd

 d
ev

ia
tio

n 
of

 P
D

U
 d

el
ay

 (
fr

am
es

)

Fig. 4. Standard deviation of PDU delay time vs. traffic load per SS

of resource allocated for other services except best effort service has the uniform
distribution, where the mean is equal to the 10% of the total amount of resource
in an uplink subframe and the standard deviation is 2%. At each SS, the trans-
mission time of each MAC PDU is fixed to 48 minislots and the sequence of MAC
PDU arrival times is modeled as a mutually independent Bernoulli point pro-
cess. In addition, we assume a truncated binary exponential backoff algorithm in
which the number of request opportunities that an SS must deny prior to making
the nth attempt of a same request has the uniform distribution in {0, · · · , 8 ·2n},
and an SS renounces a request if the SS fails in the 16th attempt of the request.

In figure 2, we show the maximum throughput with respect to the number
of request opportunities. In this figure, we compares the uni-source binary tree,
multi-source binary tree and truncated binary exponential backoff algorithms,
and observe that the multi-source binary tree algorithm invokes the highest max-
imum throughput. In figures 3 and 4, we compare the uni-source binary tree,
multi-source binary tree and truncated binary exponential backoff algorithms in
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delay performance. In these figures, we observe that the multi-source binary tree
algorithm invokes superior delay performance to other algorithms. Note that the
maximum throughput of the uni-source binary tree algorithm was shown to be
lower than the maximum throughput of the truncated binary exponential backoff
algorithm in figure 2. However, we notice that the uni-source binary tree algo-
rithm exhibits better delay performance than the truncated binary exponential
backoff algorithm.

6 Conclusions

In provisioning best effort service at a wireless MAN, request collisions are un-
avoidable so that a collision resolution algorithm is needed to suppress repeated
collisions. In this paper, aiming at improving delay and throughput performance,
we proposed the uni-source and multi-source m-ary tree algorithms as alterna-
tives to truncated binary exponential backoff algorithm. For the uni-source m-ary
tree algorithm, we first developed an analytical method to eactly calculate the
maximum throughput. Secondly, using the analytical method as well as simu-
lation method, we evaluated each proposed algorithm in maximum throughput,
mean of PDU delay time and variance of PDU delay time. From numerical ex-
amples, we observed that the multi-source binary tree algorithm produces higher
maximum throughput than a truncated binary exponential backoff algorithm.
Moreover, both of proposed algorithms were shown to invoke superior delay
performance than a truncated binary exponential backoff algorithm.
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Abstract. In this paper, we describe a kind of high rate low density parity check 
(LDPC) code and its decoding scheme for ultra wideband (UWB) communica-
tion. Particularly, the proposed scheme uses a hybrid soft normalization algo-
rithm from the autocorrelations of UWB signals to initialize the LDPC decoder, 
and it integrates several normalized soft values of UWB signals as sine (BPSK) 
or cosine (PPM) elements by using the window concept.  

1   Introduction 

LDPC codes with large block length and low rate have been shown to have record 
breaking performance for low signal-to-noise applications. The high rate LDPC codes 
are also excellent, outperforming comparable BCH and RS codes even at short block 
length. For certain applications such as magnetic recording, high rate LDPC codes at 
short block length are of particular interest [1,2]. In future, these LDPC codes will be 
applied to provide high speed and high quality communication. Otherwise, UWB 
technique which has lower power and higher rate is attracted much attention for short 
range networking [4,5]. Recent results indicate that UWB radio is viable candidate for 
short range multiple access communications in dense multi-path environments [8], 
exploiting the advantages of the UWB’s fine time resolution properties [9]. It is there-
fore desirable to find a high rate channel coding scheme with short block length. In 
this paper, we propose a simple high rate and short block length regular LDPC codes 
which is suitable for high speed packet transmission. In particular, this paper looks in 
more detail at a random and systematic method to construct high rate regular LDPC 
code, addressing the following issues. First, we specify the parity check matrix of a 
randomly systematically constructed LDPC (SC-LDPC) code [2]. Based on several 
sub-matrices from shift registers, we present a regular method and a simple extension 
way to obtain the high performance parity check matrix without four cycles. Next, we 
investigate the combination of UWB signals with binary LDPC codes by using a 
simple normalized soft initialization on sine or cosine values from the UWB decorre-
lator. The proposed scheme can accurately represent the UWB transmitted signals as a 
suitable soft value for LDPC iterative decoder. Finally, a conclusion is drawn. 

2   Description of High Rate LDPC Construction 

The recent papers [1] reported high rate binary LDPC codes are shown a near ap-
proach  to  Shannon  limit  in  AWGN  channel. In order to design a high rate code for  
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Fig. 1. Regular construction of SC-LDPC codes and simple extension  
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Fig. 2. High rate SC-LDPC codes, block length and its relation Steiner bound, with 
5000,9.0 <> NR , 3=j   

UWB transmission, we now investigate a column weight j , row weight k , redun-

dancy M  and short block length N  regular LDPC code construction. Particularly, 
the systematically LDPC, we confine ourselves hereafter to 3=j , because in the 

context of Steiner systems [1,3], these codes are much interesting. The small cycles, 
i.e. four cycles, prevent binary codes from achieving maximum likelihood perform-
ance with iterative decoding algorithm, therefore, the LDPC code’s criterion is closely 
related to the Steiner bound. As illustrated in Fig.1, the simple systematically con-
structed LDPC codes are composed of  j  horizontal sub-matrices of size NjM ×)/(  

which can be easily implemented by using the shift registers. The first sub-matrix 
consists of the k  squared ones matrix, the second is identity matrix and the third 
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consists of the identity matrix of size kk ×   and its )1( −k  cyclically shifted versions. 

Thus the SC-LDPC of size 2kjkNM ×=×  can be derived as [3], according to the 

Steiner bound,  
                       )1(/)1)(()1(/)1( −−=−−= jjjkjkjjMMNs ,                           (1) 

where the code rate 
k

jk

N

M
R

−=−= 1 . It is suitable to design such code with high 

rate and short length ( 6000,9.0 <> NR ) to approach the Steiner bound, as shown in 
Fig.2. A simple extension can be applied to obtain the lower density and higher rate, 
as illustrated in Fig.1. The simulation shows that the extension method could take a 
tighter approach to the Steiner bound. Moreover, in short range and high speed net-
working system, UWB signals always are transmitted as short packet and higher rate. 
Therefore, we now design SC-LDPC codes with length 6000<N , 9.0>R  for UWB 
systems. 

3   Soft Normalization for UWB Transmission  

Recently, UWB system is described in which the transmitted signal occupies an ex-
tremely large bandwidth even in the absence of data modulation [4,5,6]. In this case, a 
signal is transmitted with a bandwidth much larger than the modulation bandwidth 
and thus with a reduced power spectral density. This approach has the potential to 
produce a signal that is more covert, has higher immunity to interference effects, and 
has improved time of arrival resolution [7,8,9]. These systems use pulse amplitude or 
pulse position modulation (PPM), and different pulse generation methods, pulse rate 
and shape, center frequency and bandwidth. Most of these systems generate and radi-
ate the impulse response of a wideband microwave antenna and use that reponse as 
their basic pulse shape by exploiting the BPSK or PPM. Assuming the UWB signal is 
a modulated train )(tp  of Gaussian pulses )(ts , spaced in time,  

                                          
−

=

−
−=

1

0

)(2

)()(
N

n

Tc

tnC
j

enTtstp
π

 ,                                         (2) 

where T  is the repetition period of  the pulse train )(tp , )(nC  is a permutation of 

integers }1,...,1,0{ −N  for time hopping, and 
N

T
Tc = . A typical Gaussian monocycle 

signal is given as [7]  

−−=
2

22

2
exp1)(

σσ
tt

ts ,                                      (3) 

where σ  is a pulse width parameter. Further, we denote a UWB BPSK signal as 
)()( tpbkx k= ,                                                   (4) 

where kb  is k th transmitted BPSK symbols chosen from }1{± . Thus the decision of 

received UWB signals is from the autocorrelations of the pulse generator function as  
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Fig. 3. Soft normalization sine sampling algorithm 
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Fig. 4. Performance of UWB-SC-LDPC codes and UWB-ESC-LDPC codes in AWGN channel 
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In the case of high speed UWB transmission, a good correlation on asynchronous 
should be obtained. Besides on designing a Gaussian monocycle signal for good cor-
relations, we need an enlarged soft decision value to detect UWB signals and initial-
ize the iterative decoder. We write the soft value of UWB signal detector as  

                           )(*)()(*)( npnpbdttptpb
samplen

ii
=

∞

∞−

−=− δδ .                    (6) 

Assuming the Y  axis part of  )(*)( npnpbi δ−  is nY  and the X  axis part is nX , 

as shown in Fig.3. We present a decision rule by using sine normalization for BPSK 
UWB signals,  

−=<
+

+=>
+

=

=

.1,0

;1,0

22

22

i
samplen nn

n

i
samplen nn

n

bfor
YX

Y

bfor
YX

Y

                                   (7) 

Clearly, the normalization is united by one. The soft normalization rule in this paper 
has robustness for asynchronous autocorrelations, because that the window detection 
and sampling are used for protecting signal estimation. In addition, the effective time 
duration of the window is set as [7],  

                                                 nsTw 5.07 == σ .                                                  (8) 

In this paper, the decision is according to the BPSK symbols by using the phases }{± . 

When the correlation is existed in perfect synchronous, we can get the largest ampli-
tude at time "0" . Otherwise, in the case of asynchronous, we use sampling from the 
window detection to remain the largest amplitude. If PPM is used, the cosine normali-
zation may be exploited to decision the estimation values. In the case of BPSK sym-
bols, the error bias function in conventional normalization can be shown as  

                                                         [ ] 2
1 YEn −=ε ,                                          (9) 

and the proposed normalization has  

                                                   

2

22
1

+
−=
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Y
Ecε .                                   (10) 

Easily, we prove that  
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where ε   is a value near to zero. Let (9) set εε =n  as the optimal result and the en-

ergy of the transmission [ ] 1
2 ≥YE , it is clearly that the proposed normalization has 

lower error bias. Further, we define the intial value for LDPC iterative decoder as  

                                             
= +

=
samplen nn

n

YX

Y
pL

222

2
)(

δ
.                                    (12) 

As illustrated in Fig.4, the numerical results show that UWB and UWB-SC-LDPC 
systems achieve much enhancement from conventional SC-LDPC codes without 
UWB transmission. Especially, over about 1.5dB, the UWB-SC-LDPC efficiently 
combats noise, and UWB extended SC-LDPC codes (ESC-LDPC) have similar per-
formances, but with higher rates. Additionally, IEEE P802.15.03 presented the UWB 
transmission are between the 1.5dB to 5dB, it is significant approached our numerical 
results on UWB-SC-LDPC codes. At lower SNR, different high rate cases have simi-
lar performances; at higher SNR, the proposed codes show a sharply decreasing be-
fore the error limit. As shown in the simulations, the UWB-SC-LDPC and UWB-
ESC-LDPC codes ( 96.0~9.0=R ) have good results without error floor, after 1.5dB. 
Further, by using different window sizes to detect the UWB signals, the numerical 

results demonstrate that nsTw 5.07 == σ  is an efficient parameters for BPSK 

UWB-SC-LDPC codes. 
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Fig. 5. Performance of UWB-SC-LDPC codes and UWB-ESC-LDPC codes by using different 
window sizes in AWGN channel 

4   Conclusion 

We presented a simple high rate LDPC codes for UWB transmission. The distinct 
advantage of the proposed LDPC codes lies in the fact that the key parameters of the 
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obtained codes, MNkjd ,,,, , are easily known. By extensive computer simulations 

using UWB transmission, it has been observed that no significant difference in the 
BER between the different rates UWB-SC-LDPC codes and UWB standard at lower 
SNR ( dBSNR 1< ). However, we achieve about 2dB improvement from UWB after 

dBSNR 5.1= (IEEE 802.15 transmission model dBSNR 5~5.1= ). Generally, high 
rate UWB-SC-LDPC codes can efficiently gain the best BER with short block length.  
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Abstract. Bluetooth is a wireless communication standard developed
for personal area networks (PAN) that gained popularity in the last
years. It was designed to connect a few devices together, however nowa-
days there is a need to build larger networks. Construction and mainte-
nance algorithms have great effect on performance of the network. We
present an algorithm based on Cube Connected Cycles (CCC) topology
and show how to maintain the network so that it is easily scalable. Our
design guarantees good properties such as constant degree and logarith-
mic dilation. Besides, the construction costs are proven to be at most
constant times larger than any other algorithm would need.

1 Introduction

In this paper we address the problem of network topology construction and
maintenance for a wide variety of networks. We require any two nodes to be
able to build a bidirectional communication link; for radio networks this can be
achieved by placing all the nodes within the communication range. Our topology
has a very low requirement for the maximum degree of a node. It is sufficient if
the node is capable of communicating with 7 neighbors simultaneously.

The requirements above make the Bluetooth protocol [1] a perfect candidate
for our network design. Bluetooth is one of the most recent wireless communica-
tion standards developed for Personal Area Networking. Its specification assigns
roles of masters and slaves to nodes. The structure consisting of one master
and up to 7 active slaves connected to it is called a piconet. Each piconet has
a specific frequency-hopping channel which is controlled by its master. For effi-
ciency reasons it is profitable to minimize the number of masters (and thus the
number of piconets) and connect two masters not directly, but through a slave,
to which we refer later as a bridge. Such connection of piconets by bridges can

� Partially supported by DFG-Sonderforschungsbereich 376 “Massive Parallelität: Al-
gorithmen Entwurfsmethoden Anwendungen”.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 413–420, 2005.
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establish a large network structure called scatternet. Furthermore, the frequency
hopping mechanism used by Bluetooth makes the situation, in which a bridge
participates in more than two piconets, very undesirable, since the probability
of collision between its masters grows very quickly.

An important property of a network is the possibility to maintain a simple
routing scheme in it. Neither large routing tables nor long lasting path-finding
routines should be used due to bounded network bandwidth and memory of the
devices. Last but not least, dynamic scalability of the network should be taken
into consideration. This means that nodes can join and leave the network at
their convenience without loosing the mentioned characteristics.

In this paper we present a topology which has all the properties mentioned
above. We start from the theoretical Cube-Connected-Cycles structure (CCC) [2]
and we model it using Bluetooth devices. Each node in the theoretical structure
is simulated by a Bluetooth master. Further, if we have a communication link
between two nodes in the theoretical structure, we join the two corresponding
masters by a bridge. Since in CCC each node has a degree of 3, each master will
have 4 spare links which can be used for connecting additional slave nodes.

Among the networks with constant degree, our structure has asymptotically
the best possible dilation of O(log n); the constant hidden in the O notation
is small. The scalability limits are set by the frequency hopping scheme used
by Bluetooth protocol rather than by our topology. The maintenance cost is
also optimal. We prove that for any sequence of nodes joining and leaving our
network, the cost of our algorithm is at most 18 times larger than the cost of
the optimal offline algorithm for the same sequence.

2 Scatternets: Related Work

The problem of scatternet formation for Bluetooth has been intensively stud-
ied in the last few years. The proposed algorithms can be categorized into two
broad clases. The first group includes those that assume that all devices are
in communication range of each other. The algorithms from the second group
form a connected network also when this condition is not fulfilled. Due to space
limitations we do not go into details for the second group. Check [3, 4, 5, 6] for
more information.

Formations for Devices In Range. One of the earliest scatternet formation
algorithm studied by Salonidis et al [7] is the Bluetooth Topology Construction
Protocol (BTCP), which works only for at most 36 nodes. For a larger number
of nodes it proposes a scheme that does not build a fully connected scatternet.
Ramachandran et al [8] give two distributed algorithms (one randomized and one
deterministic) which build optimal topologies consisting of stars. The issue of
choosing bridges to connect the stars is left open. Baatz et al [9] propose a scheme
based on composing the topology of k 1-factors (a 1-factor is a graph of maximum
degree at most 1, i.e. consisting of independent edges). In each 1-factor one node
of an edge is treated as a master and the other as a slave. This topology has an
advantage of having multiple active piconets at the same time even if there is
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overlap between them. However, the roles of masters and slaves are distributed
equally which is not desirable for scatternets. The tree scatternet formation
(TSF) [10] is a self repairing structure, which organizes nodes into a tree. It
allows nodes to arrive and leave arbitrarily. The tree structure guarantees that
there are no loops in the network and thus that routing between any pair of nodes
is unique. It succeeds in minimizing the number of piconets in the network but is
not suitable for larger networks due to high delays in communication. Wang et
al [11] define an algorithm called Bluenet which aims at constructing a random
connected graph. The main disadvantage of this topology is that it lacks any
structure which would enable simple routing. Lin et al introduce BlueRing[12]
in which the scatternet is based on a ring structure. The architecture has a simple
routing and is easy to maintain, however it is only scalable up to a medium sized
networks (50-70 nodes). It is unusable for larger networks because of an average
dilation and congestion being linear in the size of the network. One of the most
advanced approaches in the design of scatternets is BlueCube[13] which proposes
a d-dimensional hypercube as a theoretical basis of the network formation. It has
a logarithmic dilation, but is only defined for a certain number of nodes. Since
the degree of a Bluetooth node is limited to 7, this places also an upper bound
on d, limiting the number of nodes in the network to approximately 27. The
only truly scalable solution we are aware of is proposed in [14], where a network
of constant degree and polylogarithmic diameter is constructed. The network
is based on a backbone that enables routing based on virtual labeling of nodes
without large routing tables or complicated path-discovery methods. The scheme
is fully distributed and dynamic in the sense that nodes can join and leave the
network at any time.

3 Building and Maintaining Large Scale Bluetooth
Scatternets

Our approach is based on a network topology called Cube Connected Cycles.
We consider this topology on the basis of the graph theory and adjust it to the
Bluetooth specification. First we give a theoretical definition of the topology and
show how it can be implemented using Bluetooth devices. Then we present a
maintenance algorithm for Bluetooth scatternet based on CCC topology. The
algorithm changes the structure instantly when nodes are joining or leaving the
system and assures that the number of changes is constant in each step. In the
full version of the paper we present another algorithm, which tries not to change
the topology as long as possible; the resulting topology updates are large but
happen very rarely. The amortized number of changes is even lower than in the
case of the smooth maintenance scheme.

Cube Connected Cycles Topology.

Definition 1. The d-dimensional Cube Connected Cycles network has d · 2d

nodes. The nodes are represented by two indices (i, j), where 0 ≤ i < d and
0 ≤ j < 2d. The connectivity is:
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(i, j)→
{

(i, j ⊕ 2i) 0 ≤ i < d, 0 ≤ j < 2d

((i± 1) mod d, j) 0 ≤ i < d, 0 ≤ j < 2d

where ⊕ represents the bitwise xor operation. The first set of edges are the cube
edges; the second set of edges are the cycle edges.

Observation 1. The d-dimensional Cube Connected Cycles network has the fol-
lowing properties:

1. The number of nodes is n = d · 2d.
2. The degree of each node is 3 (or smaller for d ≤ 2).
3. The number of edges is m = 3

2 · n = 3 · d · 2d−1 (or smaller for d ≤ 2).
4. For any two nodes a and b we can compute a path from a to b of length at

most 3 · d.
The proof of this observation can be found for example in [2].

If we want to use the CCC topology as a basic interconnection network for the
Bluetooth Scatternet formation, we have to be careful and consider the roles for
masters and slaves. We propose that nodes in the CCC network are represented
by masters in the Scatternet network. Each link from the CCC network will be
implemented by a slave (called also a bridge) belonging to two masters and no
slave slave will be connected to more than two masters. We can observe that for
simulating d-dimensional CCC we need to have at least 5 · d · 2d−1 nodes (d · 2d

masters and 3 ·d ·2d−1 slaves). It is possible for each master to have 4 additional
slaves, thus the upper bound on the number of nodes in d-dimensional network
is 13 · d · 2d−1.

When the number of devices participating in the network exceeds this num-
ber, we have to start a process which will rebuild the network. The easiest way
would be just to increase d by 1. However, this solution would not work due to
the lower bound on the required number of nodes in a d + 1-dimensional CCC
network.

Therefore we introduce an intermediate network topology between the d-
dimensional CCC and the (d + 1)-dimensional CCC. The d-dimensional inter-
mediate CCC network, or in short d-dimensional iCCC network, is defined as
follows:

Definition 2. The d-dimensional iCCC network has (d + 1) · 2d nodes. The
nodes are represented by two indices (i, j), where 0 ≤ i ≤ d and 0 ≤ j < 2d. The
connectivity is:

(i, j)→
{

(i, j ⊕ 2i) 0 ≤ i < d, 0 ≤ j < 2d

((i± 1) mod (d + 1), j) 0 ≤ i ≤ d, 0 ≤ j < 2d

The first set of edges are the cube edges; the second set of edges are the cycle
edges.

Compared to the standard CCC definition, the iCCC topology contains an ad-
ditional ring node (d, j) for each ring of the CCC. This additional ring node is



Cube Connected Cycles Based Bluetooth Scatternet Formation 417

connected to the nodes (d − 1, j) and (0, j). As node (d, j + 2(d+1)) does not
exist, node (d, j) does not have a cube edge.

The properties of the iCCC network are very similar to the properties of the
CCC network topology:

Observation 2. The d-dimensional iCCC network has the following properties:

1. The number of nodes is n = (d + 1) · 2d.
2. The degree of each node is 3 (or smaller for each ring node (d, j) or in case

where d ≤ 2).
3. The number of edges is m = (3 · d + 2) · 2d−1 (or smaller for d ≤ 2).
4. For any two nodes a and b we can compute a path from a to b of length at

most 4 · d.

The properties 1 to 3 directly follow from the definition of the d-dimensional
iCCC network. Observation 4 can be derived from the properties of a d-
dimensional CCC network.

To get from a node (i, j) to a node (u, v), the following path selection strategy
can be used. The first part of the path is to get from node (i, j) to node (0, j),
which takes at most d/2 steps. Then a standard routing scheme for the CCC
network, which does not consider iCCC specific nodes (d, j), can be used. To
achieve this, almost any dimension-order routing scheme can be used, involving
not more than 3 · d steps. The last part of the path selection, incurring at most
than d/2 steps, is to get from node (x, v) to node (u, v). This finishes the proof
of Observation 2.

For ease of explanation, we assume that the CCC and iCCC networks have
got a dimension of at least 3. Similar to the lower and upper bounds for Scat-
ternets using the CCC as network topology, the upper and lower bounds for an
iCCC network are as follows:

miniCCC
d = (5 · d + 4) · 2d−1 maxiCCC

d = (13 · d + 14) · 2d−1

A Smooth Way to Maintain the CCC Topology. Below we introduce a
maintenance scheme that will involve a smooth transition from a d-dimensional
CCC network over a d-dimensional iCCC network to a (d+1)-dimensional CCC
topology or vice versa. The different steps of this scheme are displayed in Fig.
1. During the transition, for some time each master will have to simulate the
behavior of two nodes in the CCC network. Therefore the degree of a master can
grow up to 6. This does not cause any problems, since the Bluetooth specification
allows a degree of 7.

The transition from a d dimensional network to a d + 1 dimensional network
involves several steps:

At first we only extend each cycle by an additional master numbered d and
transform the network into an iCCC network. Therefore, each time if a new node
enters the system and cannot become a loose slave, it extends one of the rings
by an additional master d (see Fig. 1.b). To connect to the master nodes 0 and
d − 1, two bridge nodes are required. As the first bridge we can use the slave
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Fig. 1. Transition from a d-dimensional CCC to a d + 1-dimensional CCC

node that has formerly connected the nodes 0 and d − 1. As the second bridge
we have to take one of the slave nodes of this ring. This transition can be done
locally inside each ring. After this step has been made for all rings, the transition
to a d-dimensional iCCC is finished.

After the length of each ring has been increased by one, each master acts as
two nodes of the d + 1-dimensional CCC but still has degree 3. From now on,
each master wants all of its connections to be doubled. This can also be done
gradually as new nodes come and join the network as loose slaves (see Fig. 1.c
and 1.d). When a master has doubled all of its connections, it wants to split
itself into two nodes, each of them taking over one of the connections from each
pair. At this point we distinguish between two types of masters.

A master (d, j) splits itself as soon as it has two loose slaves and both of its
edges are doubled. One of its slaves becomes master (d, j + 2d) and the other
becomes a bridge between (d, j) and (d, j + 2d). Both pairs of cycle edges are
treated in the same way. We describe the procedure for the edges which were
both originally connected to (0, j). If the node (0, j) has not split yet, we simply
use the edges to connect (d, j) to (0, j) and (d, j + 2d) to (0, j). If it has, we
connect (d, j) to (0, j) and (d, j + 2d) to (0, j + 2d) (see Fig. 1.e).

For i �= d, a master (i, j) splits itself as soon as it has a loose slave and all
three of its edges (two cycle edges and one cube edge) are doubled. It uses the
slave to create master (i, j + 2d) (there will be no connection between (i, j) and
(i, j + 2d)). One edge from each pair of edges stays connected to (i, j) and the
other is connected to (i, j + 2d). To decide which edge is connected to which
master, we use the same procedure as for master (d, j). If a node on the other
side of the edges has not yet split, we do it arbitrarily. If it has, we do it so that
we achieve the following connections: (i, j) with (i, j ⊕ 2i), ((i + 1) mod d, j),
((i− 1) mod d, j); and (i, j + 2d) with (i, j ⊕ 2i + 2d), ((i + 1) mod d, j + 2d),
((i− 1) mod d, j + 2d) (see Fig. 1.e and 1.f).

After all the masters have split, we increase the dimension d by 1.
If a node wants to leave the network, our algorithm works in general inversely

to the situation when a node joins the network. The main assumption is that
we can exchange the leaving node with any other node in the network. Thus, we
can decide which node actually leaves.

Reduction of the network proceeds in three phases. If there are any loose
slaves, they are removed in the first place. If there are none, we try to find such
0 ≤ i ≤ d and 0 ≤ j < 2d−1 that node (i, j +2d−1) still exists and is independent
from node (i, j). We remove the node (i, j + 2d−1) and attach all of its slaves



Cube Connected Cycles Based Bluetooth Scatternet Formation 419

to the node (i, j). It will now perform the roles of both these nodes. We were
allowed to attach all the slaves from one node to the other due to the fact that
there were no loose slaves at any of those nodes, so they both had at most 3
slaves each.

If we cannot find either loose slaves or independent masters numbered (i, j +
2d−1), we remove double connections, i.e. if we are able to find a pair of masters,
that have two bridges between them, we remove one of the bridges. Last of all
we can remove nodes (d− 1, j) for 0 ≤ j < 2d − 1 one by one, finally decreasing
the dimension from d to d− 1. When we remove such a node, we use one of the
slaves that connected it to (d − 2, j) and (0, j) to connect (d − 2, j) and (0, j)
and the other slave can become a loose one of (0, j).

At the same time as removing the double edges, i.e. after all the masters have
been merged in pairs, we decrease the dimension d by 1.

4 Comparison of the Maintenance Scheme with the Best
Possible Strategy

If a node enters or leaves the network, the topology of the network changes.
Each change of the topology causes costs in terms of interruptig the current
communication traffic. To compare our strategy with the best possible strategy,
we introduce the following, simple cost model:

Definition 3. Each insertion or removal of a connection costs one cost unit.

In the following theorem, we assume that the best possible strategy has only to
change one connection for each insertion or removal of a node.

It is possible to show that even in this cost model the additional costs induced
by our smooth strategy compared to the best possible strategy can be bounded
by a constant factor.

Theorem 3. The smooth maintenance scheme for the CCC scatternet construc-
tion is 6-competitive for the insertion and 20-competitive for the removal of nodes
compared with a best possible strategy.

The proof is available in the full version of the paper.
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Abstract. This paper suggest a new multiple-access method for UWB system. 
The EVOMA (EigenVector-Orthogonal Multiple Access) made up for the whole 
weakness of implementation of MB-OFDM and frequency sharing of single-
band and, which were relative. Moreover, there is no problem using devices at 
the same time without interferences in spite of using the single-band because of 
the frequency characteristics of the pulse itself, and orthogonal characteristics 
and this has a strong point to implement easily without further need. 

1   Introduction 

Recently, the UWB system which make it possible to transmit and receive 
information than 100Mbps in short distance has caught attention. In 2002, FCC in the 
United States of America posted the standards for use of UWB and suggested imaging 
systems, indoor and handheld UWB systems, car radar systems and so on as a main 
application field of UWB. Also, the importance of UWB has been realized in Korea, 
appointed to power of development in the field of home network as main technology 
to consist of environment of ubiquitous. 

Therefore, this paper will introduce a new multiple access method of UWB which 
will be used in home network and show the result of implementation of transmitter 
through the method. 

In 2002, FCC in USA defined signal of UWB as weak signal which has 
bandwidth of 10dB more than 500MHz in the frequency domain and standardization 
of UWB for local wideband communication has been discussed at IEEE802.15.3a. At 
present, the system of UWB has been suggested single-band and multi-band like MB-
OFDM. However, MB-OFDM has been pretended because of the problem in under 
circumstance of interferences of devices with limited frequencies in the field of home 
network which will be used UWB. 
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This paper will explain the weakness of interferences of single-band and a new 
multiple access method to make up for the weakness of implementation of MB-OFDM. 

In addition to , the pulse of UWB which will be used in a new multiple access and 
the multiple access method suggested above will be introduced in the Chapter2. In 
chapter3, the result of the matlab of transmitter and receiver which acquired from the 
method suggested will be explain. In Chapter4, the implementation of FPGA and 
ASIC will be represent and the conclusion will be made in chapter5. 

2   UWB Pulse and EVOMA 

2.1   Introduction of UWB Pulse Used 

This research used the pulses which are satisfied the FCC frequency spectrum mask 
and orthogonal characteristics of the pulses for a new multiple access method. 

The pulses which shifted the frequency band are satisfied with the FCC Frequency 
mask. however, there are weak points that this makes the structures of the transmitter 
and receivers complicated and the volumes enlarge. Because of the reason that it sues 
carrier frequency even though it has frequency spectrum characteristics satisfied with 
the FCC frequency spectrum mask. 

(a)                                                               (b) 

(c)                                                               (d) 

Fig. 1. Used UWB Pulse. (a) 1st pulse, (b) 5th pulse, (c) 7th pulse, (d) 10th pulse 
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Therefore, the pulses that we got from pulse design algorithm by prolate 
spheroidal wave function[3][4] were used to make up for the weakness.[1][2] The 
four of 10 UWB pulses which was ejected from the pulse design algorithm are figured 
on the Fig 1. 

The pulses on the fig 1. have a frequency band from 3.1GHz to 5.3GHz and the 
pulse width is 4ns. Also, these have 64 coefficients. It is possible to eject the pulses 
which have the frequency band and pulse width suitable for environment to try to 
applying to when the above mentioned pulse design algorithm is used. 

2.2   EVOMA (EigenVector Orthogonal Multiple Access) 

The pulses introduced in the former paragraph are made by ejecting the eigenvectors 
of toeplitz matrix with structure of hermitian and each of them has orthogonal 
characteristics. A new multiple access method will be suggested, which makes it 
possible to transmit and receive without interference by using orthogonal 
characteristics of the pulses. 

First of all, block diagram of transmitter and receiver of EVOMA to suggest 
figured in Fig 2. and Fig 3. 

Fig. 2. Block diagram of EVOMA transmitter

In Fig 2. 

1( ) ( ) ( ) ( )
T

M M MS t t P k I kψ × ×= (1)

PM M(k) appeared in formal 1. is permutation matrix and M 1(k) are pulses 
produced. Positive pulse transmits when user's input data is ‘1’ and negative pulse 
transmits when ‘-1’. No any other pulse transmits when ‘0’. 

Fig. 3. Block diagram of EVOMA receiver 
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The pulses produced from pulse generation are assigned to user's input data signal 
in permutation matrix appeared in fig 2 and 3. At the same time, the pulses are 
modulated to the sort of BPSK. It is shown in fig 4. 

Fig. 4. Block diagram of EVOMA-BPSK

It is made multiple access and the modulation of sort of BPSK when user input 
data are assigned to the pulses. In the environment of home network, the Modulation 
is made only with EVOMA without any further process of modulation and it is 
possible to recover exactly user's input data signal only with correlation process 
during the receiving process. 

3   Simulation 

3.1   Simulation Using Matlab 6.5 

Used permutation matrix in this research is the formal (2). 

0 1 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0

0 0 1 0 0 0 0 0 0 0
( )

0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1

M MP k×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

(2)
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In the system of fig2, Supposing the transmitting signal is consist '0, 0, 1, 0, -1, 0, 
1, 0, 0, 0' when user number is 10, and supposing 3rd user transmit '1', 6th user 
transmit ‘-1’ and 8th user transmit ‘1’. 

These data transmit as a form of the next fig 5 through the progress of fig 4 in the 
system of fig 2. 

Fig. 5. Transmitted signal S(t) 

In the receiver, receives the S(t) and pass through the correlation progress which 
is applicable to each pulse. The result after the process of correlation is shown in fig 
6, and after this progress, the first input signal IM x 1(k) which is recovered after through 
the permutation matrix again is shown fig 7. 

Fig. 6. The result after correlation 

The recovered data of each user '0, 0, 1, 0, 0, -1, 0, 1, 0, 0' can be confirmed in  
fig 7. and Fig 8. These are agree with the input user information at first time, and it is 
not a result through the final decision process. SNR is simulated in 15dB in AWGN 
channel.
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Fig. 7. Recovered each user input data after through the permutation matrix

Fig. 8. User input data and recovered data 

4   Implementation 

4.1   FPGA 

To use the target device "Altera Device(Stratix EP1S25F672C6)" and to apply 
EVOMA, Transmitter is implemented. UWB pulse that will be used, is sampled 64 
coefficients, then it is implemented on the Altera Device and designed a 
permutation, input/output section, pulse generation section and clock divide section 
using VHDL. 

Fig 9. Fig 10. is the first form each of which is from Modelsim and FPGA 
device(Stratix EP1S25F672C6). When 2nd user transmit the data ‘1’ and 3rd user 
transmit the data ‘-1’, the expected wave form of S(t) is shown at fig 11. And it is the 
output from FPGA device. 

The simply example of the generated pulse and transmission signal s(t) is shown 
such above. 
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Fig. 9. Block diagram of EVOMA transmitter 

Fig. 10. The first pulse form is confirmed by oscilloscope from the output of FPGA Device 

Fig. 11. The transmission signal S(t) is confirmed by oscilloscope form the output of FPGA 
Device 

4.2   ASIC 

It confirm the result of the system which was implemented with FPGA, and then 
implemented to ASIC. The system which was designed with VHDL simulated in the 
level of the function with ModelSim. The system was synthesized by Hynix0.35um 1-
poly 4-metal Phantom Cell Library in the DesignCompiler from SYNOPSYS after 
that there was no problem in the former simulation. The system was finished through 
the final layout in the Hynix design house after implementation of Place&Route by 
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Apollo. the chip is in the process of production and the final test will be scheduled 
after finishment of the production.  

The layout plot of the chip in the process of the production is figured in Fig.12 

Fig. 12. Chip layout plot. (Hynix0.35um 1-poly 4-metal) 

5   Conclusion 

In this research, we propose the new multiple access method of UWB for the Home 
Network. And we have been simulate using matlab and implement using FPGA. 
Though this method is a single band method, we can show the possibility of 
transmission and receiving plural information at the same time without interference 
using the proposal EVOMA method, and it has a more simple structure than MB-
OFDM which is a present leading method. Judging from this, it is possible that UWB 
module will be able to be implemented the miniaturization, high security, low power 
consumption and low-cost. And it has many possibility at the point of frequency 
sharing view, for it is able to transmit and receive plural information without 
interference in the single band. 

Here and now, we are evaluating the performance of AWGN in multiplex channel 
model, and have a plan which is ASIC implementation of receiver and transceiver 
using EVOMA. 
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Abstract. The unique advantages of Bluetooth such as low power con-
sumption capability, cheap hardware interfaces and easy set-up offer new
application areas. This is a reason why Bluetooth is even considered for
a Service Oriented Architectures (SOAs) consisting of a large number of
resource-constraint devices. Although several proposals are available for
reducing power consumption for intra-piconet communication, none of
them addresses the utilization of the Park mode to reduce power con-
sumption together with the support of a large number of accessible de-
vices. This ongoing research work bridges that gap by proposing polling
based on the probability of service access for a centralized Bluetooth net-
work of resource-constraint devices. Services of connected devices (slaves)
are offered to the central device (master) which manages all communica-
tions in the network. The slaves remain in Park mode unless their services
are accessed by the master. This research work shows the feasibility of
our proposal.

1 Introduction

Although Bluetooth [1] was originally designed as a cable replacement technol-
ogy, its unique advances such as low power consumption, cheap hardware inter-
faces and easy set-up offer further application areas. Bluetooth can be used for a
Service Oriented Architecture (SOA) which in our case connects a large number
of resource-constraint devices (slaves) to a central device (master). SOAs are
network architectures in which devices offer services to each other. Services are
entities which provide information, perform an action or control resources on the
behalf of other entities.

The application of Bluetooth in a service-oriented network of resource-
constraint devices leads to two main problems. Firstly, a Bluetooth piconet sup-
ports only up to 8 devices in an active connection with a maximum bandwidth
of 1 Mbps. Secondly, many services are only accessed once in a while and stay
idle for most of the time although their Bluetooth interface are still in an active
mode.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 430–437, 2005.
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The simplest configuration of a Bluetooth networks is a piconet, where up to
7 devices (slaves) are actively connected to a device (master) which manages all
connections. Actively connected slaves are polled by the master and may send
their data. The polling scheme in a piconet is not specified by the Bluetooth
specification. Beside active connections the master can manage up to 255 slaves
in Park mode. Parked slaves listen to the master in a certain interval and remain
inactive on low power in between.

The probability of service access ranges from rarely (e.g. outside temperature
service) to continuously (e.g. multimedia services). These different requirements
for the connection provide new opportunities for power saving approaches. De-
vices may remain in low power mode unless their services are accessed. After
service access associated devices switch to low power mode again.

This paper describes a device manager on a central device (master) for a
service-oriented Bluetooth network. Although every device in a piconet can be
the master according to the Bluetooth specification, in our network a central
device is chosen to be always the master. Our network connects a large number of
devices while guaranteeing service access. Therefore, devices send the maximum
access intervals for their services (in the Bluetooth service descriptions) to the
master when entering the network. The master collects the initial data (e.g.
temperature for temperature service) from the services and stores it in a cache.
Afterwards, the device is put into Park mode and only reactivated when exact
service data is demanded or the service access interval is elapsed.

The remainder of this paper is organized as follows. Section 2 describes related
research works. Needed background information is provided in section 3. Section
4 describes the Device Manager and its operations in detail. A conclusion is
given and future research is specified in section 5.

2 Related Works

Low power approaches for wireless networks are addressed by numerous research
works. On the hardware level, power consumption can be reduced by adjusting
the power level on the wireless transmitter during active connections [2]. On the
software level, the basic idea is to estimate when a device will transmit data and
to suspend it for the time it is not used [3].

Bluetooth devices stay in five different modes or states, respectively, regard-
ing low power approaches: Standby, Active, Sniff, Hold and Park mode. The
Standby mode marks the unconnected state. The other modes are managed by
the master. Active devices listen to all communication whereas the Sniff, Hold
and Park modes are low power modes (suspend modes). Devices in Sniff mode
frequently listen for a certain time quantum to the communication and are sus-
pended otherwise. Devices in Hold mode are suspended for a certain time and
automatically reactivated afterwards. Parked devices are not connected to the
piconet but synchronize to the master in a certain interval. They have to be
explicitly reactivated by the master.
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Most of the research on intra-piconet communication focuses on optimizing
the polling scheme depending on traffic estimations. They either utilize the Sniff
mode or the Hold mode. We are not aware of any research which considers the
Bluetooth Park mode for reducing power consumption.

Subsequent polling schemes utilize the Sniff mode of Bluetooth: Garg et al.
proposed several polling schemes varying sniff interval and serving time in a
sniff interval [4]. Chakraborty et al. proposed the Adaptive Probability based
Polling Interval (APPI) [5]. APPI was developed for bursty traffic and adapts
the serving time in a sniff interval to a probable and frequent burst of traffic. Yaiz
et al. developed the polling scheme called Predictive Fair Polling (PFP) [6]. PFP
uses a urgency metric for each slave predicting if data is available and keeping
track of the fairness. The slave with the highest urgency metric is polled.

Following polling scheme make use of the Hold mode: Adaptive Power Con-
serving service discipline for Bluetooth (APCB), a polling algorithm proposed
by Zhu et al. that utilizes the Hold mode [7]. Like the Adaptive Share Polling
(ASP) from Perillo and Heinzelman [8]. APCB observes the traffic and estimates
the traffic rates. The Hold interval is adapted accordingly. Adjusting power in
APCB is done by altering a value which determines the change of the flow rate.
In comparison to that, the range between the necessary amount and the ac-
tual amount of polls tunes the power consumption in ASP. The reason is the
non-predictability of succeeding traffic while polling less or as necessary.

Another polling scheme which should be mentioned in this context is Deficit
Round Robin (DRR), proposed by Shreedhar et al. [9]. It works similar to the
simple Round Robin (RR) polling scheme, where all slaves are always polled by
the master in a certain order and send all their data when polled. DRR limits the
transmission of each node to a certain time quantum. If the transmission time
of a node exceeds the corresponding quantum the transmission is stopped and
the next node is served. The remaining transmission time is added to quantum
for the next round. The BlueHoc software uses DRR as the scheduler [10].

The article of Lee at al. examines the affect of the amount of slaves on
the throughput and latency time in a Bluetooth network [11]. That research
also considers the Park mode. The Park mode is not used to reduce power
consumption rather to extend the number of possible slaves and delivers results
on throughput and latency time for all (parked and active) slaves. Slave are put
to Park mode and reactivated in a RR manner.

We are not aware of any research work addressing the Park mode in low-
power approaches although it can be additionally used for extending the number
of connected slaves.

3 Background

3.1 Bluetooth

Bluetooth is radio based communication technology with a transmission range
of 10 to 100 metres using the 2.4 GHz Industrial, Scientific and Medical (ISM)
band. A spread spectrum is used to avoid interferences and noise of other devices
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Fig. 1. Latency and power consumption of Bluetooth modes
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Service attribute 1
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Attribute Value
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Fig. 2. Overview of the Bluetooth service descriptions

by frequency hopping (1600 hoppings per second). Signals are modulated using
a Gaussian Frequency Shift Keying (GFSK) modulation scheme and utilizes
slotted Time Division Duplex (TDD) with a slot interval of 625 μsec. The master
manages the whole communication in a piconet. Slaves are only allowed to send
data when polled by the master.

Figure 1 compares the Bluetooth low-power modes with the Active mode
regarding latency and power consumption (adapted from Milios) [12]. The Park
mode saves most power of the connection modes but has the longest latency time.
The Hold mode uses more power than the Park mode in average because the
device switches automatically to Active mode when the Hold interval is elapsed.

3.2 Service Orientation in Bluetooth

Bluetooth offers a minimal service-oriented functionality. The Bluetooth Service
Discovery Protocol (SDP) offers searching and browsing for Bluetooth services
based on service descriptions. Searching for service means that a SDP client
(service user) queries available SDP servers (service providers) for desired ser-
vices. Browsing for services is the searching without prior information about the
services. A device can be both, SDP client and server. Only one SDP server per
device is allowed. Bluetooth does neither provide any kind of notification mech-
anisms (e.g. when a SDP server enters or leaves the network, when a service
description changes) nor methods to access the services.
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A SDP server maintains a list of service records (as shown in Figure 2). Each
service record represents a service and consists of a list of service attributes. Ser-
vice attributes consist of an attribute identifier (ID) and corresponding attribute
value. Attribute IDs are 16-bit unsigned integers and reflect the semantics of a
service. Some attribute IDs and related value data types (e.g. Service Name as a
string value) are predefined by the Bluetooth Special Interest Group (SIG). Each
service instance belongs to a service class that specifies the meaning, prescribed
services attributes and data types. New service classes are defined as a subclass
of an existing one extended by new attributes. Service classes are represented by
a 128-bit Universally Unique ID (UUID). UUID guarantee to be unique across
all space and all time.

4 Device Manager for Bluetooth

This paper addresses a single centralized piconet consisting of an always available
device (always functioning as Bluetooth master) and several resource-constraint
devices (Bluetooth slaves) which may enter and leave the network dynamically.
We build on the assumptions that Bluetooth slaves work as SDP servers only.
They can not be SDP clients due to there limitations. The Bluetooth master
primarily works as a SDP client.

The Bluetooth master contains the Device Manager (DM). The DM is per-
manently available and controls the entire network, all connections and is re-
sponsible for reducing the power consumption of the slaves utilizing the Park
mode. It involves following tasks: providing scheduling for connected devices, es-
tablishing a connection, accessing services, reacting on unnotified device leaving
and changes of the service descriptions as well as refusing a device. The task are
described in subsequent sub-sections.

4.1 Overview of Device Manager

The Device Manager offers access to available Bluetooth services and hides the
actual Bluetooth devices. It accepts service requests and processes them by ac-
cessing the Bluetooth services. The DM manages an additional cache which
works as a service directory for available services and their states.

We distinguish between three devices regarding Park mode: Cached, on-
demand and always-active devices. Cached devices update their attribute values
in a certain interval. The master requests the values and caches them. On-
demand devices are woken up by the master when new attributes values are
requested. Always-active devices deliver accurate values and can not be parked
as the name suggests. The type of the device is defined by the semantics of their
services. In case that embedded services require different type following rules
apply: If a service is always-active the device is always active. Cached and on-
demand services are accessed according to their requirements and work parallel.

In case that there are more active devices needed than supported by piconets,
the scheduler of Lee et al. [11] can be applied.
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4.2 Scheduling

Time controlled operations in conjunction with time constraints belong to clas-
sical scheduler problems that are solved by scheduler algorithms normally. Such
algorithm is not part of this paper. The DM’s scheduler is requested at time of
establishing a connection to a new device with required park interval to assure it
will not disorganize other devices with required park intervals. Furthermore, the
scheduler is responsible for initiating service access to services with park interval
attributes.

4.3 Service Description for Connected Devices

The service management of the Device Manager requires two additional at-
tributes which have to be defined by the service provider: MaximumParkInterval
and AlwaysActive.

The MaximumParkInterval attribute (Unsigned Integer) determines the max-
imum time a service may be parked (in ms). It is used for cached services to
define the maximum interval in which they have to be updated. The Park inter-
val for the device results from the minimal MaximumParkInterval of all services
(for devices providing more than one service). The attribute value 0 stands for
on-demand services.

The AlwaysActive attribute (Boolean) identifies if a device may be parked.
If the value is 0 the device may be parked. The value 1 stands for always active
devices. Devices are always active devices by default.

4.4 Establishing a Connection

Before an SDP connection can be established the new device has to build up a
Bluetooth connection to the master. This may initiated in two ways: The master
searches for new devices or the new device runs an inquiry and finds the master.

When the master finds a device it will be automatically connected as an ac-
tive slave. When a new device starts paging (establishing a piconet) it normally
functions as a master of the connection (according to the Bluetooth specifica-
tion). Our described network has a predefined master. Therefore, the Bluetooth
role switch procedure [1] has to be applied that the new device becomes a slave.

When the Bluetooth connection is established the master sends an SDP re-
quest to the new slave browsing for services. The SDP response of the new slave
includes the service descriptions which are put into the service cache of the
master. If the slave is an on-demand or cached device it is put into Park mode.

4.5 Accessing a Service

Time of accessing a service by the master depends on service management at-
tributes of the service. Services with a specified value for park interval are woken
up by the scheduler accordingly. The new state values are determined by regular
Bluetooth SDP operations (request and response) and are stored in the master’s
cache until they are accessed from outside the master. On-demand services are
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accessed only if service access is requested from outside the master. Therefore the
master asked the scheduler to get an appropriate moment and puts the device
into active mode. After using the service the master puts the device back into
Park mode. Services requiring always active connections are already in active
mode. Service access can happen permanently.

4.6 Disconnection of a Device

Since communication between master and slave is always initiated by the mas-
ter, there is no way for slaves to inform the master about intended leaving the
network. Disconnected devices are recognized at next service access as described
above. After realizing such breakdown, the master informs the scheduler and
deletes its cache for each service the device was offering.

4.7 Refusing a Device

In certain situations the master has to refuse a device if it tries to establish a new
connection. The decision whether to refuse or not is made by the scheduler in
dependence of the quality of service constraints given by the device (e.g. asking
for large bandwidth). In all cases the master will send a Disconnection Command
to the device.

4.8 Changing Service Description While Connected

Changing a service description means adding or removing one or more service
attributes in the service record. As said before, communication is initiated by
the master only. Therefore changed descriptions are recognized at next service
access. For each added attribute the master allocates new fields in the cache, for
each missing attribute the master removes according fields, respectively.

5 Conclusion and Future Work

We have described how the Bluetooth Park mode can be utilized to connect a
large number of resource-constraint devices while reducing power consumption in
a service-oriented Bluetooth network. The whole communication is managed by a
predefined master device which contains a Device Manager for the management
including a cache for available service descriptions and related service values.
The Device Manager can be used to access Bluetooth services from outside the
Bluetooth network. This network set-up addresses Bluetooth slaves which only
offer services and do not make use of other services. This paper showed the
concept of such a network, described the needed algorithms and procedures and
illustrated the feasibility of our approach. Currently, we are implementing the
concept which will be used for in-car networks.

Future work will be done on evaluations of the implementation and improve-
ments concerning larger bandwidth and shorter latency times. Furthermore, fu-
ture proposals will adapt this concept to Bluetooth scatternets.
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Abstract. ESCORT aims at decreasing the energy cost of communication in 
dense sensor networks. We employ radio frequency (RF) signal quality assess-
ment in forming communities of redundant nodes. These communities avoid 
spanning regions of environmental interference to preserve the routing fidelity 
of the network. ESCORT is routing protocol-independent and conserves energy 
by alternating redundant nodes’ radio duty cycles. Simulation demonstrates that 
ESCORT enables nodes to deactivate their radios more than 60% of the time 
while sustaining acceptable communication performance. 

1   Introduction 

Advances in hardware and communications technologies, coupled with the increased 
need for on-demand mobile computing, are fueling the advances in pervasive comput-
ing. An essential component of this new computing paradigm is wireless sensor net-
works (WSNs), which collect and analyze information describing environmental 
phenomena. Some interesting examples of WSN applications are described in [7], [8]. 

Unfortunately, WSNs come with inherent challenges. One is that tiny sensor nodes 
are resource-constrained devices, providing limited storage, processor, and battery 
capacity. Another one is costly transceiver operation that strains nodes’ batteries. 
Finally, transient wireless links threaten an application’s integrity. Therefore, WSN 
algorithms should promote energy-efficiency while sustaining application quality. 
The above challenges serve as motivation for our work. Further motivation arises 
from an observation that each WSN is tuned to a very specific problem, and thus, no 
individual WSN protocol will be applicable in all scenarios; this includes routing 
protocols. Therefore, methods for enhancing energy-efficiency of multiple routing 
protocols must be adopted. 

A well-accepted method of energy conservation in WSNs, and one which we fol-
low, is the selective deactivation of nodes’ radios. Generally, radio operation uses 
huge amounts of energy, as represented by the transmit/receive/sense/idle ratio for a 
Crossbow MICA2DOT sensor mote [4]: 75mW/24mW/15mW/81μW (assuming a 3V 
power source). As this ratio demonstrates, radio operation is generally the most costly 
activity of sensor nodes. 
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This paper presents ESCORT, which represents our research on the novel use of 
RF signal quality assessment (SQA) to cluster wireless sensor nodes based on connec-
tivity and spatial separation. This allows a community of redundant nodes to function 
as a single virtual routing entity and thus, operate transparently under most routing 
protocols. Establishing sleep schedules within the communities then saves energy. 
Our contribution regards the use of SQA, which helps ESCORT mitigate the effect of 
packet loss and control the extent of community formation, preserving the connec-
tivity of the overall network. 

Source

Sink

ESCORT node
Shared neighbor

i
j

 

Fig. 1. ESCORT topology applied to a small wireless sensor network 

Fig. 1 shows ESCORT’s effect on a WSN in which communities of redundant 
nodes are formed (indicated by the dotted circles), and shared neighbors, residing 
within the communitys’ intersected transmission regions (indicated by dashed cir-
cles), are established to ensure that communities maintain only bi-directional links 
with neighboring nodes. The example path is routed through the community on the 
left, in which either node i or j may forward the traffic depending on their transceiver 
states. 

Before continuing, we state some fundamental assumptions concerning ESCORT. 
First, sensor board components operate independently from transceivers and remain 
powered over all states. Second, all inter-node links are bi-directional. Third, nodes 
exhibit no mobility. Additional assumptions are stated as needed. 

The remainder of this paper starts with a description of the ESCORT approach in 
Section 2 and a detailed description of the actual algorithm in Section 3. Section 4 
presents a performance evaluation. Section 5 provides a discussion of related work 
and Section 6 concludes the paper. 

2   The ESCORT Approach 

2.1   RF Signal Quality Assessment  

We define RF signal quality as a combination of two separate metrics: link quality 
and signal strength. We describe their uses below. Both factors help to determine the 
selection of redundant sensor nodes while sustaining acceptable application-level 
performance. 
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Link Quality. We use link quality assessment to form communities of nodes with 
equivalent routing functionality for two main reasons. One, healthy links promote 
energy-efficient packet delivery. Lal et al. support this assertion by demonstrating that 
extensive retransmissions over faulty links waste transmission energy [6]. Two, 
healthy intra-community links provide robust intra-group coordination that preserves 
the layer of transparency under the selected routing algorithm, ensure proper 
determination of sleep schedules and help to reliably share routing state information. 

Fig. 2 shows the result of considering intra-community link quality in constructing 
node communities. The obstructions cause poor link quality between two groups of 
nodes. As a result, separate communities have been formed on either side of the ob-
structions. Without link quality assessment, one community might have formed, ex-
hibiting poor coordination due to loss of ESCORT control packets. Later, we describe 
where link quality assessment fits into the ESCORT algorithm. 

Designing link quality assessment algorithms is beyond the scope of this paper. We 
assume use of a technique proposed in [6], in which link quality is graded via packet 
delivery rate and signal-to-noise ratio measurements. The authors observe that in 
energy-constrained networks, where nodes save energy via radio deactivation, the 
quality of the wireless links are not known a priori to packet transmission. Thus, a 
low-cost initialization phase is used during which nodes periodically wake up to 
measure link quality. 

Signal Strength. Another important metric for communal topology formation is the 
spatial separation between nodes. It can be measured in various ways, perhaps the 
most intuitive being the use of GPS coordinates. However, even though GPS may be 
used by the application layer, because of its energy requirements and cost, we decided 
not to require its use. Instead, we use the received signal strength (RSS) for distance 
estimation and thus the second metric of signal quality. 

Other distance measurement methods are available (e.g., time difference of arrival 
and angle of arrival), but we adopt RSS for its relatively low implementation over-
head. We do not convert the actual signal strength into distance, since we need a com-
parative measure and not absolute distance itself.  

ESCORT node
Poor link quality

Obstructions

 

Fig. 2. Effect of link quality assess-
ment in community formation 

ESCORT node
Shared neighbor

i
j

i
j

 

Fig. 3. Comparative effect of using different signal 
strength thresholds on community formation 



 ESCORT: Energy-Efficient Sensor Network Communal Routing Topology 441 

 

Signal strength enables us to control the tradeoff between energy savings and the 
network connectivity. Adding nodes to community decreases its reach-ability. Fig. 3 
illustrates the difference between using smaller and larger RSS thresholds to form 
communities. In the left community, nodes i and j cooperate in soliciting nearby 
nodes to join their community. We assume that all candidates exhibit acceptable link 
quality with both nodes i and j. With large RSS thresholds (such that nodes registering 
RSS measurements above a pre-defined value may join the community) only the 
closest neighbors gain membership. However, on the right, nodes i and j relax the 
RSS threshold, allowing the community to grow larger. As a result, the number of 
shared neighbors eligible for synchronous communication decreases. Since communal 
nodes’ sleep time increases with community size, the tradeoff between potential en-
ergy savings and network connectivity is obvious from the figure. 

One might assume that signal strength may also be used to predict packet loss be-
havior, thus eliminating the need link quality assessment. However, in [11], experi-
ments disprove the perceived strong correlation between signal strength and packet 
loss, finding that not all links with high RSS exhibit low packet loss. Thus, we do not 
rely on the use of RSS for measuring link quality. 

3   The ESCORT Algorithm 

3.1   Initialization  

RF Signal Quality Assessment. Initialization begins with each node assessing the 
quality of its wireless links. As previously stated, we expect to use a method such as 
that described in [6] to assess link quality. We propose parallelizing RSS assessment 
with link quality assessment since it would be beneficial to gauge links’ signal 
strengths over multiple samples to obtain average values for each link, RSS . We also 
assume that this sub-phase will account for variations in the environment. Neighbors 
exhibiting intolerable signal quality are excluded as neighbors all together. 

Topology Establishment. In this sub-phase, each node identifies an initial partner. 
Since multiple neighbors will probably exhibit healthy link quality, the neighbor 
displaying the highest RSS  value is selected as the initial partner. We also do this in 
the interest of maintaining network connectivity in the unlikely case that the initial 
community can not further expand. A JOIN_REQUEST packet is sent to the potential 
partner and pairing is established when two nodes select each other as partners. 

The next step involves community expansion. For each initial node pair, i and j, the 
node with the highest ID is designated as the coordinator (assume this to be i) and 
thus takes responsibility for coordinating the community's expansion. Included with 
each JOIN_REQUEST is the respective node's inner-neighbor set, A. Given i's full 
neighbor set, Bi, and the global link quality threshold, LQ_THRESH, Ai is defined as: 

}_:{ THRESHLQixLQandiBxxiA >∈=  (1) 



442 J.W. Branch, G.G. Chen, and B.K. Szymanski 

 

where ixLQ  is the link quality rating between i and x. Also included in Ai is each 

neighbor’s RSS  value. Given a predefined global threshold, RSS_THRESH, i selects 
neighbors from both sets, Ai and Aj, to form a potential community set, PC, defined 
as: 

}_,,:{ THRESHRSSjxRSSixRSSandjAiAxxPC >∈=  (2) 

where ixRSS  and jxRSS  are the RSS  values of node x registered at i and j respec-

tively. PC represents the set of candidates used for community expansion. 
Continuing, the coordinator node solicits each node in the set PC to join its com-

munity by transmitting JOIN_REQUEST2 packets. In the event that multiple 
JOIN_REQUEST2 packets are received, the RSS  values of the requesting nodes are 
used as tie-breakers with the highest RSS  value winning. This helps optimize the 
inter-node distance within the formed communities. Solicited nodes then send 
JOIN_REPLY2 packets to their chosen coordinator and all nodes belonging to a 
particular community adopt a pseudo ID matching that of the coordinator node (the 
original ID is not discarded). This formation of one semantic node allows transparent 
interaction between the routing and ESCORT protocol layers since all nodes in a 
community are now receptive to a shared identity. 

i
j

Source

SinkCommunity A

Community A’s transmission boundary

Community B

 

Fig. 4. An ill-conditioned ESCORT community causing an inconsistent routing state 

Routing protocol faults may occur if ESCORT produces inconsistent states. This is 
illustrated by the ill-conditioned community B in Fig. 4, two of whose members i and 
j lie on either side of community A's communication boundary. Suppose during the 
routing protocol's path discovery phase, j’s radio is active, while the rest of commu-
nity B’s radios are deactivated. Subsequently, A, perceived as one node to the network 
layer, arbitrarily selects B as its "next hop" on some constructed path, due to j's active 
state. However, at a later time, i, which lies outside of A's communication range, will 
become active and the path segment A-B will cause significant packet loss.  

We prevent this scenario by utilizing the community members' individual neighbor 
sets constructed in the initialization phase. Proceeding community establishment, the 
intersection of all of the members' neighbor sets is calculated by each member. Af-
terwards, each node knows the resultant reach-ability of the entire community, and 



 ESCORT: Energy-Efficient Sensor Network Communal Routing Topology 443 

 

precautions are taken to prohibit communication with excluded neighboring nodes or 
communities via transmission of IGNORE packets. At this point, communities can 
effectively communicate as singular entities without concerns of asynchrony. 

3.2   Runtime  

ESCORT's runtime behavior is driven by leader election and state-sharing. The 
leader node is the one that handles routing for its community during a given duty 
cycle. Routing protocol state-sharing is conducted between duty cycles to ensure that 
new leaders route packets appropriately using updated information. To avoid packet 
loss, ESCORT control messages should use a channel separate from those used by the 
routing layer for communication. Such separation makes the updated route informa-
tion delivery rate independent of the application traffic loads that may introduce 
channel contention. If state-sharing were disrupted due to this condition, the applica-
tion packet delivery rate would decrease because of possibly incomplete routing in-
formation. 

Leader Election. Leader election is designed to be efficient, fair, and fault-tolerant, 
promoting graceful network degradation. To balance the community’s workload, the 
node with the most residual energy at the end of a duty cycle is chosen as the active 
node for the next cycle. The original coordinator node is the only node known to 
share high quality links with the rest of its community. Thus, it conducts leader 
election and state-sharing. This duty, coupled with normal routing duties would place 
an unfair burden on the coordinator nodes, so they are currently exempt from routing 
duties. 

After the duty cycle time, Tdc, expires, all nodes enter the election state and send a 
VOTE packet, containing the node's residual energy, to the coordinator. The last active 
node also includes its energy dissipation rate over the last duty cycle. The coordinator 
then selects the node with the highest residual energy as the new leader and broad-
casts its ID to the community.  

Fairness is further achieved by the calculation of Tdc. So that all nodes dissipate en-
ergy at approximately the same rate, an exponential average is used to predict the 
dissipation rate in the next duty cycle based on past rates. Thus, if a node j wins the 
election, its predicted dissipation rate, DRj, is calculated by the coordinator as: 

))(1()( ταα −+= iDRjDR  (3) 

where DRi is the dissipation rate of the last active node during the last cycle, τ  stores 
the average over the history of operation, and α  controls the responsiveness to recent 
history. Tdc is then calculated by: 

jDR

jIEp
dcT

×
=  

(4) 

where IEj is the initial energy of j and p is the percentage of IEj to be expended in the 
next duty cycle. Tdc is then broadcast to the entire community. 
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State Sharing. In the state-sharing phase, the last active node sends the new leader its 
routing layer state information (e.g., forwarding tables, counters, etc.) to maintain 
routing fidelity. We note that the last active node continues to forward packets on 
behalf of the community until the end of this phase. Any changes to the state between 
the time state information is transmitted and received at the new leader should be 
negligible to performance. If necessary, additional interaction between the routing and 
ESCORT layers may handle significant route updates, but we leave this for future 
research. After the routing state is transferred, the new leader remains active while all 
other nodes sleep for the calculated duty cycle time. 

4   Performance Evaluation 

In this section, we present an analysis of ESCORT's performance using the SENSE 
simulator [16]. Our main intent was to compare various performance metrics of a 
wireless multi-hop sensor network with and without ESCORT applied. The following 
performance metrics, which we examine, have evolved as standard ratings in the 
literature for benchmarking WSNs: 

• Packet delivery rate: Percent of total end-to-end DATA packets successfully de-
livered 

• Packet delay: End-to-end time incurred for DATA packet delivery 
• Sleep rate: Percent of total time a node spends sleeping 
• Energy consumption: Energy consumed by a node throughout the simulation 
• Network lifetime: Time needed for 70% of the path nodes1 to drain their batteries 

4.1   Simulation Framework and Environment 

We used four components to model the WSN protocol stack: application, network, 
MAC, and physical. The application component implemented a bursty traffic model. 
The network component defined the routing protocol. The MAC component provided 
an implementation of the IEEE 802.11 wireless protocol standard. The physical com-
ponent simulated the radio. SENSE also has a channel component, which simulates 
propagation effects in the wireless communication medium, and a battery component, 
that models energy consumption. Finally, we designed the ESCORT component, plac-
ing it between the network and MAC components. 

Our energy consumption model is derived from the power specifications for the 
Crossbow MICA2DOT MPR510CA sensor mote [4]. For most experiments, nodes 
start with an initial energy of 1*104J. For the experiments in which we measure net-
work lifetime, we change the initial energy to 1*103J in order to decrease lengthy 
simulation times. 

All experiments were executed on a virtual test-bed of size 800m*400m, on which 
nodes were randomly placed. The population ranged from 30 to 80 nodes; we tested 
in increments of 10 nodes. We altered the SENSE channel component to model  

                                                           
1  We only consider nodes lying on route paths because performance of those is the most ef-

fected by ESCORT. 
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obstructions. At this point, obstructions are represented by rectangular entities with a 
thickness in the range of 5-50m. Obstructions were placed randomly near the center 
of the test-bed so as to maintain a variety of routes between the sources and sink, 
which are positioned on opposite sides of the test-bed. For this initial study, we as-
sumed that any significant line-of-site obstructions rendered the signal unsuitable for 
communication, eliminating its use by ESCORT. 

The free space propagation model was used throughout all simulations. All sets of 
simulations were executed twice: once with nodes using a transmission range of 250m 
and once using a range of 300m. The size of the DATA packet's payload was 512b. 
Routes were established using the AODV routing protocol [9]; ESCORT was then 
applied to AODV for performance testing. For simplicity, traffic (source and sink) 
nodes were not clustered by ESCORT. 

For each simulation type, ten trials were executed for each population. Each simu-
lation ran for 50,000 units of simulated time. In referring to Equations 3 and 4, we set 
the values of α  and p to 0.9 and 0.001 respectively 
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Fig. 5.  Transmission range and node density impact on ESCORT’s energy savings 

4.2   Topology Characteristics 

Fig. 5 illustrates how ESCORT's effect on network topology increases along with 
network density. Fig. 5 specifically shows that for a larger transmission range, 
ESCORT’s effect on the network is more persistent as the network density increases, 
solidifying the potential for the network to save energy. For a smaller transmission 
range, ESCORT displays a similar advantage only after a particular threshold, lying 
somewhere between a population of 50 and 60 nodes. These results lend to the idea 
that ESCORT is especially beneficial for those networks with larger transmission 
ranges. We note that the RSS_THRESH values were adjusted so as to allow communi-
ties to grow larger along with the population size. This is because at smaller popula-
tions, larger communities risk having little or no neighbors to route to. Dynamically 
selecting the RSS_THRESH is a subject of future research. 
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Fig. 6. Average AECN Savings 
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Fig. 7. Average sleep time percentage 

4.3   Energy Savings 

We assess energy savings by two measurements. First, we inspect the average energy 
consumption per node (aecn). aecn, adopted from [18], is defined as follows: 

tn
tEE

aecn
×
−

= 0

 

(5) 

where 0E  and tE  is the initial energy and the residual energy at time t (end of simu-
lation), respectively, for n total nodes. Fig. 6 illustrates the average aecn savings 
achievable with ESCORT, showing up to 25% reduction for the 250m case and 28% 
reduction for the 300m case. The second metric we use is sleep rate. Fig. 7 shows that 
ESCORT allows nodes to sleep up to more than 55% of the time for the 250m case 
and more than 60% of the time for the 300m case. These two metrics together show 
that while ESCORT allows a significant amount of sleep time, factors influencing 
energy savings depend also on the nodes’ transmission range and other radio power 
specifications. 

ESCORT also contributed a significant improvement to network lifetime. For the 
250m case, ESCORT achieved up to an approximate 38% (at 80 nodes) increase in 
network lifetime over the case using just AODV. For the 300m case, similar increase 
was achieved: 36% with 80 nodes. These results highlight the significance of ES-
CORT's energy savings that are essential for prolonged WSN operation. 

4.4   Packet Delivery Performance 

ESCORT’s energy-efficiency is achieved without impacting the packet delivery rate, 
which held at about 99% across all experiments. ESCORT's impact on another packet 
delivery metric, delay, shown in Fig. 8 and Fig. 9, is also rather insignificant. Addi-
tional delay is no more than approximately 1.3 seconds for the cases of 250m and 
300m transmission ranges. This additional delay grows slowly with the increase of 
node population. Overall, these results show ESCORT's ability to sustain application 
performance even for large node densities. 

Many other attempts at energy savings showed that packet delivery performance 
usually decreases as a result of increased energy savings. Our results show that 
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Fig. 8. Average DATA packet delivery delay 
for the 250m case 
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Fig. 9. Average DATA packet delivery delay 
for the 300m case 

5   Related Work 

ESCORT is most closely related to topology-based frameworks. The LEACH [5] 
protocol uses a cluster-based topology in which the cluster-head role is periodically 
rotated to fairly distribute energy dissipation. Within the clusters, data fusion is used 
to reduce the traffic load to the base station. Similar to ESCORT, nodes use signal 
strength measurements to decide which cluster to join. However, the authors focus on 
direct transmission, rather than multi-hop, WSNs. In GAF [10], nodes divide the 
network into a grid using GPS coordinates. Grid squares are composed of equivalent 
nodes which are all able to directly communicate with neighbors in adjacent squares. 
This work is similar to ESCORT. However, GAF makes no provisions for signal 
quality in forming communities. ESCORT also forgoes the expense of using GPS 
technology. Span [2] and ASCENT [1] are similar in nature. Both protocols focus on 
keeping enough nodes awake to maintain established backbones in the network. In 
Span, a node wakes up and joins the network only if its adjacent neighbors can not 
directly communicate with each other. ASCENT makes a similar effort, but causes 
nodes to join the network only when the quality of the link between its neighbors falls 
below a predefined threshold. ESCORT is closer related to ASCENT because of its 
attention given to link quality metrics. However, ESCORT assumes a more pro-active 
role constructing its neighborhoods, avoiding tradeoffs in packet loss and latency. 

6   Conclusion 

As we have shown, ESCORT effectively provides energy-efficient routing for wire-
less sensor networks. Our simulation results give an indication of the significant 
amount of energy that can be saved with ESCORT. Furthermore, ESCORT is fully 

ESCORT can decrease the energy expense of communication with minimum trade-
offs in quality of service. 
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distributed and scalable. Hence, our research is important to increasing the feasibility 
for WSNs. 

We have identified several directions for our future research. One is researching 
ways in which ESCORT may accommodate asynchronous links. Second is to research 
how to make ESCORT adapt to dynamic environmental conditions, such as sporadic 
node failures. This is very challenging, as no previous work has focused on maintain-
ing well-formed communities (considering signal quality assessment) in dynamic 
environments. Another aspect of adaptation involves dynamic node arrivals. We plan 
to extend ESCORT to dynamically incorporate new nodes into the routing framework 
during runtime operation. The third direction is to design mechanisms for waking up 
sleeping nodes in the case that they are summoned for data retrieval. This might in-
volve the use of a separate low-energy radio cycle. Finally, we plan to research tech-
niques to rotate the functionality of the coordinator node during run-time operation. 
This presents another significant challenge as the coordinator node must share high-
quality wireless links which all of its community members. 

References 

1. Cerpa, A. and Estrin, D.: ASCENT: adaptive self-configuring sensor networks topologies. 
Proc. IEEE INFOCOM ’02 (2002) 1278-1287 

2. Chen, B., Jamieson, K., Balakrishnan, H., and Morris, R.: Span: An energy-efficient coor-
dination algorithm for topology maintenance in ad hoc wireless networks. Proc. ACM 
MobiCom ’01 (2001) 85-96 

3. Chen, G., Branch, J., Pflug, M., Zhu, L., and Szymanski, B.: SENSE: A wireless sensor 
network simulator. In: Szymanski, B., Yener, B. (eds.): Advances in Pervasive Computing 
and Networking. Springer, New York (2004) 249-267 

4. Crossbow Technology, Inc.: MPR/MIB mote hardware users manual [Online]. Available: 
http://www.xbow.com 

5. Heinzelman, W.R., Chandrakasan, A., and Balakrishnan, H.: Energy-efficient communica-
tion protocol for wireless microsensor networks. Proc. HICSS ’00 (2000) 3005-3014 

6. Lal, D., Manjeshwar, A., Herrmann, F., Uysal-Biyikoglu, E., and Keshavarzian, A.: Meas-
urement and characterization of link quality metrics in energy constrained wireless sensor 
networks. Proc. IEEE GLOBECOM ’03 (2003) 446-452 

7. Lee, J. and Hashimoto, H.: Controlling mobile robots in distributed intelligent sensor net-
work. IEEE Transactions in Industrial Electronics, Vol. 50, No. 5, (2000) 890-902 

8. Mainwaring, A., Polastre, J., Szewczyk, R., Culler, D., and Anderson, J.: Wireless Sensor 
Networks for Habitat Monitoring. Proc. ACM WSNA’02 (2002) 88-97 

9. Perkins, C., Belding-Royer, E., and Das, S.: RFC 3561–ad hoc on-demand distance vector 
(AODV) routing (2003) [Online]. Available: http://www.faqs.org/rfcs/rfc3561.html 

10. Xu, Y., Heidemann, J., and Estrin, D. Geography-informed energy conservation for ad hoc 
routing. Proc. ACM MobiCom ’01 (2001) 70-84 

11. Zhao, J. and Govindan, R.: Understanding packet delivery performance in dense wireless 
sensor networks. Proc. SenSys ’03 (2003) 1-13 



On the Security of Cluster-Based
Communication Protocols for

Wireless Sensor Networks

Adrian Carlos Ferreira, Marcos Aurélio Vilaça, Leonardo B. Oliveira,
Eduardo Habib, Hao Chi Wong, and Antonio A. Loureiro

Federal University of Minas Gerais, MG, Brazil
{adrian, vilaca, leob, habib, hcwong, loureiro}@dcc.ufmg.br

Abstract Wireless sensor networks are ad hoc networks comprised
mainly of small sensor nodes with limited resources, and are rapidly
emerging as a technology for large-scale, low-cost, automated sensing
and monitoring of different environments of interest. Cluster-based com-
munication has been proposed for these networks for various reasons
such as scalability and energy efficiency. In this paper, we investigate the
problem of adding security to cluster-based communication protocols for
homogeneous wireless sensor networks consisting of sensor nodes with
severely limited resources, and propose a security solution for LEACH,
a protocol where clusters are formed dynamically and periodically. Our
solution uses building blocks from SPINS, a suite of highly optimized
security building blocks that rely solely on symmetric-key methods; is
lightweight and preserves the core of the original LEACH.

1 Introduction

Wireless sensor networks (WSNs) are ad hoc networks comprised of small sensor
nodes with limited resources and one or more base stations (BSs), which are
much more powerful nodes that connect the sensor nodes to the rest of the world.
WSNs are used for monitoring purposes, and can be used in different application
areas, ranging from battlefield reconnaissance to environmental protection.

Cluster-based communication protocols (e.g., [1]) have been proposed for ad
hoc networks in general and sensor networks in particular for various reasons
including scalability and energy efficiency. In cluster-based networks, nodes are
organized into clusters, with cluster heads (CHs) relaying messages from ordinary
nodes in the cluster to the BSs. This 2-tier network is just an example of a
hierarchically organized network that, in general, can have more than two tiers.

Like any wireless ad hoc network, WSNs are vulnerable to attacks [2, 3].
Besides the well-known vulnerabilities due to wireless communication and ad
hocness, WSNs face additional problems, including 1) sensor nodes being small,
cheap devices that are unlikely to be made tamper-resistant or tamper-proof;
and 2) their being left unattended once deployed in unprotected, or even hostile
areas (which makes them easily accessible to malicious parties). It is therefore
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crucial to add security to WSNs, specially those embedded in mission-critical
applications.

Adding security to WSNs is specially challenging. Existing solutions for con-
ventional and even other wireless ad hoc networks are not applicable here, given
the lack of resources in sensor nodes. Public-key-based methods are one such
example. In addition, efficient solutions can be achieved only if tailored to par-
ticular network organizations.

In this paper, we investigate the problem of adding security to cluster-based
communication protocols for homogeneous WSNs (those in which all nodes in
the network, except the BSs, have comparable capabilities). To be concrete, we
use LEACH (Low Energy Adaptive Clustering Hierarchy) [1] as our example of
protocol. LEACH is interesting for our investigation because it rearranges the
network’s clustering dynamically and periodically, making it difficult for us to
rely on long-lasting node-to-node trust relationships to make the protocol secure.

To the best of our knowledge, this is the first study focused on adding security
to cluster-based communication protocols in homogeneous WSNs with resource-
constrained sensor nodes. We propose SLEACH, the first version of LEACH with
cryptographic protection, using building blocks from SPINS [4]. Our solution is
lightweight and preserves both the structure and the capabilities of the original
LEACH.

In what follows, we first discuss related work (Section 2), then introduce
LEACH and discuss its main security vulnerabilities (Section 3). We then present
SLEACH (Section 4), analyze its security and evaluate its performance (Sec-
tion 5).

2 Related Work

The number of studies specifically targeted to security of resource-constrained
WSNs has grown significantly. Due to space constraints, we provide a sample of
studies based on cryptographic methods, and focus on those targeted to access
control.

Perrig et al. [4] proposed a suite of efficient symmetric key based security
building blocks, which we use in our solution. Eschenauer et al. [5] looked at
random key predistribution schemes, and originated a large number of follow-on
studies which we do not list here. Most of the proposed key distribution schemes,
probabilistic or otherwise (e.g., [6]), are not tied to particular network organiza-
tions, although they mostly assume flat network, with multi-hop communication;
thus they are not well suited to clustered networks. Still others (e.g., [7, 8]) fo-
cused on detecting and dealing with injection of bogus data into the network.

Among those specifically targeted to cluster-based sensor networks, Bohge et
al. [9] proposed an authentication framework for a concrete 2-tier network orga-
nization, in which a middle tier of more powerful nodes between the BS and the
ordinary sensors were introduced for the purpose of carrying out authentication
functions. In their solution, only the sensor nodes in the lowest tier do not per-
form public key operations. More recently, Oliveira et al. [10] propose solution
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that relies exclusively on symmetric key schemes and is suitable for networks
with an arbitrary number of levels.

3 LEACH and Its Vulnerabilities

LEACH assumes two types of network nodes: a more powerful BS and resource-
scarce sensor nodes. In homogeneous networks with resource-scarce sensor nodes,
nodes do not typically communicate directly with the BS for two reasons. One,
these nodes typically have transmitters with limited transmission range, and are
unable to reach the BS directly. Two, even if the BS is within a node’s commu-
nication range, direct communication typically demands a much higher energy
consumption. Thus, nodes that are farther away usually send their messages
to intermediate nodes, which will then forward them to the BS in a multi-hop
fashion. The problem with this approach is that, even though peripheral nodes
actually save energy, the intermediate nodes, which play the role of routers, end
up having a shortened lifetime, when compared with other nodes, since they
spend additional energy receiving and transmitting messages.

LEACH assumes every node can directly reach a BS by transmitting with
sufficiently high power. However, to save energy and avoid the aforementioned
problem, LEACH uses a novel type of routing that randomly rotates routing
nodes among all nodes in the network. Briefly, LEACH works in rounds, and
in each round, it uses a distributed algorithm to elect CHs and dynamically
cluster the remaining nodes around the CHs. To avoid energy drainage of CHs,
they do not remain CHs forever; nodes take turns in being CHs, and energy
consumption spent on routing is thus distributed among all nodes. Using a set
of 100 randomly distributed nodes, and a BS located at 75m from the closest
node, simulation results show that LEACH spends up to 8 times less energy than
other protocols [1].

Protocol Description. Rounds in LEACH (Fig. 1) have predetermined dura-
tion, and have a setup phase and a steady state phase. Through synchronized
clocks nodes know when each round starts and ends.

The setup consists of three steps. In the advertisement step, nodes decide
probabilistically whether or not to become a CH for the current round (based
on its remaining energy and a globally known desired percentage of CHs). Those
that will broadcast a message (adv) advertising this fact, at a level that can be
heard by everyone in the network. To avoid collision, the CSMA-MAC protocol
is used. In the cluster joining step, the remaining nodes pick a cluster to join
based on the largest received signal strength of a adv message, and communicate
their intention to join by sending a join req (join request) message using CSMA-
MAC. Given that the CHs’ transmitters and receivers are calibrated, balanced
and geographically distributed clusters should result. Once the CHs receive all
the join requests, the confirmation step starts with the CHs broadcasting a
confirmation message that includes a time slot schedule to be used by their
cluster members for communication during the steady state phase.
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Setup phase

1. H ⇒ G : h, adv

2. Ai → H : ai, h, join req

3. H ⇒ G : h, (. . . , 〈ai, Tai〉, . . .), sched

Steady-state phase

4. Ai → H : ai, dai

5. H → BS : h, F(. . . , dai , . . .)

Fig 1. LEACH protocol

Setup phase

1.1. H ⇒ G : h, mackh(h | ch | sec adv)

Ai : store(h)

BS : if mackh(h | ch | sec adv) is valid
add(h, V )

1.2. BS ⇒ G : V, mackj (V )

1.3. BS ⇒ G : kj

Ai : if (f(kj) = kj+1) and (h ∈ V ))
h is authentic

2. Ai → H : ai, h, join req

3. H ⇒ G : h, (. . . , 〈ai, Tai〉, . . .), sched

Steady-state phase

4. Ai → H : ai, dai , mackai(ai | cai)

5.1. H → BS : h, F(. . . , dai , . . .), mackh(h | ch | F(. . . , dai , . . .))

5.2. H → BS : h, mac array, (. . . , ai, macka1 (ai | cai) , · · · ) , mackh (h | ch))

6. BS → H : intruder ids

Fig 2. SLEACH protocol

The various symbols denote:
H, Ai : A CH and an ordinary node,

respectively
G : The set of all nodes in the network

⇒, →: Broadcast and unicast transmissions,
respectively

a, h : Node ids
adv,

join req,
sched,

mac array : String identifiers for message types

〈x, Tx〉 : A node id x and its time slot
Tx in its cluster’s TDMA schedule

dx : Sensing report from node x
F : Data fusion function
V : An array of node ids
kx : Symmetric key shared by X and BS
cx : Counter shared by node X and BS

mackx() : MAC calculated using kx
f() : One-way hash function

add(x, V ) : Add id x to V
store(x) : Store id x for future validation

.

.
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Once the the clusters are set up, the network moves on to the steady state
phase, where actual communication between sensor nodes and the BS takes
place. Each node knows when it is its turn to transmit, according to the time
slot schedule. The CHs collect messages from all their cluster members, aggregate
these data, and send the result to the BS. The steady state phase lasts much
longer compared to the setup phase.

Security Vulnerabilities. Like most of the protocols for WSNs, LEACH is
vulnerable to a number of security attacks including jamming, spoofing, replay.
But because it is a cluster-based protocol, relying on their CHs for routing, at-
tacks involving CHs are the most damaging. If an intruder manages to become
a CH, it can stage attacks such as sinkhole and selective forwarding, thus dis-
rupting the network. The intruder may also leave the routing alone, and try to
inject bogus sensor data into the network, one way or another. A third type of
attack is passive eavesdropping.

4 Adding Security to LEACH

Attacks to WSNs may come from outsiders or insiders. In cryptographically
protected networks, outsiders do not have credentials (e.g., keys or certificates)
to show that they are members of the network, whereas insiders do. Insiders
may not always be trustworthy, as they may have been compromised, or have
stolen their credentials from some legitimate node in the network. The solution
we propose here is meant to protect the network from attacks by outsiders only.
Another rather ordinary trust assumption we make is that BSs are trusted.

In this section, we add two of the most critical security properties to LEACH:
data authentication (it should be possible for a recipient of a message to
authenticate its originator), and data freshness (it should be possible for a
recipient of a message to be sure that the message is not a replay of an old
message). We focus on devising a solution to prevent an intruder from becoming
a CH or injecting bogus sensor data into the network by pretending to be one
of its members. Our solution uses building blocks from SPINS [4], a suite of
lightweight security primitives for resource-constrained WSNs.

4.1 SPINS Overview

SPINS [4] consists of two symmetric-key security building blocks optimized
for highly constrained sensor networks: SNEP and μTESLA. SNEP provides
confidentiality, authentication, and freshness between nodes and the BS, and
μTESLA provides authenticated broadcast. μTESLA implements the asym-
metry required for authenticated broadcast using one-way key chains con-
structed with cryptographically secure hash functions, and delayed key disclo-
sure. μTESLA requires loose time synchronization. See [4] for further details on
SPINS.



454 A.C. Ferreira et al.

4.2 Overview of Our Solution

SLEACH needs an authenticated broadcast mechanism to allow non-CHs to au-
thenticate the broadcaster as being a particular, legitimate, node of the network.
Our small nodes do not have, however, the resource level needed to run μTESLA
(it requires the sender to store a long chain of symmetric keys).

We propose a solution that divides this authenticated broadcast into two
smaller steps, leveraging on the BS, which is trusted and has more resources. In
a nutshell, assuming that each sensor node shares a secret symmetric key with
the BS, each CH can send a slightly modified adv message, including the id of
the CH in plaintext (which will be used by the ordinary nodes as usual) and
a message authentication code (MAC1) generated using the key the CH shares
with the BS (the MAC will be used by the BS for the purpose of authentication).
Once all these (modified) adv messages have been sent by the CHs, the BS will
compile the list of legitimate CHs, and send this list to the network using the
μTESLA broadcast authentication scheme. Ordinary nodes now know which of
the (modified) advs they received are from legitimate nodes, and can proceed
with the rest of the original protocol, choosing the CH from the list broadcast
by the BS.

We can modify the rest of the setup protocol similarly. However, this would
require that BS to authenticate each and all nodes of the network at the begin-
ning of each round, which is not only prohibitively expensive, but also makes BS
a bottleneck of the system. Thus, we leave these messages unauthenticated, and
argue, in Section 5.1, why this decision does not bring devastating consequences,
as long as we add an lighter-weight corrective measure.

4.3 Protocol Details

Predeployment. Each node X is preloaded with two keys: χX , a master sym-
metric key that X shares with the BS; and kn, a group key that is shared by
all members of the network. For freshness purposes, each node X also shares a
counter CX with the BS.

From χX , the key holders derive KX , for MAC computation and verification.
kn is the last key of a sequence S generated by applying successively a one-
way hash function f to an initial key k0 (S = k0, k1, k2, . . . , kn−1, kn, where
f(ki) = ki+1). The BS keeps S secret, but shares the last element kn with the
rest of the network.

Setup Phase: Advertisement. Once it decides to be a CH, a node H broad-
casts a sec adv message (step 1.1, Fig. 2), which is a concatenation of its own id
with a MAC value produced using KX . Ordinary nodes collect all these broad-
casts, and record the signal strength of each. The BS receives each of these
broadcasts, and verifies their authenticity.

1 Note that MAC is often used to stand for medium access control in networking
papers. In this paper, we use MAC to stand for message authentication code.



On the Security of Cluster-Based Communication Protocols for WSNs 455

Once the BS has processed all the sec adv messages, it compiles the list V
of authenticated H’s, identifies the last key kj in S that has not been disclosed
(note that all key ki, such that i > j, have been disclosed, whereas all key ki,
such that i ≤ j, have not), and broadcasts V (step 1.2) using μTESLA and
kj . kj is disclosed after a certain time period (step 1.3), after all nodes in the
network have received the previous message.

Cluster Joining. After receiving both the broadcast and the corresponding
key, ordinary nodes in the network can authenticate the broadcast from the BS
and learn the list of legitimate CHs for the current round. (Note that the key is
authentic only if it is a an element of the key chain generated by the BS, and
immediately precedes the one that was released last. That is, if f(kj) = kj+1.)
They then choose a CH from this list using the original algorithm (based on
signal strengths), and send the join req message (step 2) to the CH they choose.
Note that this message is unprotected, and identical to message 2, Fig. 1.

Confirmation. After the CHs receive all the join reqs, they broadcast the time
slot schedule to their cluster members (step 3). Depending on the security level
required, we can take advantage of the same procedure used to authenticate
sec adv messages here.

Steady-State Phase. During this phase, sensor nodes send measurements to
their CHs (step 4). To authenticate the origin of these measurements, they also
enclose a MAC value produced, using the key they share with the BS. The
CHs aggregate the measurements, and transmit the aggregate result, authenti-
cated, to the BS; the MACs from the cluster members, are simply forwarded in
mac array messages, as they are unable to verify them. Note that the number of
mac array messages is dependent on the size of the cluster (step 5.2).

The BS verifies both the MAC value generated by the CH, as well as the
ones from the ordinary nodes. Unless all verifications are successful, the BS will
discard the corresponding aggregate result, and the originators of failed MACs
will be seen as intruders. In case there are intruders among the ordinary nodes,
the BS will report their identities to their CHs, which will then drop message
from these nodes for the remaining of the round.

Note that the MAC values from the ordinary nodes do not take the measure-
ments into account. In fact, they should not be, as the BS would not be able to
verify them (note that the BS do not learn the measurements themselves, but
only their aggregate value). Thus, the MAC values, in this case, only authen-
ticate the fact that the key holder has sent one more message (as the counter
value has been incremented). The BS needs to trust that the CHs indeed used
the reports from their members to generate the aggregate result.

Also note that most of the messages (except the MACs from the non-CHs)
travel single hop. This means that they do not go through intermediate nodes
where they could potentially be corrupted maliciously. Thus, in this work, we
use MAC just for authentication purposes. To handle non-malicious corruptions
of messages from the environment, in single hop communications, we use mech-
anisms such as CRC – Cyclic Redundancy Check.
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In this paper, for the purpose of simplicity, we assume that there are no
additional control messages, aside from the ones we show. It is not difficult to
see, however, that they can be handled the way setup messages are.

5 Security Analysis and Performance Evaluation

5.1 Security Analysis

In designing SLEACH, our goal was to implement access control, and prevent in-
truders from participating the network. We discuss below how well we achieve it.

Our solution allows authentication of sec adv messages (steps 1.1, 1.2, and
1.3, Fig. 2), and prevents intruders from becoming CHs. Thus, unless there are
insider attacks, the network is protected against selective forwarding, sinkhole,
and HELLO flood attacks [2]. Note that we leave the confirmation message (step
3, Fig. 2) unauthenticated; and an intruder would be able to broadcast bogus
time slot schedules, possibly causing DoS problems in the communication during
the steady-state phase. We argue that the intruder will likely have simpler ways
(jamming, e.g.) to accomplish the same objective.

Instead of trying to become CHs, intruders may try to join a cluster, with
three goals in mind: (1) To send bogus sensor data to the CH, and introduce
noise to the set of all sensor measurements; (2) To have the CH forward bogus
messages to the BS, and deplete its energy reserve; and (3) To crowd the time
slot schedule of a cluster, causing a DoS (Denial of Service) attack, or simply
lowering the throughput of a CH. Our solution does not prevent intruders from
joining the clusters (join req messages, step 2, Fig. 2, are not authenticated), but
does prevent them from achieving the first goal. Their rogue measurements (or
better, the aggregate report that embed these measurements) will be discarded
by the system, as they are unable to generate MACs that can be successfully
verified by the BS, during the steady-state phase. Note that this verification also
guarantees freshness, as the counter value should have been incremented from
last time. We also prevent the intruders from achieving the second goal: their
CHs will cease to forward their messages, once they are flagged and reported
by the BS (again because of MACs that cannot be verified). Our scheme cannot
prevent the intruders from achieving the third goal, but we argue that it can be
accomplished by other much easier means, such as jamming the communications
channels, for example.

Our solution does not guarantee data confidentiality. To do so, while still
preserving the data fusion capability, pairwise keys shared between CHs and
their cluster members would be needed.

5.2 Performance Evaluation

Our solution is extremely simple: each node, aside from the BS, is preloaded
with only two keys, one for the BS to authenticate the legitimate members of
the network, and the other for authenticated broadcasts from the BS.
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In terms of communication and processing overhead, the SLEACH setup
protocol incurs to the BS and negligible overhead: one authenticated broadcast
and one key disclosure. For the CHs, sending a sec adv message instead of adv
incurs one MAC computation and energy for transmitting the MAC bits. For the
non-CHs, the additional work has to do with receiving and processing the BS’s
authenticated broadcast (steps 1.2 and 1.3, Fig. 2), the computation overhead
consisting of one MAC and one (a few in cases where desynchronization occurs)
application of f . All these overheads are minimum.

For the steady-state phase, SLEACH has all nodes send authenticated mes-
sages, which requires one MAC computation and additional MAC bits in the
message. In addition, the CHs also forward MACs from their cluster members
to the BS. Taking the current values (e.g., cluster size from [11], and MAC size
from [4]) into account, we believe that this overhead is tolerable.

6 Conclusion

To the best of our knowledge, this is the first study focused on adding security
to cluster-based communication protocols in homogeneous WSNs with resource-
constrained sensor nodes. We proposed SLEACH, the first modified version of
LEACH with cryptographic protection against outsider attacks. It prevents an
intruder from becoming a CH or injecting bogus sensor data into the network.

SLEACH is quite efficient, and preserves the structure of the original LEACH,
including its ability to carry out data fusion.

The simplicity of our solution relies on LEACH’s assumption that every node
can reach a BS by transmitting with sufficiently high power. Thus, we expect
our solution to be applicable to any cluster-based communication protocol where
this assumption holds. In cases where it does not hold, alternative schemes are
needed. This is topic for future work.
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Abstract. This paper presents Tri-State Channel Access scheme to augment 
energy efficiency for wireless sensor networks. All sensor nodes have three states; 
SLEEP, ROUTE, and REPORT. In our scheme, the SLEEP state nodes are 
selected by simple perimeter coverage with backoff algorithm, and the ROUTE or 
REPORT state nodes are categorized by the priority based backoff algorithm. The 
performance of our scheme is investigated via computer simulations and 
simulation results show that the proposed scheme ensures full area coverage after 
turning off some redundant nodes. In additions, our scheme can be easily applied 
to dependable sensor network emphasizing reliability and robustness. 

1   Introduction 

In recent years, wireless sensor networking technology has seen a rapid development 
with many applications such as smart environments, disaster management, habitat 
monitoring, combat field reconnaissance, and security surveillance [7][9][10][13 – 
17]. Sensors in these applications are expected to be remotely deployed and to operate 
autonomously in unattended environments.  

A wireless sensor network consists of tiny sensing devices that are deployed in a 
region of interest. The sink node aggregates and analyzes the report message received 
and decides whether there is an unusual or salient event occurrence in the deployed area. 
Considering the limited capabilities and vulnerable nature of an individual sensor, a 
wireless sensor network has a large number of sensors deployed in high density and thus 
redundancy can be exploited to increase data accuracy and system dependability. In a 
wireless sensor network, the energy source provided for sensors is usually battery 
power, which has not yet reached the stage for sensors to operate for a long time without 
recharging. Moreover, sensors are often intended to be deployed in remote or hostile 
environments, such as a battlefield or desert; therefore, it is undesirable or impossible to 
recharge or replace the battery power of all the sensors. However, long system lifetime 
is expected by many monitoring applications. The system lifetime, which is measured 
by the time until all nodes have been drained out of their battery power or the network 
no longer provides an acceptable event detection ratio, directly affects network 
                                                           
* Correspondent author. 
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dependability. Therefore, an energy-efficient design for extending a system’s lifetime 
without sacrificing system dependability is an important challenge to the design of a 
large wireless sensor network. In wireless sensor networks, all nodes share common 
sensing tasks. Thus, not all sensors are required to perform the sensing task during the 
whole system lifetime. Turning off some nodes does not affect the overall system 
function as long as there are enough working nodes to assure it. Therefore, if we can 
schedule sensors to work alternatively, the system lifetime can be prolonged 
correspondingly; i.e. the system lifetime can be prolonged by exploiting redundancy.  

A number of studies for reducing the power consumption of sensor networks have 
been performed in recent years. These studies mainly focused on a data-aggregated 
routing algorithm [1 – 4], energy efficient MAC protocols [6 – 8], and the application 
of level transmission control [9][12]. While initially researchers believed that sensor 
networks will play a complementary role that enhances the quality of these 
applications, recent research results have encouraged practitioners to envision an 
increased reliance on sensor networks. To realize their potential, dependable design 
and operation of sensor networks have to be ensured. Dependability is a property that 
indicates the ability of a system to deliver specified services to the user. 
Dependability can be specified in terms of attributes, which include reliability,   
availability, safety, maintainability, and security.  

In this paper, we suggest a Tri-State channel access scheme, which guarantees full-
area coverage and reduces redundancy. All sensor nodes have three states; SLEEP, 
ROUTE, and REPORT. In our scheme, the SLEEP state nodes are selected by the 
SPCB (Simple Perimeter Coverage with Backoff) algorithm, and the ROUTE or 
REPORT state nodes are chosen by the PBB (Priority Based Backoff) algorithm. 
Using the SPCB algorithm, we can obtain the SLEEP state node lists without loss of 
the area coverage. Namely, the SPCB algorithm categorizes all nodes into active and 
inactive nodes, and the PBB algorithm divides the active nodes into report nodes and 
route nodes. The report nodes are classified into several subsets from the active nodes 
to augment the dependability of the sensing report, and report nodes belonging to the 
eligible subset generate sensing data and transmit the data to the adjacent router 
nodes. Eligibility can be allowed to several subsets for dependability at the same time 
or to only one subset for energy efficiency. 

The performance of the proposed scheme was investigated via computer 
simulations. Simulation results show that our scheme reduces the report of redundant 
packets and that each subset of report nodes preserves most of the sensing coverage. 
Our paper is organized as follows. Section 2 reviews related works and section 3 
introduces our scheme. In section 4 simulation results are presented. Finally, section 5 
presents our conclusions.  

2   Proposed Scheme  

Due to the tight restrictions of the sensor node, low power consumption is one of the 
most important requirements. In this paper, we suggest a Tri-State channel access 
scheme, which consists of the SPCB [14 – 15] and the PBB algorithm. The priority in 
the PBB algorithm is determined by geographical density. Fig. 1 presents a state 
transition diagram of the Tri-State. As shown in this figure, the SLEEP state nodes 
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selected by the SPCB algorithm are configured as inactive modes and other nodes 
must perform their given activity by the PBB algorithm. Namely, the REPORT state 
nodes make a sensing message and transmit it to the neighboring active nodes, and the 
ROUTE state nodes only forward the packets to the sink node. 

SLEEP

ROUTE REPORT

↑inactive

↓active
SPCB

→ transmitforward ←

PBB

 

Fig. 1. State Transition Diagram of Tri-states 

All active nodes are classified into several subsets. One or more subsets with report 
eligibility are activated as report nodes and other active nodes belonging to subsets 
without eligibility, that are routing nodes, perform only deliver the report messages. 
To augment system dependability, two or more subsets of the active nodes can be 
granted report eligibility. 

2.1   Simple Perimeter Coverage with Backoff Algorithm 

As discussed above, the main objective of SPCB is to maintain the original sensing 
coverage as well as minimize the number of working nodes [14]. Tian et al compute 
each node’s sensing area and then compare it with its neighbors’ [14]. If the whole 
sensing area of a node is fully embraced by the union set of its neighbors’, i.e. if 
neighboring nodes can cover the current node’s sensing area, this node can be turned 
off without reducing the system’s overall sensing coverage. They investigated the 
redundant sensing area of a node by computing the union of central angles of all 
sponsored sectors. The sponsored sector of a node is included by the overlapped area 
with its neighbor. The sponsored sector, which is shaded, and its central angle, 
denoted by (, are illustrated as Fig. 2a. A node can be covered by its neighbors when 
the union of central angles of sponsored sectors reaches 360. If the whole sensing area 
of a node is fully embraced by the union set of its neighbors’, i.e. if neighboring nodes 
can cover the current node’s sensing area, this node can be turned off without 
reducing the system’s overall sensing coverage. 

Fig. 2. Sponsored sector and its problem 
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From Fig. 2c, we can see that the central angle of a sponsored sector by node Nj is 
∠X + ∠Y. Additionally, the central angle of a sponsored sector by node Nk is ∠Y + 
∠Z. However, the central angle of the two sponsored sectors by Nj and Nk is ∠X + ∠Y 
+ ∠Z, not ∠X + 2∠Y + ∠Z. Therefore, the overlapped angle (∠Y in Fig. 2c) must be 
removed when computing the union of two central angles. 

To compute the union of all central angles, the coordinates of point of the 
intersections, that is p and q in Fig. 2 must be computed. From (1) to (7), we are going 
to describe the method of computing the coordinates of p and q. Given coordinates of 
Ni and Nj, the coordinates of the middle point between Ni and Nj (xc, yc) can be 
obtained by  
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where (x1, y1) and (x2, y2) are coordinates of Ni and Nj, respectively.  
Additionally, the slope of the equation of the line, which passes through the p and 
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Because the p and q are the intersection point of this line and the circle of Ni, the 
equation of the circle can be expressed by 
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Using (2) and (3), we can compute two roots of the second order equation. In 
addition, we also can get the y-coordinate of p and q by substituting the two roots 
into (3).  

Now, we are going to explain the method of union of all central angles. After 
computing the coordinates of p and q, two angles, ∠B and ∠E, can be calculated by  
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where s is the standard point for determining the overlap of two central angles, and its 
coordinates are (x1 + r, y1), as shown in Fig. 2b. In addition, X1 and X2 are the two 
roots of second order equation in (3). These two angles are added as a pair to the 
central angle lists of Ni. As discussed, node Ni can set itself as an inactive state when 
the union of all elements of the list include all of 0 ~ 360. Otherwise, the node is 
responsible for routing or reporting. Note that only active neighbors can be used to 
compute the union of the central angle of the sponsored sector. Therefore, some 
determining arbitration is needed for the two adjacent undetermined nodes. We use a 
priority-based back-off scheme for the arbitration described in this paper. 

2.2   A Priority Based Backoff Algorithm 

All active nodes are divided into several subsets due to the rule. We need not consider 
a routing scheme or its reachability, because the connectivity of active nodes of SPCB 
scheme is proved in [15]. Therefore, all report nodes generate sensing data and deliver 
it to the sink node with help of route nodes.  
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To divide all active nodes into several subsets, we adopt a probabilistic approach. 
Each active node investigates the geographical densities, shares the densities with 
their active neighbors, and computes the report probabilities. Hence, the number of 
subsets and the report probability are in inverse proportion to each other.  

For simplicity, we define the initial density of active node i, denoted by ni.d1, as 
follows: 

nnndn ii .. 1 =         for i = 1, 2, 3, … (5) 

where ni.nn is the set of active neighbor IDs of ith active node, and ||A|| means size of 
the set A.  

As mentioned above, we utilize the density information for the calculation the 
report probability in the PBB. Because the density and the neighbor number are in 
inverse proportion to each other, we used the inverse of the density. Therefore, the 
average inverse density of active neighbors can be expressed by 
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Using (5) and (6), the initial report probability of active node i, denoted by ni.p1, 
can be defined as 

( ) [ ]( )1
111 .1.  ,1min. −−+= ndnEdnpn iii αα       for i = 1, 2, 3, … (7) 

where α is scaling factor.  
Let us define the first subset as A1 produced by the initial report probability at (7). 

Note that node i can gather a list of neighbors belonging to the subset A1, that is 

( )1. Annni . In our scheme each node selects its own subset using the backoff 

algorithm. The backoff window size, denoted by ni.cw, and the backoff counter, 
denoted by ni.bc, of node i which belongs to the subset A1, can be computed as 
follows: 

1.. dncwn ii =                  for i = 1, 2, 3, … 

0. =bcni
                    for i = 1, 2, 3, … 

(8) 

In addition, the backoff window size and backoff counter of node i belonging not 
to the subset A1 can be computed as follows: 
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Note that these backoff parameters are only used to divide all active nodes into 
several subsets. Therefore, the backoff window size must be approximated to the 
number of all subsets. 

3   Simulations 

To analyze the performance of our scheme, we carried out a number of experiments in 
static networks. We deployed 20 ~ 400 nodes in a square space (100 x 100). Nodes’ 
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x- and y-coordinates are set randomly. Each node had a sensing range of 8~20 meters 
and knew its neighbors. We let each active node decide whether to report or not based 
on its report probability. In this experiment, we assume that the sensing coverage of 
node is similar to the radio coverage because the node can deliver the sensing 
information via only radio. In fact, the existence of an optimal transmission radius in 
the request-spreading process suggests an advantage in having a transmission radius 
larger than the sensing radius because the sensing radius directly affects the average 
distance between area-dominant nodes. Moreover, enlarging the transmission radius 
can also benefit data-fusion schemes by allowing the construction of better-balanced 
trees. Our future research will study sensor networks in which the sensing and 
transmission radius are different in the future.  

In our simulation, we assumed that the sink node is located in the center of the 
sensor field. Fig. 3a shows 3D surface plot of the coverage of all nodes in different 
sensing range and deployed node numbers. From this, we can see that increasing the 
number of the deployed nodes and increasing the sensing range will result in more 
nodes being idle, which is consistent with our expectation. Fig. 3b also shows 3D 
surface plot of the number of active nodes in different sensing ranges and deployed 
node numbers as well as Fig. 3a. We can see that the full coverage is preserved after 
turning off the inactive nodes. 
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     (a) The coverage of all nodes                              (b) The coverage of active nodes 

 

20 60 10
0 14
0

18
0 22
0

26
0

30
0

34
0

3
80

r=8

r=12
r=16

r=20
0

50

100

150

200

250

deployed node number

0

50

100

150

200

250

20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400

deployed node number

r=8

r=10

r=12

r=14

r=16

r=18

r=20

 

   (c) Active node number (3D View)                        (d) active node number (2D View) 

Fig. 3. The coverage and active node number  



 An Energy-Efficient Coverage Maintenance Scheme for Distributed Sensor Networks 465 

 

Fig. 3c also shows a 3D surface plot of the number of active nodes in different 
sensing ranges and the deployed node numbers shown in Fig. 3b. We can see that the 
active node number increases slowly as the deployed node number increases. This 
means that the redundancy of SPCB scheme also increases when the deployed node 
number is high. These trends can be observed more precisely as illustrated in Fig. 3d.  

Table 1. Coverage ratio vs. node density (r = 16) 

Subset numbers Node density 
1 2 3 

100 0.856047 0.952808 0.978567 
200 0.823276 0.956346 0.987592 
300 0.790469 0.946907 0.989562 
400 0.784575 0.947001 0.988882 

Table 1 summarizes coverage vs. the number of subsets. When the deployed node 
number is more than 100, the total coverage ratio reaches about 100% with three 
distinct subsets. For example, when the deployed node number is 400 and 
transmission range radius is 16, the number of report nodes in one subset is about 23 
(see Fig. 8c and 9b), and the number of route nodes is about 100 (see Fig. 8c). This 
means that about 1/5 of all active nodes can monitor 70% of full-area coverage (see 
Fig. 7) and about 3/5 of all active nodes can monitor the entire coverage (Table 1). 

4   Conclusions 

This paper presents a Tri-State channel access scheme for wireless sensor networks. 
Our scheme consists of the SPCB and the PBB algorithm. The performance of our 
scheme is investigated via computer simulations, and the results show that only 20 ~ 
50 % of the active nodes of all nodes can guarantee full-area coverage. In addition, 
one subset of active nodes can be constructed by 14 ~ 25 % of all active nodes (that is 
4 ~ 7 subsets), and one subset can monitor about 70% of the area coverage. 
Additionally, 25 ~ 70 % of active nodes (that is, route nodes) can avoid their sensing 
duties. In other words, only three subsets (30 ~ 75 % of active nodes) can guarantee 
full-area coverage.  
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Abstract. In this paper, we propose a novel, cluster-based energy balancing
scheme. We assume the existence of a fraction of “strong” nodes in terms of
abundant storage, computing and communication abilities as well as energy. With
the transformation of the flat network infrastructure into a hierarchical one, we ob-
tained significant improvements in energy balancing leading to a longer connected
time of the network. The improvement is quantified by mathematical analysis and
extensive numerical simulations.

1 Introduction

Unbalanced energy consumption is an inherent problem in wireless sensor networks,
and it is largely orthogonal to the general energy efficiency problem. For example, in a
data gathering application, multi-hop wireless links are utilized to relay information to
destination points called sinks. Inevitably, the nodes closer to the sink will experience
higher traffic and higher energy consumption rate. These nodes will be the first ones
which run out of power. Algorithms which allow “routing around” failed nodes will
increase the load even more on the remaining active nodes close to the sink.

Our proposed cluster-based energy balancing scheme is intended to ameliorate the
above energy unbalancing phenomena. We exploit the observation that in a heteroge-
neous sensor network there are nodes which are more powerful in terms of energy reserve
and wireless communication ability. We transform the flat communication infrastructure
into a hierarchical one where “strong” nodes act as clusterheads to gather information
within the clusters and then communicate with the sink directly via single-hop link.
In such a way, the “hot spot” around the sink is divided into multiple regions around
the clusterheads in the hierarchical infrastructure. These distributed regions will assume
fewer burdens due to the smaller scale of sensor nodes within the clusters.

2 A Cluster-Based Energy Balancing Scheme

2.1 Motivation

The sensor nodes usually collaborate with each other via multi-hop links. The multi-
hop organization presents many advantages, from the increase of the network capacity,
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Fig. 1. (K +1)-node line network assumed to be connected. It illustrates a transmission schedule
when only node K transmits a data packet to node 0 (sink) via multi-hop links

ability to perform data fusion and a more efficient energy utilization. However, under
many scenarios, multi-hop sensor networks are utilizing energy in an unbalanced manner.

To illustrate this phenomena, let us consider a simple, unidirectional example in
Figure 1. We assume that all nodes communicate only with their neighbors and all the
nodes are sending their observations back to the sink. We assume the nodes to be equi-
distant, and thus the dissipated energy being roughly the same for each node. Normally,
if all nodes have the same initial energy upon deployment, the node closer to the sink will
drain earlier since it has heavier forwarding burden. Moreover, the further nodes which
may still have plentiful energy supplies cannot find the routes to the sink. The energy
unbalancing problem will aggravate with the increase of the network depth (defined as
the largest number of hop from a node to the sink) [6].

The best resource utilization is achieved when every sensor node has the same rate
of energy dissipation (or as close as possible), such that the network remains functional
for the maximum possible time. Such a forwarding schedule is theoretically obtainable,
by the algorithms proposed by Bhardwaj and Chandrakasan [2].

Although the proposed algorithm executes on polynomial time only, it also requires
the global knowledge of the traffic, and thus is not feasible except for centrally managed
networks and very large data packets. For a typical sensor network, where the individual
measurements are small, the collection of global traffic information would be as expen-
sive as the actual data communication itself. Our algorithm proposes a cluster-based
organization of the traffic, which does not require global information, and proposes to
ameliorate the energy unbalancing problem by decreasing or confining the network depth
within each cluster.

2.2 Scheme Description

In a heterogeneous sensor network, we identify a subset of nodes as “strong” nodes
with more powerful communication capabilities and energy resources. Instead of the
flat organization of nodes, we assume a hierarchical structure where the strong nodes act
as clusterheads. The clusterheads should be able to form a connected backbone between
themselves such that they can communicate without relying on regular nodes. We assume
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two types of communication: one between the the regular nodes and the clusterheads
with low transmission power, and the communication between clusterheads with higher
transmission range spawning larger distances. In a practical deployment, these two types
of traffic may be carried on different frequency bands or encoding techniques.

During the initialization phase, strong nodes broadcast their willingness to act as
clusterheads. The sensor nodes decide to which cluster they wish to belong based on the
strength of signal from the broadcast: the stronger the signal, the closer the clusterhead
is and therefore the clusterhead with the strongest signal is chosen. At this point multiple
clustering algorithms can be used, provided that they can be adapted to the specific
condition of having a pre-determined clusterhead. On the other hand, algorithms which
rely on dynamic leader election [5] are not appropriate for this purpose.

After the clusters are formed, the sensor nodes can use various algorithms for energy-
efficient schedule for transmission such as in [6]. The clusterhead gathers the information
from the sensor node within its cluster via multi-hop link and then forwards the aggre-
gated information to the sink through the backbone of clusterheads.

This approach has all the desirable properties of similar schemes [3], such as local-
ized traffic and scalability. The clusterheads are the natural points to implement data
fusion and data compression algorithms. First, there is a potential correlation in the data
from neighboring sensor nodes (given their physical proximity), and second, the higher
energy resources of the strong nodes allows them to execute more complex computa-
tions. The proposed clustering scheme reduces the depth of the average multi-hop path
to the clusterhead and transforms the single heavy “hot spot” around the sink to various
distributed lighter “hot spots” around corresponding clusterheads. The ratio of the strong
nodes to regular nodes determines the average depth of the multi-hop path inside the
cluster. The essence of proposed the scheme explores the tradeoff between the multi-
hop communication within the clusters and single-hop communication among clusters
to achieve a better utilization of the energy resources.

3 Performance Evaluation

3.1 Preliminaries

To facilitate the performance analysis, we make the following assumptions:

i There is only one sink node with abundant energy resources.
ii There are N identical regular sensor nodes uniformly distributed in a planar disk

whose radius is R.
iii There are S identical “strong” nodes with pre-determined locations in the same area

such that they form clusters of roughly equal size.
iv The regular sensor nodes consume their energy much faster than the strong nodes

such that the bottleneck is the energy of the regular nodes.
v The maximum transmission range, r, of regular sensor nodes ensures the connec-

tivity of the network while the transmission range of “strong” nodes is large enough
for strong nodes and the sink to form a connected backbone.

vi There is no interference between the communication in the backbone and the intra-
cluster communication.
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vii The nodes may fail only when they deplete their energy resource.
viii All nodes deploy an ideal MAC protocol and there is no collision among packets.

ix All nodes have an ideal sleep scheduling and consume energy only during transmis-
sion and reception.

The energy consumption of a sensor node is divided between the three components
of a wireless sensor: sensing, computation and communication components [2].

1. Sensing: We assume that every sensor node captures b bits/sec data from its environ-
ment. The energy needed to sense a bit of data is (α3). Thus, the energy comsumed
for sensing is psense = α3b .

2. Computation: The computational power of a sensing node is used for operations,
such as data aggregation. It is difficult to quantify the energy used for data agregation
in absolute terms without specific knowledge about the nature of the data. However,
in our analysis, we are interested in the relative performance of the hierarchical
organization against a flat network of sensor nodes. We will assume that any scheme
will benefit both organizations approximately equally, thus we will ignore this term
in our calculations.

3. Communication: We use the following model for the energy dissipation used for
communication [7]:

ptx(n1,n2) = (α11 +α2d(n1,n2)n)b (1)

prx = α12b (2)

where ptx(n1,n2) is the power dissipated in node n1 when it is transmitting to node
n2, d(n1,n2) is the distance between the two nodes, n is the path loss index, and
the αi are positive constants.

3.2 Analysis

The energy consumption of the wireless sensor network is determined by the spatial
distribution of the sensor nodes. Although in our approach the strong nodes are in pre-
determined locations, the distribution of the locations of the regular nodes is essentially
random. Thus, our analysis will be based on establishing lower bounds of the energy
consumptions. We will rely on two theorems introduced in [1]:

Theorem 1. Given D and number of intervening relays (K−1 ) as shown in Figure 1,
Plink(D) is minimized when all the hop distances are equal to D

K .

This theorem gives us a bound of energy dissipation rate in a line network via multi-
hop links. It is interesting to note that increasing the number of hops can effectively
decrease the transmission power while increase the reception power. There is an optimal
number of hops Kopt which minimizes the total energy dissipation by trading of the
power consumed for transmission and reception.

Theorem 2. The optimal number of hops Kopt is always one of

Kopt = � D

dchar
�or� D

dchar
� (3)
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where the distance dchar , called the characteristic distance, is independent of D and is
given by

dchar = n

√
α1

α2(n−1)
(4)

We conclude, that for any path loss index n, the energy cost of transmitting a bit can
always be made linear with distance. Moreover, for any given distance D, there is an
optimal number Kopt of intervening nodes. Using more or less than this optimal number
leads to energy inefficiencies.

Case I: Flat Network Architecture. In our environment, there are N identical sensor
nodes uniformly distributed in a planar disk of radius R. Using the results from [1], we
derive the lower bound of the energy dissipation rate:

Pflat network ≥ (
N∑

i=1

α1
n

n−1
di

dchar
−Nα12)b (5)

where, di is the distance of sensor i from the center of the disk.
Thus, the expected value of the lower bound of dissipated energy is as follows:

E[min(Pflat network)] = [α1
n

n−1
RN

2dchar
−Nα12]b (6)

Case II: Hierarchical Clustering Scheme. According to the clustering scheme de-
scribed above, when S “strong” nodes are deployed, S clusters will automatically be
formed. In each cluster, the expected number of nodes is N

S .
The individual clusters have a similar structure like the flat network, but we also need

to consider both the reception energy consumption of the strong nodes and the energy
consumption related to the communication between the strong node and the sink, which
follows the equation (1):

Pclustered network ≥ S

N
S∑

i=1

α1
n

n−1
di

dchar
b+

S∑
i=1

(α11 +α2d
′n
i )b (7)

where, di is a random variable following the uniform distribution over the interval [0,
R√
S

] and d′n
i is a random variable following the uniform distribution over the interval

[0, R].
Thus, the expected value of the minimum min(Pclustered network) is as follows:

E[min(Pclustered network)] = [α1
n

n−1
RN

2
√

Sdchar

+Sα11+

α2S
Rn

n+1
]b

(8)

An important consequence is that the communication cost of multi-hop links in-
creases with the number of clusters while the communication cost of messaging on the
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backbone increases with the number of clusters. Thus, there exists an optimal number
of clusters which trades off the power consumption between multi-hop and single-hop
links to minimize the energy dissipation rate. Applying the techniques of previous two
theorems, we can deduct that optimal number clusters is always one of

Sopt = �(
α1

n
n−1

RN
dchar

α11 +α2
Rn

n+1

)
2
3 �or�(

α1
n

n−1
RN

dchar

α11 +α2
Rn

n+1

)
2
3 � (9)

This result is important from the practical deployment point of view of a sensor
network. We need to limit the number of clusters to the one shown in the Equation 9
even if we have a larger number of nodes which, based on their hardware characteristics,
would qualify as “strong” nodes.

3.3 Numerical Simulation

We will numerically analyze the energy dissipation rate of our scheme compared with the
flat network architecture. In addition, we examine the impact of the various parameters,
n, N , R, S. We assume a sensor network is composed of N = 10000 sensor nodes
distributed on a radius of R = 1000 meters with communication path loss index n = 2
and data bit rate b = 1bits/sec.

Figure 2, left, shows the energy dissipation in function of the number of clusters S
ranging from 1% ∼ 10% of N . Another property of interest is the optimal percentage
of clusterheads or strong nodes. Thus, in Figure 2 right, we plot the calculated optimum
percentage in function of the total number of nodes, N . We found that the optimal
percentage of strong nodes decreases with the number of total sensor nodes and it is
between 9% to 2% in a typical field of 10,000 to 100,000 nodes of deployment. Thus,
the remarkable gain in energy dissipation rate can be obtained with relatively small
percentage of strong nodes.

Next, we determine the optimum number of “strong” nodes with the increase of
the R while keeping other parameters unchanged as can be seen in Figure 3. Thus, we
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visualize the impact of the density of the network on the optimal energy dissipation rate
when the optimal number of “strong” nodes is deployed.

By repeating the experiments with n = 4, we obtained the results in Figure 4 and 5.
Contrary to our expectations, our clustering scheme does not show any benefits for
this experimental setup. This is explained by the fact that in an environment with large
path loss index, the single-hop operations are much more expensive than multi-hop
communications. We conclude that the benefits of our scheme is highly dependent on
the environment and the it is better adapted for low path loss index values.

4 Conclusions

Through introducing a series of “strong” nodes as clusterheads, we change the commu-
nication structure of the original data fusion in wireless sensor networks from a flat to
an hierarchical one which has better energy-balancing properties. Compared to other
energy-balancing schemes, our scheme is rather simple and effective. Future work in-
cludes adapting the protocol that does not depend on neither the environment nor the
path loss index as well as an extensive simulation work to validate the analytical results.
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Abstract. The determination of a topology that minimizes the en-
ergy consumption and assures the application requirements is one of the
greatest challenges about Wireless Sensor Networks (WSNs). This work
presents a dynamic mixed integer linear programming (MILP) model to
solve the coverage and connectivity dynamic problems (CCDP) in flat
WSNs. The model solution provides a node scheduling scheme indicating
the network topology in pre-defined time periods. The objective consists
of assuring the coverage area and network connectivity at each period
minimizing the energy consumption. The model tests use the optimiza-
tion commercial package CPLEX 7.0. The results show that the proposed
node scheduling scheme allows the network operation during all the de-
fined periods guaranteeing the best possible coverage, and can extend
the network lifetime besides the horizon of time.

1 Introduction

A Wireless Sensor Network (WSN) is a special kind of an ad hoc network com-
posed by autonomous and compact devices with sensing, communication, and
processing capacities, called sensor nodes [1]. Basically, in a WSN application,
the sensor nodes are deployed over an area to collect data from a phenomenon.
The data are disseminated from source nodes to sink nodes and then to an
observer [2], where they are processed and provide information about the envi-
ronment.

There are several challenges regarding WSNs once these networks present sev-
eral particularities as energy restrictions, node redundancy,limited bandwidth,
and dynamic topology. These unique features allow a wide variety of research
in energy-efficient network protocols, low-power hardware design and encourage
proposals of management architectures for WSNs, which aim to increase the
network resources productivity, and to maintain the quality of service [3].

This work presents a dynamic mixed integer linear programming (MILP)
model, whose solution determines an optimal node scheduling for flat WSNs.
The objective function aims to minimize the network energy consumption and
the model constraints assure the quality of service requirements such as coverage,
connectivity, with respect to nodes energy restrictions. The work contribution

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 475–482, 2005.
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is a mathematical formulation that models coverage, connectivity, and energy
WSNs features, and whose solutions can be inserted in a WSN management
scheme.

The remainder of the paper is organized as follows: In the next section we
present the model proposed. Section 3 contains the experimental results and
their analysis. We list the related work in section 4. In section 5 we present our
conclusions and describe the directions of our future work.

2 Dynamic Mixed Integer Linear Programming Model

2.1 Basic Concepts

Coverage in Wireless Sensor Networks. In order to quantify the coverage
area of a WSN, we define the node sensing area as the region around the node
where a phenomenon can be detected and define this region as a circle of range
R, where R is the sensing range [4]. The coverage area of a WSN consists of the
sensing areas union of all active nodes in the network.

The coverage area is modelled through the use of demanda points, which
represent the center of a small square area in the sensor field. This concept
allows to evaluate the coverage in a discrete space and is useful for modelling
purposes. To guarantee the coverage, at least one active sensor should cover each
demand point, otherwise the coverage fails.

Energy Consumption Model. One of the main features of WSNs is a high
energy restriction, due to the limited sensor node battery, and to the impossibil-
ity of battery recharge. The definition of a node energy consumption model can
allow WSNs researches to focus the studies on topics that have higher impacts
on the network lifetime [5]. The node operations consumption depends on the
current necessary to perform the task and time period to execute the task. The
energy consumed can be estimated by the following equation:

E = α×Δt

where: E is the total energy consumed in mAh.
α is the current consumed in mA.
Δt is the period of time in h.

The WSN application dependency makes really important that we define
a work scenario. On the development of our model we make the following as-
sumptions: each sensor node knows its localization, and has an unique id, the
application requirements are continuous data collection and periodic data dis-
semination, and battery discharge follows a linear model. Only source nodes
generate traffic in the network.

2.2 Mathematical Formulation

Our problem can be stated as: Given a sensor field A, a set of demand points D,
a set of sensor nodes S, a set of sink nodes M , and t time periods the coverage
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and connectivity dynamic problem (CCDP) consists of assuring that at least m
sensor nodes i ∈ S are covering each demand point j ∈ D in the sensor field
A, and that there is a path between these nodes, and a sink node j ∈M in each
time period.

The CCDP is formulated as a mixed integer linear programming(MILP) prob-
lem. The following parameters are used in our formulation:

S set of sensor nodes
M set of sink nodes
D set of demand points
T set of time periods
Ad set of arcs that connect sensor nodes to demand points
As set of arcs that connect sensor nodes
Am set of arcs that connect sensor nodes to sink nodes
Ed(A) set of arcs (i, j) ∈ A entering on the demand point j ∈ D
Es(A) set of arcs (i, j) ∈ A entering on the node j ∈ S
Ss(A) set of arcs (i, j) ∈ A emanating from the node i ∈ S
n defines the number of nodes the should cover a demand point
BE node battery capacity
AEi energy to activate a node i ∈ S
MEi energy to keep a node i ∈ S active during a time period t ∈ T
TEij energy to transmit packets from i ∈ S to j ∈ S during a time period t ∈ T
REi energy to recept packets in node i ∈ S during a time period t ∈ T
HEj penalty of no coverage of a demand point j ∈ D during a time period t ∈ T

The model variables are:

xt
ij has value 1 if node i ∈ S covers demand point j ∈ D on time period t ∈ T ,

and 0 otherwise
zt

lij has value 1 if arc (i, j) is in the path between sensor node l ∈ S, and a sink
node m ∈M on time period t ∈ T , and 0 otherwise

wt
i has value 1 if node i ∈ S is activated on time period t ∈ T , and 0 otherwise

yt
i has value 1 if node i ∈ S is active on time period t ∈ T , and 0 otherwise

ht
j indicates if demand point j ∈ D is not covered on time period t ∈ T

ei indicates the value of the energy consumed by node i ∈ S during the network
lifetime

The model proposed is presented below. The objective function 1 minimizes
the network energy consumption during its lifetime.

min
∑
i∈S

ei +
∑
j∈D

∑
t∈T

EHt
j × ht

j (1)

Constraints (2), (3), (4), and (5) deal with the coverage problem. They assure
that the active nodes cover the demand points. Constraints (2) also assure the
possibility of a demand point not be covered. A demand point is not covered
when it is not in the coverage area of any active node or when the node that
could cover it has no residual energy.
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∑
ij∈Ed

j
(Ad)

xt
ij + ht

j ≥ n, ∀j ∈ D e ∀t ∈ T (2)

xt
ij ≤ yt

i ,∀i ∈ S,∀ij ∈ Ad e ∀t ∈ T (3)

0 ≤ xt
ij ≤ 1,∀ij ∈ Ad e ∀t ∈ T (4)

ht
j ≥ 0,∀j ∈ D e ∀t ∈ T (5)

Constraints (6), (7), (8), and (9) are related to the connectivity problem.
They impose a path between each active sensor node and a sink node.∑

ij∈Es
j
(As)

zt
lij −

∑
jk∈Ss

j
(As∪Am)

zt
ljk = 0,∀j ∈ (S ∪M − l),∀l ∈ S e ∀t ∈ T (6)

−
∑

jk∈Ss
j
(As∪Am)

zt
ljk = −yt

l , j = l, ∀l ∈ S e ∀t ∈ T (7)

zt
lij ≤ yt

i ,∀i ∈ S,∀l ∈ (S − j),∀ij ∈ (As ∪Am) e ∀t ∈ T (8)

zt
lij ≤ yt

j ,∀j ∈ S, ∀l ∈ (S − j),∀ij ∈ (As ∪Am) e ∀t ∈ T (9)

The node residual energy is defined by constraints (10) which indicate that
a node can only be active if it has residual energy, and by (11), and (12), this
energy must be nonnegative and less than the battery capacity.∑

t∈T (EMi × yt
i + EAi × wt

i +
∑

l∈(S−i)
∑

ki∈Es
i
(As∪Am) ERi × zt

lki+∑
l∈S

∑
ij∈Ss

i
(As∪Am)

ETij × zt
lij) ≤ ei,∀i ∈ S (10)

ei ≤ EBi,∀i ∈ S (11)

ei ≥ 0,∀i ∈ S (12)

The constraints (13), and (14) indicate activation node period.

w0
i − y0

i ≥ 0,∀i ∈ S (13)

wt
i − yt

i + yt−1
i ≥ 0,∀i ∈ S,∀t ∈ T e t > 0 (14)

Constraints (15) define the variables y,z, and w as boolean, and constraints
(16) define the variables x,h, and e as real.

y, z, w ∈ {0, 1} (15)

x, h, e ∈ � (16)

For each time period, the model solution indicates which nodes are actives,
which demand points are not covered, and provides a path between the actives
nodes and the sink node, guaranteeing the network connectivity. The solution
also estimates the network energy consumption.
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3 Experimental Results

3.1 Input Parameters

We consider a flat network, and homogeneous nodes. The sensor nodes are de-
ployed over the sensor field in a random way with uniform distribution.

The model input parameters are: one demand point for each m2, 625m2

sensor field, 16 sensor nodes, one sink node in the center or in corner of the area,
and coverage guaranteed by n = 1 or n = 2. The energy parameters are based on
the values provided by the supplier, [6], that brings the current consumption of
the sensor node MICA2. Besides that we work with instances of 4 time periods
and a battery capacity that allows the nodes to be active for two periods.

3.2 Computational Results

The tests use the optimization commercial package CPLEX 7.0 [7]. The optimal
solutions for instances with the sink node place in the center of the sensor field
are in Table 1. The value of active nodes is the arithmetic mean of active nodes
in each period. The value of coverage fail is the arithmetic mean of the fail (de-
mand points not covered / total of demand points) in each period. The standard
deviation regards the value of this mean.

The results for instances with the sink node in the bottom left corner of the
sensor field are in Table 2. The results for instances with the sink node in the
center of the sensor field and precision n = 2 are in Table 3. For these test we
show the coverage fail as total coverage fail and parcial coverage fail. The first
one represents the arithmetic mean of non covered demand points and the second
the arithmetic mean of demand points covered for one sensor node. The demand
points covered by only one node can be seen as areas whose sensing data are less
precise, but that still can be used by the observer to infer environment features.

Comparing the results of Table 1 and Table 2 we notice that when we move
the sink node to the sensor field corner the number of actives sensor nodes

Table 1. Optimal Solution for 1 sink node in the center

Communication Sensing Active Standard Energy Coverage Standard
Range (m) Range (m) Nodes Deviation Consumption Fail (%) Deviation

(nodes) (mAh) (coverage)
7.5 7.5 1.5 1.73 43.95 78.91 24.20
7.5 10 1.5 1.73 43.95 70.50 33.90
7.5 12.5 1.0 1.73 27.23 61.58 44.25
10 7.5 7.5 0.58 211.83 7.0 3.60
10 10 7.0 0.0 195.02 0.6 0.64
10 12.5 5.0 0.0 136.36 0.0 -

12.5 7.5 7.0 0.0 184.81 2.24 0.74
12.5 10 6.5 0.58 172.19 0.0 -
12.5 12.5 4 0.0 103.00 0.0 -
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Table 2. Solution for 1 sink node in the corner

Communication Sensing Active Standard Energy Coverage Standard
Range (m) Range (m) Nodes Deviation Consumption Fail (%) Deviation

(nodes) (mAh) (coverage)
7.5 7.5 1.5 1.73 43.95 80.00 23.00
7.5 10 1.5 1.73 43.95 73.24 30.76
7.5 12.5 1.5 1.73 43.95 67.50 37.42
12.5 12.5 5.5 0.58 159.70 0.0 -

Table 3. Optimal Solution for precision n = 2

Communication Sensing Active Total Standard Parcial Standard
Range (m) Range (m) Nodes Coverage Deviation Coverage Deviation

Fail (%) (total Fail (%) (parcial
coverage) coverage)

7.5 7.5 1.5 78.10 24.20 10.4 12.10
7.5 10 1.5 70.52 33.90 10.7 12.38
7.5 12.5 1.5 61.58 44.25 11.10 12.84
12.5 7.5 8 3.60 1.39 42.17 2.03
12.5 10 8 0.80 0.74 7.75 1.02
12.5 12.5 7 0.00 - 1.11 1.30

increase because the path to sink also increases. Table 3 shows that the greater
the precision is, the more the actives nodes are.

The high coverage fail and standard deviation values for the communication
range of 7.5m have two main causes: low network connectivity and battery ca-
pacity. The low network connectivity, due to the short communication range,
allows the activation of few nodes because if there is no path between the source
node and one of the active sink nodes this node remains inactive. Besides that,
in all tests we use a battery capacity that allows all nodes to remain actives for
two periods only.

The results show that the model is sensible to different sensing range values,
the greater the range is, the less the actives nodes are. However, regarding the
communication range this affirmation is not true, because the communication
range assures the network connectivity and when this range is really short and
the nodes cannot reach each other, they are not activated.

The model’s main problem is its complexity, which requires a great computa-
tional effort to find the solutions and for some instances it is impossible to reach
an optimal or even a feasible solution at reasonable time.

3.3 Energy Consumption

The energy savings with the node scheduling are evaluated comparing networks
with and without node scheduling schemes. We assume that in the network with-
out scheduling all nodes are active, and the model solutions provides the routes
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Table 4. Energy consumption comparison

With scheduling Without scheduling
Period Active Energy Active Energy

Nodes Consumption (mAh) Nodes Consumption (mAh)
0 8 6137,283 16 12274,464
1 8 5961,283 16 11922,646
2 8 6137,181 16 11003,073
3 8 5961,181 0 0,000

for data dissemination. Table 4 presents the comparison between topologies with
and without scheduling for an area of 3600m2, 16 sensor nodes, four sink nodes
in the sensor field corners, communication range of 25m, sensing range of 15m,
and grid positioning. As we can note, without scheduling there is no active node
after the third period. Although the node scheduling can causes coverage fail,
it allows network activities during all time periods, because the solution can
schedule nodes in all periods assuring the best possible coverage.

4 Related Works

Megerian et al. [8] propose several ILPs models to solve the coverage problem.
Their focus is the energy efficient operation strategies for WSN. This approach
is similar to ours, except that it defines areas sets that should be covered instead
of demand points, and the work does not deal with dynamic problems.

Chakrabarty et al. in [9] present a Integer Linear Programming (ILP) Model
that minimizes the cost of heterogenous sensor nodes, and guarantees sensor
field coverage. Their problem is defined as the placement of sensor nodes on grid
points, and they propose two approaches: a minimum-cost sensor placement, and
a sensor placement for target location.

The dynamic multi-product problem of facilities location is formulated for
Hinojosa, Puerto, and Fernández in [10] in a mixed integer linear programming
model. In this work the objective is to minimize the total cost to demand atten-
dance of the products in a planning horizon and also assure that the producers
and intermediate deposits capacities are not exceeded. The problem lower bound
is obtained by Lagrangian Relaxation. With this solution a heuristic is used to
obtain feasible solutions.

5 Conclusion

This work presents a dynamic mixed integer linear programming (MILP) model
to solve the coverage and connectivity dynamic problem(CCDP) in flat WSNs.
The model optimal solution indicates the set of sensor nodes that should be
actives to guarantee the sensor field coverage and a path between each active
sensor node and a sink node for each time period. The solution is chosen in order
to minimize the network energy consumption.
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In general we can conclude that the dynamic planning as proposed save en-
ergy compared with a network without node scheduling and also assure activity
during all periods. The model provides a route between the source nodes, and
the sink node, and different routing protocols can be used over the topology
provided for the model solution.

Future work includes the development of algorithms and heuristics to solve
bigger problems and to decrease the solution time because the model complexity
requires a great computational effort and sometimes it is impossible to reach an
optimal solution in reasonable time. The first chosen technique is Lagrangian
Relaxation [11].
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Abstract. This paper introduces a new congestion control scheme improving 
performance of the future broadband satellite networks. The proposed scheme 
regulates the data rate based on the buffer information sent by the satellite in 
periodic manner. The complexity of the proposed scheme is comparable with 
the existing flow control techniques, as it does not require the additional infor-
mation exchange with the satellite. The throughput and the satellite queue size 
performances of the proposed scheme are mathematically analyzed. The results 
show the significant improvement in the proposed scheme comparing with the 
conventional window-based and rate-based congestion control techniques. 

1   Introduction 

Considering the data services through satellites, all the impairments encountered first 
are the long transmitting delay and the high bit error rate including the occurrence of 
errors in burst [1]. Those impairments can be covered with an aid of enhanced 
transmitting method but still remains as obstacles degrading the performances of the 
data services through satellite [2]. Related with the architecture and the basic con-
struction the satellite networks will be built on, many efforts have been carried out 
[3-4]. Some of them are defining the satellite networks on the basis of the Asynchro-
nous Transfer Mode (ATM) and others are on IP [5]. Whatever they are based on, 
however, the main systemic mechanisms controlling transmitting and receiving data 
through satellite should be modified or substituted with more suitable ones in satel-
lite networks. One of those would be the congestion control scheme [6]. A well 
know Internet transport protocol, TCP, is also designed to be used in the wired net-
works with low BER on the order of 10-8. Hence in different environments with 
different link characteristics, TCP would not perform well as in the terrestrial net-
works. ATM would show the same result in the satellite networks. 

Here is our motivation to propose a new congestion control mechanism working in 
the multiple spot beam satellite networks. The proposed scheme is based on the in-
formation that is sent by the satellite. This information is just broadcasted in each 
beam areas periodically. Based on the information, satellite terminals and earth sta-
tions regulate their data rate to avoid congestion in satellite switch. This will act on 
improving the total communication performance significantly. 
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2   Congestion Control Schemes 

In a multiple spot beam satellite environment, satellites have switching capability 
among beam areas, which means that each satellite has the ability of on-board proc-
essing (OBP) and on-board switching (OBS). In such an environment, the network 
congestion may occur just as in the terrestrial networks. The buffer overflow can also 
happen easily in the case that the whole data of the satellite network rush into a sin-
gle beam area not only to one specific station. We, thus, need a congestion control 
scheme especially suitable to the satellite networks that have different network char-
acteristics. 

2.1   Window-Based Congestion Control 

This is the typical method that is used mainly in Internet. It allows sender to regulate 
the number of sending packets by adjusting window size according to the network 
situations. In this scheme, window size is increased in a situation that there is no 
congestion in the network and decreased rapidly to reduce the traffic amount when 
the congestion occurs. Normally a congestion at the node is indicated when the 
length of buffer goes beyond a certain threshold. The window based flow control can 
be described as the following equations: 

W ← d ⋅ W, when Q ≥ L  (1) 

W ← W + b, when Q < L 

where W is the window size, d is the decrease factor, b is the increase factor, Q is the 
queue size, and L is the buffer threshold. 

2.2   Rate-Based Congestion Control 

The ATM Forum proposed rate-based flow control for providing ABR service. [7] 
This scheme can be described by two schemes, one of which is rate control using 
explicit forward congestion indication (EFCI) bit of resource management (RM) 
ATM cell and the other is explicit rate (ER) control, which indicates the specific data 
rate to the sending node from the intermediate nodes. As the method of rate regula-
tion, there are proportional rate control algorithm (PRCA) and enhanced PRCA 
(EPRCA) that adopt ER at PRCA. Basically satellite communication network has 
long transmission delay, e.g. 250ms round trip time (RTT) in a GEO satellite commu-
nication system. The method that the satellite indicates the data rate of each earth 
station could cause unpredictable results or severe congestion because the time gap of 
data rate indication of satellite and effect time of the data rate to the satellite would be 
same as the round trip time. This data rate indication would increase the burden of the 
satellite and it is better to consider only EFCI in the satellite network in order not to 
increase the complexity and processing cost of satellite communications. 

In PRCA, data rate starts from a specific level and reduces exponentially. If the 
sender doesn’t see the EFCI setting of the periodic RM cell on receiving RM cells, 
data rate is increased to a specific one. Otherwise, data rate is decreased continuously. 
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2.3   Proposed Congestion Control Scheme 

In satellite communication, because of the long propagation delay, the data rate from 
the earth station can affect the satellite with some delay. Therefore, even if the con-
trol is performed promptly by the earth station after receiving information from the 
satellite, it will be effective to the satellite after some time later. 

As a result, any rate control or window control based on the feedback information 
of the satellite can hardly change the situation of the satellite. On contrary, it can 
cause the buffer overflow and underflow of the satellite switch [8]. Therefore, in 
order to utilize the buffer information efficiently, we need to keep in mind the 
distance between satellite and earth stations or satellite terminals and consider the 
buffer level variation rather than the specific buffer levels. 

In the proposed scheme, the data rate in the earth station is varying like stepwise 
movement based on the information that is broadcasted through the control channel 
by the satellite periodically. The satellite simply broadcasts the buffer information to 
the each beam area and earth stations regulate the data rate based on that buffer in-
formation. Since the proposed scheme has stepwise characteristics in rate variation, 
we will refer it to as step-increase step-decrease (SISD) scheme. 

In SISD rate control, when the information from the satellite indicates that the 
buffer size is below a certain threshold, earth stations increase the data rate by unit 
step rate after maintaining the current data rate for a period of time equal to a RTT. 
If the buffer level is above the threshold, the data rate is decreased by the step size 
rate. But if the level is higher than the threshold and is decreasing, the current data 
rate is kept. This procedure can be summarized as follows: 

(1) When queue level at satellite is below the threshold, then “Step Increase”. 
(2) When queue level at satellite is above the threshold and increasing; i.e. dq(t) / 

dt ≥ 0, then “Step Decrease”. 
(3) When queue level at satellite is above the threshold and decreasing; i.e. dq(t) / 

dt > 0, then current data rate is maintained. 

3   Mathematical Analysis 

To see the performance of the each scheme, we assume a simple queuing situation as 
explained in the followings. Data arrival rate is assumed to be λ(t) and service rate to be 
μ(t) based on the fluid-flow approximation. τf and τb represent forward delay and feed-
back delay from satellite to earth stations, respectively. Thus, the total delay is τ = τf  + 
τb. For the sake of simplicity in analysis, we assume the buffer threshold to be zero. 
Maximum queue length of the satellite and average throughput of window control, 
PRCA and proposed SISD schemes are compared through deterministic analysis [9-10]. 

3.1   Window Control 

The basic rule of window-based flow control can be summarized as follows: 

W ← d ⋅ W, if  q(t −τf) > 0 and  W ← W + b, if  q(t −τf) = 0 (2) 
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Fig. 1. Rate and Queue size variation of 
Window control 

Fig. 2. Rate and queue size variations in 
PRCA 

where q(t) means the queue length at time ‘t’ on the satellite. This can be translated 
into the rate variation as follows because the variation of window size means the 
variation in number of packets that can be sent: 

factor increasing: 0)(  if ,
)( αταλ =−= btq

dt

td
 

factor decreasing:  0)(  if ,
)()( βτ

β
λλ

>−−= btq
t

dt

td
 (3) 

Also, the queue size variation at the satellite can be defined as follows due to the 
arrival rate variation: 

μτλ <−= )(  if     ,0
)(

ft
dt

tdq
  and μτλμτλ >−−−= )(  if       ,)(

)(
ff tt

dt

tdq
 (4) 

If we solve the above two equations together then we can get the maximum queue 
size at the satellite. The relationship between the queue and the arrival rate is shown 
in Fig. 1. First let us consider the time duration between t1 and t4 in order to find the 
time function of the queue size. In this period, if we assume the rate variation as 
exponential, λ(t)=Aeαt, then we can find the rate as follows: 

λ(t)=(μ+ατ)e−(t-t1)/β     (5) 

and in the increase duration of the rate, it can be described as: λ(t)=a(t-t4)+λmin 

The queue function can be described as: dtttq
t

t
f −−=

0

})({)( μτλ  (7) 

In order to calculate the time when the queue size reaches its maximum, we differ-
entiate both sides of (7) to find the following equation as: 

μτλμτλ =−=−−= )(     ,0)(
)(

ff tt
dt

tdq
     (8) 

According to (8), the queue has its maximum size at t = t0 + τf and t = t2 + τf. But 
the real maximum value can be obtained at the latter time according to Fig. 1. To 
find the value of t2, we can use the equation λ(t2)=μ. 

ματμλ β =+=
−− )(

2

12

)()(
tt

et   (9)

 which results in: )/ln(02 αμμμβτ +−+= tt     (10) 
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Let us now find the time period of the window-based flow control in the above 
situation. The time period for this case is: T=μ/α+2τ+t (13) 

In (13) t is the time when the queue is empty. That means if we integrate the dif-
ference between arrival rate and service rate during that period we can find the maxi-
mum queue size. This is described by following set of equations: 
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The approximate value of t in (14) can be obtained through the Taylor Series.  
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Finally, the average throughput can be calculated as (15). 

Average Throughput = Tdxe
t
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3.2   Proportional Rate Control Algorithm (PRCA) 

As shown in Fig. 2, PRCA is the method that reduces the data rate from its maxi-
mum value, λmax. When the release of the congestion is issued with EFCI=0 by a RM 
cell, data rate increases to its maximum value again. Here we find the queue size and 
the data rate variations. Data rate variation of PRCA can be described as:  

maxmax )(   and    0)(  if   ,)( λλτλλ ==−= ttqt b , 0)(  if          ,
)()( >−−= btq

t

dt
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and the queue size variation is: 
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λ(t) (in the rate decreasing area) and the queue size can be found as: 
βλλ /

max)( tet −=  (18)         dkktq
t

f −−=
0

})({)( μτλ  (19) 
From the above equations, we need to find the time t when the queue has its maxi-

mum value. To do this we need to differentiate from both sides of (19) as: 

0)(
)(

=−−= μτλ ft
dt

tdq
 , μτλ =− )( ft  (20) 

 

Therefore, the maximum value of the queue is calculated as: 
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Thus, we know that the queue has its maximum value at t = t0 + τf and therefore 
the maximum size of the queue can be obtained as: 
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However, the data rate function, λ(t-τf), is not defined during the period between 0 
and τf and thus we leave the expression for qmax as: 
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In order to find the maximum value of the queue size, we need to know t0, the time 
t when λ(t)= μ. It can be expressed as:  
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Let’s now find the average throughput over the time period. The time period can 
be calculated as: T=τ+t (25) 

In (25), t is the time when the queue is empty after τf. t can be obtained like this. 
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An approximate value for t in (26) can be obtained through the Taylor Series. 
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The average throughput over the periodic time is calculated as (28).  
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3.3   The Proposed SISD Scheme 

The proposed rate control scheme does not exchange any information with satellite. 
This regulates the data rate based on the information that is broadcasted by the satel-
lite periodically through some control satellite channels and piggybacking way.  

In the following, the maximum queue size and the average throughput of the SISD 
scheme are calculated. As shown in Fig. 3, it is assumed that for the SISD scheme 
λ(t)= μ=nλi, where λi is the step size of the rate increase and decrease. 

As it can be seen from Fig. 3, even if the data rate is μ, data rate will be increased 
because the queue level is still under the threshold. When the data rate reaches μ + 
λi, the queue size starts to approach zero after the time τf, which will affect the data 
rate after the time τb. This information, which is broadcasted by the satellite, causes 
earth stations to reduce their data rate and data reduction will affect the queue size on 
the satellite. 
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Fig. 3. Data rate and queue size variations in SISD scheme 

The time function of the queue size variation can be expressed by: 
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Therefore, as shown in Fig. 3, the maximum size of the queue can be given by 
(30). 

τλμλμ
τ

ii dtq =−+=
0max }{   (30) 

Note that in SISD, even if the queue size is above the threshold but decreasing, the 
data rate is maintained steady as it is shown in Fig. 3.  Because of the steady state 
nature of the data rate in SISD scheme, the time period of the data rate variation is 5τ 
and the amount of data transmitted during this period is: 

 Transmitted Data=(5μ−λι)τ (31) 

Thus, the average throughput for the SISD scheme over the time period will be, 

Average Throughput=(5μ−λι)τ/Τ (32)  

4   Analysis Results 

In this section, numeric performance comparison of the three schemes analyzed in 
Section 3 is provided. For the performance comparison, following parameters are 
assumed: μ=1000 packets/s, increasing factor α=500packets/s, decreasing factor 
β=0.875 sec, λmax in PRCA=1500packets/s and λi in SISD=100packets/s. 

Figure 4 and 5 show the maximum queue size and the average throughput for the 
three congestion control schemes as a function of RTT, respectively. From Fig. 4, we 
can see that the maximum queue size in PRCA is fixed regardless of the change in 
RTT but in window control and SISD schemes it is growing as RTT increases. How-
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ever, the maximum queue size in these two schemes remains much smaller than 
PRCA. The proposed SISD scheme, however, shows the best performance among 
three congestion control schemes for the average throughput, as shown in Fig. 5. 
PRCA experiences significant decrease in average throughput as RTT increases 
whereas the window control throughput increases slightly.  
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Fig. 4. Maximum queue size variations Fig. 5. Average throughput variations 

According to these results, the proposed SISD scheme can transmit more data than 
other schemes with a relatively small size queue. This means that SISD can regulate 
the data rate efficiently to prevent congestions in satellite networks when the long 
propagation delay is considered to be a restrictive factor in data rate control. Thus, 
SISD is more suitable in providing Internet services in satellite networks compared 
to other methods. 

Performance of each scheme, of course, may vary with different set of parameters. 
For example, if α in window based flow control is increased, the rate will reach 
easily to μ, which increases the throughput but causes the queue size to increase 
significantly. In PRCA, increasing λmax should improve the throughput but make the 
queue explode. In the proposed SISD, increasing λi would affect the queue size and 
throughput although data rate can reach μ easily. Thus the queue size could be in-
creased and the throughput should be degraded. But in SISD, the maximum queue 
size increases linearly and the throughput degrades by λi /5. Thus the increase in 
maximum queue size and degradation in throughput of SISD are very small com-
pared with other schemes. Therefore the proposed SISD can be considered to be 
more stable and efficient in satellite networks with long propagation delay. 

5   Conclusions 

This paper has introduced a new congestion control scheme using periodic buffer 
information from the satellite in the multiple-spot beam environment. In the pro-
posed scheme, the satellite simply broadcasts information of its own buffer status to 
all earth stations periodically in the beam areas and the earth stations regulate the 
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data transmission rate for the proper data services accordingly. In addition, the 
mathematical analyses for comparing performance of the proposed scheme with the 
existing congestion control schemes have been performed. Through those results, it 
was found that the proposed scheme is more suitable in resolving congestion in the 
multiple-spot beam satellite networks because it has a better throughput under a 
reasonable satellite buffer size. As a future work, we need to consider the fairness of 
bandwidth sharing in satellite networks when various types of traffic have been in-
volved in the satellite communications. 
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Abstract. The presence of the complex scaling behavior in network
traffic makes accurate forecasting of the traffic a challenging task. In
this paper we propose a multiscale decomposition approach to real time
traffic prediction. The raw traffic data is first decomposed into multi-
ple timescales using the à trous Haar wavelet transform. The wavelet
coefficients and the scaling coefficients at each scale are predicted inde-
pendently using the ARIMA model. The predicted wavelet coefficients
and scaling coefficient are then combined to give the predicted traffic.
This multiscale decomposition approach can better capture the correla-
tion structure of traffic caused by different network mechanisms, which
may not be obvious when examining the raw data directly. The proposed
prediction algorithm is applied to real network traffic. It is shown that
the proposed algorithm generally outperforms traffic prediction using
neural network approach and gives more accurate result. The complex-
ity of the prediction algorithm is also significantly lower than that using
neural network.

1 Introduction

Accurate forecasting of the traffic is important in the planning, design, control
and management of networks. Traffic prediction at different timescales has been
used in various fields of networks, such as long-term traffic prediction for net-
work planning, design and routing; and short-term traffic prediction for dynamic
bandwidth allocation, and predictive and reactive traffic and congestion control.

Some algorithms have been proposed in the literature for real-time traffic
prediction, which include traffic prediction using the FARIMA (fractional au-
toregressive integrated moving average) model [1], neural network approach [2],
[3] and methods based on α-stable models [4], [5], etc. Traffic prediction using
the FARIMA model relies on accurate estimation of the Hurst parameter, which
is a measure of the self-similarity of the traffic. Despite a number of estimators
reported in the literature, accurate estimation of the Hurst parameter remains
a difficult problem even in off-line conditions. The presence of non-stationarity
and complex scaling behavior in network traffic makes the situation even worse.
Therefore real applications of traffic prediction based on the FARIMA model
are not optimistic. Neural network approach can be quite complicated to imple-
ment in reality. The accuracy and applicability of neural network approach to

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 492–499, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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traffic prediction is limited [3]. Finally, α-stable model is based on a generalized
central limit theorem and its application is limited by that. It might achieve a
good performance in heavy traffic or when there is a high level of traffic ag-
gregations. However when traffic conditions deviate from that, the performance
may be poor. Moreover, α-stable model is a parsimonious model, which may
not be able to capture the complex scaling behavior of the traffic. In this paper
we propose a traffic prediction algorithm based on a multiscale decomposition
approach. Using the à− trous Haar wavelet transform, the traffic is decomposed
into components at multiple timescales. Traffic component at each timescale
is predicted independently with an ARIMA (autoregressive integrated moving
average) model. Then they are combined to form the predicted traffic.

The rest of the paper is organized as follows: in section 2, we shall introduce
the use of the à trous Haar wavelet transform in decomposing the traffic into
different timescales; in section 3 the prediction algorithm will be introduced;
some simulation results using real traffic trace are given in section 4 and finally
some conclusions are given in section 5.

2 Multiscale Traffic Decomposition

Wavelet tools have been widely used in the area of traffic analysis. Discrete
wavelet transform (DWT) consists of the collection of coefficients:

cJ(k) =< X, ϕJk(t) >, dj(k) =< X, ψjk(t) >, j, k ∈ Z, (1)

where < ∗, ∗ > denotes inner product, {dj(k)} are the wavelet coefficients and
{cJ(k)} are the scaling coefficients. The analysis functions ψjk(t) are constructed
from a reference pattern ψ(t) called the mother-wavelet by a time-shift operation
and a dilation operation: ψjk(t) = 2−j/2ψ(2−jt − k). The mother wavelet is a
band-pass or oscillating function, hence the name “wavelet”. Function ϕJk(t) is
a time shifted function of the mother scaling function ϕJ(t): ϕJk(t) = ϕJ(t−k).
ϕJ(t) is a low-pass function which can separate large timescale (low frequency)
component of the signal. Thus wavelet transform decomposes a signal into a
large timescale approximation (coarse approximation) and a collection of details
at different smaller timescales (finer details). This allows us to zoom into any
timescale that we are interested in and use the coefficients of a wavelet trans-
form to directly study the scale dependent properties of the data. Moreover the
analysis of each scale is largely decoupled from that at other scales [6]. Refer to
[7], [8] for details of wavelet theory.

In addition to the characteristics of applications generating the traffic, traffic
variations at different timescales are caused by different network mechanisms.
Traffic variations at small timescales (i.e. in the order of ms or smaller timescale)
are caused by buffers and scheduling algorithms etc. Traffic variations at larger
timescales (i.e. in the order of 100ms) are caused by traffic and congestion con-
trol protocols, e.g. TCP protocols. Traffic variations at even larger timescales
are caused by routing changes, daily and weekly cyclic shift in user populations.
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Finally long-term traffic changes are caused by long-term increases in user pop-
ulation as well as increases in bandwidth requirement of users due to the emer-
gence of new network applications. This fact motivates us to decompose traffic
into different timescales and predict traffic independently at each timescale. The
proposed multiscale decomposition approach to traffic prediction allows us to
explore the correlation structure of network traffic at different timescales caused
by different network mechanisms, which may not be easy to investigate when
examining the raw data directly.

The roles of the mother scaling and wavelet functions ϕ(t) and ψ(t) can also
be represented by a low-pass filter h and a high pass filter g. Consequently,
the multiresolution analysis and synthesis of a signal x(t) can be implemented
efficiently as a filter bank [7]. The approximation at scale j, cj(k), is passed
through the low-pass filter h and the high pass filter g to produce the approxi-
mation cj+1(k) and the detail dj+1(k) at scale j + 1. At each stage, the number
of coefficients at scale j+1 is decimated into half of that at scale j, due to down-
sampling. This decimation reduces the number of data points to be processed
at coarser time scales and removes the redundancy information in the wavelet
coefficients and the scaling coefficients at the coarser time scales. Decimation al-
lows us to represent a signal X by its wavelet and scaling coefficients whose total
length is the same as the original signal. However decimation has the undesirable
effect that we cannot relate information at a given time point at the different
scales in a simple manner. Moreover, while it is desirable in some applications
(e.g. image compression) to remove the redundancy information, in time series
prediction the redundancy information can be used to improve the accuracy of
the prediction.

In this paper, we use a redundant wavelet transform, i.e. the à−trous wavelet
transform, to decompose the signal [9]. Using the redundant information from
the original signal, the à− trous wavelet transform produces smoother approxi-
mations by filling the “gap” caused by decimation. Using the à− trous wavelet
transform, the scaling coefficients and the wavelet coefficients of x(t) at different
scales can be obtained as:

c0(t) = x(t) (2)

cj(t) =
∞∑

l=−∞
h(l)cj−1(t + 2j−1l). (3)

where 1 ≤ j ≤ J , and h is a low-pass filter with compact support. The detail of
x(t) at scale j is given by:

dj(t) = cj−1(t)− cj(t). (4)

The set d1, d2, ..., dJ , cJ represents the wavelet transform of the signal up to the
scale J , and the signal can be expressed as a sum of the wavelet coefficients and
the scaling coefficients: x(t) = cJ(t) +

∑J
j=1 dj(t).

Many wavelet filters are available, such as Daubechies’ family of wavelet
filters, B3 spline filter, etc. Here we choose Haar wavelet filter to implement the
à−trous wavelet transform. A major reason for choosing the Haar wavelet filter is



Real-Time Network Traffic Prediction Based on a Multiscale Decomposition 495

the calculation of the scaling coefficients and wavelet coefficients at time t uses
information before time t only. This is a very desirable feature in time series
prediction. The Haar wavelet uses a simple filter h = (1/2, 1/2). The scaling
coefficients at higher scale can be easily obtained from the scaling coefficients at
lower scale:

cj+1,t =
1
2
(cj,t−2j + cj,t). (5)

The wavelet coefficients can then be obtained from Equation (4).

3 The Prediction Algorithm

In this section, we use the aforementioned à− trous Haar wavelet decomposition
for traffic prediction. Instead of predicting the original signal directly, we predict
the wavelet coefficients and the scaling coefficients independently at each scale
and use the wavelet coefficients and the scaling coefficients to construct the
prediction of the original signal.

Fig. 1 shows the architecture of the prediction algorithm. Coefficient predic-
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Fig. 1. Architecture of the prediction algorithm

tion can be represented mathematically as

ĉJ(t + p) = F̂J(cJ(t), cJ(t− 1), ..., cJ(t−m)), (6)

d̂j(t + p) = f̂j(dj(t), dj(t− 1), ..., dj(t− nj)), (7)

where m and nj is the number of coefficients used for prediction and p is the
prediction depth. In this paper, we only use one-step prediction, i.e. p=1. Mul-
tistep prediction can be achieved by using the predicted value as the real value
or by aggregating the traffic into larger time interval.
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ARIMA(p, d, q) model is used for predicting the wavelet and the scaling
coefficients at each scale. An ARMA(p, q) (autoregressive moving average) model
can be represented as:

φ(B)Xt = θ(B)Zt, (8)

where Zt is a Gaussian distributed random variable with zero mean and variance
σ2, , i.e. Zt ∼WN(0, σ2). The polynomials φ and θ are polynomials of degree p
and q respectively and they have no common factors [10]. B is the backward shift
operator: BjXt = Xt−j . ARMA model assumes the time series are stationary.
If the time series exhibits variations that violate the stationarity assumption,
differencing operation can be used to remove the non-stationary trend in the
time series. We define the lag-1 difference operator ∇ by:

∇Xt = Xt −Xt−1 = (1−B)Xt. (9)

An ARIMA(p,d,q) model is an ARMA(p,q) model that has been differenced d
times. Therefore it can be represented as:

φ(B)(1−B)dXt = θ(B)Zt. (10)

Box-Jenkins forecasting methodology is used to establish the ARIMA(p,d,q)
model for prediction at each scale [10].

4 Simulation

In this section, we apply the proposed model to the real network traffic for
prediction. The traffic traces used were collected by WAND research group at the
University of Waikato Computer Science Department. It is the LAN traffic at the
University of Auckland on campus level. The traffic traces were collected between
6am and 12pm from June 9, 2001 to June 13, 2001 on a 100Mbps Ethernet link.
IP headers in the traffic trace are GPS synchronized and have an accuracy of 1μs.
More information on the traffic trace and the measurement infrastructure can be
found on their webpage: http://atm.cs.waikato.ac.nz/wand/wits/auck/6/. Five
traffic traces are used. Table 1 shows information of the traffic traces.

We use the traffic rate measured in the previous 1s time intervals to predict
the traffic rate in the next second. Prediction over longer or shorter time inter-
vals can be achieved by reducing the length of the time interval or by multistep

Table 1. Trace traces used in the simulation

Trace ID File name Measurement time Duration
1 20010609-060000-e0.gz Saturday June 9, 2001 6am-12pm
2 20010610-060000-e0.gz Sunday June 10, 2001 6am-12pm
3 20010611-060000-e0.gz Monday June 11, 2001 6am-12pm
4 20010612-060000-e0.gz Tuesday June 12, 2001 6am-12pm
5 20010613-060000-e0.gz Wednesday June 13, 2001 6am-9am
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Table 2. Model parameter of the prediction model

Scale Model name Parameters φ Parameters θ Noise σ2

Scale 1 ARIMA(1,0,4) φ1 = 0.8842 θ1 = 1.311, θ2 = −0.2185, 2.147 × 109

Wavelet θ3 = 0, θ4 = −0.1008
Scale 2 ARIMA(4,0,4) φ1 = 1.443, θ1 = −0.04322, θ2 = 1.768 5.847 × 108

Wavelet φ2 = −0.4782, θ3 = 0.04953, θ4 = −0.7767
φ3 = 0.04215,
φ4 = −0.02682

Scale 3 ARIMA(4,0,8) φ1 = 1.384, θ1 = −0.1833, θ2 = −0.1531, 1.422 × 108

Wavelet φ2 = −0.435, θ3 = −0.1824, θ4 = 1.751,
φ3 = 0.02306, θ5 = 0.1789, θ6 = 0.1508,
φ4 = −0.004911 θ7 = 0.1782, θ8 = −0.7583

Scale 3 ARIMA(2,1,8) φ1 = 0.508, θ1 = −0.07853, θ2 = −0.08036 1.348 × 108

Scaling φ2 = 0.02201 θ3 = −0.07985, θ4 = −0.08014,
θ5 = −0.07935, θ6 = −0.08083,
θ7 = −0.0796, θ8 = 0.9188

prediction. To validate the performance of the proposed prediction model, one
of the traffic traces (i.e. trace 4) was picked randomly to establish the predic-
tion model and the prediction model is then applied to other traffic traces for
prediction.

Table 2 shows the model parameters of the ARIMA(p,d,q) model for wavelet
and scaling coefficients at each scale. Three scales are chosen. The choice on
the number of scales used for prediction is made based on the tradeoff between
model complexity and accuracy. Further increase in the number of scales signif-
icantly increases the complexity of the algorithm but there is only a marginal
increase in accuracy. As shown in the table, most noise in the model comes
from wavelet coefficients at scale 1. In comparison with wavelet coefficients and
scaling coefficients at other scales, wavelet coefficients at scale 1 has very weak
autocorrelations and a white noise like power spectral density. It is the wavelet
coefficients at scale 1 that limit the overall performance that can be achieved by
the prediction algorithm.

The ARIMA models developed from trace 4 are then applied to the other
traffic traces to establish the performance of the prediction algorithm. To mea-
sure the performance of the prediction algorithm, two metrics are used. One
is the normalized mean square error (NMSE): NMSE =

1
N

∑N
n=1(X(n)−X̂(n))2

var(X(n)) ,

where X̂(n) is the predicted value of X(n) and var(X(n)) denotes the variance
of X(n). The other is the mean absolute relative error (MARE), which is defined
as follows: MARE = 1

N

∑N
n=1

∣∣∣X(n)−X̂(n)
X(n)

∣∣∣. Since the relative error may be un-
duely affected by vary small values of X(n), to make meaningful observations,
we only count the MARE of X(n) whose value is not small than the average
value of X(n). Table 3 shows the performance of the prediction algorithm. For
comparison purpose, the performance of traffic prediction using neural network
approach is also shown in the table. A number of neural network models with
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Table 3. Performance of the prediction model

Trace ID Multiscale ARIMA Neural network
NMSE MARE NMSE MARE

1 0.1319 0.1633 0.1603 0.1667
2 0.2296 0.2165 0.3168 0.2053
3 0.1507 0.1403 0.1565 0.1493
4 0.1592 0.1313 0.1622 0.1386
5 0.21972 0.1731 0.2258 0.1823

different number of input nodes, hidden nodes and transfer functions are evalu-
ated, including those reported in [3], [11]. It is found that the 32-16-4-1 network
architecture used in [11] gives the best performance. Hyperbolic tangent sigmoid
transfer function is used in the hidden layer and linear transfer function is used
in the output layer. The performance of the 32-16-4-1 neural network model is
shown in Table 3 to represent the prediction performance using neural networks.
To achieve a fair comparison, the same trace used for building ARIMA(p,d,q)
models is used to train the neural network. The very large data size in the train-
ing trace ensures the convergence of the neural network parameters, which is
also confirmed by a visual inspection of the error signal.

As shown in Table 3, the ARIMA model with multiscale decomposition (re-
ferred to as multiscale ARIMA model for simplicity) gives better performance
than the neural network approach in most cases except for trace 2, where the
MARE metric of neural network approach is slightly better than that achieved
by multiscale ARIMA approach. However, the NMSE metric of the neural net-
work approach is much worse than that of multiscale ARIMA approach for trace
2. Therefore the exception on trace 2 cannot be used as an evidence that neural
network performs better for trace 2. As such, it can be concluded that ARIMA
model with multiscale decomposition generally achieves better performance than
the neural network prediction. Moreover, only three scales are employed in the
proposed prediction algorithm, which requires a memory length (here memory
length refers to the number of past raw data samples required for prediction)
of about 8. In comparison, neural network requires a memory length of 32. The
computation using multiscale ARIMA model is also much easier than that using
neural network.

5 Conclusion

In this paper we proposed a real-time network traffic prediction algorithm based
on a multiscale decomposition. The raw traffic data is first decomposed into dif-
ferent timescales using the à trous Haar wavelet transform. The prediction of
the wavelet coefficients and the scaling coefficients are performed independently
at each timescale using the ARIMA model. The predicted wavelet coefficients
and scaling coefficient are then combined to give the predicted traffic value. As
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traffic variations at different timescales are caused by different network mecha-
nisms, the proposed multiscale decomposition approach to traffic prediction can
better capture the correlation structure of traffic caused by different network
mechanisms, which may not be obvious when examining the raw data directly.

The prediction algorithm was applied to real network traffic. The performance
of the proposed prediction algorithm was compared with that using neural net-
work. It was shown that the proposed algorithm generally outperforms traffic
prediction algorithm using neural network approach and gives more accurate
prediction. The complexity of the prediction algorithm is also significantly lower
than that using neural network.

References

1. Shu, Y., Jin, Z., Zhang, L., Wang, L.: Traffic prediction using farima models. In:
IEEE International Conference on Communications. Volume 2. (1999) 891–895

2. Liang, Y.: Real-time vbr video traffic prediction for dynamic bandwidth allocation.
IEEE Transactions on Systems, Man and Cybernetics, Part C 34 (2004) 32–47

3. Hall, J., Mars, P.: Limitations of artificial neural networks for traffic prediction in
broadband networks. IEE Proceedings Communications 147 (2000) 114–118

4. Lopez-Guerrero, M., Gallardo, J., Makrakis, D., Orozco-Barbosa, L.: Optimizing
linear prediction of network traffic using modeling based on fractional stable noise.
In: 2001 International Conferences on Info-tech and Info-net. Volume 2. (2001)
587–592 vol.2

5. Karasaridis, A., Hatzinakos, D.: Network heavy traffic modeling using alpha-stable
self-similar processes. IEEE Transactions on Communications 49 (2001) 1203–1214

6. Abry, P., Flandrin, P., Taqqu, M.S., Veitch, D.: Wavelets for the analysis, estima-
tion, and synthesis of scaling data. In Park, K., Willinger, W., eds.: Self-Similar
Network Traffic and Performance Evaluation. John Wiley and Sons, Inc. (2000)
39–88

7. Strang, G., Nguyen, T.: Wavelets and Filter Banks. Wellesley-Cambridge Press
(1996)

8. Daubechies, I.: Ten Lectures on Wavelets. Capital City Press, Montpelier, Vermont
(1992)

9. Shensa, M.: The discrete wavelet transform: wedding the a trous and mallat algo-
rithms. IEEE Transactions on Signal Processing 40 (1992) 2464–2482

10. Bowerman, B.L., O’Connell, R.T.: Time Series Forecasting - Unified Concepts and
Computer Implementation. 2 edn. PWS publishers (1987)

11. Liang, Y., Page, E.: Multiresolution learning paradigm and signal prediction. IEEE
Transactions on Signal Processing 45 (1997) 2858–2864



Provisioning VPN over Shared Network
Infrastructure

Quanshi Xia

IC-Parc, Imperial College London, London SW7 2AZ, UK
q.xia@imperial.ac.uk

Abstract. This paper addresses the provisioning VPN services over
shared network infrastructure with QoS guarantees (bandwidth and prop-
agation delay), attempt to minimise the bandwidth reservation on the
network. We present general MILP formulations based on the hose model
and the pipe model. The reformulated MILP can be solved by standard
MILP packages efficiently and scalably. The benchmark results show that
the over-provisioning factor about 5 in bandwidth reservation for VPN
can be reduced by the hose model, compared with the pipe model.

1 Introduction

Virtual private network (VPN) establishes connectivity between a set of geo-
graphically dispersed endpoints over a shared network infrastructure. Providing
VPN service is playing an important role in the revenue stream of Internet ser-
vice provider (ISP). In order to be able to support a wide variety of customer
requirements, network operators need a flexible and bandwidth efficient model,
comparable to a private dedicated network established with leased lines.

Traditionally, provisioning VPN, i.e. setting up the path between every cus-
tomer pair within VPN, is based on the pipe model, in which the traffic demand
is specified for each customer pair, and the bandwidth is reserved for point-to-
point connection tunnel. For the pipe model, a traffic matrix which describes the
required bandwidth between each VPN endpoint pair must be known a priori.
However, the communication pattern between the endpoints is difficult to pre-
dict [1]. It is almost impossible to estimate the exact traffic matrix required by
the pipe model.

A different scheme for provisioning VPN, the hose model, was recently pro-
posed [2]. The hose model specifies, instead of a complete traffic matrix, the
total amount of traffic which a customer injects into the network and the total
amount of traffic which it receives from the network. This VPN specification is
in fact backed up by the service level agreement (SLA).

The bandwidth efficiency between the hose model and the pipe model for pro-
visioning VPN was studied [3], which shows that the significant over-provisioning
factor can be reduced by the hose model. Setting up the tunnel between every
customer pair based on the hose model was initially investigated [4]. The tree
structure is used to connect all VPN endpoints. An algorithm for computing
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optimal tree structure was presented, assuming that the capacity of the link is
infinite. Thus, the provisioned tunnel may violate the limited bandwidth.

For the limited link capacity, the provisioning VPN under multi-path rout-
ing by the hose model has recently been addressed in [5]. Although multi-path
routing has the advantage of reducing the bandwidth reservation, it is difficult
for network operator to implement such multiple tunnels. Also the Quality of
Service (QoS) like propagation delay cannot been guaranteed.

In this paper, we study the general optimisation problem for provisioning
VPN services with QoS guarantees (i.e. bandwidth, propagation delay), attempt
to minimise the bandwidth reservation for VPN on the network. The general
mixed integer linear programming (MILP) formulations based on the hose model
and the pipe model are presented. And the reformulated MILP can be solved by
standard MILP packages efficiently and scalably. The comparison between the
hose model and the pipe model is made in terms of the model size, the solving
time and the bandwidth reservation. The benchmark results on a set of test cases
show that the over-provisioning factor about 5 in bandwidth reservation can be
reduced by the hose model, compared with the pipe model.

This paper is organised as follows. In section 2, we present general MILP
formulations based on the pipe model and the hose model. The hose model
formulation is then reformulated and relaxed. Section 3 gives the benchmark
test results and comparisons. Section 4 concludes the paper.

2 Provisioning VPN over Shared Network
Infrastructure

2.1 Problem Statement

We model the underlying network as a set of nodes N and a set of directed edges
E. Each edge e(k, l) ∈ E directly connects node k ∈ N to l ∈ N. It is assumed
that edge e ∈ E has a limited bandwidth capacity ce and a propagation delay
de. For each node n ∈ N there is a set of edges I(n) ⊂ E entering n and a set of
edges O(n) ⊂ E leaving n.

Each VPN specification consists of: (1) A set of nodes P ⊆ N corresponding
to the VPN customer endpoints; (2) The ingress and egress bandwidths, respec-
tively, Bin

i and Bout
i for each customer node i ∈ P. The ingress bandwidth is

the maximum amount of traffic to send to all the other VPN endpoints, while
the egress bandwidth specifies the maximum amount of traffic can be received
from all the other VPN endpoints; and (3) The QoS parameters such as the
propagation delay Dij for each VPN customer pair (i, j ∈ P, (i �= j)).

Let us first introduce some commonly used variables and constraints.

Routing variable P ij
e ∈ {0, 1} states whether edge e ∈ E is used for the path

from customer node i ∈ P to j ∈ P(i �= j).

Utilisation variable Ue ∈ [0, 1] is the link utilisation of edge e ∈ E.
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Path constraint states that for every customer pair (∀i, j ∈ P(i �= j)) within
VPN, there must be a continuous path from the origin i to the destination j:

∀n ∈ N :
∑

e∈O(n)

P ij
e −

∑
e∈I(n)

P ij
e =

{
1 n = i

−1 n = j
0 otherwise

Delay constraint constrains the propagation delay along the path from cus-
tomer node i ∈ P to j ∈ P(i �= j):∑

e∈E

deP
ij
e ≤ Dij

2.2 Provisioning VPN on Pipe Model

For the pipe model, a traffic matrix T = {Tij} describes the required bandwidth
between each VPN endpoint pair. Traffic between each pair of customer access
points is carried through the customer pipes (point-to-point connections) with
a given pre-allocated bandwidth according to Tij . However, the communication
pattern between endpoints is difficult to forecast. It is almost impossible to pre-
dict the exact traffic matrix required by the pipe model. Therefore, between each
customer endpoint pair (i, j) the maximum (worst case) traffic is min{Bin

i , Bout
i }

which is used to approximate Tij .

Capacity constraint (pipe model) states that under pipe model, the band-
width required on edge e ∈ E by the worst case traffic within the VPN cannot
exceed its capacity.

ceUe ≥
∑
i∈P

∑
j∈P(i�=j)

min{Bin
i , Bout

j }P ij
e

Formulation 1 (minimise bandwidth reservation - pipe model) Based on
the pipe model, the provisioning VPN to minimise the total reserved bandwidth
can be formulated as:

min
{P

ij
e ∈{0,1},Ue∈[0,1]}

∑
e∈E

ceUe

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∀n ∈ N, ∀i, j ∈ P(i �= j) :
∑

e∈O(n)

P ij
e −

∑
e∈I(n)

P ij
e =

{
1 n = i

−1 n = j
0 otherwise

∀i, j ∈ P(i �= j) :
∑
e∈E

deP
ij
e ≤ Dij

∀e ∈ E : ceUe ≥
∑
i∈P

∑
j∈P(i�=j)

min{Bin
i , Bout

j }P ij
e

(1)

This MILP model can be efficiently solved by standard MILP solvers.

2.3 Provisioning VPN on Hose Model

In the hose model, instead stating the traffic matrix T = {Tij}, only the ingress
bandwidth Bin

i and the egress bandwidth Bout
i are specified for each customer
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access point. The traffic to and from a customer endpoint is arbitrarily dis-
tributed to other VPN endpoints. Therefore, any possible traffic matrix Tij ≥ 0
is constrained by: ⎧⎪⎪⎨⎪⎪⎩

∀i ∈ P :
∑

j∈P(j �=i)

Tij ≤ Bin
i

∀j ∈ P :
∑

i∈P(i�=j)

Tij ≤ Bout
j

(2)

However, on the edges carrying multiple traffic flows originating from a single
ingress node (or destinate to a single egress node), only the minimum bandwidth
of the ingress node (or egress node) is allocated.

Traffic distribution variable F ij
e ≥ 0 is an arbitrary distribution on edge

e ∈ E of traffic Tij from customer node i ∈ P to j ∈ P(i �= j).

Capacity constraint (hose model) states that under the hose model, the
bandwidth required on edge e ∈ E by worst case traffic distribution within VPN
cannot exceed its capacity.

ceUe ≥

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max
F

ij
e ≥0

∑
i∈P

∑
j∈P(i�=j)

P ij
e F ij

e

st.

⎧⎪⎪⎨⎪⎪⎩
∀i ∈ P :

∑
j∈P(j �=i)

F ij
e ≤ Bin

i

∀j ∈ P :
∑

i∈P(i�=j)

F ij
e ≤ Bout

j

This constraint guarantees the sufficient bandwidth to accommodate the
worst case traffic among VPN endpoints that satisfies the ingress and egress
bandwidth bounds. Therefore, the reserved bandwidth is sufficient to support
every possible traffic matrix Tij that is consistent with the constraints (2).

Formulation 2 (minimise bandwidth reservation - hose model) Based on
the hose model, the provisioning VPN to minimise the total reserved bandwidth
for VPN can be formulated as:

min
{P

ij
e ∈{0,1},Ue∈[0,1]}

∑
e∈E

ceUe

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀n ∈ N, ∀i, j ∈ P(i �= j) :
∑

e∈O(n)

P ij
e −

∑
e∈I(n)

P ij
e =

{
1 n = i

−1 n = j
0 otherwise

∀i, j ∈ P(i �= j) :
∑
e∈E

deP
ij
e ≤ Dij

∀e ∈ E : ceUe ≥

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max
F

ij
e ≥0

∑
i∈P

∑
j∈P(i�=j)

P ij
e F ij

e

st.

⎧⎪⎪⎨⎪⎪⎩
∀i ∈ P :

∑
j∈P(j �=i)

F ij
e ≤ Bin

i

∀j ∈ P :
∑

i∈P(i�=j)

F ij
e ≤ Bout

j

(3)



504 Q. Xia

In this formulation, the awkward capacity constraints are expresses by using
a maximisation to guarantee the capacity in the worst case scenario. It is this
subsidiary optimisation that prevents formulation (3) from being solved by MILP
solver straightaway. However, by using the technique developed in [6], it can be
reformulated as a simple MILP.

Reformulation 3 (minimise bandwidth reservation - hose model) Based
on the hose model, the provisioning VPN to minimise the total reserved band-
width for VPN can be reformulated as:

min
{P

ij
e ∈{0,1},Die∈[0,1],Dej∈[0,1],Ue∈[0,1]}

∑
e∈E

ceUe

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀n ∈ N, ∀i, j ∈ P(i �= j) :
∑

e∈O(n)

P ij
e −

∑
e∈I(n)

P ij
e =

{
1 n = i

−1 n = j
0 otherwise

∀i, j ∈ P(i �= j) :
∑
e∈E

deP
ij
e ≤ Dij

∀e ∈ E : ceUe ≥
∑
i∈P

Bin
i Die +

∑
j∈P

Bout
j Dej

∀e ∈ E, ∀i, j ∈ P(i �= j) : Die + Dej ≥ P ij
e

(4)

where Die and Dej are dual variables. This new reformulated MILP can be
efficiently solved by any MILP packages, such as CPLEX [7].

Furthermore, if the multi-path routing between the customer pair within
VPN is allowed, this corresponds to relax variable P ij

e ∈ {0, 1} into P ij
e ∈ [0, 1] in

MILP model (4). Therefore a very simple linear programming (LP) formulation
is obtained as:

Relaxation 4 (minimise bandwidth reservation - hose model) By using
multi-path routing on the hose model, the provisioning VPN to minimise the
total reserved bandwidth for VPN can be relaxed as:

min
{P

ij
e ∈[0,1],Die∈[0,1],Dej∈[0,1],Ue∈[0,1]}

∑
e∈E

ceUe

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀n ∈ N, ∀i, j ∈ P(i �= j) :
∑

e∈O(n)

P ij
e −

∑
e∈I(n)

P ij
e =

{
1 n = i

−1 n = j
0 otherwise

∀i, j ∈ P(i �= j) :
∑
e∈E

deP
ij
e ≤ Dij

∀e ∈ E : ceUe ≥
∑
i∈P

Bin
i Die +

∑
j∈P

Bout
j Dej

∀e ∈ E, ∀i, j ∈ P(i �= j) : Die + Dej ≥ P ij
e

(5)

If the ellipsoid algorithm is used to solve this LP, there is a polynomial al-
gorithm in theory for provisioning VPN under multi-path routing. This is the
main conclusion of [5]. However, the LP model (5) we give here is more efficient
and more scalable.
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3 Numerical Results and Comparison

We present two examples to demonstrate the provisioning VPN based on the
hose model and the pipe model, respectively, to minimise the total reserved
bandwidth, while satisfying the propagation delay constraints.

AT&T Worldnet IP Network. The AT&T Worldnet IP backbone network
topology [2] comprises 12 core routers spanning the continental U.S. There are 42
directed links with assumed capacity of 2 Mbps. The randomly generated VPN
consists of 5 customer endpoints with ingress bandwidth, egress bandwidth and
maximum propagation delay, which are specified in Table 1.

Table 1. VPN Specifications in AT&T Network

Customer Endpoint Ingress Bandwidth Egress Bandwidth Maximum Delay
Chicago 300 Kbps 300 Kbps 5 ms

San Francisco 200 Kbps 200 Kbps 5 ms
Dallas 400 Kbps 400 Kbps 5 ms

New York 500 Kbps 500 Kbps 5 ms
St.Louis 600 Kbps 600 Kbps 5 ms

To minimise the bandwidth reservation, the provisioned VPN on the pipe
model and on the hose model is shown in Figure 1. By using the pipe model, 18
network links are used and total reserved bandwidth is 17600 Kbps, while using
the hose model, only 8 network links are used and total reserved bandwidth is
4200 Kbps. It is worthy to point out that based on the hose model the provi-
sioned VPN has a tree structure routes. And compared with the pipe model, the
over-provisioning factor 4.19 = 17600/4200 of total reserved bandwidth can be
reduced by the hose model.
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Fig. 1. Provisioning VPN in AT&T Network
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Table 2. Provisioning VPNs on dexa Network - Hose Model

ID NCE TRB Vars Cstrs CPU OPF
1 5 23584 6344 7245 4.40 4.58
2 6 69584 8788 10625 1.18 9.31
3 6 286000 8708 10585 3.33
4 6 16832 9028 10745 14.13 5.23
5 7 17664 12200 14945 20.11 8.17
6 8 30338 15860 19845 6.03
7 8 30010 15860 19845 52.39 9.47
8 10 153392 24540 31693 14.66

Table 3. Provisioning VPNs on dexa Network - Pipe Model

ID NCE TRB Vars Cstrs CPU
1 5 107968 5002 2243 0.37
2 6 648000 7202 3179 0.99
3 6 Fail 7123 3139 0.04
4 6 88064 7442 3303 0.67
5 7 144384 10370 4575 0.60
6 8 Fail 13787 6059 0.08
7 8 284212 13786 6059 1.97
8 10 Fail 21979 9611 0.07

Schlumberger dexa Network. The Schlumberger dexa network topology con-
sists of 53 core routers and 122 directed links. There are 8 VPNs needed to be
provisioned which range from 5 to 10 customer endpoints.

To minimise the bandwidth reservation for each VPN, the provisioned VPNs
are summarised in Table 2 (hose model) and Table 3 (pipe model). In these
tables, the first 2 columns show VPN identity (ID) and the number of customer
endpoints (NCE). The third column is the minimised total reserved bandwidth
(TRB) in Kbps for each VPN (or Fail if the VPN cannot be provisioned). The
next 3 columns show the MILP model size in term of the number of variables

Table 4. Provisioning VPNs on dexa Network - Multi-path Hose Model

ID NCE TRB Vars Cstrs CPU
1 5 23584 6344 7245 3.54
2 6 69584 8788 10625 3.96
3 6 286000 8708 10585 6.10
4 6 16832 9028 10745 9.08
5 7 17664 12200 14945 8.25
6 8 30338 15860 19845 18.38
7 8 30010 15860 19845 16.57
8 10 153392 24540 31693 31.97
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(Vars) and constraints (Cstrs), and the solution time (CPU) in seconds on In-
tel(R) Pentium(R) 4 CPU 2.00GHz.

Comparing the provisioned VPNs by the hose model (Table 2) with that by
the pipe model (Table 3), the over-provisioning factor about 5 in term of total
reserved bandwidth can be achieved, which is shown as OPF (ratio of TRB on
pipe model and TRB on hose model) in the last column of Table 2. In particular,
3 VPNs (ID 3, 6 and 8) cannot be provisioned by the pipe model because of the
limited link capacity.

By using multi-path routing on hose model, the provisioned VPNs are sum-
marised in Table 4. Comparing the provisioned VPNs by the single-path routing
(Table 2) with that by the multi-path routing (Table 4), it is surprising that
total reserved bandwidth are all same, although the some different routing path
are used by same customer pair within VPN!

4 Conclusions

Aim to minimise the bandwidth reservation, we investigate the provisioning VPN
with QoS guarantees (i.e. bandwidth, propagation delay) over shared network
infrastructure based on the hose model and the pipe model. The MILP formula-
tions are presented and reformulated, which can be efficiently solved by standard
MILP packages. The numerical results on benchmark networks show that the
hose model can dramatically reduce the over-provisioning. Therefore, the hose
model is a bandwidth efficient model to provision VPN.

Acknowledgements. We are grateful to Helmut Simonis and Tom Richards of
Parc Technologies for providing Schlumberger dexa Network data and advices.
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Abstract. In recent years, a variety of overlay networks are created over
the Internet via virtual links. We investigate the impact of the virtual link
configuration on the network capacity with a dual-layer lattice network
model, focusing on the critical value of the input rate of user traffics.
A mean-field theory suggests that the critical traffic is, approximately,
inversely proportional to the average trip of virtual hops on the infras-
tructure. Simulations verify the analytic result and further show that the
behavior of the overlay-physical network interactions is significantly di-
vergent with different link configurations. Therefore, the optimization of
virtual links will be conducive to improving the effectiveness of overlays.

1 Introduction

In recent years, a variety of overlay networks (or, overlays) have been deployed in
today’s Internet, with the utilization of virtual links (or, “tunnels” as regularly
called in the Internet community [1, 2, 3]). We are focusing on overlays connected
with virtual links, along which the user traffics are routed in the way of packet-
switching, i.e. storing and forwarding. Two major classes of overlays fall into
this category: (1) peer-to-peer resource sharing systems whose virtual topologies
are built on the application layer1 and (2) dual-stack overlays such as IPv6 (In-
ternet Protocol version 6) networks over traditional Internet which is running
IPv4[4], or, vice-versa, IPv4 over IPv6[3]. Rapid deployment of these systems
motivates modeling overlay-physical network interactions. Overlays like the hy-
perlink topology among the World Wide Web (WWW) (which has been deeply
studied by physicists, see e.g.[5]), or content-addressable networks (CAN) for
information retrieving [6], and any other kinds of distributed hash table (DHT)
[7] are not categorized as packet delivery systems, and accordingly are out of the
range of this paper.

Our methodology of modeling overlay-physical network system with regular
lattices originates from the works of Deane et al. [8], Ohira et al. [9], Fukś and
Lawinczak [10], and Chen [11], where people studied phase-transition phenomena
in latticed packet-switched network models.

1 Such as Gnutella (http://www.gnutella.com/), KaZaA (http://www.kazaa.com),
eDonkey/overnet (http://www.edonkey.com/) and so forth.
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In this paper, we propose and study a new, dual-layer lattice model in or-
der to extend the understanding of phase-transition behavior in packet-switched
networks to that of overlay-physical network interactions. The sections of the
paper are organized as follows. First, it is explained why the critical traffic plays
the central role in our analysis. Then three components of the model, i.e. the
overlay, the physical network and the virtual link configuration, are defined re-
spectively. Then a mean-field theory is presented for the critical traffic of end-
users in the overlays analytically. Further, we investigate a set of simulation
cases, showing how the virtual link configuration impacts the overlay-physical
network interaction dramatically. Finally, we conclude the paper with some guide
to overlay practices.

2 Meanings of the Critical Traffic

Ohira et al. used the term of “critical traffic” to describe the point where the
phase transition happens in their latticed router-host model [9]. Fukś et al. then
studied a similar phenomenon in a regular lattice with identical nodes [10]. These
are almost the earliest works in modeling phase transition behavior in the In-
ternet, though they contains nothing but extensions of people’s knowledge on
the stability of queueing systems. Actually, the so-called “critical traffic” is just
the input traffic rate at each node, critical to the stability of queues in a packet-
switched network with unlimited buffers.

Therefore the critical traffic represents the capability that a network can
provide for end user communications without loss. In a single-server queueing
system, the critical traffic is equal to the service rate, while it is degraded in
a queueing network. In a packet-switched network, as observed by Fukś [10]
and analyzed by Chen [11], the degree of degradation is determined by the end-
to-end delay that an arbitrary packet is routed among network nodes without
being queued.2

For an overlay network connected by virtual links, we concern the capability
of the physical infrastructure handling communications among end users — the
users of the overlay. Because the meaning of “end-to-end” for users (at the
layer of overlay) differs from that for network nodes (at the layer of physical
infrastructure), the behavior of critical traffic is not only impacted by both
overlay and physical network topologies and by the routing mechanisms, but also
impacted by the relationship between them, i.e. the virtual link configuration.
Therefore, we have built a latticed overlay-physical network model and focused
our study on the influence of virtual link configuration to the model’s critical

2 This proposition stands under the context of the Mean-Field Theory, where we
ignore the spatial fluctuations of the traffic observed at each node in a network;
otherwise, the critical traffic might be various at different positions and then its
global value should be the lower bound of local values. We take the advantage of
Mean-Field Theory to avoid the difficulties of studying the local dynamics and get
an approximated but simple and inspiring result.
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traffic under the context of the Mean-Field Theory. It is shown in both analysis
and simulations that blindly created virtual links are harmful to the network
capability, unless the deployed overlay network is small enough.

3 Model Definition

The proposed model consists of 3 major components: the overlay layer lattice
ℵv, the physical layer lattice ℵp, and the virtual link configuration �, which is
defined with a mapping from overlay links to pairs of end points on the phys-
ical layer. (See Fig. 1) Both overlay and physical layers could be defined with
any dimensionality. Later in this paper, we will take the simplest case of one-
dimensional lattices to do simulations.

Fig. 1. A typical case of the model for overlay-physical network interaction

Packets might be generated by the overlay nodes, and called as “overlay pack-
ets”; or they might be generated within the physical layer, and the traffic caused
by such packets are not of our concern, therefore we call them “background traf-
fic”. Traffics among the physical layer nodes consist of both background traffics
and traffics injected from the overlay.

When an overlay node “forwards” a packet to the next-hop, it must encap-
sulate the packet with the physical-layer information of both the current node
and the next-hop, and move the packet to the physical layer. Until the packet
arrives at its final destination on the overlay, it should have come back to the
overlay and soon re-enter the physical layer for several times.

It should be emphasized that the forwarding processes in overlay are per-
formed in the context of the metrics in its own topology. That is, overlay nodes
choose next-hop for packets independently, without referring the physical layer
topology and state.

For either overlay or physical layer, we respectively use d, V , E, λ and μ to
denote its dimensionality, node set, link set, input traffic on a node and process
rate on a node3, and apply subscript v or p to indicate the layer. The configu-

3 For the convenience of the discussion, we suppose both packet generation and packet
processing are Markovian.

Source Input: λp

Process Rate: μp

Physical Layer Lattice

Source Input: λv

Process Rate: μv

Overlay Lattice

End Point Mapping for Virtual Links
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ration for virtual links then is represented with a mapping from the overlay link
set to the set of node-pairs in the physical layer, i.e.

� : Ev #→ Vv × Vv (1)

4 A Mean-Field Theory

Previous works have shown that the mean value of an observed traffic in a
packet-switched network is equal to the input traffic λ amplified by the end-
to-end forwarding times of packet delivery without queueing, μτ̄f , where the
superscript f means “free”, i.e. the “free delay” as called in literature [10, 11].

σ = λμτ̄f (2)

If the spatial fluctuation of σ could be ignored, and accordingly the mean
value σ could represent all the local values, then the critical rate of input traffic,
λc, is equal to the reciprocal of the free delay, i.e. λc = 1

τ̄f [11]. The superscript
c means “critical”.

For the overlay-physical network system, we’d like to find a quantitative
relation between the traffic observed in the physical layer, σp and the structure
of the system, esp. the end point mapping, �.

4.1 Zero-Background Condition

The analysis is focused on the capability of physical network carrying end user
traffics. Therefore, it is assumed that the background traffic is zero, i.e. λp =
0. This is called zero-background (shortly, ZBK) condition in this paper. The
physical layer observed traffic under ZBK condition is denoted by σZBK

p , while
the critical traffic of overlay inputs is λc−ZBK

v�p . The notation v � p means such
traffic enters the physical layer from the overlay. It may leads the physical layer
queues into an unstable state.

4.2 Critical Traffic Under Zero-Background Condition

Strictly speaking, the end points of virtual links accept injected traffics from
the overlay and meanwhile undertake the tasks of forwarding, so more traffic
should be observed at these points. However, for the convenience of analysis, we
take the ease of mean-field theory and study the value of the spatially average
injected traffic, λv�p.

Firstly, as is shown in Eqn. (3), a piece input traffic leaves its origin in
overlay for a trip in the physical layer. In average, there are |Vp|

|Vv| physical nodes
can provide service for this traffic.

λ
o

v�p = λv
|Vv|
|Vp| (3)
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The superscript o means “original”, indicating traffics originally injected into
the physical layer without re-entering.

After an end-to-end trip in the physical layer, a packet returns to the overlay,
getting the route information for the next-hop, and re-enters the physical layer. A
same overlay packet should inject into physical network several times. Therefore,
the total injected traffic should be Dv times of the original, where Dv is the
average path length between any pair of overlay nodes, measured with hop count.

λv�p = λ
o

v�pDv (4)

Finally, under the ZBK condition, the free delay of physical layer packets is
just the delay of the injected packets. This should be the average process time
1

μp
times the average end-to-end trip of the injected packets, say Dp(ℵv|ℵp).

τ̄f−ZBK
p =

1
μp

Dp(ℵv|ℵp) (5)

Dp(ℵv|ℵp) �

∑
x∈Vv

∑
y∈Nv(x)

∑
z,w∈Vv

Dp(�(−→xy))

⎧⎨⎩ 1
|Pv(z, w)|

∑
P∈Pv(z,w)

χ(−→xy ∈ E(P ))

⎫⎬⎭
∑
x∈Vv

∑
y∈Nv(x)

∑
z,w∈Vv

⎧⎨⎩ 1
|Pv(z, w)|

∑
P∈Pv(z,w)

χ(−→xy ∈ E(P ))

⎫⎬⎭
(6)

The average end-to-end trip of the injected packets is determined by the
mapping �, as shown in Eqn.(6), where Nv : Vv #→ 2Vv determines the neighbor
set of an overlay node, and Nv(x) � {y ∈ Vv : −→xy ∈ Ev}; Pv(z, w) is the set of
shortest path from node z to w over the overlay; χ is the event indicator that
equals to 1 if the event expression is true and to 0 otherwise; E(P ) represents
all the arcs on a path P ; Dp(·, ·) is the distance between a pair of points on
the physical layer, measured with hop count, and therefore Dp(�(−→xy)) is the
physical length of virtual link from x to y.

Note that Eqn.(6) might be seen as the ensemble average of virtual link
lengths, which are weighted by their utilization.

Thus, recalling the Eqn.(2) that has been proved in [11], we have

σZBK
p =

|Vv|
|Vp|Dp(ℵv|ℵp)λvDv (7)

With the help of the Jackson Theorem [12, 13], a law on the critical traffic
under zero-background condition is obtained.

Law 1 (Zero-Background Critical Traffic). In a overlay-physical network
system, under the condition of zero-background, approximately, the critical value
of the input rate at each overlay node with respect to the physical layer capabil-
ity is:
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λc−ZBK
v $ μp|Vp|

Dp(ℵv|ℵp)|Vv|Dv
(8)

Notice that, numerically, the Dv equals to the free delay of a lattice network
with the same topology of the overlay, i.e. Dv = μvτ̄

f , and the Eqn.(8) may be
simplified to

λc−ZBK
v $ μp (|Vp|/|Vv|)

μvDp(ℵv|ℵp)
λc (9)

Eqn.(9) expresses how the overlay-physical network relationship affects their
interaction: on one hand, the carrying capability is improved by the scale of
the physical network; on the other, it is degraded by the average length of the
virtual links.

In both Eqn.(8) and (9), we take the symbol of similar equality instead of
taking average for λc−ZBK

v , because the Mean-Field Theory is employed to σZBK
p

but the global critical traffic is the minimum rather than the average of its
local values. The approximate analytical result conforms to the reality, when
the spatial fluctuations of the observed traffic could be omitted.

5 Simulations

The Law 1 gives a critical point for the overlay user traffic. In this section,
simulations over a group of typical instances of the model defined in Section 3
will provide further understandings on the overlay-physical network interactions.

The instances for simulation are defined in one-dimensional periodical lat-
tices for both overlay and the physical layers. The periodicity ensures that the
geometries are symmetric.

5.1 Instances and Configurations

The simulated instances are different in only the virtual link configuration, i.e.
the end point mapping �. The common components of the instances are:

- The physical network ℵp: dp = 1, and Lp = 100, and mark the nodes as
Vp = {0, 1, · · · , 99}, and the link can be written as

Ep = {(x, y) : y ≡ x± 1 mod Lp; x, y ∈ Vp}

(a) (b) (c) (d)

Fig. 2. Four instances of the node mapping �
′
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For the convenience of digital computation, we take μp = 1, which means
one packet processed by a node within a unit of time.

- The overlay ℵv: dv = 1, and Lv = 20, and mark the nodes as Vv =
{0, 1, · · · , 19}, and the link can be written as

Ev = {(x, y) : y ≡ x± 1 mod Lv; x, y ∈ Vv}
It is also assumed that μv = 1. Therefore, the free delay and the critical
traffic of a network with the same scale of the overlay are respectively

τ̄f = 5; λc = 0.2

And the scale ratio |Vp|/|Vv| = 5.
- There are not two links sharing a common end point, and accordingly, the

link end point mapping � can be derived from a node mapping �′ : Vv #→ Vp.
In the instances, the target set of this mapping �′(Vv) is uniformly selected
among Vp. Because the geometry is periodical, it might be as well to simply
take �′(Vv) = {0, 5, 10, · · · , 95}; the details of the mapping are different
among the instances.

- The running time of simulation: k = 1000 steps.
- Input traffic in the overlay: λv = 0.002 ∼ 0.998 with a step of Δλv = 0.002.
- Background traffic rate: λp = 0 (zero-background).

Four instances with difference in node mapping are taken for simulation.
They are shown in Fig.2, where nodes in the set �′(Vv) is enlarged, and lines
represent virtual links while the physical links are expresses by the adjacency of
nodes along the circle without being drawn out.

In order to compare the impact of different virtual link configuration, the
four instances are set so:

(a) The shortest path between any pair of nodes in the overlay conforms to the
shortest path between the mapped pair in the physical layer, and the packet
is transmitted without any detour accordingly. Its Dp(ℵv|ℵp) = 5.

(b) Each virtual link bypasses many nearer nodes in the physical layer, and the
shortest path for each pair of nodes in the overlay corresponds to a very long
trip with serious detour. Its Dp(ℵv|ℵp) = 45.

(c) Some virtual links are set bypassing nearer nodes intentionally, and some
path experiences serious detour. In this case, Dp(ℵv|ℵp) = 13.

(d) A random setting, where the links are configured blindly. For the sample
case presented here, we have Dp(ℵv|ℵp) = 22.1.

5.2 Queueing Length Behavior

Fig.3 shows the simulation results of queueing behavior for the instances cor-
respondingly. In each subfigure for a instance, there are two curve representing
the total number of queued packets at k = 600, 1000 for either the overlay or the
physical layer. The point where curves for the two moments depart from each
other indicates the critical traffic. The following facts about these subfigures
should be noted:
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Fig. 3. Packets in queues after k = 600, 1000 steps of iteration

1. The zero-background critical traffic is obviously impacted by the link con-
figurations. Its value is a little smaller than what the Mean-Field Theory
approximates. This is related to the fact that the Mean-Field Theory has
omitted the fluctuations.

2. It must be indicated that the queues in the physical layer of the instance
(a) do really increase to infinity when input rate λv > 0.2, though the two
curves of moment k = 600 and k = 1000 are much closer to each other.

3. In Fig.3(a), the critical point for overlay queues is almost the same as that
for physical layer queues, but in other instances, the former one is shifted
right but the latter is shifted left.

4. It is dramatic that the behavior of growth after the critical point is so dif-
ferent between instance (a) and all the others. In instance (a), the overlay
queues significantly grow after the critical point, while the physical layer
queues’ growth seems trivial. In the other instances, however, the overlay
users may not feel the traffic jam in the physical infrastructure.

Fig. 4 shows the simulation result for delay behavior. Unlike in the Fig. 3,
the critical point for physical layer end-to-end delay is also critical for end-to-
end delay of overlay packets. Moreover, it is impressive in case (b)-(d) where
the overlay delay is much decreased at higher traffic rate. This happens because
only a small portion of packets with nearer destinations have completed their
trips at the moment of observation.

The queueing behavior means that, if virtual links are not well configured,
overlay traffic control techniques might be never useful. If the virtual links are
created blindly, then the capacity that physical network carry user communi-
cation is seriously degraded. Packets are congested in the physical layer queues
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Fig. 4. Average delay of packet having arrived after k = 600, 1000 steps of iteration

rather than in the overlay, and therefore overlay facilities might not make right
control.

On the other hand, though the ever-arrived packets’ delay behaves the same
that long delay in physical layer but short in overlay is observed, the overlay
end systems can observe that much more requests timed out when the physical
layer is jammed. Therefore, end-to-end measurement rather than monitoring at
intermediate systems would be much more useful for congestion and performance
control in overlay-physical network systems.

6 Conclusions

This paper discusses the problem that the virtual links impacts the transmis-
sion ability of the physical network for end users. Both analytical and simula-
tion results suggest that improperly or blindly configured virtual links might be
harmful. The risks would be much more serious for an overlay network which is
deployed on a large scale. The degradation of the physical network performance
is significant as overlay packets are routed with detours.

In view of practice, however, virtual links (or tunnels) are the reality and
are useful in many circumstances. According to the analysis presented in this
paper, it is suggested that deploying virtual links for overlay networks does
not impact the network performance seriously only if (1) the overlay network
is far less scaled (with a big ratio of |Vp|/|Vv|) or (2) the service power of the
overlay network nodes is great enough (with a big μp with comparison to Dv);
otherwise, the virtual link configuration for the overlay network is better to be
optimized.
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As inspired by the simulation results, a possible way for the optimization
is making virtual links so that virtual paths will conform to the paths in the
physical layer as much as possible. This can be achieved through providing the
physical layer structure information for various overlays via a common topology
service. On the other hand, from the view of network management, it is im-
portant to uncover all virtual links and identify those that are created poorly.
The authors have embarked on studying this topic over nation-wide dual-stack
overlay networks.
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Abstract. User satisfaction from a given network service or resource
allocation can be viewed as having two aspects, a state and a degree.
The state defines whether the user is happy or unhappy. A user is happy
when its expectations are met. The degree defines the level of happiness
or unhappiness. We present the use of perceived knowledge of the state
and degree of user satisfaction in managing router resources and func-
tions and examine whether such knowledge could help a router improve
local resource allocation decisions. We describe our formulation, Value-
Based Utility (VBU) that incorporates both aspects of user satisfaction.
We establish a framework of VBU use and demonstrate its application
to buffer management. We propose a FIFO scheme that uses VBU and
evaluate its success in meeting user expectations. The main conclusion
we draw from this work is that the VBU framework offers a different
perspective of performance definition and analysis and allows for the ef-
fective distribution of resources especially in times of high demand and
low resource availability. Its adoption into existing traffic management
schemes is further motivated by the improved performance of our pro-
posed scheme over its non-VBU aware counterpart.

1 Introduction

In terms of happiness with a given service, users of a multiservice network can
be in one of two states. They could either be happy or unhappy. When resources
are low and demand for them is great, it is difficult to make every user happy
but it is not impossible. Resources from satisfied users may be transferred to the
dissatisfied users to try to make them less unhappy or even happy. This is possible
because applications impose variable demands. Some applications may have high
expectations of the service they need while others do not. This expectation is an
indicator of how an application perceives a performance target or requirement.
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For an application who has expectations to be satisfied, the network must provide
a service equal to its requirements. Any excess can only make it happier while
failure to meet such requirements results in dissatisfaction. This notion of the
degree (how much more or less) of satisfaction an application derives from a
service has often been overlooked. This is because service concerns focus more
on meeting quantitative demands than on qualitative attributes like satisfaction.
We develop a formulation called Value-Based Utility (VBU) to quantify both the
state and degree of satisfaction. The formulation is simple and its construction is
fairly straightforward. Value-Based Utility uses the QoS requirements to define
a utility function that associates a utility value with the service received by
(or promised to) an application. Given this value, we can then characterise the
application’s state and degree of satisfaction with any given service.

In this paper we adopt a policy based on utility. However, the way we define
and use utility is slightly different from its normal usage. In economics, utility is
mainly used to express user preferences for choices. These preferences have often
been linked to pricing [2] [7] [8]. This means they have assumed that if you prefer
A over B, you are willing to pay more for A than for B. We do not assume this
link between preference and pricing. We use utility to express a preference for
A but this preference is not necessarily linked to the willingness and capability
to pay for A. The preference we deal with is solely based on need. For example,
consider a voice application with a utility function U , and two service bundles
A and B with the following performance characteristics:

– A :<1000 ms delay @ 97% of the time, 20% loss, 32Kbps>
– B :<1000 ms delay @ 90% of the time, 20% loss, 16Kbps>

Economic utility states that the voice application prefers A to B if the application
of U to A yields a higher value than the application of U to B; i.e., U(A) > U(B).
The problem with this proposition is that it does not tell us anything about the
degree of satisfaction of the application. A may be a better service than B but
the application may not be happy at all with a delay of 1000 ms. Similarly, A
may be better than B but B may already be sufficient for the application. This
would allow A to be allocated to some other user who needs it more.

For emerging network applications with strict QoS requirements, the use of
utility functions to simply order and rank services is inadequate. It is incapable
of capturing and modelling expectations of user requirements. In situations like
these, it is more appropriate to use utility to represent user well-being. Informa-
tion such as Value-Based Utility could be useful in managing resources, especially
in resource-challenged environments or utilisation-conscious systems, because it
identifies users who can possibly share some of their resources. In the succeeding
sections, we develop these ideas.

2 Abstract Framework for Levels of Satisfaction

Quality of Service (QoS) requirements are often expressed as either a determin-
istic or a statistical bound [3] [4]. An example of a deterministic requirement
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is when the voice application in Section 1 requires that all packets should not
be delayed by more than 1000 ms. Given the service choices A and B, neither
would have been capable of delivering the desired service. A statistical bound
is generally less restrictive. It is similar to a deterministic bound except that it
has one additional parameter p, where p is the percentage of packets required
to meet the bound. In a deterministic bound, this p is implied to be equal to
one. For our voice example, instead of requiring all packets to meet the target,
suppose we require that p = 0.95. This condition would result in service bundle
A meeting the target while B still fails to meet expectations. Note that in both
deterministic and statistical QoS representations, the service either succeeds in
meeting the requirements or it does not. Unfortunately, questions like “How bad
was the service for the deterministic case?” or “How good was the service for
the statistical case?” cannot be answered.

To answer this, we first define the user expectation range to be some value
between happinessmin and happinessmax. These two points represent the level
of user satisfaction given that the received or promised service is at least equal
to the minimum requirements. A utility function Ui, which we formally define
in Section 3, maps a user’s received service to some value hopefully within the
expected range. Whenever a user’s utility Ui = happinessmax then we say that
the user has received the best possible service. If Ui = happinessmin then the
user’s requirements have been minimally met. The worst that a user can be
within this range is to be in a state of happiness. From a management perspec-
tive, it would be sufficient to operate the system at slightly above happinessmin

levels especially in times of high resource demands. There are no benefits for the
network to expend resources that will not improve a user’s state. This is because
the user’s expectation has already been achieved and the user is already happy.
From the network’s perspective, the users are indifferent to services evaluated
within this happiness range.

In cases where some services fail to meet user expectations, applications will
become unhappy. Similarly, as with satisfaction, there are varying degrees of un-
happiness. We represent unhappiness and its levels as a range called the dissatis-
faction levels. This area lies just below the happinessmin value and is delimited
by the point called unhappinessmax. Notice that happinessmin is a threshold
value because it is where the state of utility changes (from satisfaction to dis-
satisfaction or vice-versa). Service that is evaluated below this value can only
make a user dissatisfied. If a user flow’s utility Ui = unhappinessmax, then the
user is unhappy and is the recipient of the worst possible service. Note that the
expectation range is equivalent to satisfaction levels. This is because a user is
not expecting to be unhappy.

3 General Form of the Utility Function

In this section, we formally define Value-Based Utility and develop a function
to express satisfaction. We also highlight the important characteristics of the
utility function.

-A.
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3.1 Formulation

Let us assume that some percentage p from a flow of packets belonging to ap-
plication i must meet some QoS target bound b in an interval Δt. To find a
utility function U , we first define the user expectation range to be in [0, 1]. This
range gives us the two points happinessmax = 1 and happinessmin = 0. We shall
later see that the definition of unhappinessmax is dependent on these two points
and is a function of p. We next partition all packets N transmitted in a time
interval Δt into two sets; one set S that meets the requirements and another
set Q that does not. We can then associate the following ratios P (S) = G

N and
P (Q) = N−G

N to these sets, where G is equal to the number of packets meeting
the bound. The value P (S) − P (Q) can be considered as the relative bias of
a service either towards meeting targets when positive or to not meeting them
when it is negative. However, this relation does not characterise how well per-
formance has met expectation (p, b). We accomplish this by multiplying a factor
α, which should be a function of p, to P (Q) and then subtracting it from P (S).
Intuitively, we associate some benefit with P (S) while P (Q)∗α is the rate of how
fast the benefit from P (S) diminishes. Given the two points of happinessmax

and happinessmin, we find a suitable expression for α is given by p
1−p . We can

also think of this ratio as the penalty factor for not meeting expectation p. Thus,
P (S)−P (Q)∗α gives us a utility function U for describing both user satisfaction
and dissatisfaction within any specified time interval Δt.

Definition 1. Value-Based Utility is an expression of user well-being. It uses a
utility function to represent both the state and degree of user satisfaction (dis-
satisfaction). The expression1 for the Value-Based Utility function is given by:

Ui,QoS,m,Δt(p, b) =
G

N
− N −G

N
∗ p

q
(1)

where
Ui,QoS,m,Δt is flow i’s utility for the specified QoS at point m during

the time interval Δt,
p is the target percentage of packets that should meet QoS requirement,
b is the target QoS bound,
G is the number of packets meeting flow i’s requirements,
N is the total number of packets seen, and
q is equal to 1− p.

A related work by Cao and Zegura [1] has extended max-min fairness to in-
clude utilities. Their approach is to maximise the minimum utilities of flows. We
differ with their approach in that they do not distinguish between satisfaction
and dissatisfaction. In addition to this, we also recognise that class differences

1 This expression only represents the nondeterministic case. The reader is referred to
[5] for an equivalent equation for the deterministic case.
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affect the values of utilities. A third difference is in the way utilities are formu-
lated. In their formulation, the utilities are functions of QoS while in our case
utilities are functions of target QoS and bound (expectation).

3.2 Analysis

To verify that Equation 1 represents the state of user well-being, we consider the
best, the minimal, and worst possible service. The best possible service occurs
when G = N , which means that all the packets were serviced according to
expectation (p, b). We see that the second term disappears and the equation
simply evaluates to one or happinessmax. The second term also becomes zero
when there is no expectation (p = 0). In this case utility will always be greater
or equal to happinessmin.

When the requirement is exactly achieved, that is G
N = p, utility is equal to

zero or happinessmin. An application will be satisfied if the utility from the ser-
vice is above or equal to this level. A service that performs less than the expecta-
tion will have a utility value less than happinessmin, which is a negative utility
U . The range of unhappiness begins at a point below the happinessmin level
and is bounded by unhappinessmax. We find the expression unhappinessmax

is equal to −p
q (see Figure 1). This occurs when service to all packets fail to

meet objectives (G = 0). Note that unhappinessmax is not assigned a fixed
point because of its dependence on user expectation p. It is also interesting to
see that unhappinessmax = −α. This should not be surprising since α is the
total penalty with the negative sign indicating dissatisfaction. We note that for
the deterministic case, the best service G = N is just equivalent to the required
service p = 1.0.

happiness max

maxunhappiness

happiness min

expectation

dissatisfaction

Utility

= 0

= 1 

= −p/q

Fig. 1. The happinessmax, happinessmin and unhappinessmax are assigned the values
1, 0 and -p/q respectively

C.A.M. Festin and S. Sørensen-A.
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3.3 Key Terms and Definitions

From the analysis of section 3.2 we can infer from utility the success or failure
of the service in meeting requirements. More importantly, from utility we can
deduce the level of user satisfaction (dissatisfaction). This allows us to deter-
mine how far above or below users are from the happiness threshold, a measure
that can be used for management. We now summarise some of the key terms
and definitions we used in the previous sections for future reference. These are
given below

Definition 2. State of Satisfaction. A user can either be in a State of Hap-
piness or in a State of Unhappiness depending on whether utility is negative or
not.

Definition 3. State of Happiness. A user is in a state of happiness or simply
happy if utility is either positive or zero (U ≥ 0). This implies user expectations
were achieved.

Definition 4. State of Unhappiness. A user is in a state of unhappiness or
simply unhappy if utility is less than zero (U < 0). This implies user expecta-
tions were not achieved.

Definition 5. Degree of Satisfaction. The degree of satisfaction describes
the level of user happiness or unhappiness. It is dependent on the magnitude of
utility.

Definition 6. Maximum Happiness. Happinessmax (Hmax) is equal to one
and occurs when G=N for 0 ≤ p < 1. It does not exist for p=1.0.

Definition 7. Minimum Happiness. Happinessmin (Hmin) is equal to zero
and occurs when G/N=p for 0 ≤ p < 1 and G=N for p=1.0.

Definition 8. Maximum Unhappiness. Unhappinessmax (UHmax) is equal
to −p/q when 0 < p ≤ 1. It does not exist for p=0.

Definition 9. User Sensitivity. Given two users A and B with p’s p1 and p2
respectively, we say that user A: a) is more sensitive than B if p1 > p2; b) as
sensitive as B if p1 = p2; and c) is less sensitive than B if p1 < p2. Generally,
it is more difficult to satisfy a sensitive user than a less-sensitive user.

4 A FIFO Scheme Using Value-Based Utility

In this scheme, a flow2 is assigned a utility threshold based on its sensitivity.
Higher expectation flows were assigned larger utility thresholds than lower ex-
pectation flows. When utility congestion occurs, the router attempts to keep

2 This may be extended to classes by considering a group of flows.
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the flow’s level of satisfaction below this threshold value. Utility congestion is
the condition where some flows are satisfied while others are not. This scheme
prevents utility congestion from deteriorating by dropping packets from flows
who have exceeded their threshold. Usually the packets belonging to a flow with
lower expectations are the first to be dropped because they are considered less
sensitive and given lower thresholds. It is expected that with this sacrifice, buffer
space will become available for packets associated with unhappy flows when they
arrive at the router. Normally, when all flows are satisfied, this scheme does not
drop packets. We note that this scheme does not require per flow queuing and
the number of operations is constant. Checking if all the flows are satisfied can
be done in O(1) complexity.

4.1 Performance of VBU Under Different Utility Thresholds

The performance of this scheme is similar to that of FIFO when the utility
thresholds for all the flows are set to one. This is because a utility threshold of one
means that no packet should ever be dropped, unless there is no physical space
available. This section examines how much the performance can be improved
when the thresholds are varied. In this paper, we have 36 sources which can
be classified into three types of flows based on their expectations. These are
1) the High Expectation Flows (HEFS) which can tolerate 1% packet loss; 2)
the Medium Expectation Flows (MEFS) which can lose up to 10% of their
packets; and the Low Expectation Flows (LEFS) which can afford 20% packet
loss. Exponential sources with mean 1 are used to generate packets which are
fixed at 40 bytes. Each traffic source is connected to the router by an infinite
bandwidth link3. A specified host is assigned to be a sink or receiver where
measurements are taken. Traffic flows in one direction, from the source to the
router and then finally to the receiver. The router has 400 bytes worth of buffer
and a service rate of 160,000 Bytes per second Bps.

We now present some results from our experiments on VBU. Figure 2 shows
the results of a select group of thresholds in terms of HEFS loss unhappiness (Fig-
ure 2(a)) and average utilities for the three different flow groups (Figures 2(b),
2(c) and 2(d)). The HEFS loss unhappiness (Figure 2(a)) shows the ratio of
HEFS which are not satisfied. Figures 2(b), 2(c) and 2(d) displays the average
utilities for satisfied and dissatified flows for each category. Observe that there
are no unhappy MEFS and LEFS for all cases.

The group shown in Figure 2 used only two thresholds, one for the high
expectation flows and another for both the medium and low expectation flows.
The HEFS are assigned a threshold of 1.0. The sensitivity of the HEFS is the
reason that we were unable to use threshold values lower than 1.0. The MEFS
and LEFS were either assigned 0.10, 0.20 or 0.40 utility thresholds.

In Figure 2(a), we see that the combination of protecting the HEFS and de-
creasing the thresholds associated with the MEFS and LEFS lowers the number
of unhappy HEFS. In the case of a 0.10 threshold, all the HEFS were satisfied.

3 The resulting delay is essentially zero. A similar assumption was used in [6].

C.A.M. Festin and S. Sørensen-A.
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Fig. 2. VBU HEFS Loss Unhappiness and Average Loss Utility

The same trends can also be seen in Figure 2(b) where the average utilities in-
creased as the thresholds of the MEFS and LEFS were decreased. The MEFS
and LEFS utilities were kept almost constant at their assigned thresholds as
shown in Figures 2(c) and 2(d). The occasional values rising above their assigned
threshold, for example the MEFS with 0.20 threshold at time 560 seconds, can be
attributed to the scheme finding that all flows are satisfied. Under this condition,
the scheme allows flows to go above their threshold levels.

The results in this section have clearly shown that keeping less sensitive flows
at acceptable and satisfactory levels can benefit the more demanding users such
as the HEFS. We have successfully shown that under this policy, the overall
happiness can be increased by selectively dropping packets. This indicates that
VBU is a viable option for managing loss because it directly exploits knowledge
of flow utilities.
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5 Conclusions

The potential of using the state and degree of user satisfaction in effectively man-
aging router resources and services has been largely unrealised. In this paper we
claim that both types of information could be used locally inside the router for
the purposes of buffer management. We have defined a formulation called Value-
Based Utility (VBU) which is capable of expressing both the state and degree of
user satisfaction. We demonstrated this by using the state and degree of satisfac-
tion in managing a FIFO buffer. We assert that not only can the utility function
defined in Section 3 provide a measure of user satisfaction given a resource allo-
cation or service, but that it also can be used as a tool for management. VBU is a
flexible framework that can be adapted into existing management mechanisms.
Its adoption is further motivated by the improved performance of the FIFO
VBU-based mechanism over its non-VBU aware counterpart. The uniqueness
of our framework, however, is that it offers a new perspective on performance
management. By combining both the state and degree of user satisfaction, we
revise the definition of acceptable resource allocations.
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Abstract. This paper introduces Prometeo1 a multi-function, modular
and extensible proxy server created as part of one the author’s thesis work.
We will discuss the needs that this project was meant to address: mainly
the lack of an application with the aforesaid features, combined with native
IPv6 support and ease of administration. Prometeo also provides a C++
framework which simplifies the development of networking applications.
The design of Prometeo’s will be described, starting with an overview of
its components and modules and commenting on the most significant parts
of the implementation. Then we will focus on the main issues considered
during the development of the project, comparing the adopted solutions
with those of other state-of-the-art packages like Squid [1]. Finally we will
discuss new ways of improving Prometeo’s performances and scalability.2

1 Introduction

Proxies are important components of large, heterogeneous networks: they’re of-
ten found on the frontier of private LAN’s or corporate networks to allow their
users to access Internet resources in a controlled manner - for instance, forcing
them to obey to corporate policy. Caching proxies also help to optimize the
available resources, reducing the traffic generated by the users. Another class of
proxies enables interoperability between applications, translating on the fly from
one protocol to another (for example, from NNTP to POP3). Proxies can also
be used for special purposes, for instance to allow visually challenged people to
browse the web [2] or to improve the management of networked games [3].

2 Motivations

There are plenty of proxies for almost every service, thus one may wonder where
the need of another product comes from. Problem is, the vast majority of the

1 Available under the GPL license on sourceforge. See http://prometeo-
proxy.sourceforge.net/

2 This work has been partially supported by the FIRB project named WebMinds of
the Italian Ministry for Education, University and Research and by the 6NET E.U.
project.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 527–534, 2005.
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existing packages were aimed at solving a specific goal such as providing a cer-
tain service (e.g. http) or adding a special or missing feature to an existing
client-server setup (e.g. stripping banners from web pages before feeding them
to the browser, or adding TLS/SSL encryption). This implies that a system ad-
ministrator who need to setup different proxy services is bound to install several
packages, each one of them with its own management rules and its idiosyncrasies.

Prometeo main idea was to provide the administrator with an equivalent of
the inetd daemon for proxies: a single application able to serve different kind of
services through the use of plug-ins. This solutions gives several benefits:

– it simplifies the administration and maintenance of the proxies: services can
be started, stopped, (un)installed or updated independently using the same
tool;

– resource optimizations: many common functions are included in the frame-
work which is shared by every module implementing a single service;

– Prometeo’s framework lets the developer to focus on the logic of the service
she wants to implement, making it quite easy to add new services to the
package.

Moreover, we wanted an application which supported IPv6 networks natively
and that could help to interconnect IPv4 and IPv6 networks allowing IPv4-only
clients to access IPv6 servers or vice-versa.

Table 1 shows a comparison of Prometeo’s main features against those of
other available applications: as you can see, we tried to gather the most impor-
tant features of several packages into a single, integrated package.

Table 1. Prometeo features compared to those of other existing applications
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Open Source/Free Software Y Y Y Y Y Y Y Y Y Y Y
Modular Design Y Y Y
Easy to extend Y n/a
Easy to use Y Y Y Y Y Y
IPv6 support Y Y Y ?
Transparent proxy support Y Y Y Y Y Y
Support for multiple protocols Y Y Y Y
Remote Administration Y Y Y Y
DNS cache Y Y Y Y
FTP proxy RFC-959 compli-

ance
Y n/a n/a Y Y Y n/a Y Y

SSL/TLS wrapper Y n/a n/a Y n/a Y
HTTP proxy HTTP/1.1 support Y Y Y Y n/a n/a Y n/a n/a Y

Cache Y Y Y Y n/a n/a Y n/a n/a Y
Gzip/deflate com-
pression

Y Y Y n/a n/a Y n/a n/a

Connection cache towards
origin servers

Y Y n/a n/a n/a n/a

Filters Y Y Y n/a n/a n/a n/a Y
Host remapping Y Y n/a n/a Y n/a n/a

POP3 proxy POP3 service Y Y Y
SpamAssassin support Y

SSL Tunneling Y Y Y Y
TCP Tunneling Y Y Y
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Two are the products which mostly share Prometeo’s philosophy and goals:

– WinGate, a commercial proxy suite for Microsoft Windows platform devel-
oped by Qbik and marketed by Deerfield.com. It’s main drawback is that
it’s a closed-source application and that seemed an unacceptable constraint
to us.

– DeleGate, an open-source project started in 1984 by Yutaka Sato and grown
thanks to the contribution of many programmers around the world. It too
provides a lot of different proxy services in a single product, although it has a
monolithic design rather than a modular one. Moreover, it’s doesn’t support
IPv6 at all.

Among the others, we can’t help mentioning Squid [1], perhaps the most
well- known and widely used Web caching proxy for POSIX systems. Squid has
become an industry standard used by many corporations or Internet Service
Providers thanks to its robustness and scalability.

3 Design Overview

The core of the system is formed by the Prometeo main executable, which con-
tains the framework shared by the modules: other than the normal housekeeping
functions, it offers a centralised access to the configuration, logging, access con-
trol, storage access and so on.

The core uses a plugin architecture to offer its services: every plugin im-
plements a proxy for a different protocol or implements additional features -
mod cfg, for instance, offers a web-based control panel, providing a comfortable
way of configuring and managing the whole application, other plugins included.

Prometeo provides the asynchronous I/O file and network functions. It adds
an abstraction layer between the application logic and the standard BSD-socket
interface, encapsulating all the required functions in a set of C++ classes. prom-
eteolib supports IPv6 in a fairly transparent way: the programmer won’t have to
worry about the differences between IPv4 and IPv6 unless he requires so. This
library can also be used in other projects without many changes, making life
easier expecially whenever asynchronous operations are required.

prometeoctl is an utility program which allows to administer the system from
command-line or from scripts. For a detailed description of the implementation
please refer to the technical reports provided in the Prometeo web site.

4 Modularity

All the services offered by Prometeo are implemented as modules. As already
mentioned, modules can be independently configured, loaded, unloaded or up-
graded. It’s also possible to provide specialised services using the same plugin
with different configurations on different ports.

In the following sections we’ll give a brief description of the most interesting
aspects of the currently available modules.
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mod http
Most of the time spent developing Prometeo has been dedicated to this
module, since HTTP is indeed the most used protocol [7]. The module im-
plements an HTTP 1.1 [10] caching proxy. It has been designed keeping the
following points in mind:
– asynchronous operations: everything is performed in the same process,

in an effort to minimize latency and to simplify the access to common
resources, such as the cache, since no locking mechanism is required;

– low latency: to guarantee a prompt reply to client requests, the full index
of the cache is kept in memory, while the actual cache objects are loaded
only when needed;

– bandwidth optimization: if the server or the client supports either gzip
or deflate content encoding data is transferred in a compressed format;
moreover, concurrent requests for the same resource are satisfied using
a single server connection, thus avoiding unnecessary transfers;

– standard compliance: mod http tries to comply with all the recommen-
dations found in [10] regarding proxy servers: for instance it correctly
handles persistent connections separately with its clients and the origin
servers, it understand the cache control headers and so on.

Data compression is especially useful when clients are connected to the proxy
using a slow link, such as a dialup connection or GPRS [8].

mod ftp
This module provides an FTP [11] proxy whose strength points are:
– IPv6 support: not only it understands the IPv6 protocol extensions [12],

it allows IPv4 clients to access IPv6 servers as well.
– SSL/TLS support [13]: mod ftp is optionally able to secure communi-

cations with origin servers, even if the client doesn’t support SSL/TLS.
It’s also possible to disallow access to unsecured origin servers.

mod cfg
Unlike the other modules, mod cfg doesn’t implement a proxy. Instead, it
offers a web-based configuration interface which can be used to configure the
whole Prometeo application, including the other modules.
In fact, every module provides an XML fragment describing its configuration
options. mod cfg exploits these information to build an user-friendly interface
on-the-fly.

5 Extensibility

A key aspect of Prometeo’s design is extensibility: adding a new service is a very
simple job. The framework already deals with most of the low-level or tedious
parts which are needed by any proxy, such as logging, authentication or caring
about IPv4/IPv6 differences.
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The programmer should only need to focus on the logic of the proxy she needs.
Looking at the source code will show how the code of the modules is simple. For
instance, mod ftp is just about 1500 lines of code (comments included), against
the 4600 lines of SuSE Proxy Suite.

mod http is just 4500 lines of code, which is not bad considering that WW-
WOffle [15] is made up of 29000 lines of code offering more or less a comparable
range of features of Prometeo (although Prometeo is more scalable). As a side
note, Squid is about 56000 lines of code, but it offers a number of features
(SNMP, ICP...) still not comparable to mod http.

6 Resource Optimization

Caching the connections
mod http is able to cache connections: HTTP/1.1 persistent connections are
always requested when dealing with an origin server. After receiving the
requested resource, the idle connection is kept in a connection cache for a
limited amount of time (15 seconds in the current implementation, as the
default timeout for idle connections in the Apache web server). During this
time span, when a client requests another resource from the same server,
it will be served using an already established connection. As noted in [6],
connection caches can be very useful to reduce latency.

Requests aggregation
When mod http receives a new request for a resource that is already been
transfered from an origin server to a client, it will serve it without estab-
lishing a second connection to the server: it will immediately send the data
available to the client and as soon as new data arrivers, it will be forwarded
to all the registered clients. The implementation in Prometeo is similar to
that of Squid. Adding requests aggregation to an HTTP proxy proved to be
a simple task, yet very useful to save on connections especially when there’s
a peak of requests for a popular resource.

Processes cache
Prometeo uses for many of its modules (such as mod ftp, mod ssl, mod
pop3...) a cache of child processes which can be used to process an incoming
request. The idea has been inspired by the behaviour of the Apache server
[14], although Prometeo’s framework offers a generalized implementation
which helps to create custom process caches very easily. A processes cache
helps to reduce the overhead associated with the creation of a new child and
the setup of an IPC channel with the parent and it’s particularly effective
when the proxy is been stressed. Another interesting aspect of using a process
cache is that if a child process crashes, it’s damages to the rest of the system
will be limited, in the general case. A crashed process will be replaced with
a newly spawned one as soon as it’s needed.
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7 About Scalability

Initial tests have shown that mod http performs as well as Squid in terms of
latency and throughput (requests per second). More accurate benchmarks are
required to give a final judgement. Still, we’ve noted some interesting points:

– logging requests to file inflicts a considerable penalty both in terms of latency
and throughput. Disabling the log, Prometeo has been able to serve more
than twice the number of requests served when logging is active with less
than half of the latency.

– the use of persistent connections and the connection cache seems to have
a great impact on throughput, while it is negligible on latency. The tests
seem to be in line with [6] findings, showing a 4x increase in the number of
requests satisfied per second.

Exploiting multiple CPU’s
Currently, both Prometeo’s mod http and Squid operate using a single pro-
cess. The main advantage of this solution is that it doesn’t require locking
mechanisms to access the cache, thus simplifying the code. On the other
hand, a single process can’t receive any benefit being run on a SMP machine.
Apart from mod http, the other modules of Prometeo are implemented using
a process per client. This way, each concurrent process can be scheduled on
a different processor.

Hierarchical caching
One of the biggest scalability advantages of Squid over Prometeo is the
support for hierarchical caches: if your proxy does not have an object on
disk, its default action is to connect to the origin web server and retrieve
the page. In a hierarchy, your proxy can communicate with other proxies
(in the hope that one of these servers will have the relevant page). In large
networks, a single proxy server may not be enough to satisfy all the requests.
Adding more servers helps to keep the individual load under control, while
increasing the overall number of clients that can be served at once. Squid
efficiently implements different inter-cache communication protocols, thus
being able to maintain latency at a low level even with big cache hierarchies.
Recently new approaches to the scalability problem of web proxies have been
proposed [9]. It would be worth to test how well these proposals behave in
a real environment.

8 Use Cases

In this section we’ll see a couple of example showing how Prometeo is currently
being used reporting the experiences of its users.

Interconnecting IPv4 and IPv6 networks
At the CS Department of University of Bologna, Prometeo has been used for
more than 5 months as default proxy for the IPv6 research project, proving
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to be robust and reliable. The proxy is connected to the Internet and to the
6bone network. Its main goal is to make accessible any server, be it on the
IPv4 or IPv6 network, to any client. Also, if there were the need of setting
up some web servers on native IPv6 hosts, Prometeo could be used to make
them accessible from the Internet acting as a front-end server and mapping
the requests to the correct machine.

Making use of special features
A feature that has encountered a good success among the users is the support
for Spam Assassin which has been integrated into mod pop3. The module
implements a simple POP3 proxy which optionally can filter emails through
Spam Assassin’s spamd daemon: this feature is mostly useful to those users
which cannot change the mail server setup because it’s not under their con-
trol and thus cannot filter spam as it arrives. Also, the support for transpar-
ent proxy3 makes mod pop3 use very comfortable, since it doesn’t require
changes in the clients’ configuration. An ISP is currently evaluating the use
of this module to offer a spam filtering service to some of its customers
without having to modify the rest of its mail servers setup.

9 Improvement Ideas

We reckon that some aspects of Prometeo are not optimal, mostly due to the
strict time constraint which have condition the development process.

We propose some ideas which would improve Prometeo’s performances on
large networks or add interesting features.

Replacement policies
As described in [5], LRU is not the optimal replacement policy for a caching
web proxy. It should be fairly easy to implement the proposed LRV policy
in mod http.

RAM-based cache
Nowadays servers can be fitted with huge amounts of memory for a relatively
small price. For instance, a dedicated proxy machine with 4 GB of memory
would gain a lot in terms of performances if it could avoid using the disks. At
the same time, 4 GB should be more than enough to host a web caching proxy
for a large network or several kind of proxy for a smaller one. Prometeo can
be easily modified to use memory for all its storage needs: it’s only necessary
to rewrite the Storage and StoreObj classes. The only drawback with placing
the cache in memory is that a machine reboot would reset the cache. We
believe that the benefits are worth the risk though, also considering that
reboots should be rare and mostly due to hardware problems, given that
Prometeo has reached a satisfying level of stability.

3 At the moment of writing, transparent proxy and IPv6 support are mutually exclu-
sive on GNU/Linux.
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Differentiated/dynamic filters
mod http could enable different filters according to the type of the client
which submits the requests. For instance, if the client is using a narrow
link, as in the GPRS case, it could scale down or resample images to save
bandwidth. This could be implemented using proxy-authentication and a
database of users’ preferences.

Load balancing module
An interesting module that could be added to Prometeo is a software load
balancer. It could be useful to use Prometeo as a front-end to a group of
servers which need to sustain very high loads.
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Abstract. Caching has been recognized as one of the most important
techniques to reduce Internet bandwidth consumption caused by the
tremendous growth of the WWW. Class-based LRU (C-LRU) delivers
better results for the hit rate than most of the existing strategies, shar-
ing the best and second place with GDS-Hit which provides better results
for small cache sizes, since in this case cache places may still be unused.
We study an extension of the C-LRU caching algorithm, namely Pass-
Down-C-LRU (PD-C-LRU), to exploit these unused cache places for
small cache sizes. We have found that the filling degrees of the classes
affect the performance results for both hit rate as for the byte hit rate.

Keywords: Caching, Class-based LRU, World Wide Web, Proxy Server.

1 Introduction

Today, the largest share of traffic in the Internet originates from WWW requests.
The increasing use of WWW-based services has not only led to high frequented
web servers but also to heavily-used components of the Internet. Fortunately,
it is well known that there are popular and frequently requested sites, so that
object caching can be employed to reduce Internet network traffic [6] and to
decrease the perceived end-to-end delays. When a request is satisfied by a cache,
the content no longer has to travel across the Internet from the origin web
server, saving bandwidth for the cache owner as well as the originating server.
Web caching is similar to memory system caching, in that a cache stores web
pages in anticipation of future requests. However, significant differences between
memory system and web caching result from the non-uniformity of web object
sizes, retrieval costs, and cacheability. In case the considered objects have the
same size it is simple to find the optimal caching algorithm if knowledge of the
future is available. The Belady’s method can be used to choose the optimal
algorithm [4]. Unfortunately, in web caching the object sizes vary, so that the
problem to determine the optimal caching strategy becomes NP-hard [7].

Over the last few years, many well-known caching strategies have been eval-
uated [1, 5, 11, 14]. Aim of these strategies has been to improve the cache hit
rate (defined as the percentage of requests that could be served from the cache),
the cache byte hit rate (defined as the percentage of bytes that could be served
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from the cache), or, even better, both. At the center of all the approaches is
the question which object has to be replaced when a new object has to be
stored (and the cached is already completely filled). There are three properties
of WWW requests (i.e. references), namely frequency of reference, recency of
reference and the referenced object size, that are typically exploited in diverse
ways to determine the document popularity. These algorithms have been devel-
oped for specific contexts (e.g., for memory, web, disk or database caching) and
it has been shown that an algorithm that is optimal for one context may fail to
provide good results in another context [1, 5]. This is due to the fact that the
caching algorithms rate some object characteristics more important than others.

The caching strategy class-based LRU (C-LRU) is a refinement of standard
LRU. Its justification lies in the fact that object-size distributions in the WWW
are heavy-tailed, that is, although small objects are more popular and are re-
quested more frequently, large objects occur more often than it has been expected
in the past, and therefore have a great impact on the perceived performance.
The C-LRU caching algorithm works size-based as well as frequency based. In
most caching methods, the object sizes are completely ignored, or either small
or large objects are favored. However, since caching large objects increases the
byte hit rate and decreases the hit rate (and vice versa for small objects), both
a high byte hit rate and a high hit rate can only be attained by creating a
proper balance between large and small objects in the cache. With C-LRU, this
is achieved by proportioning the cache into portions reserved for objects of a
specific size, as follows: The available memory for the cache is divided into I
partitions where each partition i (for i = 1, . . . , I) takes a specific fraction pi

of the cache (0 < pi < 1,
∑

i pi = 1). The partition i caches objects belong-
ing to class i, where class i is defined to encompass all objects of size s with
ri−1 ≤ s < ri (0 = r0 < r1 < . . . < rI−1 < rI = ∞). Each partition in itself
is managed with the LRU strategy. Thus, when an object has to be cached, its
class has to be determined before it is passed to the corresponding partition. For
this strategy to work, we need an approach to determine the values p1, . . . , pI

and r1, . . . , rI . This will be addressed in the next section.
This paper is organized as follows. In Section 2, we will first present the ratio-

nale behind class-based LRU caching algorithm, present the found results, and
discuss the issue of potentially unused caches by small cache sizes. In Section 3,
we introduce and validate an extension of the C-LRU, namely the PD-C-LRU,
to avoid unused cache places. Finally, the paper is concluded in Section 4.

2 C-LRU: Characteristics and Application

As has been shown in [8], the object-size distribution of objects requested at
proxy servers, can very well be described as a hyper-exponential distribution;
the parameters of such a hyper-exponential distribution can be estimated easily
with the EM-algorithm. This implies that the object-sizes density f(x) takes the
form of a probabilistic mixture of exponential terms: f(x) =

∑I
i=1 ciλie

−λix,

with
∑I

i=1 ci = 1, and 0 ≤ ci ≤ 1, for i = 1, . . . , I. This can now be interpreted
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as follows: the weights ci indicate the frequency of occurrence for objects of class
i and the average size of objects in class i is given by 1/λi. For the fraction pi, we
propose two possible values: (a) to optimize the hit rate, we take the partition
size pi proportional to the probability that a request refers to an object from
class i, that is: pi = ci; or (b) to optimize the byte hit rate, we take into account
the expected amount of bytes “encompassed by” class i in relation to the overall
expected amount of bytes. Since the average object size in class i is 1/λi, we set:
pi = ci/λi∑I

j=1 cj/λj
. The range boundaries ri are computed using Bayesian decision

(see [9]): ri = ln(ciλi)−ln(ci+1λi+1)
λi−λi+1

for i = 1, . . . , I − 1.

Since the C-LRU approach exploits characteristics of the requested objects,
it is important to have an accurate characterization of the requested objects.
Hence, next to the question how one should characterize the objects, we have
to determine how often one has to adapt the characterization. There are three
possibilities [9]: Once-only determination, periodical application and (c) appli-
cation on-demand. In our analysis here, we will focus on the the first method,
namely the once-only determination. A full investigation of the above adapta-
tion strategies and their performance implications goes beyond the scope of the
current work.

Application and evaluation: To evaluate and compare the performance of C-
LRU, trace-driven simulations have been performed. The RWTH trace has been
collected in early 2000 and consists of the logged requests to the proxy-server of
the Technical University of Aachen, Germany. First, we will start with a detailed
analysis of the trace, before we continue with a detailed comparison study. We
finish with a discussion of the complexity of the caching algorithm.

Statistics of the trace: In our analysis, we only considered static (cacheable)
objects, requests to dynamic objects were removed as far as identified. Table 1
presents some important statistics for the RWTH trace. The heavy-tailedness of
the object-size distribution is clearly visible: high squared coefficients of variation
and very small medians (compared to the means). The maximum reachable hit

Table 1. Statistics for the RWTH trace

total #requests 32,341,063
total #bytes 353.27 GB
#cacheable request 26,329,276
#cacheable bytes 277.25 GB
fraction #cacheable requests 81.4 %
total #cacheable bytes 78.5 %
average object size 10,529 Bytes
squared coeff. of variation 373.54
median 3,761 Bytes
smallest object 118 Bytes
largest object 228.9 MB
unique objects 8,398,821
total size of unique objects 157.31 GB
HR∞ 30.46 %
BHR∞ 16.01 %
original size of trace file 2 GB
size after preprocessing 340 MB
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Fig. 1. Complementary log-log plot of document size distribution

rate (denoted as HR∞) and the maximum reachable byte hit rate (BHR∞) have
been computed using a trace-based simulation with infinite cache.

Distribution of the object sizes: Figure 1 shows the complementary log-
log plot of the object-size distribution. As can be seen, this distribution decays
more slowly than an exponential distribution, thus showing heavy-tailedness.
This becomes even more clear from the histogram of object sizes in Figure 2.
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Fig. 2. Number of objects as function of objects size: (left) linear scale for objects
smaller than 10 KB; (right) log-log scale for objects larger than 10 KB
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(right) frequency of reference as a function of object rank (Zipf’s law)

The heavy-tailedness is also present when looking at the request frequency as
a function of the object size (Figure 3). It shows that small objects are not
only more numerous but also that they are requested more often than large
objects (this inverse correlation between file size and file popularity has also been
stated in [13]). Thus, caching strategies which favor small objects are supposed
to perform better. However, the figure also shows that large objects cannot be
neglected.

Recency of reference (temporal locality): Another way to determine the
popularity of objects is the temporal locality of their references [2]. However,
recent tests have pointed out that this property decreases [3], possibly due to
client caching. We performed the common LRU stack-depth [2] method to ana-
lyze the temporal locality of references. The results are given in Figure 4. The
positions of the requested objects within the LRU stack are combined in 5000
blocks. The figure shows that about 20% of all requests have a strong temporal
locality, thus suggesting the use of a recency-based caching strategy.

Frequency of reference: Object which have been often requested in the past,
are probably popular for the future too. This is explained by Zipf’s law: if one
ranks the popularity of words in a given text (denoted ρ) by their frequency of
use (denoted P ), then it holds P ∼ 1/ρ. Studies have shown that Zipf’s law also
holds for WWW objects. Figure 4 shows a log-log plot of all 8.3 million requested
objects of the trace. As can be seen the slope of the log-log plot is nearly −1,
as predicted by Zipf’s law, suggesting the use of frequency-based strategies. It
should be mentioned that there are many objects which have been requested only
once, namely 67.5% of all objects. Frequency-based strategies have the advantage
that “one timers” are poorly valued, so that frequently requested objects stay
longer in the cache and cache pollution can be avoided.

We performed the trace-driven simulations using our own simulator, written
in C++. To obtain reasonable results for the hit rate and the byte hit rate,
the simulator has to run for a certain amount of time without hits or misses
being counted. The so-called warm-up phase was set to 8% of all requests, which
corresponds to two million requests and a time period of approximately four
days. In the simulator, well-known caching algorithms have been implemented;
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Fig. 5. Hit rate and byte hit rate comparison of the caching strategies

the description of these used caching algorithms can be found in [9, 10, 12]. The
cache size is a decisive factor for the performance of the cache, hence, we want
to choose the caching strategy that provides the best result for a given cache
size. To compare the caching strategies, we have performed the evaluation with
different cache sizes. In Figure 5, we show the simulation results of the RWTH
trace for the different caching strategies with respect to the hit rate, respectively,
the byte hit rate. With respect to the hit rate, the simulations show that GDS-
Hit provides the best performance for smaller cache sizes. However, for larger
cache sizes, it is outperformed by C-LRU(a). In practical use, the problem of
small cache sizes does not pose a problem since typical caches nowadays are
larger than 1 GBytes and, indeed, C-LRU performs well for those cache sizes.
For the byte hit rate, one observes that the performance of all strategies is nearly
equal, except for LFF which yields the worst results.

3 Pass-Down C-LRU

As already stated above, C-LRU does not yield the best performance results
for small cache sizes (compared to GDS-Hit). The reason for this is the fact
that the reserved cache for large documents was not large enough to encompass
the assigned files, when we are dealing with small caches (64 MB, 256 MB). For
example, at an overall cache size of 64 MB the reserved cache for the fourth class
is 0.2% · 64 MB= 1.28 MB. Since the fourth class is used to store documents
larger than 377 KBytes, many of these documents will not fit at all. This implies
that the fourth class might be empty most of the time. An example for a similar
situation is given in Figure 6. A new document should be stored in the cache,
in the first class. Unfortunately, the first class is completely filled, so that one
document has to be removed from it, although there is enough place in the last
two classes, class 3 and 4.

The idea of the PD-C-LRU caching strategy can be explained as follows
(Figure 7): each partition is divided in a “valid” (dark dashed) and “invalid“
region (whitely dashed). The “valid” part has been used by C-LRU, and caches
the documents with appropriate sizes and the “invalid” domain of a class might
include documents from all other (higher) classes. Instead of removing the least-
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recently used document from a class, we try to place it in the “invalid” domain of
the next class (pass-down); if the cache is completely filled and a new document
has to be cached, first, documents from the invalid regions have to be removed,
beginning with the last class, bottom-up.
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Fig. 9. Filling degree of the classes by the use of C-LRU(a) and a 1GB cache size

We have analyzed PD-C-LRU for the RWTH trace. The obtained results
are shown in Figure 8 for the hit rate and the byte hit rate. As we can see,
the difference between the two caching algorithms C-LRU and PD-C-LRU is
negligible, for both the hit rate and the byte hit rate. The cause of this is the
“filling degree” of each class, as can be observed in Figure 9, where the filling
degree of class i is defined as the percentage of that class that is yet occupied by
documents of suitable sizes. Figure 9 shows the results obtained by the use of the
C-LRU(a) and a 1GB cache size. As we can see, after the classes 1 and 2 have
been total filled (degree ∼ 100%), they will retain this state unchanged. Classes
3 and 4 change their filling degrees so fast that it seems to be unprofitable to use
their invalid class region; quickly after documents from other classes have been
placed in the invalid domains of the classes, these objects (smaller documents)
have to removed already. Similar results have been found for C-LRU(b) and
a 4GB cache size; here the filling degrees were higher and roughly 100% for
all classes.

4 Conclusions

For the performance of C-LRU, we can make two statements: considering the
byte hit rate, its performance is comparable to existing strategies, but when
looking at the hit rate, C-LRU is clearly better than most other strategies,
sharing the first place with GDS-Hit, depending on cache size. We have also
studied an extension of the C-LRU caching algorithm, PD-C-LRU to exploit
unused cache places. Experimental work, however, showed that PD-C-LRU does
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not yield better results than C-LRU. The raison for that is the fast changing
of the filling degrees for each class. The benefit that can be attained by PD-C-
LRU is at once away, since objects cached ininvalid regions have to be removed
from there (in particularly for large caches). This show that the use of frequency
based replacement strategies is mandatory in class based caching algorithms. We
are investigating the possibility to extend the ’classical’ C-LRU to consider the
frequency of the requested documents.
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Abstract. These days, the majority of large systems serving large numbers of 
users prefer N-tier architecture because of its scalability and flexibility. To 
maintain the quality of service in these systems, we need to understand how 
much delay is generated in each tier. However, the structure and the behavior of 
this architecture is so complicated that it is difficult to analyze these delays 
without installing special software or hardware – improvements that might 
change the server’s behavior or result in significant additional costs. To solve 
these problems, we developed a practical method for estimating the delays 
generated in each tier of N-tier architecture that uses only easily obtainable 
parameters. In this paper, we first discuss what these easily obtainable 
parameters are. We then construct a performance model of the N-tier 
architecture using these parameters and analyze the delays in the model. 
Finally, we describe the experiments we conducted to evaluate our approach. 

1   Introduction 

Because Internet use continues to grow rapidly, systems providing services to huge 
numbers of users must be able to handle the ever-increasing and varied user requests. 
To cope with such requests in the shortest amount of time, most large-scale systems, 
such as major Internet data centers or the internal networks of large companies, use 
N-tier architecture.  

One of the most common examples of N-tier architecture is the 3-tier architecture 
described in Fig. 1. It consists of a Web server tier that serves as a front-end to users, 
an application server tier that processes dynamic requests from users, and a database 
server tier that stores data to be accessed by users.  

In N-tier architecture, the servers that share the same role make up a tier and user 
requests are distributed to them in order to achieve scalability. Tiers that have 
individual roles are connected and cooperate with each other to handle complicated 
user requests. Although N-tier architecture is scalable and flexible, it is difficult to 
readily analyze its performance or behavior because such systems are spread across 
multiple servers. 

For example, the response time for user requests and delays generated in each tier 
are very important factors for determining service quality. The two most common 
methods for analyzing the delays generated in each tier are (1) installing special 
agents in the servers, and (2) inserting packet capture  machinery  in  the  networks  to 
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monitor the packet flow. However, there are many cases where we are unable to apply 
these methods due to the high cost of packet capture machinery or when special 
agents cause a change in the behavior of the server. For these reasons, many network 
managers are extremely reluctant to apply them in their servers or networks. 

To solve this problem, we propose a practical delay estimation method that uses 
very handy and easily obtainable parameters. This method enables us to estimate the 
average delay generated in each tier of N-tier architecture without installing any 
special software or hardware in the target node or network. 

The rest of paper is organized as follows. In Section 2, we will identify the easily 
obtainable parameters and select the parameters most appropriate for our approach. In 
Section 3, we construct a model that can be used to represent the performance of N-
tier architecture using the parameters selected in the previous section, and then 
determine how to estimate delays by analyzing the performance model. In Section 4, 
we conduct an experiment to evaluate the accuracy of our approach, before 
concluding in Section 5. 

2   What Easily Obtainable Parameters? 

There are many possible parameters that can be used to determine a server’s behavior. 
However, the parameters that are most suitable for use in analysis depend on the 
methods available for collecting information from the system. Since our goal is the 
development of a practical approach, we need to carefully select the parameters to be 
used for analysis and the methods for collecting them. Here, we will show and discuss 
the practicability of four common methods of collecting data representing the servers’ 
behavior. 

(1) Modify the application on the servers or install special monitoring agents 
One of the most powerful methods of obtaining information from servers we wish to 
monitor, because it enables us to collect any data we want, is to directly modify the 
application installed on the servers or install a special monitoring agent. For 
example, when IBM WebSphere [1] is installed on servers, it places identification 
tags on data as it is transmitted and calculates delays directly from the behavior of 
the tagged data. 
 

Web server tier
Application
server tier

Database
server tier

Network

Web server tier
Application
server tier

Database
server tier

Network

Fig. 1. 3-tier architecture 
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(2) Capture packets traveling the network 
Another approach for analyzing the response time is packet capturing, which records 
all packets transmitted by each server. Like ENMA [2], if you can capture all packets 
transmitted by a server, you can estimate any delays occurring in the server without 
changing the behavior of the system. 

(3) Use very common tools 
For example, a server like UNIX has many common and useful tools for monitoring 
the server’s resource utilization such as sar, mpstat, and iostat. We can collect 
basic information, such as CPU or I/O utilization rates using these tools. You can use 
them even if you are not an administrator. Therefore, these tools are very handy. 

(4) Analyze application log files 
Many applications such as the Apache web server [3] record information, such as 
access records, in their log files. We might be able to better comprehend server 
behavior by analyzing these files. 

From the viewpoint of delay measurement accuracy in N-tier architecture, methods 
(1) and (2) seem to have the strongest advantage since they can measure delays 
directly. However, from the viewpoint of practicability, there are many cases where 
we cannot install special software or hardware in the networks we monitor because it 
might change the system behavior and the owners or the managers of the networks are 
unwilling to do so. In addition, method (2) requires a packet capture machine. 
Because this machine needs high-performance processors to process vast numbers of 
packets in short time periods, as well as enormous storage media to hold the captured 
data, it is sure to be very expensive. Accordingly, we conclude that direct 
measurement methods, such as methods (1) and (2) are not always practical. On the 
other hand, unlike methods (1) and (2), we can collect data using methods (3) and (4), 
without installing special agents or nodes in the network, – but we cannot measure the 
delays directly from the parameters collected by these methods. However, if we were 
able to estimate the N-tier architecture delays from these parameters, it would be a 
handy and practical analysis method. 

Based on this reasoning, we decided to develop a method of estimating the delays 
generated in each tier in N-tier architecture from easily available information, such as 
(1) and (2), without installing special agents that might change the behavior of the 
servers or result in excessive add-on costs. 

3   N-tier Architecture Performance Model 

3.1   Performance Model Construction 

To analyze the performance of a system, we need to construct a model that can 
represent its characteristics. Since previous research efforts, [4] and [5], showed that a 
server system could usually be modeled using a queuing system, we decided to use a 
queuing model as well. 
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Based on the discussion in the previous section, we constructed the model shown 
in Fig. 2 to analyze the response time in N-tier architecture, using parameters that can 
be collected with basic tools and by analyzing the log files. We constructed this 
model, based on the following assumptions: 

• The system consists of tiers with different roles. 
(e.g. Web server tier, application server tier, and database server tier) 

• Each tier has one or more servers that have the same role, and user requests are 
distributed to them equally. 

• Each server has one or more CPUs. 
• There are some requests at certain rates that leave the system and respond to the 

users after processing by the server in the n-th tier. For example, requests for 
static files stored on the web server are processed only by the server in the web 
server tier and leave the system without being processed by the servers in the 
other tiers. 

• The user requests follow a Poisson distribution that allows us to model the 
behavior of all servers as M/M/s queuing systems. 

• We can collect the CPU utilization data easily using common tools such as sar 
or mpstat. 

• We can collect the request frequency-per-second data from log files generated 
by servers, such as Web servers. 

Next, the model parameters are explained below: 

(1) Static parameters representing an element in the system 
N       :  The number of tiers in the entire system 

nM     :  The number of servers in the n-th tier 

 

Fig. 2. N-tier architecture model 
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),( mnS  :  The index representing the m-th server in the n-th tier )1,1( nMmNn ≤≤≤≤  

),( mnC  : The number of CPUs the ),( mnS has. 

 
(2) Variable parameters that change depending on user requests 

allλ  : Request rate from users (req/sec) 

nα    :  The fraction of requests that reach the n-th tier 

,...( 121 +>>>> NN αααα  and )0,1 11 == +Nαα  

),( mnρ  :  Average CPU utilization rate of the ),( mnS (%) 

3.2   Model-Based Delay Analysis 

By analyzing this model, we can derive the N-tier architecture delays. First, we derive 
the delay in a server. Next, we analyze the delay in a tier. Finally, we derive the 
response time for the entire system.  

(1) Server delay analysis 

Here, we assume that the server S in Fig. 3 has C  CPUs and suppose the request rate 
to the server is λ , and the average utilization rate of the CPUs is ρ . From the 
analysis results of the M/M/s queuing model [6], we can derive the average server 
delay ),,( ρλCT  for user requests as follows: 
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Equation (2) represents the average CPU time consumed by one request. We suppose 
this parameter is constant, settled by the clock-speed performance of the server’s 
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Fig. 3. Single-server model 
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CPUs. On the other hand, equation (3) represents the degree of increase of the delay, 
which changes depending on the CPU load.  

From equations (1), (2), and (3), we can easily derive equation (4). 

 
(2) Tier delay analysis 

We can describe the delay of the m-th server in the n-th tier ),( mnS  by 

),,( ),(),(),( mnmnmnCT ρλ . Based on our assumptions that the rate of requests reaching the 

n-th tier is allnλα  (req/sec) and, the fact that they are distributed to each server in the 

tier equally, we can say 
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For simplicity, we define parameter nD , representing the delay as  

=
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(3) Entire system response time analysis 
We can describe the number of requests nR  that leave the system and respond to the 

users after being processed by the servers in the n-th tier as  

allnnnR λαα )( 1+−=   )0,1( 11 == +Nαα . (8) 

We can also describe the average response time nL  of these requests as  
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From these equations, we can calculate the average response time X̂  by averaging the 
response times of all requests entering the system. 
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Therefore, from these results, nD  represents the fraction of the average delays 
generated by the n-th tier. Then, summing them up results in the average response 
time of the entire system. 

One of the noteworthy points of these results is that we can estimate the average 
response time of all user requests and the magnitude of the effects caused by delays 
generated in each tier, even if we don’t know the values of nα s, which represent the 
fraction of the requests that reach the n-th tier. 

4   Experiment 

4.1   Setup 

We evaluated our approach in the experimental network shown in Fig. 4. This is a 
test-bed system for a personnel service system that can process procedures, such as 
leave applications or pay statement inquiries. This system is comprised of a web 
server tier that consistsing of two Web servers using one CPU each, an application 
server tier with one application server having four CPUs, and a database server tier 
with one database server having four CPUs. This system is connected to the client 
using a load balancer in front of the web server tier. We installed Apache in the Web 

Fig. 4. Experimental network 
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servers, Fujitsu Interstage [7] in the application server, and Fujitsu Symfoware [8] in 
the database server. 

In this system, when users send requests by HyperText Transfer Protocol (HTTP), 
the Web servers receive them and send messages by Internet Inter-ORB Protocol 
(IIOP) to the application server to facilitate cooperation with the server. The 
application server then accesses the database server using the RDB2 protocol, which 
is the original protocol for Fujitsu’s database system. 

4.2   Experiment 

We repeatedly sent requests for leave applications from clients using the LoadRunner 
load generator [9] to the system for 3 minutes. At the same time, we recorded the CPU 
utilization rate of each server using sar command every 10 seconds. In addition, for 
reference, we captured all packets transmitted by these PCs using an installed 
tcpdump [10] to measure the actual delays generated in each server. After the 
experiment, we checked the log files of the Apache web servers and calculated the 
average request rate. From these data and CPU utilization rates, we estimated the 
delays generated in each tier and compared them with the actual delays calculated from 
the data collected by packet capture. We performed the same experiment, changing the 
concurrency of the pseudo clients generated by LoadRunner to 8, 13, 16, and 32.  

4.3   Results 

Table 1 shows the average CPU utilization rate measured using sar command and 
request rate derived from the Apache web server log files in each experiment. To 
estimate the delay ),,( ),(),( inallinCT ρλ generated by each PC from this data, we first 

need to calculate ),( ),( inallF ρλ  and ),( ),(),( ininCG ρ . Here, we suppose that ),( ),( inallF ρλ  

is a static value determined by the clock speed of the PC’s CPUs. Therefore, to avoid 
the fluctuations of ),( ),( inallF ρλ  caused by the measured data fluctuations, we derive 

),( ),( inallF ρλ  using the least mean square approximation to equation (2). As a result, 

the ),( ),( inallF ρλ s values of Web server 1, Web server 2, the application server, and 

the database server were 0.0417, 0.0337, 0.0174, and 0.0149, respectively. By 
multiplying these values by ),( ),(),( ininCG ρ , we calculated the estimated delay in each 

server ),,( ),(),( inallinCT ρλ . Finally, by summing them up we estimated the delays nD  

generated in each tier. 
Table 2 shows a comparison between the delays estimated by our approach and 

the actual delays directly calculated from the packet capture data collected by 
tcpdump. From the results, we determined that our approach could estimate the 
delay in each tier correctly, because the differences between the estimated delays and 
the actual delays are quite small. However, the difference between the estimated 
delays and the actual delays for the 32 clients, a heavily loaded example, is relatively 
larger than the differences between these delays in other cases. We need to investigate 
the cause of this phenomenon and what it means in our future work. 
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5   Conclusions 

We developed a practical delay estimation method for estimating N-tier architecture 
that can estimate the delays generated in each tier. To develop this method, we chose 
suitable parameters and constructed an N-tier architecture performance model based 
on those parameters. After analyzing the model, we confirmed the validity of our 
approach through experiments.  

In future research, we are first going to investigate the cause of the estimation 
errors and develop a method to eliminate them. Then, we plan to evaluate our method 
in more realistic situations. The experiment described in this paper was performed 
using a very simple test-bed network. Our future plans require a more realistic test 
bed on which to perform our experiment. Additionally, we are planning to evaluate 
our approach in the actual N-tier architecture system of a company network used by 
many users. 

Finally, we believe we can use our performance model for delay estimations and 
for other performance provisioning areas. For example, by using our model, we think 
we can estimate the answer to a number of questions, such as how much will the delays 
decrease if we increase the number of Web servers, or how much will delays increase 
if the user request rate doubles, or how many servers will we need if we want to 
maintain the service level stipulated by the customer contract. Accordingly, we plan to 
develop a system performance provisioning method using our performance model. 
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Abstract. Today’s Internet is a loose federation of independent network 
providers, each acting in their own self interest. With the ISPs forming with peer 
relationship under this economic reality, [1] proves that the total cost of “hot 
potato” routing is much worse than the optimal cost and then gives a price 
mechanism—one ISP charges the other a price per unit flow, to prevent this 
phenomenon. However, with its mechanism the global welfare loss may be 
arbitrarily high. In this paper we propose a new price mechanism—one ISP 
charges the other a given fee for different flow scale. With our mechanism, we 
show that if both ISPs agree on splitting the flow according to the max global 
welfare the charging ISP will get more profit and the charged ISP will achieve the 
least cost. And our new mechanism can almost eliminate the welfare loss. 
Finally, some instances are given and the results show that our mechanism is 
much more effective than that in [1]. 

 1   Introduction 

Traditional analyses of routing in data networks have assumed that the network is 
owned by a single operator. Typically, the network operator attempts to achieve some 
overall performance objective—e.g., low average delay or low packet loss rates. 
Today, it is a network owned by a loosely connected federation of independent network 
providers. Fundamentally, the objectives of each provider are not necessarily aligned 
with any global performance objective; rather, each network provider will typically be 
interested in maximizing their own monetary profits. 

To understand the economic incentives driving the actions of network providers, we 
must first understand the structure of the interconnections they form with each other. 
Most relationships between two providers may be classified into one of two types: 
transit, and peer. Transit is the business relationship whereby one ISP provides (usually 
sells) access to all destinations in its routing table. Peer is the business relationship 
whereby ISPs reciprocally provide access to each others’ customers [2]. 

Nowadays, Researchers are keen on peer relationship because it is one of the most 
important and effective ways for ISPs to improve the efficiency of their operation [2]. 
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More and more researches have been taken into action [3, 4, 5], but for the first time, [1] 
quantifies the shortfall in efficiency of the “hot potato” routing deploying in peer 
relationship. To prevent this shortfall [1] proposes a price mechanism—one ISP 
charges the other a price per unit flow, to encourage the providers to use network 
resources efficiently. However, with this mechanism the global welfare loss may be 
arbitrarily high. 

[1] shows that with peer ISPs’ cooperation there exists an optimal flow splitting 
which can minimize the welfare loss to 0. Considering the economic reality, we 
conclude that a good algorithm should induce both ISPs agree on this flow splitting. In 
this paper we propose such a new algorithm—damping price mechanism, to prevent the 
phenomenon of “hot potato” routing. With our mechanism—one ISP charging the other 
a given fee for different flow scale, our analysis shows that both peer ISPs prefer the 
optimal flow splitting for more profit. Hence, the mechanism proposed here almost 
eliminates the global welfare loss. 

The rest of the paper is organized as follows. In Section 2, we give the problem 
arising due to the phenomenon of “hot potato” routing and the price mechanism of [1] 
in details. In Section 3, we introduce our new highly efficient algorithm—damping 
price mechanism. The comparison of these two mechanisms is given in Section 4. 
Finally, we conclude with future works in Section 5. 

2   Hot Potato Routing Versus Pricing Routing 

Consider a situation where providers S and R are peers. Each of these providers will 
typically have some amount of traffic to send to each other. However, for the 
purposes of this paper, we will separate the roles of the two providers as sender and 
receiver; this will allow us to focus on the different incentives that exist in each role. 
In particular, we suppose that provider S has some amount of traffic to send to 
destinations in provider R’s network. 

2.1   Hot Potato Routing 

We assume the only costs incurred are network routing costs, then because the peering 
relationship includes no transfer of currency, provider S has an incentive to force traffic 
into provider R as quickly and cheaply as possible. This phenomenon is known as 
“nearest exit” or “hot potato” routing (see Marcus [6]). 

The optimal routing is to achieve the minimization of the sum of the routing costs 
experienced by the sender and the receiver. When sender and receiver act 
independently, there is no reason to expect them to arrive at the globally optimal 
solution, and indeed, this is generally not the case.  

In Fig 1, the dashed line depicts the “hot potato” routing passing through Php (which 
is the nearest point in S to R from s). The solid black line represents the optimal routing 
passing through Popt. 

[1] proves that the “hot potato” routing cost to be no worse than three times the 
optimal routing cost. 



556 K. Zhu, P.-d. Zhu, and X.-c. Lu 

 

Fig. 1. Hot potato routing cost is at most three times optimal routing cost 

2.2   Pricing Routing 

[1] investigates the applicability of pricing mechanisms to the peering problem. In Fig 
2, [1] assumes that both S and R consist of a single link connecting two nodes, s and d. 
S has a total amount of flow Xs to send from point s S to d R. Peering points have 
already been placed at both s and d. As a result, two routes exist: S may choose to either 
send flow out at s to R, then use provider R’s link to destination d; or S may use its own 
link to d S, then use the peering point at d to send traffic to d R. 

 

Fig. 2. Provider S pays a price per unit flow sent across the link owned by provider R 

Let fS and fR denote the total flow carried by provider S and provider R, respectively. 
Assume that S has a cost function for the flow on its link, given by CS(fS); CS is assumed 
strictly convex and strictly increasing with CS(0)=0. CS has a convex and strictly 



 A New Price Mechanism Inducing Peers to Achieve Optimal Welfare 557 

increasing derivative C´S with C´S(0)=0. R has a cost function CR(fR), which is assumed 
convex and nondecreasing with CR(0)=0; the derivative CR is convex and 
nondecreasing as well, with C´R(0)=0. 

The globally optimal routing solution aims to minimize CS(fS) + CR(fR), subject to 
fS+fR = XS. A simple differentiation establishes that the unique solution to this problem 
occurs with C´S(fS) = C´R(fR). Such a point exists since that C´S(XS) > 0 = C´R(0). 
Denote the globally optimal amounts of flow by fS* and fR*. 

The price mechanism in [1] is setting a price p per unit of flow sent on R’s link, then 
provider S makes a routing decision about how the XS units of flow will be split between 
R and S. With price P(fR), provider S will solve the following problem: 

min ( ) ( )( )S S R R
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C f P f f
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Working with this problem we have  
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In the worst case the efficiency loss can be arbitrarily large. 

3   Damping Price Mechanism 

Considering the analysis of [1], we get two hints:  

1. A simple price per unit of flow model can not be high efficient. 
2. A good mechanism should induce both peers to split flows as fR* and fS*. 

With the two hints we develop our Damping price mechanism as follows:  

1. While fR <= fR*, R charges S with the Damping price (Dp); 
2. While fR > fR*, R charges S with k*CS(XS) (k > 1). 

We define the Dp as: 
CS(XS) – CS(XS-fR*) – s  (s >= 0 ,named as seductive coefficient) 

Then we will analyze the advantages of this mechanism to S, R and welfare loss, 
respectively. 
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As to S, the total cost is  
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Because C´(f) =- C´S(XS-fR)<0(CS is a strictly increasing function), C(f) achieve its 
minimization at the point fR*, when fR (0, fR*]. Furthermore C(fR*)- CS(XS) =– s<0, so 
S surely wants to send fR* through R to minimize its cost.  

As to R, the total profit is  
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Because S prefers fR<fR*, the max profit for R only can be Dp-CR(fR). We compare 
this profit with that (W1(fR)= C´S(XS-fR)fR-CR(fR)) in[1]: 
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(4) 

Because CS is a convex function, C´´S ( 2)>0, with an appropriate s we can 
guarantee (4)>0. In other words, with our mechanism R always gets more profit than 
with that in [1].  

As to the welfare loss, our damping price mechanism can induce both S and R prefer 
the global optimal flow splitting as fS* and fR*, so we can almost eliminate it. 

4   Mechanisms Comparing 

We have shown that our mechanism is much better than [1]’s in welfare loss. In this 
section by setting the CS, CR and XS we give two instances to compare the R’s profit in 
our mechanism with that in [1]. 

4.1   Identical Cost Functions 

Let CS(fR)=CR(fR)=fR
2, XS=10. As in section 4 we get fR*=5, W(fR*)=50 and 

maxW1(fR)=33.33. In Fig 3 the dashed line depicts the profit W(fR). The solid black line 
represents the profit W1(fR). 
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Fig. 3. With an appropriate s W(fR) is much higher than W1(fR) 

 

Fig. 4. With an appropriate s W(fR) is much higher than W1(fR) 

4.2   Different Cost Functions 

Let CS(fR)=fR
2, CR(fR)=exp(fR), XS=10. As in section 4 we get fR*=2.68, W(fR*)=45.42 

and maxW1(fR)=25.47. In Fig 4 the dashed line depicts the profit W(fR). The solid black 
line represents the profit W1(fR). 
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5   Conclusion 

Instead of blindly give a price mechanism, our basic approach is to induce both peers to 
split traffic flow as fR* and fS* to eliminate the welfare loss. Considering the ISP’s self 
interest our approach should also satisfy their individual demand. With our damping 
price mechanism we have successfully achieved our goals. 

Future work aims at combining our mechanism with the router hops to solve the 
route inflation [7, 8] problem. 
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Abstract. Most wireless sensor networks (WSN) researches assume that the 
network is connected and there is always a path connected by wireless links 
between a source and a destination. In this paper, we argue that network 
partitioning is not an uncommon phenomenon for practical WSN applications, 
especially when the sensor nodes are deployed in a hash working environment. 
We first present a simple distributed method to detect the occurrence of network 
partitions. Some critical survival nodes would be selected to re-connect to the 
sink after certain network disruption happens. Two reconnection approaches, 
Transmission Range Adjustment (TRA) and Message Ferry (MF), are then 
proposed. We study their performances in terms of power consumption by taking 
the specifications of the commercial sensor nodes into account. Simulation 
results show that TRA is more appropriate for the current implementation of 
WSN. However, MF has the potential to be more energy-efficient if there is a 
powerful wireless transmitter and a larger amount of buffers at each sensor node. 

1   Introduction and Related Works 

Wireless sensor networks (WSN) consist of a set of small, inexpensive, and ad hoc 
deployed MEMS nodes that are capable of sensing, computing and transmitting 
environmental data. These advantages make WSN envisioned as an attractive new 
approach for a broad range of applications, including national security, public safety, 
health care, environment control, and manufacturing [1]. In these applications, a 
sensor network is usually assumed to be connected after the system initialization, i.e., 
there is always a path connected by wireless links from each node to the sink, which 
collects the sensed data from the network. However, in many practical cases, the 
network would possibly be partitioned or disconnected during its operating time, due 
to node failures caused by environmental disaster, malicious attack, electromagnetic 
interference, component malfunction or physical damage, especially when sensor 
nodes are deployed in a harsh working environment.  

Several existing researches study the connectivity issue when a WSN is first 
deployed. Theoretical analyzes about how to preserve network connectivity while 
achieving the maximum sensing coverage in a fixed area is discussed in [2]. [3] 
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presents the similar discussion but focus on how to solve the problem with minimum 
number of nodes, so that the rest of deployed sensors can be turned into sleep mode to 
save more energy. Network connectivity of the grid network, an unreliable 
deployment of WSN, is analyzed in [4]. It indicts that if more nodes are deployed 
inside a unit area, the successful connectivity rate of the network would be higher, 
even if the node failure rate is large. 

We are considering the network connectivity from another side of view. We 
assume a WSN is initially connected at the beginning, but it would be partitioned into 
several isolated information islands when many nodes fail due to certain disaster. 
Under this circumstance, how to reconnect the network to recover the disrupted data 
transmissions becomes an issue. Similar problems are studied in Delay-tolerant 
Network (DTN) [5]. In this research, we first show that network partition is not an 
uncommon phenomenon in the uniformly random deployed WSN. Two network 
reconnection approaches are investigated, and we compare their performances in 
terms of power consumptions because energy consumption is always a big concern 
for WSN. The first approach is to reconnect the network by adjusting the transmission 
ranges of survival sensor nodes after a network partition happens. The second 
approach is to select certain nodes to be the message ferries that move in the network 
and get data relayed. Both approaches have their own benefits and working domains. 
Our simulation results show that the first method is more appropriate for the current 
commercial implementations of WSN. 

The rest of the paper is organized as follows. Section 2 discusses how to detect 
network partition and how to select the critical node to reconnect the network. 
Section 3 proposes two reconnection approaches. Their performances are compared 
by simulations in Section 4. Finally, section 5 concludes this paper. 

2   Network Connectivity and Partition Detection 

2.1   A Simple Study of Network Connectivity 

A straight forward way to construct WSN is to uniformly random deploy sensor 
nodes, i.e., each node would be positioned independently. We study the network 
connectivity problem as the following: given an open area A, let G(n, r) denote the 
network consist of n nodes randomly deployed in A with the same transmission range 
of r, what is the possibility P(n, r) of that G(n, r) is successfully connected. Obviously 
P(1, r) is always equal to1 when n=1 and the following recursive equation holds: 

∑
∈

−×−=
Ii

i
i ))r,1n(P

S

)r,1n(C
()r,n(P

 (1) 

where S is the area of A, C(n-1,r)i is the covered area of the ith case of the previous 
deployed (n-1) nodes which are successfully connected. C(n-1,r)i/S represents the 
possibility of that the nth node is dropped into the previous connected network 
constructed by (n-1) sensor nodes. And I is the set of all the possible deployments of 
putting (n-1) nodes in A. To give a clear view of this problem, a simulation result of 
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randomly placing 1 to 100 sensor nodes into a 50×50m2 area is shown in Fig. 1(a). 
We observe that in general, P(n, r) will increases if we put more nodes in A. 

However, even with a large number of deployed nodes, if the sensed area becomes 
unsafe so that sensor nodes begin to fail, the connectivity of the network would not be 
guaranteed anymore. Network partition can be observed often with high node failure 
rate. In Fig. 1 (b), we perform three experiments with 50, 100, and 200 nodes 
deployed in the same area with the same transmission range. We find that more sensor 
nodes die in the network, the rest WSN would be more possibly disconnected. Thus, 
network partition is actually not an uncommon phenomenon as long as a WSN is 
deployed in a harsh working environment. 
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Fig. 1. (a) Network connectivity success rate when randomly putting 1 to 100 sensor nodes in a 
50×50m2 area with transmission range increasing from 10 to 25. (b) Network connectivity 
success rate of the survival nodes when 10% to 90% nodes fail in the network. The original 
connected network consists of 50 to 200 nodes 

2.2   Network Partition Detection 

At the system initial time, the original network hierarchy and topology can be 
discovered by the following level discovery approach performed in a flooding way. 
Assume after the first deployment, the network is initially connected. The sink is 
assigned to be level 0 and broadcasts a level discovery packet. Those nodes who 
receive this packet will be assigned a level 1 and take the sink as their parent. Then 
they continue to broadcast their level assignments to the other nodes. A node may 
receive several such packets and it only takes the smallest level value it received plus 
1 as its own level, and it continues the broadcasting process. Finally when the level 
discovery period ends, each sensor node discovers its level and creates a parent list 
and a children list during the message exchanges. A node in a smaller level implies 
that it is closer to the sink in terms of number of hops. This node is responsible for 
relaying data from its children to the sink. In fact, each parent of a node represents a 
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possible path connected to the sink. After the network hierarchy is constructed, keep-
alive messages would be periodically exchanged between any two levels. Network 
partition then can be easily detected if one node can’t receive any keep-alive message 
from its parents in a certain period of time. It indicts that this node loses all the 
chances to get connected to the sink. We name such node as a potential node, which 
is a candidate critical node to reconnect the partitioned network. 

3   Reconnection Approaches in DTSN 

3.1   Critical Node Selection Algorithm 

After network partition is detected, some critical nodes would be selected to take in 
charge of reconstructing a path to the data sink. As a result of network partition, the 
original sensor network would be divided into several isolated clusters, and each 
potential node is located in at least one cluster. Thus, critical node selection method is 
basically a cluster header selection algorithm. We solve this problem in a very simple 
way. If there is only one potential node in a cluster, it would be automatically chosen 
as the critical node. If there is more than one potential node in a cluster, then the one 
with the smallest level value would be selected, because it is closer to the sink. If 
there are two potential nodes having the same smallest level in one cluster, then 
simply the one with smaller node ID is selected.  

3.2   Network Reconnection by Transmission Range Adjustment (TRA) 
Approach 

One way to reconnect the partitioned network is to increase the transmission range of 
the critical nodes until they can reach one survival node still connected to the sink. In 
this case, the network connectivity problem becomes: given an open area A, let G(n, 
r(n)) denote the network with n nodes randomly deployed in A, what is the 
assignment of the transmission range of each node in r(n) , so that P(n, r(n)) = 1 or 
the G is a connected graph. [6] gives a mathematical solution for this problem if the 
overall topology information is known. We can achieve the same goal by simply 
asking the critical node increase its transmission power step by step and broadcast 
reconnection request packet, until it receives a reconnection accept packet from one 
survival node which is in a smaller level. If every critical node works in this way, the 
partitioned network would be recursively reconnected. Note that a loop will never 
happen because a critical node is only allowed to reconnect with nodes that are 
closer to the sink than itself. TRA approach is very simple and doesn’t require any 
mobility. However, the network may not be reconnected if a critical node can not 
receive any reconnection accept response even when it works in its maximum 
transmission range. To tolerate m hops of network disconnection, the initial 
communication range of each node could be set at most as rmax/m, where rmax is the 
maximum transmission range of a sensor node. This approach has to set up WSN in 
a high dense manner. 
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3.3   Network Reconnection by Message Ferry (MF) 

Another reconnection approach is to ask the critical nodes to move and keep 
broadcasting reconnection request packets during its movement, until they receive a 
reconnection accept packet from a node in a smaller level. The critical nodes then 
record the position and move back to their clusters. They become message ferries that 
carry the sensed data of their cluster members in its buffer and move back-and-forth 
to relay the communications.  There could be many movement patterns for these 
critical nodes to find a survival node linked with the sink. [7] presents a method to 
decide the route of a message ferry if the position of each cluster is known. In this 
paper, we always make the critical nodes move towards the sink. This isn’t the 
optimal solution because we may require more nodes to move and make them move 
more distances. But clearly this movement pattern can guarantee100% network 
reconnection success rate since even in the worst case the message ferries can reach 
the sink. Also, it’s simple to be implemented and it doesn’t require any supreme 
knowledge of other nodes’ behaviors.  And compare to TRA, this approach need 
fewer nodes to cover an area in a sparse manner. 

3.4   Performance Comparison 

We compare the performance of these two approaches in terms of their power 
consumption. For wireless communication in sensor network, the transmission power 
can be model as Eq. 2, where 1 is the energy/bit consumed by the transmitter 
electronics, 2 is the energy dissipation coefficient, d is the transmission distance and 
r is the number of bits of the transmitted message. The typical values of Eq. 2 is 

1=180nJ/bit and 2=0.001pJ/bit/m4 [8].  

r)d(P 4
21tran ×α+α=  (2) 

The movement power consumption of a message ferry is the energy spent to 
overcome the friction between its wheels and the ground. It can be simply modeled as 
Eq 3, where m×g is the weight of the node, μ is the friction coefficient, and d is the 
moving distance.  For rubber wheel rolling over the pavement, the typical μ is 0.8: 

dgmPmove ×μ××=  (3) 

Notice that, if by TRA approach a critical node must increase its transmission 
range to be R, clearly this node doesn’t have to move R distance by MF. It only needs 
to move into the transmission range of another survival node. For MF approach, its 
power consumption can be modeled as Eq. 4: 

+×μ××= 1MF dgmP r)d( 4
221 ×α+α  (4) 

If we take the CotsBots mobile sensor node as an example, the weight of a node is 
0.6kg (including the weight of the batteries) [9]. With these energy models in mind, 
we can compare the power consumption of TRA and MF approaches with simply 
connecting two disconnected sensor nodes, if we assume the maximum transmission 
range is 1000m. The result is shown in Fig.2. It’s easy to see that there exists a 
turning point at which the MF approach would consume less energy than TRA. 
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Fig. 2. Power consumption of MF and TRA of connecting two disconnected nodes, 1Mbytes 
data are transmitted. If the distance between these two nodes is more than 836.16m, then MF 
approach consumes less power than TRA. It becomes 531.1m for sending 10Mbytes data, and 
500m for sending 1Gbytes data 

4   Simulation Results 

To study MF and TRA in multi-hop sensor network scenarios, we implement both 
approaches and compare their performances by simulation. We take the specifications 
of the commercial xbow’s MICA2 motes as the parameters of our sensor nodes. The 
maximum transmission range is then limited as 1000ft (about 300m). And we take the 
specifications of CotsBots mobile sensors to define the mobility of each node. In our 
simulation, 300 nodes are randomly dropped in a 500×500m2 area with the initial 
transmission range of 50m. Then the original connected network is partitioned due to 
node failures. Each node has the same possibility to be inactive. We study the power 
consumption of both methods by adjusting the node failure rate, the transmitted data 
size and the buffer size in the system. Fig.3 depicts the simulation results. Overall, 
MF approach would consume more energy than TRA for reconnecting the partitioned 
network because the maximum transmission range of current practical nodes is only 
300m, which is far away from the turning point shown in Fig. 2. 

From Fig.3 (a), we can find that when more nodes die in the network, the message 
ferries selected by MF approach have to move longer distance to find a still-alive node 
that is closer to the sink. More movement energies are consumed. However, with less 
active nodes left in the network, the total energy consumption of TAR is decreased (in 
Fig.3 (b)). Fig.3 (c) and (d) show that both approaches would consume more energy 
when there are more data need to be transmitted in the network. In this case, the 
transmission energy consumption becomes the significant part for both MF and TRA 
methods. When the buffer size in sensor nodes increases, the message ferries can carry 
more data and don’t have to move back-and-forth very often. Thus, the more buffer size 
the less power consumption of MF approach. However, the additional buffers won’t 
bring any benefit for TRA. Simulation results in Fig.3 (e) and (f) prove this point. 
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Fig. 3. Compare the power consumptions of MF and TRA in different scenarios: (a) node 
failure rate increases from 10% to 90% (c) transmitted data size increases from 1Mbytes to 
5Mbytes, with node failure rate is fixed at 50% (e) buffer size in a node increases from 100k to 
500k, with 50% nodes die in the original network. (b),(d), and (f) show the performance of MF 
clearly in each case 

5   Conclusion 

In lots of practical WSN applications, network partition is a common phenomenon 
especially when sensor nodes are deployed in a hash working environment. In this 
paper, we present TRA and MF methods for reconnecting the partitioned sensor 
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networks and study their performances in terms of power consumptions. In both 
approaches, some survival critical nodes are selected to re-link to the sink, by either 
adjusting their transmission ranges or moving around the network to relay the 
messages. From simulation results we observe that TRA consumes less energy than 
MF, under the limitations of the current commercial implementation of sensor nodes. 
However, MF has the potential to be more energy-efficient when mobile nodes have a 
more powerful wireless transceiver and larger buffers to carry more data. 
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Abstract. A strategy for energy saving in wireless sensor networks is to 
manage the duty cycle of sensors, by dynamically selecting a different set of 
nodes to be active in every moment. We propose a strategy for node selection in 
multihop sensor networks that prioritizes nodes with larger residual energy and 
relevance for the application. The proposed scheme is based on an 
implementation of the knapsack algorithm and it seeks to maximize the network 
lifetime, while assuring the application QoS. An environmental monitoring 
application was simulated and huge energy savings were achieved with the 
proposed scheduling algorithm.  

1   Introduction 

WSN applications often request the deployment of sensors in hard access areas, 
turning battery recharge or sensor replacement so difficult that it is important to keep 
sensor nodes alive as long as possible. Therefore, the network operational lifetime is 
severely constrained by the battery capacity of its nodes. Energy saving becomes a 
paramount concern in WSNs, particularly for long running applications [ 5]. 

WSNs often have a large density of nodes, generating redundant data. Recent 
works [ 8, 9, 10] argue that, instead of providing such unnecessary redundancy to the 
application, the large density of nodes can be exploited to achieve significant energy 
savings by dynamically activating a reduced set of sensors (i.e. some nodes are 
assigned “to sleep”). 

This work analyses the potentiality of adopting an enhanced sensor management in 
multihop WSNs, based on the strategy of turning off redundant sensors to extend the 
network lifetime while satisfying application requirements. The fundamental problem 
concerns the election of nodes that should remain active. Basically, the election process 
is formulated as an optimization problem, which is solved by the knapsack algorithm 
[ 2]. The major goal is to maximize relevance (for the application) and residual energy of 
active nodes, constrained by connectivity, coverage and energy issues. 
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Several researchers have been investigating the problem of WSN management in 
the last years, most of them seeking to achieve high levels of energy efficiency and 
considering the guarantee of coverage and connectivity as the unique QoS 
requirement for WSNs. In [ 1] techniques of linear programming are used to select the 
minimum set of active nodes able to maintain the sensing coverage of the network. 
Application specific requirements were not considered in these works. In [ 9] and [ 8] 
the problem of maximizing the lifetime of a WSN while guaranteeing a minimum 
level of quality at the application level is addressed. In those works, node selection 
and data routing are jointly addressed, and solved as a problem of generalized 
maximum flow. They present both an optimal and a heuristic solution with a totally 
centralized approach.  

In contrast, our work addresses the active node selection as a problem independent 
from the network routing protocol. The proposed scheme for node selection considers 
as QoS requirements, besides coverage and connectivity requirements, network-
related and application-related parameters, such as network lifetime and data 
accuracy. Furthermore, differently of approaches based on computational intensive 
techniques of linear programming, which are restricted to run off-line, the proposed 
approach is light enough to be executed inside the sensor network.  

The rest of this paper is organized as follows. In Section 2 we present the problem 
description and formulation. Section 3 describes the performed simulations and 
results. Finally, Section 4 presents our conclusions. 

2   Node Election in MultiHop Wireless Sensor Networks 

Given an application submitting a sensing task to the WSN, the node election 
algorithm decides which sensors should be active for the task execution. In the 
proposed algorithm, time is divided in rounds. During each round r the subset of 
selected nodes and the role of each node (sensor/router) do not change. A task 
launching at the round initiation can last a time interval equal to an integer number 
multiple of p, where p is the round extent.   

The algorithm of node election is firstly executed when interests from a new 
application are submitted to the network. Application interests consist of the task 
descriptor and QoS requirements. The first round of a task starts just after the election 
algorithm is concluded. The algorithm is executed again in the following cases: (i) on-
demand by the application to change some QoS parameter; (ii) proactively by the 
network, for purposes of energy savings; or (iii) reactively by the network whenever 
some QoS violation is detected.   

2.1   Network and Application Models 

A WSN is usually composed of hundreds of sensor nodes and one or more sink nodes. 
Sink nodes are entry points of application requests and gathering points of sensor-
collected data. The data communication in WSNs is accomplished through multiple 
hops from data sources to sink nodes.  
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The energy model assumes that sensors are capable to operate in a sleep/inactive 
mode or according to K predefined active modes. Two main roles are assumed by 
active nodes: (i) source, for nodes placed inside the target area; (ii) router, for nodes 
outside the target area, responsible for forwarding their neighbors data. Furthermore, 
a sensor can play both roles, simultaneously. In each mode, a sensor spends a 
different amount of energy [ 3]. 

An application of environmental monitoring (continuous measurements about a 
given physical phenomenon) was chosen as the target of our work. The application 
defines a data-sending rate, a geographical area of interest, monitoring time and, 
optionally, one or more data aggregation functions. Furthermore, the application 
defines a minimum value for the accuracy and for the spatial precision of the sensor-
collected data.  

2.2   Problem Formulation 

The proposed scheme for node selection aims to maximize the lifetime of a network 
containing N multi-mode sensors while guaranteeing a required level of application 
quality. The adopted algorithm seeks out the best set of sensors to be activated for 
accomplishing a specific sensing task. Two strategies can be used to extend WSN 
lifetime: (i) to minimize the network energy consumption by choosing the smallest 
possible number of nodes capable of providing the requested level of QoS; and (ii) to 
maximize the residual energy of the selected nodes, that is, to consume energy in a 
uniform way among sensors along time, thus avoiding the premature collapse of 
excessively used nodes. Both strategies are used in the proposed algorithm. Further, 
the algorithm takes into account the potential relevance of data reported by each 
sensor, from the application point of view. 

The proposed scheme for node selection was modeled as a knapsack problem [ 2], 
with some additional constraints. With the knapsack algorithm applied to the problem 
of active node selection, the sum of the utilities of nodes placed in the knapsack is 
optimized under the constraint of the energy budget considered. The algorithm seeks 
to maximize the relevance Ri and the final residual energy Ui of the selected nodes. 
The objective function of the problem is given below: 

Max Σ xi (∝Ri + β (Ui – wi))                                                                          (1) 
st.  Σ  xi wi  ≤ M, where xi ∈ {0,1} 

A value 1 for xi indicates that sensor i is selected to participate of task T. The term 
Ui – wi denotes the final energy of sensor i, if it was chosen to participate of the task 
(initial residual energy Ui minus the energy spent for the sensor in the task, wi). The 
coefficients ∝ and β are used to balance the priorities given for each term of the 
equation, and they depend on the application QoS requirements. In the general case, 
∝ = β = 1. 

The relevance of a node i depends on its physical and topology characteristics, 
given by its nominal precision (NPi); the environmental noise of its measurements 
(Fi); its set of sensing neighboring nodes (Ni) and its proximity of the target area 
defined by the application (Ai). Each parameter contributes with a different balancing 
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factor for the computation of Ri. The value of NPi is a physical feature of each sensor. 
We assumed that NPi have the smallest balancing factor among all terms for 
computing Ri. The parameter Fi is mainly influenced by the physical characteristics of 
the place where i was deployed. The parameter Fi is in fact a normalized value that 
depends upon the actual level Si of environmental noise, where Si ranges from 0 to 
100. We applied the formula Fi = 1 - Si /100 (2). 

The largest balancing factors were assigned to the parameters Ai and Ni. The values 
of those two parameters are highly correlated. The value of Ni is inversely 
proportional to the amount of neighbors of the sensor. The importance of the value 
measured by a node in a location X,Y is proportional to the contribution of that sensor 
for sensing such location.  

For calculating the value of Ai, sensors with distances di from the target area larger 
than the radio range Rr are automatically excluded from selection. Since it is desired 
to assign a smaller value of relevance for sensors located at larger distances from the 
target area, we applied the formula Ai  =  1 - di/Rr (3). 

From the observed correlation between Ai and Ni, and considering the different 
balancing factors of each parameter in the calculation of Ri, the following equation is 
used:   

Ri =  δ  NPi + φ  Fi +  γ (
Ni  Ai

1
)                                                                          (2) 

where φ, δ and γ are coefficients that represent the balancing factors of each 
parameter, and δ < φ < γ. 

2.2.1   Including QoS Profiles 
Applications can choose to prioritize the lifetime in favor of the accuracy, or to 
prioritize the accuracy in favor of the monitoring period, or they can choose to 
balance both parameters. In the present work, the application QoS requirements, 
along with the parameter that it chooses to prioritize, compose a QoS profile. There 
are 3 possible QoS profiles: (i) precision-based, which prioritizes the data accuracy or 
precision; (ii) lifetime-based, which prioritizes the network lifetime; and (iii) ratio-
based, that seeks the best tradeoff between energy consumption and data accuracy.   

Considering the QoS profiles above, the original objective function (4) is modified 
to include different weights according to the priority given by the application to the 
different QoS parameters. For precision-based profiles, larger values are assigned to 
the coefficient α; for lifetime-based profiles, larger values are assigned to the 
coefficient β; and finally, for ratio-based profiles, equal values are assigned to both 
the coefficients. 

2.3   Constraints 

The choice of active nodes in a WSN is subject to a set of constraints, which should 
be taken into account by any scheme for node selection. 

2.3.1   Energy Constraints 
The first constraint to be considered (R1) is the finite amount of energy of the 
network. At each round j, the energy spent by the selected set of sensors cannot be 
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larger than the budget of energy of the network for that round. The constraint R1 is 
already taken into account by the knapsack algorithm, since the value (capacity) of 
the knapsack is the total budget of the network in each given round. 

A second energy-related constraint (R2) considers that a sensor node is only 
eligible to remain active in a round j if it has energy enough to remain alive up to the 
end of the round. To satisfy that constraint, we defined a minimum energy threshold, 
L, which a node should have to be eligible for selection. For establishing such 
threshold we assumed that, if the node is inside the target area, it should have at least 
energy enough for sensing at the defined rate and to transmit its data. Otherwise, it 
should have at least energy to forward its neighbors' data. The constraint R2 can be 
defined as follows:  xi  ≤  Ui/L   (R2) 

Since xi is a binary variable, if the residual energy Ui of sensor i is smaller than the 
threshold L, xi is set to 0 (the sensor cannot be selected). Otherwise, if Ui  ≥ L, then the 
variable xi may or may not be set to 1 (that is, the sensor i is eligible). 

The constraint R2 can be included in the knapsack algorithm, by including an 
additional if, or it can be solved through a previously executed procedure. 

2.3.2   Coverage and Connectivity Constraints  
Since the primary goal of a WSN is to monitor the environment, it has to maintain a 
full sensing coverage, even when it operates in a power save mode. Besides, a 
successful WSN operation must also provide satisfactory connectivity so that all 
active nodes can communicate for data fusion and report to sink nodes. 

In this work, a point p is assumed to be covered by a node i if the Euclidian 
distance between them is smaller than the sensing range of i, denoted by Sr. Another 
assumption is that the covering area CA of sensor i is the circular area with center in 
X,Y, where X,Y are the geographical coordinates of i, and whose ray is Sr. A convex 
area A is defined as having a degree of coverage K (that is, A is K-covered) if every 
point p inside A is covered by at least K nodes [ 10]. In addition, we assumed that any 
two nodes i and j can directly communicate if the Euclidian distance between them is 
smaller than the radio range of the nodes, Rr, i.e., d(i,j) < Rr. 

  The coverage and connectivity constraint R3 can be formulated as follows. Given 
a convex area A and a coverage degree K specified by the application, the number of 
inactive nodes should be maximized under the constraint that (i) active nodes 
guarantee that A is at least K-covered and (ii) all active nodes are connected. That is, 
for every point p of A:   

 
∈Ai

xi  ≥ K (coverage degree requested by the application)   (R3) 

To satisfy such constraint, a procedure based on the disk-covering algorithm [ 6] 
was employed before executing the knapsack algorithm. That procedure consists of 
two stages, the first one aiming to guarantee the coverage of the target area and the 
second one to guarantee the network connectivity. In the first stage, the target area (a 
rectangular area defined by the application) is totally covered by disks whose 
diameter is defined as the spatial precision requested by the application. Afterwards, 
the procedure heuristically selects K nodes that must remain active inside each disk. 
That selection can be totally random or it can take into account the residual energy of 
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the nodes. In the second stage, the sensor field is totally covered by disks whose ray is 
equal to the radio range Rc. To assure the network connectivity, the procedure should 
guarantee that in each disk there is at least one active node.   

3   Simulations 

We ran simulations in the JIST simulator [ 7] to demonstrate the benefits of using our 
scheme for node selection in WSNs. A greedy heuristic for solving the knapsack 
algorithm was implemented [ 2]. The algorithm runs in an unconstrained sink node. 

An application of environmental monitoring was simulated. The requested sensing 
task was to monitor the temperature of a target area during a period of time. The 
application was interested on raw data values (with no aggregation), with the 
following requirements: (i) a spatial resolution of 40m2 with a 1-coverage degree (at 
least 1 sensor at each 40m2); (ii) an acquisition rate of 10 seconds, and (iii) a data 
accuracy above a predefined threshold. Data accuracy is given by the Mean Square 
Error (MSE) value. The MSE is calculated as the difference between a set of values 
assumed as “real” values and the set of values generated by sensors, considering their 
nominal precisions and the environmental noise. The WSN lifetime has to be long 
enough to guarantee that data will be collected during all period of time requested by 
the application and respecting QoS requirements. 

A sensor field was created with 300 nodes randomly distributed in a square area 
with 200m x 200m. Each node had a radio range of 40m and a sensing range of 20m. 
The energy dissipation model is as described in [ 3]. Sensors that generate data 
(sources) were randomly selected from nodes in a 100m by 100m square (target area) 
within the sensor field. The sink node was located in the right upper bound of the 
field. Since we were not interested in simulating any specific routing or MAC 
protocol, we assumed hypothetical protocols, delivering data generated from sources 
to the sink node through the shortest path (in terms of geographical distance), without 
data loss. Each simulation runs for 1000 seconds, divided in 10 or more rounds, at the 
end of each the network residual energy and the MSE are computed. “Real” values of 
temperature data were randomly generated at every round ranging from 20 to 40 
degrees Celsius. The size of data packets in all transmissions is fixed and equal to 100 
bytes. All results correspond to the average of 10 simulation runs. 

In the first simulations, we compare the results of scheduling different percentages 
of active nodes, in terms of final residual energy of the network and data accuracy. 
Our goal is to show that activating only a subset of nodes can satisfy the QoS 
requested by the application, leaving WSN resources for new tasks and applications. 
The network energy budget (knapsack capacity) is specified as a percentage of active 
nodes, which varies from 30% to 100%. A budget given in percentage means that the 
knapsack capacity is set to the sum of the weights of the respective percentage of 
nodes. In the greedy approach, we assume that the weights of all nodes were the same 
and equal to their initial energy. All sensors have an initial energy randomly chosen 
between 15 and 20J. Before running the selection procedure, nodes were sorted 
according to their relevance and residual energy, so that the procedure prioritizes the 
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selection of nodes with larger values for these parameters. After running the 
procedure, routes from sources to the sink were established and kept unchanged until 
the end of the rounds. The monitoring time requested by the application corresponds 
to 9 rounds and the maximum tolerated MSE was 0.3. 

 

Fig. 1. Normalized MSE at the 10th round, for the different budgets, considering the three QoS 
profiles 

Results shown that a gain of 1000% in the final energy at round 9 is obtained when 
only 30% of nodes are activated, in contrast with activating 100% of nodes. We 
observed that from the 8 th round the MSE starts increasing for all budgets. This is due 
to a large number of sensors being short of energy. Lifetime expiration of source 
nodes or nodes located in the path from sources to the sink prevents data delivery. 
Although the MSE increases, up to the 9 th round it is still below the point tolerated by 
the application, for all budgets. From the next rounds, MSE increases to a value above 
the desired threshold, meaning that the application QoS is not being satisfied 
anymore. Since the monitoring time was requested as 9 rounds, results prove that with 
only 30% of nodes the application QoS was met, with a huge energy saving. Next, we 
varied the number of sensors while keeping the size of the sensor field, to analyze the 
effect of node density. Similar results were achieved for 400 nodes. For 200 nodes a 
smaller although significant energy saving of 300% was obtained. These results 
indicate that schemes for node scheduling are more suitable for high density WSNs.  

All the previous simulations assumed a ratio-based QoS profile. Next, we evaluate 
the effect of using the different profiles considered in this work. For the precision-
based profile the value of the coefficient ∝ was set to 50, while β was set to 1. For the 
lifetime-based profile the value of the coefficient ∝ was set to 1, while β was set to 
50. Results show that the final energy does not significantly change among the 
different profiles. This result is due to the fact that the selection algorithm runs before 
the first round, when the residual energy of all nodes is very similar. A different result 
would probably be achieved if nodes were assigned energy values with larger ranges. 
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On the other hand, the values of relevance vary a lot among different nodes. Results 
shown in Fig.1 corroborate this fact. When the application decides to prioritize the 
relevance (precision-based profile) the final value of error was up to 90% smaller then 
when the network lifetime is prioritized. 

4   Conclusions  

We presented a scheme for node selection in multihop WSNs whose primary goal is 
maximizing residual energy and application relevance of active nodes. We formalized 
the problem of node selection as an optimization problem, and we adopted the 
knapsack algorithm for solving it. An application of monitoring environment was 
chosen to derive some specific requirements. We adopted a non-optimal, greedy 
approach for solving the knapsack problem, whose complexity is low enough to allow 
an online, in-network execution of the algorithm. Simulation results are very 
encouragers, and huge energy savings can be achieved while preserving application 
QoS requirements.  
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Abstract. Most of the existing power saving protocols are designed for
irregular networks. These protocols can also be applied to regular net-
works, but these protocols do not consider the characteristics of regular
networks and thus are more complicated and less efficient than the proto-
cols designed for regular networks. Therefore, we propose a novel power
management protocol for regular WSNs. Gathering information to the
base station is an important operation for WSN. Hence, even some nodes
switch to PS mode, the network still needs to be connected so that the
sensed information can be sent to the base station through the active
nodes. The goal of our protocols is to choose several different connected
dominating sets, so that these connected dominating sets can switch to
active mode in turn to serve other nodes in PS mode. Simulation results
show that our power management protocol can conserve lots of power
and greatly extend the lifetime of the WSN with a reasonable extra
transmission delay.

1 Introduction

The wireless sensor network (WSN) is a network which consists of thousands
of wireless sensor nodes. The wireless sensor node is a low-cost, small size, and
power-limited electronic device, which consists of three components: the sensor,
the general purpose signal processing engine, and the radio circuit. Among the
three components of the wireless sensor node, the amount of power consumed by
the radio frequency circuit is the most. Therefore, we should try to reduce the
amount of power consumed by the radio frequency circuit so that the lifetime of
the network can be extended.

One of the best solutions for saving power is to let the wireless sensor node
switch to PS mode by turning off its radio circuit when it has no information
to transmit or receive. Many power management protocols for WSNs have been
proposed [1], [2], [3], [4], [5], [6]. These power management protocols are designed
for irregular networks and can also be applied to regular networks. However,
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these protocols do not consider the characteristics of regular networks and thus
are more complicated and less efficient than the protocols designed for regular
networks.

As we know that the power management protocols for regular WSNs have
not been proposed before. Therefore, we propose a novel power management
protocol for regular WSNs. The goal of our protocol is to let as many sensor
nodes as possible switch to PS mode while still maintaining the connectivity
of the network so that if any emergency occurs, the sensor node, which sense
the event, may transmit this information to the base stations through the active
sensor nodes without need to wake up any node in PS mode. Besides, each sensor
node should switch to PS mode in turn, so that the power consumption of each
node can be balanced. Although based on the concept of connected dominating
set to design power saving protocol has been addressed in [7], [8], yet, how to
choose several connected dominating sets and balance the power consumption
of each dominating set is still an open question.

Our protocol works as follows: first, choose several different connected dom-
inating sets according to the network topology and assign an id to each of the
connected dominating set, and then the nodes in each connected dominating set
will switch to active mode to serve the other nodes in PS mode according to
which dominating set they belong to in a round robin manner. Each node can
decide which connected dominating set it belongs to according to its own id.
Our protocol can still work even there are faulty nodes. Performance analysis
shows that the ratio of active nodes of our protocol is near optimal and much
lower than those of GAF [8] and SPAN [7], those are designed for high density
irregular networks. Simulation results show that our power management proto-
col can conserve lots of power and greatly extend the lifetime of the network
with a reasonable extra transmission delay.

The rest of this paper is organized as follow. Section 2 describes the system
models. Section 3 presents the novel power management protocol. Performance
analysis is shown in Sect. 4. Simulation results are shown in Sect. 5. Conclusions
are made in Sect. 6.

2 System Models

The CSMA/CA like protocol is adopted as our MAC protocol and the First
Order Radio Model [9] is adopted to evaluate the power consumption of each
sensor node. We assume that the base station can directly transmit messages to
all the nodes in the WSN and there are 4 base stations located in the corners of
the WSN. when a sensor node switch to PS mode, it only turn off the power of
its radio circuit. Therefore, it can still monitor the change of the environment.
When a sensor node detects any emergency, it will turn on its radio circuit and
transmit the sensed information through the active nodes to the base station. To
guarantee each node in the same connected dominating set sleeps and wakes up
at about the same time, we have to synchronize these nodes. We can synchronize
the WSN according to the protocols proposed in [10], [11]. The size of the mesh
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is assumed to be m × n, where m and n are positive integers. The node (x, y)
is located in the xth column and yth row of the mesh, where 1 ≤ x ≤ m and
1 ≤ y ≤ n. There are c different connected dominating sets and c time slots in
each frame, the ith connected dominating set is denoted as CDSi.

3 Power Management Protocol

The wireless sensor nodes have no plug-in power. Therefore, how to conserve
the battery power of wireless sensor nodes so that the network lifetime can be
extended is a critical issue for the WSNs. One of the best ways to conserve power
is to let the wireless sensor nodes switch to PS mode. When a wireless sensor
node switches to PS mode, it turns off its radio circuit and shall keep its sensor
active. There are two goals that must be achieved when designing our power
management protocols: first, every wireless sensor node should have almost the
equal chance to switch to PS mode so that the power consumption can be bal-
anced. Second, the wireless sensor nodes in active mode should be connected
and dominate all the nodes in the network so that any sensed information can
be transmitted to the base stations through the active nodes.

Our protocol works as follows: first, choose several different connected dom-
inating sets according to the network topology and assign an id to each of the
connected dominating set, and then the nodes in each connected dominating
set will keep active to serve the other nodes based on the dominating set they
belong to in a round robin manner. In the following, we first show our power
management protocol and then we will discuss the fault tolerant issue of our
power management protocol.

3.1 Power Mode Switch

The connected dominating sets are chosen according to the following guidelines:
first, choose nodes from certain columns, or rows to form several different basic
dominating sets(BDS). These basic dominating sets are the bases of the con-
nected dominating sets. We can choose some nodes to join each BDS, so that
each BDS can be connected and form one or several connected dominating sets.

When the connected dominating sets are chosen and the nodes in the current
active connected dominating set are synchronized, each node switches its power
mode according to the following rules:

R1 Any node that belongs to CDSi shall wake up and serve the other nodes in
the ith time slot of each frame.

R2 The other nodes, which do not belong to CDSi and have no message to
transmit, will switch to PS mode.

R3 The nodes, which belong to CDSi mod c+1, are the successor of the nodes in
CDSi.

R4 If the node in CDSi is going to sleep and still have messages to transmit,
it will pass these messages to any of its neighbors in CDSi mod c+1 and then
switch to PS mode.
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3.2 Choose CDS for Regular Mesh Topologies

In this subsection, we will show how to choose the connected dominating sets
in 2D mesh with 4 neighbors. With similar manner, we can also choose the
connected dominating sets in other regular mesh topologies. In 2D mesh with
4 neighbors, each node can dominate 4 of its neighbors. Therefore, in the ideal
case, only 1

5 of the nodes need to be chosen as the members of the dominating
set. However, only 1

5 of the nodes in the dominating set are not enough to form
a connected dominating set. To form a connected dominating set, two neighbors
of the members in the dominating set also need to join the dominating set.

For the simplicity of choosing the connected dominating set, once a node be-
comes a member of the connected dominating set, the nodes in the same column
(or the same row) will also become the members of the connected dominating set.
As Fig. 1(a) shows, we can choose the nodes in columns 1, 4, 7, . . . , 3k +1, where
3k +1 ≤ m, to form the first basic dominating set(denoted as BDS1). Similarly,
as Fig. 1(b) shows, we can choose the nodes in columns 2, 5, 8, . . . , 3k +2, where
3k + 2 ≤ m, to form the second basic dominating set(denoted as BDS2). How-
ever, we will not choose the nodes in columns 3, 6, 9, . . . , 3k+3, where 3k+3 ≤ m,
to form the third basic dominating set(denoted as BDS3). If they become the
third BDS, the nodes in the first column are not dominated by any nodes.
Thus, nodes in the first column also need to join BDS3. Then, the nodes in
the first column need to keep active in BDS1 and BDS3 for every three time
slots, which is not a good approach for power saving protocol. To balance the
power consumption, the nodes in the (3k + 3)th column will not become the
third BDS. Instead, we will choose the nodes in the (3l + 1)th and (3l + 2)th
rows, where l ≥ 0 and 3l + 2 ≤ n to form the third (BDS3) and fourth (BDS4)
basic dominating sets, respectively, as shown in Fig. 1 (c) and Fig. 1 (d). With
the similar reason as the (3k + 3)th column, we will not choose the nodes in
the (3l + 3)th row to form a basic dominating set, for 3l + 3 ≤ n. The nodes in
BDS1, BDS2, BDS3 and BDS4 will switch to active mode to serve other hosts
in the (4k + 1)th, (4k + 2)th, (4k + 3)th and (4k + 4)th time slots of each frame,
respectively, where k is an nonnegative integer.

Since BSD1 and BSD2 are not connected dominating sets, we need to choose
a row to join BDS1 and BDS2 whenever any of them becomes active, so that
the union of the basic dominating sets and the nodes in the chosen row can form
one or several connected dominating sets. Similarly, we need to choose a column
to join BDS3 and BDS4 whenever any of them becomes active. Since most of
the nodes in the (3k + 3)th column and (3l + 3)th row do not belong to any of
the four basic dominating sets, we will choose the nodes in the (3l + 3)th row
to join BDS1 and BDS2 and the nodes in (3k + 3)th column to join BDS3 and
BDS4. Therefore, the nodes in the (6l+3)th row will join BDS1 in the (4l+1)th
time slot and the nodes in the (6l + 6)th row will join BDS2 in the (4l + 2)-th
time slot. Similarly, the nodes in the (6k + 3)th column will join BDS3 in the
(4k + 3)th time slot and the nodes in the (6k + 6)th column will join BDS4 in
the (4k + 4)-th time slot.
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Fig. 1. The power mode switch with four connected dominating sets in an 8 × 8 2D
mesh with 4 neighbors

Fig. 1 shows the power mode switch with four connected dominating sets in
an 8 × 8 2D mesh with 4 neighbors. We choose the nodes in columns 1, 4, and
7 to form BDS1, the nodes in columns 2, 5, and 8 to form BDS2, the nodes
in rows 1, 4, and 7 to form BDS3, and the nodes in rows 2, 5, and 8 to from
BDS4. The union of BDS1 and the nodes in row 3 form CDS1, the union of
BDS2 and the nodes in row 6 form CDS2, the union of BDS3 and the nodes in
column 3 form CDS3, and the union of BDS4 and the nodes in column 6 form
CDS4. The frame length is 4× Ta and the nodes in CDS1, CDS2, CDS3, and
CDS4 will switch to active mode to serve other hosts in the first, second, third,
and fourth time slots of each frame, respectively.

Note that, the protocol proposed above can work properly only when (m mod
3) = 2 and (n mod 3) = 2. When (m mod 3) = 1 and the nodes in BDS2 wake up
to serve other hosts, the nodes in column m will not be dominated by any node.
Therefore, the nodes in column m also need to join BDS2 when (m mod 3) = 1.
When (m mod 3) = 0 and the nodes in BDS1 wake up to serve other hosts, the
nodes in column m will not be dominated by any node. Therefore, the nodes
in column m also need to join BDS1 when (m mod 3) = 0. Similarly, when
(n mod 3) = 1, the nodes in row n also need to join BDS4. When (n mod 3) = 0,
the nodes in row n also need to join BDS3. Overall, in case of (m mod 3) = 2
and (n mod 3) = 2, no extra nodes need to be active and thus conserve most
power.
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3.3 Fault Tolerance

Fault tolerance is an important issue for our power management protocol because
the network may not be so regular and some nodes may become faulty and thus
the connected dominating set may be broken. When a sensor node, say node a,
has detected that its next hop node is faulty or out of its location. It will try to
establish a route to the node which belongs to current active CDS and is nearest
to node a. Among all such nodes, the node which is nearest to the base station
and can connect to the base station will be chosen. When the route has been
established, the nodes in the route will join current active CDS. For example,
in Fig. 1 (a), node (4, 5) realizes that node (4, 4) is faulty, node (4, 5) will try to
establish a new route to node (3, 3). Since nodes (3, 4) and (3, 5) are in the new
established route, they will join CDS1. If the faulty node is an intersection, node
a will try to establish routes to connect the neighbors, which belong to current
active CDS, of the faulty node. The nodes belong to the routes will join the cur-
rent active CDS. For example, in Fig. 1 (a), node (2, 3) realizes that node (1, 3) is
faulty, node (2, 3) will try to establish new routes to nodes (1, 2) and (1, 4). Since
nodes (2, 2) and (2, 4) are in the new established routes, they will join CDS1.

4 Performance Analysis

We evaluate the ratio of active nodes for our power management protocol in
this section. The ratio of active nodes is defined as the average number of active
nodes in a time slot over the total number of nodes in the WSN. With the ratio
of active nodes, we can estimate the total amount of power that can be conserved
in the WSN. The lower the ratio is, the better the performance is.

In 2D mesh with 4 neighbors, each node can dominate 4 neighbors. Therefore,
without considering connection, only 1

5 of the nodes need to be chosen as the
members of the dominating set. However, only 1

5 of the nodes in the dominating
set are not enough to form a connected dominating set. To form a connected
dominating set, at least two neighbors of the members in the dominating set
also need to join the dominating set. Therefore, each dominating node can only
dominate two non-dominating nodes. In the ideal case, at least 1

3 of the nodes
need to join the connected dominating set. In our protocol, since 1

3 of the columns
(or rows) will be chosen to join the connected dominating set, the ratio of active
nodes of our protocol is quite close to the ideal case, except that we need to pick
an extra row (or column) to join the connected dominating set and connect the
separated columns (or rows).

According to the above analysis, the ratio of active nodes of our protocol
is quite close to that of the ideal case. Our protocol also performs better than
GAF [8] and SPAN [7], those are designed for irregular networks. In GAF, the
host density should be no less than 5

R2 , where R is the communication range of
the node, otherwise, some grids would be empty. Since the host densities of 2D
mesh with 4 neighbors is 1

R2 , which is less than 5
R2 , all the hosts need to be active

all the time and thus can not conserve energy. In SPAN, a node should become
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a coordinator if it discovers, using local information, that two of its neighbors
cannot reach each other either directly or via one or two coordinators. In 2D
mesh with 4 neighbors, each node can discover that two of its neighbors cannot
reach each other either directly or via one or two coordinators and thus all the
nodes need to become coordinator. Since all the nodes are coordinators, all the
nodes need to active all the time.

5 Simulation Results

To evaluate the performance of the proposed power management protocols, we
have developed a simulator using C. The distance between each sensor node is
1 meter, the transmission rate is 8K bits/sec, the battery power of each sensor
node is 10 Joules, the packet size is 1K bytes, the length of a time slot is 10
seconds. We will randomly choose a sensor node to transmit a packet to the
base station every 10 seconds. To show the efficiency of our protocols, we will
compare the performance of our protocols with that of the always active scheme.
In the always active scheme, every node in the WSN shall keep active all the
time until it run out of its battery.

Two performance metrics are used in the simulations:

– the network life time: the time from the WSN starts operation to the time
the first sensor node runs out of its battery.

– transmission delay: the time from the sensor start transmits the sensed in-
formation to the time a base station receiving the information. Here, we use
hop counts to represent the transmission delay.

According to the analysis in Sect. 4, our protocol performs much better than
GAF and SPAN. Therefore, we will not simulates the two protocols.

The network life time of the always active scheme and our protocol are shown
in Table 1. As we can see that our protocol can greatly extend the network
life time.

When the message is transmitted along the connected dominating set to the
base station, it may not go through the shortest path. Therefore, our protocol
may cause some extra transmission delays. As Table 2 shows, our protocol only
causes 11% extra transmission delay.

Table 1. The network life time (minutes) of the always active scheme and our protocol

Number of nodes Always active Our protocol Improved rate
529 323 641 98%

Table 2. The transmission delay (hops) of the always active scheme and our protocols

Number of nodes Always active Our protocol Extra delay rate
3136 27.2 30.2 11%
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6 Conclusions

In this paper, we have proposed a power management protocol based on the idea
of connected dominating set for regular WSNs. Different from previous works
(SPAN [7]and GAF [8]), we choose several different connected dominating sets
for regular WSN topologies and balance the power consumption of each node.
The nodes in each of the different connected dominating sets will switch to
active mode in turn to serve other nodes in power saving mode according to
their own ids. Performance analysis has shown that the ratio of active nodes of
our protocol is near optimal and much lower than those of GAF and SPAN, those
are designed for high density irregular networks. Simulation results have shown
that our protocol can conserve lots of power and greatly extend the network life
time with a reasonable extra transmission delay.
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Abstract. Data dissemination is a fundamental task in wireless sensor
networks. Because of the radios range limitation and energy consumption
constraints, sensor data is commonly disseminated in a multihop fash-
ion (flat networks) through a tree topology. However, to the best of our
knowledge none of the current solutions worry about the moment when
the dissemination topology needs to be rebuilt. This work addresses such
problem introducing the use of information fusion mechanisms, where
the traffic is handled as a signal that is filtered and translated into evi-
dences that indicate the likelihood of critical failures occurrence. These
evidences are combined by a Dempster-Shafer engine to detect the need
for a topology reconstruction. Our solution, called Diffuse, is evaluated
through a set of simulations. We conclude that information fusion is a
promising approach that can improve the performance of dissemination
algorithms for wireless sensor networks by avoiding unnecessary traffic.

1 Introduction

Wireless Sensor Networks (WSNs) [1] define a special class of ad hoc network
composed of a large number of nodes with sensing capability. Wireless sensor net-
works are strongly limited regarding power resources and computational capac-
ity. In addition, these networks need to autonomously adapt themselves to even-
tual changes resulted from external interventions, such as topological changes,
reaction to a detected event, or requests performed by an external entity.

The main objective of a WSN is to gather data from the environment and
deliver it to a sink node for further processing. Consequently, data dissemination
is a fundamental task, which is commonly performed in a multihop fashion in flat
networks due to the radios range limitation and energy consumption constraints.

Data dissemination can be performed as a continuous task where the ap-
plication continuously receives data perceived from the environment [2]. Tree
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topologies are frequently used to disseminate data in a continuous flat sensor
network. Even Directed Diffusion [3] provides a tree-like variant called One-
Phase Pull Diffusion [4]. In this algorithm there is no exploratory data; the
sink node simply disseminates its interest, and the source nodes send data to
their neighbors that firstly sent the interest (therefore, building a dissemination
tree). Although the tree topology is explored by different solutions [5, 6], none
of them consider when the topology needs to be rebuilt. In [6], Zhou and Krish-
namachari suggest to periodically rebuild the network topology to recover from
eventual node failures.

The correct moment when the network needs to be rebuilt is the problem
addressed in this work. We propose Diffuse, which is a topology building en-
gine that uses information fusion mechanisms to implement a feasible solution.
Information fusion is commonly used in detection and classification tasks in
robotics and military applications [7]. Lately, these mechanisms have been used
in applications such as intrusion [8] and Denial of Service (DoS) detection [9].
Within the WSNs domain, simple fusion technics (e.g., aggregation methods
such as maximum and minimum) have been used to reduce data traffic and save
energy [3, 5].

This work provides two major contributions. First, the improvement of the
dissemination algorithms reducing unnecessary topology constructions. Second,
the expansion of the information fusion applicability. As a side effect, we show
how to reason about matching information fusion to a specific problem.

The remaining of this paper is organized as follows. In Section 2 we provide
a formal definition for the problem we address, limit its scope, and analyze
it. Section 3 presents Diffuse and details how we match the information fusion
mechanisms to our specific problem. In Section 4 Diffuse is evaluated through a
set of simulation experiments. Finally, in Section 5 we present our conclusions
and some future works.

2 Problem Investigation

The traffic can be handled as a discrete signal δ(t) that computes the amount of
packets received during a time interval S (sample rate). For continuous networks
the data rate R remains the same for all nodes during the network lifetime.
Although the measured traffic is still vulnerable to noise (due to packet losses,
queue delays, and clock-drifts), making S ≡ R should provide a good estimate
of the data traffic in continuous networks.

Ideally, in a continuous data gathering scenario, the traffic remains unchanged
until new nodes are added – leading to a higher traffic level – or failures happen
– leading to a lower traffic level (Fig. 1(a)). Although, the ideal measured traffic
(Fig. 1(b)) may not be reached due to the embedded noise (Fig. 1(c)), the raw
measure can be filtered to provide a more realistic estimate (Fig. 1(d)).

The impact of failures depends on the activity load of the failing node. The
failure of a leaf node is called a peripheral failure, while the failure of a relay node
is called a routing failure. In this case, the greater the disconnected subtree, the
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Fig. 1. Behavior of the traffic signal: (a) Ideal traffic signal, (b) Ideal measured signal,
(c) Actual measured signal, and (d) Filtered measured signal

more critical the failure. A routing failure must result in a greater traffic decay
than a peripheral failure. In fact, great traffic decays possibly mean that few
routing failures or several peripheral failures occurred. Thus, the traffic signal
δ(t) should provide enough information to decide when the network topology
needs to be rebuilt.

3 Diffuse: A Topology Building Engine

Diffuse is a topology building engine that uses information fusion mechanisms
to combine data and features to detect when it is necessary to rebuild the dis-
semination topology. Diffuse is composed of the elements described bellow.

3.1 Signal Processor

The traffic signal behavior (Fig. 1(a)) is very similar to a step function. Conse-
quently, the moving average filter (MAF) is the best choice to clean the traffic
signal because MAF is optimal for reducing the random white noise while keep-
ing the sharpest step response [10]. The filter computes the arithmetic mean of
a number of input measures to produce each point of the output signal. The
filter has one configurable parameter that is the filter’s window m, which is the
number of input samples that are fused into one output sample. The lower the
m, the sharper the step edge; and the greater the m, the cleaner the signal.
The window size m must be chosen based on the traffic noise profile and on the
desired response time.

3.2 Feature Extractor

Once the traffic measure is filtered, we extract two features from the signal:
instant decay and long term decay. The instant decay evaluates how the traffic
changed since the last sample (observation). The long term decay shows how the
traffic changed since the last topology reconstruction.

Instant Decay. Fig. 2(a) illustrates how the instant decay is computed. Given
two samples in a sequence, tk−1 and tk, we define the instant decay as
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where αi is called instant decay angle and αimax is called maximum instant
decay angle. A traffic increase occurs when φi > 0, and traffic decrease occurs
when φi < 0.

Long Term Decay. Fig. 2(b) depicts how the long term decay is computed.
Given the current sample, tk, we define the long term decay as

φl =
αl

αlmax
=

(
arctan

δ(tk)− δ(t0)
tk − t0

)
×
(

arctan
δ(t0)

tk − t0

)−1

(2)

where αl is called long term decay angle and αlmax is called maximum long
term decay angle. Again, φl > 0 means a traffic increase, and φl < 0 means a
traffic decrease.

3.3 State Estimator

The fusion method used to infer the network state is the Dempster-Shafer Infer-
ence [11] because it generalizes the Bayesian theory. Additionally, compared to
the Bayesian Inference, Dempster-Shafer is closer to the human perception and
reasoning. Important elements of the Dempster-Shafer theory used in this work
are: frame of discernment, mass function or basic probability assignment, belief
function, plausibility function, and the Dempster-Shafer combination rule. The
definitions of these elements can be found in [11].

The network states considered by Diffuse are: NORMAL and CRITICAL. The
NORMAL state is used to specify when no failures occur or when only periph-
eral failures occur in the network. The CRITICAL state specifies when a routing
failure occurs in the network. Thus, our frame of discernment [11] is the set
Θ = {NORMAL, CRITICAL}.

Diffuse translates the traffic features φi (instant decay) and φl (long term
decay) into evidences. We understand that in the particular case of continuous
WSNs, if −1 ≤ φi < 0, then there is a nonzero probability that a routing failure
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occurred, and if φi ≥ 0, then we assume that no failure at all occurred. Thus,
we define the mass function [11] mi : 2Θ → [0, 1] as follows:

mi(CRITICAL) =
{

0, φi ≥ 0;
|φi|w, −1 ≤ φi < 0, w > 0, w ∈ IR.

mi(NORMAL) = 1−mi(CRITICAL)

where w is called the decay weight. Assuming that these observations are also
valid for the long term decay, we can similarly define the mass function ml :
2Θ → [0, 1] as

ml(CRITICAL) =
{

0, φl ≥ 0;
|φl|w, −1 ≤ φl < 0, w > 0, w ∈ IR.

ml(NORMAL) = 1−ml(CRITICAL)

The network state is estimated applying the Dempster-Shafer rule [11] to fuse
the probabilities assigned by mi and ml into mi⊕mj . Then, the plausibility [11],
and the belief [11] of each hypothesis (NORMAL and CRITICAL) regarding mi⊕
ml is computed. The most plausible state is chosen as the actual network state.
When both states are equally plausible, the most believable state is chosen. If
both states are equally plausible and believable the NORMAL state is chosen.

3.4 Decision Maker

If the network concludes that the system’s state is CRITICAL, the sink node
rebuilds the network topology trying to find alternate routes to nodes which
have stopped delivering data due to a routing failure. Otherwise, if the system
is in the NORMAL state, nothing is done.

4 Experiments

This section presents the methodology (scenarios, failure model, and metrics)
used to evaluate the use of Diffuse, and the results of our experiments.

4.1 Methodology

Diffuse is evaluated through simulations that compare its behavior with the peri-
odic rebuilding (periodic interest dissemination) of One-Phase Pull Diffusion [4].
We empirically determined m = 5 as the best filter window for our traffic pro-
file. We show the behavior of Diffuse with values of w ∈ {1

1 , 1
3 , 1

5 , 1
7}, which is

the decay weight (Section 3.3). The experiments use the ns-2 simulator [12]. For
each experiment, 33 different seeds are used. The graphs shown in this section
represent the arithmetic mean and the confidence interval for 95% of confidence.

The simulation parameters are based on the Mica2 sensor node [13]: trans-
mission, reception, and sensing are 45.0mW, 24.0mW and 15.0mW, respectively;
the bandwidth is 19200 bps; and the communication radius is 40m. The MAC
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layer uses the 802.11 standard. In all scenarios the sink is placed in the bottom
left corner (0,0) of the sensor field. Both, data packets and control packets, have
20 bytes. The chosen data rate is one packet each 20s. For One-Phase Pull Diffu-
sion (1PP Diffusion), interests are disseminated each 200s. The simulation time
is 4000s for all scenarios.

Reliability is evaluated using an independent failures model. In this model
failures occur as a Poisson process where the time between successive failures is
represented by an independent exponential random variable with constant rate
λ (the failure rate measured in failures per seconds).

The metrics chosen to evaluate Diffuse are: delivery ratio, queue drops, and
number of constructions. The delivery ratio provides an efficacy measure regard-
ing the network ability to deliver sensed data. Queue drops allow the evaluation
of the impact of network constructions in the overall traffic. The number of con-
structions, associated with the delivery ratio, provides means to evaluate how
often we need to rebuild the network topology.

4.2 Results

Scalability. is evaluated increasing the network size from 100 to 175 nodes with
a constant failure rate (λ = 0.0025 failures/s), and the results are depicted in
Fig. 3. Regarding the delivery ratio (Fig. 3(a)), using Diffuse with w = 1/5
and w = 1/7 the network delivers nearly as many packets as One-Phase Pull
Diffusion (1PP Diffusion), and when the network size is large (175 nodes) One-
Phase Pull Diffusion starts to suffer a greater saturation because of the extra
topology constructions.

Increasing the network size the overall traffic also increases (specially in the
nodes closer to the sink). Consequently, the number of queue drops (Fig. 3(b))
increases, specially when the network size is large (175 nodes). In addition, the
impact of the extra topology constructions performed by One-Phase Pull Dif-
fusion can be seen in Fig. 3(b) when the network drops more packets due to
queue overflow.
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Fig. 3. Scalability using Diffuse in a scenario with independent failures. The x-axis for
all graphs is the network size (number of nodes)



Information Fusion for Data Dissemination in Self-Organizing WSNs 591

 0.6

 0.7

 0.8

 0.9

 1

 2.5  5  7.5  10  12.5  15

1PP Diffusion
w = 1/1
w = 1/3
w = 1/5
w = 1/7

(a) Delivery ratio (y-axis)

 0

 30

 60

 90

 120

 150

 2.5  5  7.5  10  12.5  15

1PP Diffusion
w = 1/1
w = 1/3
w = 1/5
w = 1/7

(b) Queue Drops (y-axis)

 0

 2

 4

 6

 8

 10

 12

 14

 2.5  5  7.5  10  12.5  15

w = 1/1
w = 1/3
w = 1/5
w = 1/7

(c) Constructions (y-axis)

Fig. 4. Reliability using Diffuse in a scenario with independent failures. The x-axis for
all graphs is the failure rate in 0.001 failures/s

Regarding the network constructions depicted in Fig. 3(c), the number of
topology constructions tends to decrease with the network size when w = 1/5
and w = 1/7. This occurs because when the traffic increases the impact of
one failure is reduced demanding less constructions. However, when the network
begins to loose more packets in the queues (175 nodes) these drops count as
failures demanding more topology constructions (Fig. 3(c)). As a general re-
sult, from Fig. 3 we can conclude that for the evaluated scenarios with one
additional network construction (when w = 1/5 in Fig. 3(c)) the network per-
forms as good as One-Phase Pull Diffusion (Fig. 3(a)) being less affected by
the traffic caused by unnecessary constructions (Figure 3(b)). This represents
a reduction of nearly 90% in the number of constructions performed by the
network

Reliability. is evaluated with failure rates (λ) equal to 0.0025, 0.005, 0.01, and
0.015 failures/s, making the network size constant (150 nodes). The results are
shown in Fig. 4. The delivery ratio (Fig. 4(a)), using Diffuse with w = 1/5
and with w = 1/7 is practically the same of One-Phase Pull Diffusion. Further-
more, Diffuse with w = 1/5 and with w = 1/7, and One-Phase Pull Diffusion
successfully recover from failures making the delivery ratio almost constant in-
dependently from the failure rate.

Regarding the queue drops in Fig. 4(b), as a result of the traffic decrease,
One-Phase Pull Diffusion begins to drop less packets when the number of failures
increases. On the other hand, with w = 1/5 and with w = 1/7, Diffuse drops
more packets as the number of failures increases. This is a result of the number
of topology constructions that increases quickly with the number of failures
(Fig. 4(c)). However, even with the increasing number of constructions, Diffuse
still rebuilds the network topology fewer times than One-Phase Pull Diffusion,
which also results in fewer queue drops.
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5 Conclusion and Future Work

This work proposes and implements a topology building engine, called Dif-
fuse, that adopts information fusion mechanisms (Moving Average Filter and
Dempster-Shafer Inference) to determine when the dissemination infrastructure
needs to be rebuilt based only on the measured traffic. This approach showed to
be very efficient in avoiding unnecessary topology constructions. We showed that
in some cases, only one additional construction is enough to guarantee the data
delivery (a reduction of 90% in the number of topology constructions). Other
contributions include the illustration of information fusion mechanisms being
used in other application domains (dissemination algorithms) and the reasoning
about how we can match information fusion mechanisms to the requirements
and limitations of a specific problem.

This work evaluates flat sensor networks with continuous data gathering. In
the next step, Diffuse will be adapted to aggregating sensor networks, and event-
driven sensor networks. New challenges are introduced when data aggregation
is performed as the overall traffic is naturally reduced. For the event-driven
networks the challenge is even greater since the traffic behavior is more complex
– it supposedly increases (as events are detected) and decreases (as events stop
being detected), independently from network failures.
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Abstract. Recently, the interest in sensor network has increased with
the advanced technologies in the field of digital signal processing, sens-
ing and wireless networking devices. In this paper, an efficient protocol
to set up a data dissemination path shared among multiple sink nodes
is proposed for a special sensor network, where the source sensor nodes
update their sensed data according to various desired update rates re-
quested by sink nodes. We modify and enhance the basic SAFE(Sinks
Accessing data From Environments) protocol to minimize the increased
amount of data update rate at the intermediate nodes over a dissemi-
nation path. By using GloMoSim simulator, we show that our ESAFE
(Enhanced SAFE) protocol outperforms the basic SAFE.

1 Introduction

The current advanced technology in the fields of digital signal processing, sensing
and wireless networking devices enables sensor applications such as the remote
monitoring of an interested event to be used easily within the near future [1].
In the sensor networks, sensor nodes are generally scattered in an interested
area to transmit an event or data sensed at a source node to a sink node that is
required to process it. Due to the high cost of wiring sensor nodes, they are using
wireless links with short-range radio capability. For the propagation of a sensed
event, the nodes rely on multi-hop wireless forwarding services. A great deal
of research [4] [5] [6] assumed possible sensor applications in which the sensor
network consists of the source nodes which can periodically update sensed data
and a lot of sink nodes that require data in the network.

Previous research works require intermediate sensor nodes to update data at
the same rate at which the source sensor node updates the sensed data. However,
we assume that the rates at which the sink nodes want to obtain sensed data,
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are different among the sink nodes because the interest of one sink node in the
sensed data can also be different from others. In other words, we allow each sink
node itself to specify the desired data update rate. In this context, the source
node will update the sensed data at the maximum rate of the rates requested
by the sink nodes. All intermediate sensor nodes, over the path to a sink node,
however, do not need to update the data at the maximum rate, due to the
existence of different paths toward each sink node with its own desired update
rate. Therefore, it is enough that the intermediate nodes set the date update
rate to the maximum rate of the rates requested by the sink nodes, which are
reachable via themselves.

In particular, we consider a sensor network consisting of stationary source
sensor nodes or sensor nodes moving at very low speeds. For the environment, to
the best of our knowledge, the SAFE (Sinks Accessing data From Environments)
protocol was the first trial as a data dissemination protocol for the application
which requires the sink nodes to require the sensed data from a source node at
their different interested update rates [2] [3]. The SAFE protocol attempts to
utilize the tree structure. Each sink node attaches itself to the best branch of a
tree rooted at a source node. Its Query and PathSetup procedures enable energy
to be saved through a data delivery path shared among multiple sink nodes
with common interests. The procedures allow intermediate nodes over a tree to
update the sensed data according to a rate requested by a sink node. However,
it is likely that the SAFE protocol forces nodes over a tree to increase their
update rates unnecessarily, which results in dissipating a great deal of energy
during the updating process. In this paper, we propose an Enhanced SAFE,
called ESAFE, to avoid the unnecessary increase of the updating rate at the
intermediate tree nodes.

The rest of this paper is organized as follows. In Section 2, we describe the
basic SAFE protocol upon which our proposed scheme is based. Section 3 shows
our proposed ESAFE scheme in detail, which is followed by the performance
evaluation in Section 4. Finally, some concluding remarks are given in Section 5
with future plans.

2 Basic SAFE Protocol

The SAFE protocol consists of two processes: Query Transfer and Dissemination
Path Setup. In the Query Transfer process, a sink node with a need to update
data from a source sensor node, transfers a query message to its neighbor nodes
with its location and the desired data update rate. Basically, the SAFE assumes
that all sink nodes know the location of their source sensor nodes. Thus, using
the location information, the query message will be forwarded to the nodes which
are gradually located nearer to the source sensor node by utilizing SPEED [7]
or LAR [8] routing protocol. During the query propagation, the intermediate
nodes record a next-hop node, that is, the reverse path information toward the
sink node. Consequently, the message reaches the source sensor node or an in-
termediate node located on an already formed dissemination tree. The source
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sensor node responds to the query message by unicasting a PathSetup message,
which reaches the inquiring sink node using the recorded next-hop node infor-
mation. Similarly, the intermediate sensor node on the dissemination path sends
a JunctionInfo message to the sink node.

In the Dissemination Path Setup process, when a sink node receives a Path-
Setup or JunctionInfo message, it responds to the message by sending an Ack
message to the source sensor node when it has not received any other PathSetup
or JunctionInfo message during a timeout interval. The Ack message is used to
confirm a successful dissemination path. However, it is highly possible that the
sink nodes receive several PathSetup messages traversed over different routes or
JunctionInfo messages generated by some intermediate sensor nodes, which are
located on the existing dissemination paths during a certain amount of time. In
order to minimize message exchanges over the network, the authors maintain
that the best subscription locus is one that can update the sink node with the
smallest number of extra messages. According to the SAFE protocol, the updat-
ing overhead is defined as a subscription cost C of a junction j when a sink node
m wants data updates from a source sensor node, s, through a junction node, j,
as follows:

C(m, s, j) =
{

d(s, j) ∗ (rm − rj) + d(j, m) ∗ rm if rm > rj

d(j, m) ∗ rm otherwise ,

where d(a, b) quantifies the hop distance from node a to b, and ra denotes the
update rate requested by and thus, available to node a. In this context, the sink
node sends a Subscribe message to a junction sensor node or an Ack message to
the source sensor node depending on the best subscription point. Refer to the
SAFE mechanism for a more detailed description [2] [3].

3 ESAFE: Enhanced SAFE Protocol

3.1 Motivation

The SAFE protocol is known as an efficient data dissemination protocol utilizing
a tree structure, which allows a data delivery path to be shared among multiple
sinks. The protocol is also suitable for achieving energy efficiency as well as
scalability, both of which the authors hold are crucial for large-scale, battery-
powered sensor networks. However, during the expansion of a data delivery path,
when there exist different update rates demanded by the multiple sink nodes,
a possible tree structure can be formed as shown in Figure 1. According to
the SAFE protocol applied, we can observe that the intermediate sensor nodes
located nearer to the source sensor node update data at a higher rate than
those farther away from the source sensor node. At first, a sink node (node a)
demands a data update rate, r = 3 which means that the number of data updates
that the sink node requires in a unit time is 3 (Figure 1 (a)). Second, node b
attaches its branch to the existing dissemination path with a required update
rate, 6 and therefore, the update rates from the source node to noded are all 6
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Fig. 1. An Illustrative Example of a Dissemination Path for the SAFE Protocol

(Figure 1 (b)). Finally, when node c needs to update sensed data at rate 10, the
final dissemination path is shown in Figure 1 (c).

Although it is likely that the intermediate sensor nodes, over a data dissem-
ination path, perform data updates at different rates as shown in Figure 1, the
d(s, j) ∗ (rm − rj) term in the cost function C(m, s, j) of the SAFE protocol
considers the increased amount of the update rate based on the current update
rate of only a junction node j, according to the demand by a sink node m. The
cost function C(m, s, j) used in the SAFE protocol ignores the fact that the
increased amount of an update rate can be different among intermediate nodes
over an existing dissemination path.

It is enough that Figure 2 shows the drawback of the SAFE protocol. Suppose
that node m needs to update its data with a required update rate, r = 6. As
shown in Figure 2, node m receives two JoinInfo messages from the junction
nodes, j1 and j2. Therefore, node m should select the best junction point with
respect to energy dissipation. According to the SAFE protocol’s cost function,
d(s, j1)∗(rm−rj1)+d(j1, m)∗rm = 9 * 3 + 4 * 6 = 51 and d(s, j2)∗(rm−rj2)+
d(j2, m)∗ rm = 6 * 4 + 4 * 6 = 48. The SAFE protocol, therefore, selects pathb.

In order to attach the node m to the existing path, however, path a is ac-
tually better. When path a is selected, it is enough to increase additionally the
data update rates of nodes n1, n2 and n3 by 3 (totally, 3+3+3 = 9). In contrast,
when path b is selected, we should increase additionally the data update rates
of nodes n4 and n5 by 3 and furthermore, those of nodes n6 and n7 by 4 (to-
tally, 3+3+4+4 = 14). Therefore, the basic SAFE protocol is not suitable for
addressing these cases since it adheres to path b instead of path a.
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3.2 Description of Our ESAFE Protocol

In this section, we propose an enhanced SAFE protocol to address the prob-
lem mentioned above. A Query message, containing a desired data update rate
from a sink node m, is basically flooded toward the source sensor node by using
location information as in SAFE protocol using SPEED or LAR scheme. The
Query message reaches a source sensor node or a junction node j over an existing
dissemination path. Unlike the SAFE protocol, even though the Query message
meets a junction node, the Query message should continue to traverse the ex-
isting path toward the source sensor node, until it reaches a node (denoted by
pivot node) which updates the sensed data at a higher rate than the update rate
desired by a sink node, m. The pivot node unicasts an Attach message to the sink
node, m. During the unicasting of the Attach message, the increase of the update
rate at each intermediate sensor node should be accumulated in the Attach mes-
sage. When the sink node m gathers multiple Attach messages from the multiple
pivot nodes during an interval, the node m selects the best one and sends a Sub-
scribe message to a corresponding pivot node. While the Subscribe message is
propagated to the pivot node, the intermediate nodes increase their update rates
accordingly. Thus, if we consider a generic route rd = pv, n1, ..., nj , ..., nm−1, nm,
where pv is a pivot node and nm is a sink node, the total additionally increased

update rate is calculated as: R(rd) =
m−1∑
i=1

(rm − ri), where nj is a junction node,

ri is a current update rate at node ni and furthermore, ris for i = j + 1 to
i = m− 1 are all zero. The optimal route rO satisfies the following condition:

R(rO) = min
rj∈r∗

R(rj)

where r∗ is the set of all possible routes. Note that the pivot node can be a
source sensor node when there exists none that updates data at a higher rate
than the update rate desired by a sink node.
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Fig. 3. An Illustrative Example of our ESAFE protocol

3.3 The ESAFE’s Illustrative Example

Figure 3 shows an example of our ESAFE protocol’s behavior. When sink node
a needs to update data at an update rate of 5, an initial path is set up as shown
in Figure 3 (b). When sink node b wants to attach itself to the path at an update
rate of 7, the Query message will reach the source sensor because there is no
intermediate node with a rate higher than 7 over the dissemination path (Figure
3 (c) and (d)). When the sink node c needs to receive the sensed data from
the source sensor node at rate 6, the response to its Query message, an Attach
message will be sent by a pivot node because the update rate of the pivot node
is higher than the requested rate, which is, 7 > 6 (Figure 3 (e) and (f)). Finally,
the sink node will successfully attach itself to the path by sending a Subscribe
message to the pivot node.

Note that although both SAFE protocol and ESAFE protocol are developed
for a sensor network consisting of stationary sensor nodes or sensor nodes mov-
ing at very low speeds, the periodic reconfiguration of the dissemination paths
allows them to be used in a dynamic network environment where sensors are
moving around.

4 Performance Evaluation

Our ESAFE protocol was implemented using GloMoSim [9]. For simulation, we
assumed that all sensor nodes are equipped with IEEE 802.11 network interface
cards using IEEE 802.11 CSMA/CA protocol. In addition, we used SPEED [7]
as the underlying routing protocol. To create a sensor network, 100 sensor nodes
are put over a 3000 m x 3000 m sensor area. To compare our ESAFE to the SAFE
protocol, we also used the same simulation parameters that SAFE used (see [2]).
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The Query inter-arrival times used an exponential distribution (μ = 1− 5 sec).
In particular, a low rate radio bandwidth such as 200 Kbps, was assumed due
to the limit of the current sensor’s wireless technology.

Both SAFE protocol and ESAFE protocol are suitable for a sensor network
with stationary sensor nodes or nodes with very low mobility. In order to cope
with a dynamic sensor network, all sink nodes attempt to send Query messages
periodically for the purpose of path reconfiguration. All simulation measures
were summed every periodic reconfiguration. We used an average of 10 runs for
plotting the simulation figures. First, we measured the sum of the increase of
the update rates at all intermediate sensor nodes located over an existing dis-
semination path, when the sink nodes attempt to obtain sensed data. Compared
with the SAFE protocol, our ESAFE protocol is superior because it can select a
path with a minimum additional increase over an end-to-end path from a source
node to a sink node, while satisfying the update rate required by the sink node
(Figure 4). Although the SAFE protocol takes into account the hop-distance
between the source sensor node and the junction node, it considers the increase
of the data update rate at only the junction node. It results in its performance
degradation. In addition, both protocols show that a large number of sink nodes
make the increased amount of data update rates become higher because the
dissemination path is expanded due to many trials for attachments. Second, we
investigated the sum of all nodes’ update rates over a dissemination path for two
protocols. As mentioned before in the previous simulation, our ESAFE protocol
tries to minimize the increase of the data update rate at each intermediate node,
as well as attempts to satisfy all the sink node demands. Therefore, the ESAFE
protocol serves successfully all data update rates, which are desired by all sink
nodes, with the minimum update rates more efficiently than the SAFE protocol
(Figure 5). This simulation means that we could simply compare two protocols
in terms of energy consumption, even though we did not measure the amount of
energy in Joules. An unnecessary increase of updated rates causes more energy
consumption. Therefore, our ESAFE protocol is superior to the SAFE protocol
from an energy’s perspective. For both protocols, as the number of sink nodes



An Efficient Protocol for Setting Up a Data Dissemination Path in WSNs 601

 2000

 4000

 6000

 8000

 10000

 12000

 14000

 10  20  30  40  50

T
he

 to
ta

l s
um

 o
f d

at
a 

up
da

te
 r

at
es

 o
ve

r 
a 

pa
th

Number of sinks

ESAFE
SAFE

Fig. 5. The sum of all nodes’ update rates over a dissemination path

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

 10  20  30  40  50

T
he

 n
um

be
r 

of
 e

xc
ha

ng
ed

 c
on

tr
ol

 m
es

sa
ge

s

Number of sinks

ESAFE
SAFE

Fig. 6. The average number of exchanged control messages

increases, the amount of data update rates over nodes is also increasing because
the scale of the dissemination path is expanded. Finally, we performed a com-
parison with respect to the average number of exchanged control messages when
a sink node attaches itself to the dissemination path. As our ESAFE requires
a pivot node, if any, to respond to the Query message rather than a junction
node does, our protocol needs a large number of exchanged control messages as
shown in Figure 6. These control messages, however, are required only when a
sink node attaches itself to a branch of the dissemination path. However, after
this expense of more control messages, more energy are saved during the updat-
ing of the sensed data thereafter. In addition, the existence of more sink nodes
allows new sink nodes to attach themselves to the nodes nearer to themselves,
which are located over a dissemination path. This results in a smaller number
of exchanged control messages required.
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5 Conclusions

In this paper, an efficient protocol to set up a data dissemination path was pro-
posed. The path is shared among multiple sink nodes. The protocol is applied to
a special sensor network, where the source sensor nodes update their sensed data
according to various desired update rates demanded by the sink nodes. When
selecting a branch point among multiple gathered candidate paths for expanding
the dissemination path, the basic SAFE (Sinks Accessing data From Environ-
ments) just considered a hop-distance from the source sensor node to a junction
node and the increased amount of an update rate at only a junction node. The
increase of data update rates of all intermediate nodes, which are located over
a dissemination path, should also be considered for computing a cost function.
Our ESAFE (Enhanced SAFE) protocol attempts to minimize the increase of
the data update rate at an intermediate node over a dissemination path. Our
ESAFE protocol outperforms the basic SAFE in terms of less energy consump-
tion with low expense for exchanged control messages needed. We are planning
to enable our ESAFE protocol to support sensor nodes with high mobility, which
is part of our exciting future research.
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Abstract. The traffic management of IP networks faces increasing challenges, due
to the occurrence of sudden and deep traffic variations in the network, which can be
mainly attributed to the large diversity of supported applications and services, to the
drastic differences in user behaviors, and to the complexity of traffic generation and
control mechanisms. In this context, active traffic measurements are particularly
important since they allow characterizing essential aspects of network operations,
namely the quality of service measured in terms of packet delays and losses.

The main goal of the work presented in this paper is the performance char-
acterization of operational networks consisting in heterogeneous environments
including both wired and wireless LANs, using active measurements. We propose
a measurement methodology and its corresponding measurement platform. The
measurement methodology is based on the One-WayActive Measurement Protocol
(OWAMP), a recent proposal from the Internet2 and IETF IPPM groups for
measuring delays and losses in a single direction. The measurement platform was
implemented, tested and conveniently validated in different network scenarios.

Keywords: Network management, traffic monitoring, active measurement,
OWAMP.

1 Introduction

The relevance of traffic monitoring in the global management of IP networks has been
growing due to the recent acknowledgment that sudden and deep traffic variations
demand for frequent traffic measurements. This peculiar behavior of network traffic
can be mainly attributed to the combination of different factors, like the great diversity
of supported applications and services, different user’s behaviors and the coexistence of
different mechanisms for traffic generation and control.

Traffic monitoring systems can be classified in active and passive ones [1], [2], [3].
Passive systems simply perform the analysis of the traffic that flows through the network,
without changing it. Usually, they are used to identify the type of protocols involved and
to measure one or more characteristics of the traffic that flows through the measurement
point, like the average rate, the mean packet size or the duration of the TCP connections.
Nowadays, there are several passive monitoring systems, like for example NeTraMet [4]
and NetFlow [5]. Active systems insert traffic directly into the network. Usually, they are
intended to provide network performance statistics between two distinct measurement
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points, like for example mean packet delay and packet loss ratio. Those statistics can be
one-way statistics, when they refer to a single direction of traffic flow, and round-trip
statistics, when they refer to traffic that flows in both directions. Active systems require
the synchronization of the involved measurement points, using for example GPS (Global
Positioning System) or NTP (Network Time Protocol).

The IETF IPPM (IP Performance Metrics) group established in the last few years
a set of recommendations in order to assure that measurement results obtained from
different implementations are comparable, namely regarding measurements of one-way
packet delays and losses [6], [7]. However, these recommendations do not address the
interoperability of the measurement elements, that is, the possibility of having traffic
senders and receivers that belong to different administrative domains and are developed
by different entities. OWAMP is a proposal for a one-way active measurement protocol
that intends to solve this problem [8].

In this work, we intend to perform a set of active measurements in a real operational
network consisting in a heterogeneous environment that includes both wired and wireless
LANs. Thus, instead of using available tools (like PING, for example), some of
them with a limited scope of applications, we have decided to implement a complete
measurement platform (freely available at http://www.av.it.pt/JOWAMP/).
In order to guarantee its compliance with other available platforms, its measurement
methodology is based on the OWAMP protocol.

The paper is structured in the following way: section 2 describes the architecture and
the operational details of the OWAMP protocol, that forms the basis of the implemented
solution; section 3 presents the details of the implemented solution; section 4 presents
the active measurements experiments, and their corresponding scenarios, that we want
to carry out in this work; section 5 presents and discusses the results obtained from
its application to the defined measurement scenarios and, finally, section 6 presents the
main conclusions.

2 One-Way Active Measurement Protocol

The One-Way Active Measurement Protocol (OWAMP) is a recent proposal from the
Internet2 group, developed under the scope of the End-to-End Performance Initiative
project [9], [10], for performing active measurements in a single direction. This proposal
is also promoted by the IETF IPPM work group [8].

The OWAMP architecture, shown in figure 1, is based on two inter-dependent
protocols, the OWAMP-Control and the OWAMP-Test, that can guarantee a complete
isolation between client entities and server entities. The OWAMP-Control protocol runs
over TCP and is used to begin and control measurement sessions and to receive their
results. At the beginning of each session, there is a negotiation about the sender and
receiver addresses, the port numbers that both terminals will use to send and receive test
packets, the instant of the session beginning, the session duration, the packets size and
the mean interval between two consecutive sent packets (it can follow an exponential
distribution, for example).

The OWAMP-Test runs over UDP and is used to exchange test packets between
sender and receiver. These packets include a Timestamp field that contains the time
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Fig. 1. OWAMP architecture

 

Fig. 2. OWAMP simplified architecture

instant of packet emission. Besides, packets also indicate if the sender is synchronized
with some exterior system (using GPS or NTP) and each packet also includes a Sequence
Number.

OWAMP supports test packets with service differentiation: DSCP (Differentiated
Services Codepoint), PHB ID (Per Hop Behavior Identification Code) or Best-effort.
Additionally, OWAMP supports some extra facilities like cypher and authentication
for the test and control traffic, intermediary elements called Servers that operate as
proxies between measurement points and the exchange of seeds for the generation
of random variables that are used in the definition of transmitted test flows. The
OWAMP specification also allows the use of proprietary protocols (that can be monolithic
or distributed programming interfaces) in all connections that do not compromise
interoperability.

The OWAMP architecture includes the following elements:

– Session-Sender: the sender of the test packets;
– Session-Receiver: the receiver of the test packets;
– Server: the entity that is responsible for the global management of the system; it can

configure the two terminal elements of the testing network and receive the results
of a test session;

– Control-Client: a terminal system that programs demands for test sessions, triggers
the beginning of a session set and can also finish one or all ongoing sessions;

– Fetch-Client: a terminal system that triggers the demands for results of test sessions
that have already ended or are still running.

A network element can carry out several logical functions at the same time. For
example, we can have only two network elements (figure 2): one is carrying out the
functions corresponding to a Control-Client, a Fetch-Client and a Session-Sender and
the other one is carrying out the functions corresponding to a Server and a Session-
Receiver.

3 J-OWAMP: A System Based on OWAMP

In order to create an innovator platform for active measurements, that can also represent
a basis for the development and test of new algorithms and models, we built a
system designated by J-OWAMP (that stands for Java implementation of OWAMP) that
corresponds to the analogous of the OWAMP model. The developed system corresponds
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Fig. 3. Configuration of the compliance tests

to the OWAMP most general architecture, depicted in figure 1, allowing the definition
of only one client and one server in the network (possibly installed in machines with the
highest processing capacity) and the installation of senders and receivers in any machine
of the network, which leads to a lower processing impact. In this way, the network
manager can perform tests all over the network controlled from a single machine, which
is not possible in the simplified scenario of figure 2.

Structure and Implementation - The J-OWAMP system was developed in Java because
this language presents a set of favorable characteristics, like semantic simplicity, portabil-
ity and a set of classes that greatly simplify the construction of distributed applications.

The structure of the system is based on two levels: Messages and Entities. At the
Messages level, we developed a set of classes corresponding to each one of the data
packets that are exchanged in the OWAMP protocol.A particular class, Packet, is the basis
for all messages (derived classes). At the Entities level, a set of classes was developed
in order to implement the five elements of the OWAMP architecture: Client, Server,
Session-Sender, Session-Receiver and Fetch-Client.

Compliance Tests - In order to guarantee the compliance of the developed system with
the OWAMP proposal, we have performed a set of tests involving an implementation (for
a UNIX platform) developed by the Internet2 group and publicly available in [9]. The
tests were carried out in the private IT-Aveiro network using, in a first experiment, the
J-OWAMP modules as the client, monitor and sender modules and using the Internet2
modules as server and receiver modules and, in a second experiment, the J-OWAMP and
Internet2 modules in the reverse order (figure 3).

The communication between the J-OWAMP modules (developed in Java language)
and the Internet2 modules (developed in C language) was correctly established, in both
directions. Using the Ethereal traffic analyzer, we have verified that the control messages
and the test packets are correctly exchanged, as specified in the protocol.

4 Measurement Scenarios

Before carrying out active traffic measurements in a real network involving an hetero-
geneous environment, we have first established a laboratorial measurement setup to test
the developed measurement solution in a more controllable environment.



Active Traffic Monitoring for Heterogeneous Environments 607

 

192.0.0.2

192.0.0.1 

192.0.2.2 
192.0.2.1 192.0.4.1 192.0.4.2 192.0.1.1 

192.0.1.2 

MGEN OWAMP Control-Client  
OWAMP Server 

OWAMP Session-Receiver  
Drec 

NTP Client 

Router 1 Router 2

Serial link
64 Kbps 

MGEN traffic 
OWAMP-Test traffic

PC 1 

PC 2 PC 3

OWAMP Session-Sender 
NTP Server

Fig. 4. Network corresponding to the first measurement scenario

Laboratorial Setup - The laboratorial measurement setup is illustrated in figure 4.
Routers 1 and 2 are connected through a serial link configured with a transmission
capacity of 64 Kb/s and three networks are configured with the following structure:
network 192.0.0.0, that contains PC1 running the OWAMP sender; network 192.0.2.0,
that contains PC2 running the traffic generator MGEN and network 192.0.1.0 that
contains PC3 where we have previously installed the OWAMP client, server and receiver
elements as well as a receiver (Drec) of the traffic generated by the MGEN application
running on PC2. The service discipline for all queues belonging to the serial interfaces
of routers 1 and 2 is FIFO. PCs 1 and 3 are synchronized via NTP.

Using this scenario, we want to measure and study the packet delays that occur
in the queuing system of Router 1 as a function of the traffic load in the serial link
between Routers 1 and 2. In this way, we have configured the MGEN application to
generate traffic according to a Poisson distribution and send it to PC3 (using the serial
link). Using the sender installed in PC1 and the receiver installed in PC3 we were able
to measure the packet delay values that occurred in the queue of the Router 1 serial
interface, for different values of the traffic load. Arrows represented in figure 4 show
the directions that are followed by (i) the traffic generated by MGEN and (ii) the test
packets generated by the J-OWAMP measurement system.

University of Aveiro (UA) Wireless Network - The network corresponding to this
scenario is illustrated in figure 5. In order to evaluate the performance of accessing
the UA wireless network from the students’ residences, a set of measurements were
conducted between a PC located at the laboratory of Institute of Telecommunications
(IT), named Lab PC, and another one located at a students’ residence of the University
campus, named Residence PC. We measured and studied the traffic that flows between
the Residence and the Lab PCs, in both directions. The client, server and receiver were
installed in the PC that receives the test packets and the sender was installed in the PC
responsible for sending the packets. Both PCs are synchronized via NTP. Since Internet
access from the student’s residences is performed through the UA network, traffic in the
downstream direction includes mainly the downloads that are made from the Internet to
the residences.
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Fig. 5. Network corresponding to the second measurement scenario

All tests were performed in a 24 hours period. In each hour, sets of 10 tests (including
both packet delay and loss) were performed, making a total of 240 tests. In each group,
the tests beginning instants were separated by 2 minutes. All tests lasted for 1 minute and
consisted in sending 60 packets of 14 bytes each, at an average rate of 1 packet/second.
In order to conveniently characterize the packet average delay and packet loss ratio, we
have calculated 90% confidence intervals based on the 10 average values obtained in
each test belonging to a group of 10 tests.

5 Results

First Scenario - Figures 6 and 7 present the results corresponding to the packet delay
and packet loss tests, respectively, that were carried out for the first scenario, for different
rates of the MGEN generated traffic. From the analysis of the obtained results we can
verify that, as expected, there is an increase in packet delays and losses with increasing
network load: for network load values that are far from the maximum value supported by
the serial link (64 Kb/s) there are no packet losses, however, packet loss values increase
very fast as network load approaches the limit load supported by the serial link that
connects both routers.

Second Scenario - For this scenario, the results of the average packet delay and packet
loss ratio for the upstream direction are presented in figures 8 and 9, respectively,

Fig. 6. Results of the first scenario: average
packet delay versus MGEN generated traffic

Fig. 7. Results of the first scenario: packet
loss ratio versus MGEN generated traffic
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Fig. 8. Results of the second scenario,
upstream direction: average packet delay
versus first packet sending time

Fig. 9. Results of the second scenario,
upstream direction: packet loss ratio versus
first packet sending time

Fig. 10. Results of the second scenario,
downstream direction: average packet delay
versus first packet sending time

Fig. 11. Results of the second scenario,
downstream direction: packet loss ratio
versus first packet sending time

and the analogous results corresponding to the downstream direction are presented in
figures 10 and 11, respectively. From the analysis of these results we can verify that
delays corresponding to the upstream direction vary between approximately 30 and 120
milliseconds, being much smaller that the corresponding values for the downstream
direction that vary between 20 and 2300 milliseconds. Packet losses are null in the
upstream direction but have non zero values in the downstream direction. As expected,
there is a direct relationship between packet delays and losses: higher packet delay
values also correspond to higher packet loss values. In the performed tests, downstream
traffic was much higher than upstream traffic, which is a typical result for these kind of
scenarios. In the downstream direction, the highest delay and loss values were observed in
the night and afternoon (between 2PM and 6PM) periods. These values can be attributed
to the use of file sharing applications. In the night period, the utilization level of these
applications is even higher, mainly from the students’residences. In the afternoon period,
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the utilization of these applications is mainly performed from the library building, which
is also covered by the wireless network.

6 Conclusions

Traffic monitoring through active measurements is having an increasing relevance in the
IP networks management context, since it enables to directly monitor quality of service
parameters, like for example average packet delay and packet loss ratio. The IETF IPPM
group has recently proposed a protocol for conducting active traffic measurements in a
single direction, the OWAMP (One-Way Active Measurement Protocol).

This paper presented a solution (based on the OWAMP protocol) for performing
active measurements in a heterogeneous network, including its implementation, valida-
tion and some examples that allow a further exploration of the OWAMP protocol. The
proposed system was developed in Java language, mainly due to its portability. Several
compliance tests with the only known implementation (from the Internet2 group) were
successfully conducted. The system was evaluated through a set of performed tests,
conducted both in a laboratorial environment and in a real operational network. The
obtained results show that the implemented system is a very useful active measurement
tool that can be used for characterizing quality of service in IP networks.
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Tecnologia, project POSI/42069/CPS/2001, and European Commission, Network of
Excellence EuroNGI (Design and Engineering of the Next Generation Internet).
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Abstract. This paper considers the primary and secondary path gen-
eration problem in traffic engineering. We first present a standard MILP
model. Since its size and integrality gap are very large, we then apply
a Benders decomposition to isolate the failure case capacity constraints,
related linearisation variables and linearisation constraints.

The disaggregated Benders cuts are generated, which is actually the
set of violated failure case capacity constraints with their linearisation
variables and the required linearisation constraints. This corresponds to
adding the failure case capacity constraints, their linearisation variables
and linearisation constraints only as they are needed.

Some results on generated test cases for different network topologies
are given. In comparison with the standard MILP formulation, we re-
duce execution times on average by a factor of 1000 using the Benders
decomposition. We also compare with a scheme of accepting demands
one-by-one, which can handle more large-scale problems at the cost of
loosing optimality.

1 Introduction

Using the emerging multiprotocol label switching technology, some Internet ser-
vice providers are switching to a traffic engineered operation from best-effort
traffic, where paths between nodes in the network are specified explicitly. This
can help to provide some guaranteed quality of service (QoS), such as the band-
width provision or delay and jitter bounds [1].

For services like voice over IP and video conferencing, the customer needs a
reliable service without disruptions even if some elements in the network fail.
Fast re-route tunnels can provide an emergency alternative in a very short pe-
riod. These tunnels can be precomputed and set-up on the network, e.g. Cisco’s
Tunnel Builder Pro. However, as a solution for longer lasting outages a sec-
ondary path needs to be provided as well [2]. This secondary tunnel is activated
when the failure of the primary tunnel is signalled to the head router. As the
secondary tunnel should not be affected by the element failure that might affect
the primary tunnel, we must require that it is disjoint from the primary path.
Most often we only consider link element failures, and the secondary path is not
allowed to use the same links as the primary path.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 611–619, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Only reserving the full bandwidth for the primary path and setting up zero
bandwidth tunnels for the secondary paths will minimize the required network
resources, but cannot guarantee QoS when an element fails. On the other hand,
reserving the full bandwidth for both primary and secondary paths at the same
time will results in an inefficient usage of the network. As primary and sec-
ondary tunnels for the same demand are never used concurrently, therefore, in
the normal network operation, only the primary tunnels are used and require
bandwidth. The sum of all bandwidth demands routed over a given link should
be within its capacity. In a failure case, most of the primary tunnels will be still
active, only those routed over failed elements will be replaced by their secondary
tunnels. The total bandwidth required by all primary tunnels still in use and
all active secondary tunnels should not exceed the edge capacity. To express all
capacity constraints for all failure cases leads to a large number of variables and
constraints. We use Benders decomposition to avoid stating all these constraints
a priori. In our master problem we find primary and secondary paths, and then
check in our subproblem if any capacity constraints are violated. We add the
violated capacity constraints as Benders cuts to the master problem until a so-
lution is found which does not violate the capacity constraints. By construction,
this is the optimal solution to the global problem.

2 Primary/Secondary Path Generation Problem

Recently, Papadakos provided a model [3] to find primary and secondary paths,
accounting for the bandwidth use in normal operation and in all failure cases
separately. In this section we summarize the results of that paper.

The network is modelled as a set of nodes N and a set of edges E. Each edge
e(k, l) ∈ E directly connects node k to node l, associated with a capacity ce.
For each node n ∈ N there is a set of edges I(n) entering n and a set of edges
O(n) leaving n. The set of demands to be routed over the network is called D.
Each demand d ∈ D has an origin sd, a destination td and a maximum requested
bandwidth Bd. For each demand, if accepted, a primary and a secondary path
must be found, so that in the normal operation and in all failure cases the
bandwidth required by primary and secondary paths active in this failure case
do not exceed the available edge capacity.

We introduce three sets of (0/1) variables and four sets of constraints as:

Acceptance variable Zd states whether demand d is accepted or not.
Primary path variable Xde states whether edge e is used for the primary path
of demand d.
Secondary path variable Wde states whether edge e is used for the secondary
path of demand d.
Primary path constraint states that for an accepted demand there must be a
continuous primary path from the source to the destination.

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Xde −
∑

e∈I(n)

Xde =

{−Zd n = td

Zd n = sd

0 otherwise
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Secondary path constraint states for an accepted demand there also must be
a continuous secondary path from the source to the destination.

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Wde −
∑

e∈I(n)

Wde =

{−Zd n = td

Zd n = sd

0 otherwise

Edge disjoint path constraint states that primary and secondary paths are
not allowed to use the same edges.

∀d ∈ D, ∀e ∈ E : Xde + Wde ≤ 1

Capacity constraint states that in the normal operation and in all failure cases
the bandwidth required by primary and secondary paths active in this failure case
do not exceed the edge capacity.⎧⎪⎪⎨⎪⎪⎩

∀e ∈ E :
∑
d∈D

BdXde ≤ ce

∀e ∈ E, e′ ∈ E/e :
∑
d∈D

Bd(Xde − Xde′Xde + Xde′Wde) ≤ ce

(1)

This capacity constraint limited the bandwidth use for edge e both by the
use for all primary paths routed through it and by the largest use in any of the
failure cases considered. Assume a failure in edge e′. Then the traffic through e
is the sum of all primary paths passing through e which are not passing through
e′ as well, and the sum of all secondary paths through e for demands where the
primary path is routed through e′.

Finally, the MIP formulation is presented as:

max
{Zd,Xde,Wde}

∑
d∈D

BdZd

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Xde −
∑

e∈I(n)

Xde =

{−Zd n = td

Zd n = sd

0 otherwise

∀e ∈ E :
∑
d∈D

BdXde ≤ ce

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Wde −
∑

e∈I(n)

Wde =

{−Zd n = td

Zd n = sd

0 otherwise

∀e ∈ E, ∀e′ ∈ E/e :
∑
d∈D

Bd(Xde − Xde′Xde + Xde′Wde) ≤ ce

∀d ∈ D, ∀e ∈ E : Xde + Wde ≤ 1

(2)

3 Problem Reformulation

The MIP model (2) was using a number of non-linear constraints. Differing
from [3], we propose a new linearisation. For this, we introduce new 0/1 lineari-
sation variables Ydee′ = (1−Xde′)Xde + Xde′Wde and a set of linearisation
constraints:
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Xde − Xde′ ≤ Ydee′ ≤ Xde + Xde′

Wde + Xde′ − 1 ≤ Ydee′ ≤ Wde − Xde′ + 1 (3)

This results in a new MILP formulation:

max
{Zd,Xde,Wde,Ydee′ }

∑
d∈D

BdZd

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Xde −
∑

e∈I(n)

Xde =

{−Zd n = td

Zd n = sd

0 otherwise

∀e ∈ E :
∑
d∈D

BdXde ≤ ce

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Wde −
∑

e∈I(n)

Wde =

{−Zd n = td

Zd n = sd

0 otherwise

∀e ∈ E, ∀e′ ∈ E/e :
∑
d∈D

BdYdee′ ≤ ce

∀e ∈ E, ∀e′ ∈ E/e, d ∈ D :

{
Xde − Xde′ ≤ Ydee′ ≤ Xde + Xde′

Wde + Xde′ − 1 ≤ Ydee′ ≤ Wde − Xde′ + 1
∀d ∈ D, ∀e ∈ E : Xde + Wde ≤ 1

(4)

which can be solved by MIP solvers. However, this MILP formulation has a huge
number of (1) failure case capacity constraints; (2) linearisation variables; (3)
linearisation constraints. The integrality gap is very big, limiting the scalability
of the model. Although we can solve smaller problem instances, both memory
usage and execution time grow very quickly for larger ones.

4 Solution by Benders Decomposition

Benders decomposition partitions an optimisation problem into two smaller
problems, the master problem and the subproblem. The Benders algorithm it-
eratively solves the master problem and the subproblem. In every iteration, the
subproblem solution provides the Benders cut, added to the master problem,
narrowing down the search space and leading to optimality [5].

Applying the Benders decomposition to the problem (4), we choose the failure
case capacity constraints as the subproblem (SP), and the primary/secondary
path generation as the master problem (MP).

SP – Failure Case Capacity Constraint. Suppose the primary/secondary path
solution {x̃(k)

de , w̃
(k)
de }. The capacity constraints for the failure cases are checked

by the subproblem:

min
{See′ ≥0}

φe =
∑

e′∈E/e

See′

st.

{
∀e′ ∈ E/e : See′ ≥

∑
d∈D

Bd(x̃(k)
de − x̃

(k)
de′ x̃

(k)
de + x̃

(k)
de′ w̃

(k)
de ) − ce

(5)
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If the objective
∑

e∈E φ
(k)
e = 0, then all failure case capacity constraints are

satisfied. Therefore the optimal solution is obtained as {z̃(k)
d , x̃

(k)
de , w̃

(k)
de }. How-

ever, if φ
(k)
e > 0 (not all failure case capacity constraints are satisfied), then new

Benders cuts must be generated and added to the master problem to cut off the
solution {x̃(k)

de , w̃
(k)
de }.

In order to generate the Benders cut, the dual of subproblem (5)

max
{0≤γee′ ≤1}

∑
e′∈E/e

[
∑
d∈D

Bd(x̃(k)
de − x̃

(k)
de′ x̃

(k)
de + x̃

(k)
de′ w̃

(k)
de ) − ce]γee′ (6)

is solved with: γ̃
(k)
ee′ =

⎧⎪⎪⎨⎪⎪⎩
0

∑
d∈D

Bd(x̃(k)
de − x̃

(k)
de′ x̃

(k)
de + x̃

(k)
de′ w̃

(k)
de ) ≤ ce

1
∑
d∈D

Bd(x̃(k)
de − x̃

(k)
de′ x̃

(k)
de + x̃

(k)
de′ w̃

(k)
de ) > ce

The disaggregated Benders cut, which will make the solution {x̃(k)
de , w̃

(k)
de } in-

feasible, is generated as⎧⎪⎪⎨⎪⎪⎩
∀(e, e′) ∈ C(k) :

∑
d∈D

Bd(Xde − Xde′Xde + Xde′Wde) ≤ ce

C(k) = {(e, e′) :
∑
d∈D

Bd(x̃(k)
de − x̃

(k)
de′ x̃

(k)
de + x̃

(k)
de′ w̃

(k)
de ) > ce}

(7)

By use of the related linearisation variables and the linearisation constraints,
the Benders cuts (7) can be linearised as⎧⎪⎪⎨⎪⎪⎩

∀(e, e′) ∈ C(k) :
∑
d∈D

BdYdee′ ≤ ce

∀(e, e′) ∈ C(k), ∀d ∈ D :

{
Xde − Xde′ ≤ Ydee′ ≤ Xde + Xde′

Wde + Xde′ − 1 ≤ Ydee′ ≤ Wde − Xde′ + 1

(8)

We then add these Benders cuts to the master problem to narrow down its
feasible solution space.

MP – Generating Primary/Secondary Paths. In the next iteration we collect all
Benders cuts generated by all subproblems, and construct a new master problem

max
{Zd,Xde,Wde,Ydee′ }

∑
d∈D

BdZd

st.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Xde −
∑

e∈I(n)

Xde =

{−Zd n = td

Zd n = sd

0 otherwise

∀e ∈ E :
∑
d∈D

BdXde ≤ ce

∀d ∈ D, ∀n ∈ N :
∑

e∈O(n)

Wde −
∑

e∈I(n)

Wde =

{−Zd n = td

Zd n = sd

0 otherwise

∀(e, e′) ∈ E(k) = E(k−1) ∪ C(k) :
∑
d∈D

BdYdee′ ≤ ce

∀(e, e′) ∈ E(k), ∀d ∈ D :

{
Xde − Xde′ ≤ Ydee′ ≤ Xde + Xde′

Wde + Xde′ − 1 ≤ Ydee′ ≤ Wde − Xde′ + 1
∀d ∈ D, ∀e ∈ E : Xde + Wde ≤ 1

(9)
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We resolve the master problem to find the new primary/secondary path solution
{x̃(k+1)

de , w̃
(k+1)
de }, and then check the satisfaction of the failure case capacity

constraints in our subproblem. Initially, the master problem is solved without
any failure case capacity constraints, i.e. E(0) = ∅.

It is worth drawing attention to the difference between the MILP formulation
(4) and the master problem (9): only a few failure case capacity constraints
and their related linearisation variables and linearisation constraints involved in
master problem (9). This makes the master problem (9) easier to solve, at least
as long as we do not have to add too many cuts in the process.

Adding Constraints and Variables as Needed. Instead of stating all failure case
capacity constraints at the very beginning, we start to solve the primary/secondary
path generation problem without the failure case capacity constraints, find a pri-
mary/secondary path solution and check which failure case capacity constraints
are violated. If no violations are detected, then the solution is optimal. If vi-
olations are found, then we add violated failure case capacity constraints and
related linearisation variables and linearisation constraints, and resolve the mas-
ter problem. They act as a cutting plane, i.e. the previous solution becomes
infeasible and a new solution must be found, which does not have the defect of
the previous solution. In the worst case, we need to add all failure cases capacity
constraints before finding a solution.

This strategy is similar to one which used when solving the Travelling Sales-
man Problem (TSP) with MILP to efficiently handle the exponential number of
sub-tour elimination constraints. However, the sub-tour elimination constraints
are linear [6], while the failure case capacity constraints are nonlinear, and need
a large number of linearisation variables and linearisation constraints to make
them linear. This means that in our case, the strategy of adding constraints and
variables as needed is even more powerful.

5 Implementation, Results and Comparison

Our current implementation consists of a single MILP master problem (9) and, in
principle, LP subproblems for each failure case capacity constraint. The efficient
handling of the MILP master problem and addition of new rows to the master
problem is supported by the hybrid MILP/CP software platform ECLiPSe [7],
which provides interfaces to CPLEX [4] for solving MILP problems.

Three different networks have been used to evaluate our algorithm, which
have between 10 and 38 nodes and 30 to 116 directed edges. We choose demand
sets from 10 to 40 demands, and divided the bandwidth required into 2 classes
(small and large). The small bandwidth is randomly chosen from 100 to 500 in
increments of 50, the large bandwidth from 100 to 2000 in increments of 200.

For the small bandwidth group, Benders decomposition can solve all instances
very easily requiring only 1-3 iterations. Table 1 shows the objective as the band-
width size of the accepted demands, MILP solution time (CPU) and size in
number of variables (Vars) and constraints (Cstrs), and Benders decomposition



Primary/Secondary Path Generation Problem 617

Table 1. Small Bandwidth Demand

Network Demands Obj MILP BD
Nodes Edges Number CPU Vars Cstrs CPU IT

10 2650 2.79 9311 36401 0.58 2
10 30 20 4700 144.96 18621 71901 1.38 2

30 6950 OM 27931 107401 340.51 2
10 2650 536.26 44231 177417 1.28 1

20 66 20 4550 5564.54 88461 350477 5.40 2
30 6800 12989.33 132691 523537 10.88 2
40 8500 OM 176921 696597 25.08 3
10 2150 33822.51 132497 536785 4.17 1

38 116 20 3050 OM 266379 1065635 8.88 1
30 5200 OM 398875 1588963 27.34 2

Table 2. Large Bandwidth Demand

Network Demands Obj MILP BD
Nodes Edges Number CPU Vars Cstrs CPU IT

10 6000 4594.88 8093 31676 5.01 2
10 30 20 8400 TO 16881 65151 419.92 4

30 OM 25147 96601 TO
10 8600 4164.53 39751 159742 10.17 6

20 66 20 13000 OM 82061 325227 3381.68 6
30 OM 122451 483137 TO
40 OM 160921 633472 TO
10 7000 11516.08 110041 447409 12.13 3

38 116 20 8400 OM 232583 931235 56.89 6
30 12600 OM 346095 1379435 6650.73 11

Table 3. Large Bandwidth Demand

Network Demands BD fXfW fXvW
Nodes Edges Number Nr Obj CPU Nr Obj CPU Nr Obj CPU

10 8 6000 5.01 8 5600 2.82 8 5600 3.52
10 30 20 14 8400 419.92 15 8100 7.72 15 8100 9.78

30 TO 20 10600 10.7 21 11900 17.81
10 8 8600 10.17 10 8600 85.84 10 8600 112.00

20 66 20 18 13000 3381.68 17 11300 329.55 17 11300 252.51
30 TO 24 16000 427.23 23 15300 357.21
40 TO 26 17400 464.63 28 19000 414.72
10 8 7000 12.13 8 7000 775.22 8 7000 588.78

38 116 20 12 8400 56.89 12 8400 1284.23 12 8400 1262.42
30 18 12600 6650.73 17 10700 1412.44 18 12600 1602.65
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solution time (CPU) and iterations (IT). As the demand bandwidth increases,
Benders decomposition requires more CPU time and iterations to find the op-
timal solution, results are shown in Table 2. CPU are given for a Linux based
workstation with a 2GHz Pentium4, OM indicates out of memory on a 1GB
machine, and TO indicates a time out after 72000 seconds.

In our 20 test instances, the Benders decomposition solves all but 3 problem
instances within the time limit, requiring between 1 and 11 iterations. Of all 20
test instances, the MILP cannot solve 11 problem instances, and for the 9 solved
instances, MILP is not efficient and takes on average 1000 times longer than the
Benders decomposition.

Place the Demands One by One. As an alternative scheme, we can try to place
demands one by one. Usually, we will not obtain the optimal solution to the
global problem, but we can handle much larger problem sizes. We consider two
variants of this scheme.

Scheme fXfW - Suppose that at step k, Dk is the set of demands which
previously have been tried to be placed in the network (z̃d accepted or rejected),
therefore we know their primary/secondary path solution(x̃de, w̃de). And at step
k, we try to place a set of new demands, D(k), keeping already placed ones fixed.

Scheme fXvW - We can also allow to reroute all secondary tunnels, keeping
only the primary paths of previously accepted demands fixed. Therefore, when
placing new demands at step k, we can treat the secondary paths of previous
accepted demands as additional variables.

When we compare this approach with the Benders decomposition results in
terms of the number of accepted demands, the bandwidth size and the solution
time, which are given in Table 3, we can see that fXfW and fXvW cannot
guarantee the optimality although they can solve all problem instances.

6 Conclusion

When reformulated as a MILP, the primary/secondary path generation prob-
lem needs a large number of linearisation variables and linearisation constraints.
Because of the big integrality gap, it is quite difficult to solve with a commer-
cial MILP package. In this paper, we have applied a Benders decomposition to
solve the primary/secondary path generation problem. Isolating the failure case
capacity constraints and their corresponding linearisation variables and lineari-
sation constraints from the other constraints, and adding them only as needed,
allows us to solve more realistic problem instances.
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Abstract. Priority scheduling for packets is a hot topic, as interactive
(voice,video) services are being integrated in existing data networks.
In this paper, we consider a discrete-time queueing system with non-
preemptive (or Head-Of-the-Line) priority scheduling and a general num-
ber of priority classes. Packets of variable length arrive in the queueing
system. We derive expressions for the probability generating functions
of the packet delays. From these functions, some performance measures
(such as moments and approximate tail probabilities) are calculated. We
apply the theoretical results to a queue that handles arriving multimedia
traffic.

1 Introduction

In recent years, there has been much interest in incorporating multimedia ap-
plications in packet-based networks (e.g. IP networks). Different types of traffic
need different QoS standards. For real-time interactive applications, it is im-
portant that mean delay and delay-jitter are bound, while for non real-time
applications, the loss ratio is the restrictive quantity. In order to guarantee ac-
ceptable delay boundaries to delay-sensitive traffic (such as voice/video), several
scheduling schemes – for switches, routers, . . . – have been proposed and ana-
lyzed, each with their own specific algorithmic and computational complexity.
The (strict) priority scheduling is the most drastic one. With this scheduling,
as long as delay-sensitive (or high-priority) packets are present in the queue-
ing system, they will be served first. Delay-insensitive packets can thus only be
transmitted when no delay-sensitive traffic is present in the system. Clearly, this
is the most rigorous way to meet the QoS constraints of delay-sensitive traffic
(and thus the scheduling with the most disadvantageous consequences to the
delay-insensitive traffic), but also the easiest to implement. In the related liter-
ature, there have been a number of contributions with respect to HOL priority
scheduling (see e.g. [1, 2, 3, 4, 5, 6, 7]).

In this paper, we focus on the effect of a non-preemptive or HOL (Head-Of-
the-Line) priority scheduling discipline on the performance of a queue with multi-
ple traffic classes. More delay-sensitive traffic is assumed to have non-preemptive
priority over traffic with more flexible delay constraints, i.e., when the server
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becomes idle, a packet of the most delay-sensitive traffic that is available is
scheduled for service next. Newly arriving packets cannot interrupt the trans-
mission of a packet that has already commenced, whatever their priority level.
The transmission times of the packets are assumed to be generally distributed
and class-dependent (which reflects the case where different classes represent
different applications). We will demonstrate that an analysis based on proba-
bility generating functions (pgf’s) is extremely suitable for modeling this type
of buffers with a priority scheduling discipline. From these pgf’s, we calculate
closed-form expressions for some interesting performance measures.

2 Mathematical Model

We consider a discrete-time single-server queueing system with infinite buffer
space. Time is assumed to be slotted. There are M types of traffic arriving in
the system. We denote the number of packet arrivals of class-j during slot k by
aj,k (j = 1, . . . , M). All types of packet arrivals are assumed to be i.i.d. from
slot-to-slot and the number of per-slot arrivals are characterized by the joint pgf

A(z) �E

⎡⎣ M∏
j=1

z
aj,k

j

⎤⎦ ,

with z defined as a vector with elements zj (j = 1, . . . , M). We define the
marginal pgf’s of the arrivals from class-j during a slot by

Aj(z) � E[zaj,k ] = A(z)
∣∣
zj=z,zi=1,i �=j

.

We furthermore denote the arrival rate of class-j (j = 1, . . . , M) by λj = A′
j(1)

and the total arrival rate by λT =
∑M

j=1 λj . The service times of the class-j
packets are assumed to be i.i.d. and are characterized by the probability mass
function sj(m), m ≥ 1, and pgf Sj(z) =

∑∞
m=1 sj(m)zm, with j = 1, . . . , M .

We furthermore denote the mean service time of a class-j packet by μj = S′
j(1)

and define the load offered by class-j packets as ρj � λjμj . The total load is
given by ρT �

∑M
j=1 ρj , and the equilibrium condition requires that ρT < 1.

The system has one server that provides for the transmission of the packets.
Class-i packets are assumed to have non-preemptive priority over class-j packets
when i < j, and within one class the service discipline is FCFS.

3 System Contents at Service Initiation Epochs

In order to be able to analyze the packet delay, we first analyze the system
contents at the beginning of so-called start-slots, i.e., slots at the beginning of
which a packet (if available) can enter the server. Note that every slot during
which the system is empty is also a start-slot. We denote the system contents nj,l
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as the number of class-j (j = 1, . . . , M) packets in the buffer at the beginning
of the l-th start-slot, including the packet being served (if any). Their joint pgf
is denoted by

Nl(z) �E

⎡⎣ M∏
j=1

z
nj,l

j

⎤⎦ . (1)

The set {(n1,l, . . . , nM,l), l ≥ 1} forms a Markov chain, since the arrival process is
i.i.d. and the buffer solely contains entire packets at the beginning of start-slots.
s∗

l denotes the service time of the packet that enters service at the beginning
of start-slot l (which corresponds - by definition - to regular slot k). We then
establish the following system equations:

– If n1,l = . . . = nM,l = 0:

ni,l+1 =ai,k for i = 1, . . . , M.

– If n1,l = . . . = nj−1,l = 0, nj,l > 0:

ni,l+1 =ni,l − 1i=j +
s∗

l −1∑
m=0

ai,k+m for i = 1, . . . , M,

for j = 1, . . . , M . 1X is the indicator function of X.

Using the system equations, we can derive a relation between Nl(z) and Nl+1(z).
We assume that the system is stable (implying that the equilibrium condition
ρT < 1 is satisfied) and as a result Nl(z) and Nl+1(z) converge both to a common
steady-state value N(z) for l → ∞. By taking the l → ∞ limit of the relation
between Nl(z) and Nl+1(z), we obtain:

N(z) =
z1

z1 − S1(A(z))

{
zMA(z)− SM (A(z))

zM
N(0) (2)

+
M∑

j=2

[
Sj(A(z))

zj
− Sj−1(A(z))

zj−1

]
N(zj)

}
.

There are M quantities yet to be determined in the right hand side of equation
(2), namely the functions N(zj) (j = 2, .., M) and the constant N(0). First, we
will recursively express N(zm) (m = 1, .., M) in terms of the N(zj) (j = m +
1, .., M) and N(0). We define X0(z) � A(z). In the m-th step of our (recursive)
calculation, we assume that Xm−1(zm) has already been defined and that the
following equation holds:

N(zm) =
zm

zm − Sm(Xm−1(zm))

{
zMXm−1(zm)− SM (Xm−1(zm))

zM
N(0)

+
M∑

j=m+1

[
Sj(Xm−1(zm))

zj
− Sj−1(Xm−1(zm))

zj−1

]
N(zj)

}
. (3)
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Substituting m = 1 in this equation yields equation (2), which is the starting
point of our recursive procedure. Applying Rouché’s theorem, it can then be
proved that for given values of zj with |zj | < 1 (j = m + 1, .., M), the equa-
tion zm = Sm(Xm−1(zm)) has a unique solution in the complex unit circle for
zm, which will be denoted by Ym(zm+1) in the remainder, and which is implic-
itly defined by Ym(zm+1) � Sm(Xm−1(zm))|zm=Ym(zm+1). Since any pgf is finite
inside the unit circle and since Ym(zm+1) is a zero of the denominator of the
right hand side of (3), Ym(zm+1) must also be a zero of the numerator. Defining
Xm(zm+1) � Xm−1(zm)|zm=Ym(zm+1) (and X0(z1) = A(z)), this leads to ex-
pression (3) with m substituted by m + 1, which means that the m + 1-th step
of the algorithm can be applied next. After M − 1 iterations we finally find:

N(zM) =N(0)
zMXM−1(zM)− SM (XM−1(zM))

zM − SM (XM−1(zM))
. (4)

Next, we can calculate the functions N(zm) (m = 1, . . . , M − 1) as a function
of N(0). We therefore iteratively substitute the (in that step already) found
expressions of N(zj) (j = m+1, . . . , N) in equation (3). Equaling m to 1 finally
gives N(z) as a function of N(0). The expression for general M is too elaborate
though, but we have outlined the principle by which this M -th dimensional
function can be calculated. The last remaining unknown is N(0). This constant
can be calculated by applying the normalization condition N(1) = 1, with 1
a vector of size M with all elements equal to 1. This concludes the procedure
to calculate N(z), which is used in the analysis of the packet delays in the
next section.

4 Packet Delays

The delay of a packet is defined as the number of slots between the end of the
packet’s arrival slot and the end of its departure slot. We denote the delay of a
tagged class-j packet by dj and its pgf by Dj(z) (j = 1, . . . , M). We furthermore
denote the arrival slot of the tagged packet by slot k. If slot k is a start-slot, it
is assumed to be start-slot l. If slot k is not a start-slot on the other hand, the
last start-slot preceding slot k is assumed to be start-slot l. In this section, we
show how an expression for Dj(z) - for general j - is derived.

Let us first refer to the packets in the system at the end of slot k, but that
have to be served before the tagged packet as the “primary packets”. So, basi-
cally, the tagged class-j packet enters the server, when all primary packets and
all packets with higher priority that arrived after slot k (i.e., while the tagged
packet is waiting in the queue) are transmitted. In order to analyze the delay
of the tagged class-j packet, the number of packets that are served between
the arrival slot of the tagged class-j packet and its departure slot is important
(and more specifically the time necessary to transmit them), not the precise or-
der in which they are served. Therefore, in order to facilitate the analysis, we
will consider an equivalent virtual system with an altered service discipline. From
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slot k on, we aggregate the j − 1 highest priority classes in one class and serve
the packets in this aggregated class in a LCFS way (those in the queue at the
end of slot k and newly arriving ones). So, a primary packet can enter the server,
when the system becomes free (for the first time) of packets of this aggregated
class that arrived during and after the service time of the primary packet that
preceded it according to the new service discipline. Let v

(n)
i,m (i = 1, . . . , j) denote

the length of the time period during which the server is occupied by the m-th
class-i packet that arrives during slot n and its “successors” of the aggregated
class, i.e., the time period starting at the beginning of the service of that packet
and terminating when the system becomes free (for the first time) of packets
of the j − 1 highest priority classes which arrived during and after its service
time. The v

(n)
i,m’s (i = 1, . . . , j) are called sub-busy periods, initiated by the m-th

class-i packet that arrived during slot n. Notice that the v
(n)
i,m depend on the class

we are analyzing (i.e. class-j), but to alleviate the notation this dependency is
taken into account implicitly. It is clear that the lengths of consecutive sub-busy
periods initiated by class-i packets are i.i.d. and thus have the same pgf Vi(z)
(which implicitly depends on j). This pgf is given by

Vi(z) = Si(zA(V1(z), . . . , Vj−1(z), 1, . . . , 1)), (5)

with i = 1, . . . , j; j = 1, . . . , M . This can be understood as follows: when the
m-th class-i packet that arrived during slot n enters service, its sub-busy period,
v
(n)
i,m, consists of two parts: the service time of that packet itself, and the service

times of the packets of higher priority than the tagged class-j packet (the ag-
gregated class) that arrive during its service time and of their successors of the
aggregated class. This leads to equation (5).

Finally, dj can be expressed in terms of the ni,l, i = 1, . . . , M defined in the
previous section. Dj(z) is then calculated as a function of N(z) by z-transforming
this expression for dj . The function N(z) was already calculated in section 3
and as a result Dj(z) can be found. We refer to [7] and [8] for more details on
similar queueing analyses. Dj(z) is found to be given by (after some extensive
mathematical manipulations)

Dj(z) =
1−∑j

i=1 ρi

λj

Sj(z)(zBj−1(z)− 1)
zBj−1(z)−Bj(z)

Bj(z)−Bj−1(z)
Vj(z)− 1

(6)

×
⎛⎝1−

∑M
i=j+1 ρi

1−∑j
i=1 ρi

+
1

1−∑j
i=1 ρi

M∑
i=j+1

ρi
Vi(z)− 1

μi(zBj−1(z)− 1)

⎞⎠ ,

with expression (5) of the Vi(z) expanded to i = j + 1, . . . , M and with Bi(z) �
A(V1(z), . . . , Vi(z), 1, . . . , 1) (i = 1, . . . , j). Note that this expression is also cor-
rect for D1(z), the pgf of the highest priority class.
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5 Performance Measures

The functions Vi(z), defined in the previous section, can be explicitly found only
in case of some specific arrival and service processes. Their derivatives for z = 1,
necessary to calculate the moments of the packet delay, on the contrary, can
be calculated in closed-form. So means, variances and higher moments of the
packet delays of all classes can be calculated straightforwardly by taking the
appropriate derivatives of expression (6) and substituting z by 1.

Furthermore, the tail probabilities of the packet delays can also be approx-
imately calculated from the pgf’s calculated in the previous section. These tail
distributions are often used to impose statistical bounds on the guaranteed QoS
for both classes. In order to determine the asymptotic behavior of the tail dis-
tribution, the dominant singularity of the respective pgf is important. The tail
behavior of the delay of class-j packets is a bit more involved than in usual
queueing analyses, since it is not a priori clear what the dominant singularity of
Dj(z) is. This is due to the occurrence of the functions Vi(z), i = 1, . . . , j − 1
in (6), which are only implicitly defined. In [6] it is proved that these implicitly
defined functions have a branch-point singularity zB where their first derivatives
become infinite but the functions themselves remain finite. zB is then also a
branch point of Dj(z). A second potential singularity of Dj(z) is given by the
(dominant) zero zP of zBj−1(z)−Bj(z) on the real axis (see expression (6)).

The tail behavior of the packet delay of class-j packets is thus characterized
by the singularities zP or zB , depending on which one is dominant (i.e., which
one has the smallest modulus). Three types of tail behavior may occur, namely
when zP is dominant, zP = zB and zB is dominant. In those three cases, the tail
probabilities of the class-j packet delay are given by (see [6] for more details)

Prob[dj = n] ≈

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

K1z
−n+1
P if zP dominant

K2n
−1/2z−n

B√
zBπ

if zP = zB dominant

K3n
−3/2z−n

B

2
√

π/zB

if zB dominant.

(7)

The constants Ki (i = 1, 2, 3) can be found by investigating the pgf Dj(z) in
the neighborhood of its singularity. The first expression of (7) shows a typical
geometric tail behavior, the third expression shows a typical non-geometric tail
behavior and the second expression gives a transition between both.

6 Numerical Examples

In this section, we present some numerical examples. We assume traffic of three
traffic classes being handled by a queue, e.g. a class consisting of voice traffic, one
of Video-on-Demand (VoD) traffic and a third one of data traffic. We call these
class-1, class-2 and class-3 respectively in the remainder. Evidently, an interactive
voice application will have the most stringent delay requirements while data (file
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transfer) will have the loosest delay bounds, with VoD somewhere in between.
This is reflected by the priority level that has been assigned to each of the
three traffic classes. The numbers of per-slot arrivals of class-j are distributed
according to a Poisson process with arrival rate λj . We furthermore assume
deterministic service times for class-j equal to μj number of slots. The arriving
packets are transmitted via an output link. We assume that this link has a
transmission rate of 620 Mb/s. The video and data packets all carry 1500 bytes
corresponding to the length of an Ethernet packet. Due to the relatively low
bitrate of a voice codec (8-64 kb/s), the filling time of a voice packet can become
significant if the packet length is too high; as a result voice packets are usually
kept small and are chosen to be equal to 200 bytes in this section. The slot-
length Δ then equals the amount of time to transmit 100 bytes, or Δ = 1.29μs.
Define αj (j = 1, 2, 3) as the fraction of load of class-j in the total traffic mix,
i.e., αj = ρj/ρT .

In Figure 1a., the means of the packet delay of the class-1, class-2 and class-
3 packets are shown as functions of the total load ρT for α1 = 0.05, 0.1 and
0.2 respectively and for α2 = 0.4. One can observe the influence of assigning
priorities: mean delay of voice packets is kept as low as possible. Since the voice
packets constitute a limited fraction of the traffic stream, the mean delay of the
video packets is also kept relatively low. However, one can see that, especially
for α1 = 0.2 and for high loads, the influence of the voice packets on the mean
delay of the video packets is not negligible. The price to pay for limiting the
delay of voice and video packets is a larger mean delay of the data packets (as
expected). This figure also shows that the mean delays of all classes suffers as
the share of the high-priority traffic in the overall load increases.

Figure 1b. shows the tail probabilities of the packet delay of the class-2 (video)
packets with ρ1 = 0.05, 0.1 and 0.2 respectively and ρ2 = 0.4. The value of d2 of
this figure is expressed in μs. For each value of ρ1 we have plotted two curves.
The lower curves depict the tail probabilities when no data traffic arrives (i.e,
ρ3 = 0). The upper curves show the tail probabilities when the bandwidth that
is not used by the voice or video traffic is consumed entirely by data packets
(ρ3 = 1 − ρ1 − ρ2). We see that data packets have a non-negligible influence
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on the delay characteristics of video traffic (since the priority scheduling is non-
preemptive and thus video packets that arrive during the transmission of a data
packet have to wait until that packet is fully transmitted), although this influence
remains limited. The impact of the voice packets on the delay characteristics of
the video packets is much larger. This was to be expected because of the priority
given to voice packets over video packets.

7 Conclusions

In this paper, we analyzed the packet delays of all classes in a queueing system
with a non-preemptive (HOL) priority scheduling discipline and with a general
number of priority classes. A generating-functions-approach was adopted, which
led to closed-form expressions of the moments and accurate approximations of
the tail probabilities of the packet delays of all the classes, that are easy to
evaluate. The service times are class-based and generally distributed. Therefore,
the results could be used to evaluate the system performance in packet-based
networks, that support multiple applications to which different priorities are
assigned. An example is touched upon wherein voice, video and data streams
are multiplexed.
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Abstract. The Stream Control Transmission Protocol (SCTP) is a reli-
able transport protocol to tackle the limitations of TCP and UDP. SCTP
was originally designed to transport PSTN signaling messages over IP
networks, but is also capable of serving as a general-purpose transport
protocol. SCTP provides attractive features such as multi-streaming and
multi-homing that may be helpful in high-mobility environment. SCTP
congestion control mechanisms are based upon TCP congestion princi-
pals with the exception of the fast recovery algorithm. Original SCTP
congestion control can perform badly in high-speed wide area networks
because of its slow response with large congestion window. We proposed
a new congestion control scheme based on the simple congestion win-
dow modification for SCTP to improve its performance in high-speed
wide area networks. The results of several experiments we performed
proved that our new suggested congestion control scheme for SCTP in
high-speed network improved the throughput of the original SCTP con-
gestion control scheme significantly.

1 Introduction

The SCTP is a reliable transport protocol operating on top of a potentially
unreliable connectionless packet service such as IP [1]. It was originally designed
to be a general-purpose transport protocol for message oriented applications,
as is needed for the transportation of signaling data. It provides acknowledged,
error-free, non-duplicated transfer of messages through the use of checksums,
sequence numbers and selective retransmission mechanism.

In SCTP, a connection is referred as an association. An association is estab-
lished through a four-way handshake as opposed to the three-way handshake
in TCP. The passive side of the association does not allocate resources for the
association until the third of these messages has arrived and been validated.
This helps to avoid the issues of Denial of Service attacks to an extent. The
most important features of SCTP are multi-streaming and multi-homing. The
other enhancement features are message bundling, unordered delivery and path
MTU discovery.

Multi-streaming is one of the most important features of SCTP, allowing data
from the upper layer application to be multiplexed onto one channel. Sequencing
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of data is done within a stream. If a segment that belongs to a certain stream is
lost, the segments from that stream following the lost one will be stored in the
receiver’s stream buffer until the lost segment is retransmitted from the source.
However, since data from the other streams can still be passed to the upper layer
application, the head of line blocking found in TCP can be avoided.

Multi-homing allows association between two endpoints to cross multiple
IP addresses or network interface cards. If the nodes and the interconnection
network are configured in such a way that the data from one node to another
travels on physically different paths if different destination IP addresses are
used, the association can become tolerant against physical network failures. The
information about multiple addresses is exchanged at the time of association
setup. One of the addresses is selected as the primary path over which datagram
is transmitted by default. However, retransmissions can be done on one of the
available paths.

SCTP uses an end-to-end window based flow and congestion control mecha-
nism similar to the one that is used in TCP [1]. The receiver specifies a receive
window size and returns its current size with all the SACK chunks. The sender
maintains a congestion window to control the amount of unacknowledged data
in flight. The acknowledgements contain a Cumulative TSN Ack that indicates
all the data that has been successfully reassembled at the receiver’s side. The
Gap Blocks indicate the segments of data chunks that have arrived with some
data chunks missing in between. If four SACK chunks have reported gaps with
the same data chunk missing, the retransmission is done via the Fast Retrans-
mit mechanism.

In high-speed wide area network (WAN), it is known that both performances
of typical SCTP and TCP congestion control are deteriorated because of slow
response time for bulk data transfer. In this paper, we suggest the new congestion
control scheme based on the simple congestion window modification for SCTP
to improve the throughput performance. The experiments show that our new
scheme produces a significant performance.

We begin by presenting typical SCTP congestion control scheme and new
SCTP congestion control scheme in the next section. Section 4 describes our
experimental setup and results, followed by concluding remarks in section 5.

2 SCTP Congestion Control

Congestion control is one of the basic functions in SCTP. For some applications,
it may be likely that adequate resources will be allocated to SCTP traffic to
assure prompt delivery of time-critical data - thus it would appear to be un-
likely, during normal operations, that transmissions encounter severe congestion
conditions. However SCTP must operate under adverse operational conditions,
which can develop upon partial network failures or unexpected traffic surges. In
such situations, SCTP must follow correct congestion control steps to recover
from congestion quickly in order to get data delivered as soon as possible. In the
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absence of network congestion, these preventive congestion control algorithms
should show no impact on the protocol performance.

The advanced congestion control mechanism of SCTP consists of three basic
algorithms. a) Slow-start b) Congestion Avoidance c) Fast Retransmit. The end-
points maintain three variables receiver advertised (rwnd), congestion window
(cwnd) and slow start threshold (ssthresh) to regulate data transmission rate.
SCTP requires an additional control variable partial bytes acked (pba) that is
used during congestion avoidance.

Gap Ack Blocks in the SCTP SACK carry the same semantic meaning as
the TCP SACK. TCP considers the information carried in the SACK as advi-
sory information only. SCTP considers the information carried in the Gap Ack
Blocks in the SACK chunk as advisory. In SCTP, any DATA chunk that has
been acknowledged by SACK, including DATA that arrived at the receiving end
out of order, are not considered fully delivered until the Cumulative TSN Ack
Point passes the TSN of the DATA chunk (i.e., the DATA chunk has been ac-
knowledged by the Cumulative TSN Ack field in the SACK).Consequently, the
value of cwnd controls the amount of outstanding data, rather than (as in the
case of non-SACK TCP) the upper bound between the highest acknowledged
sequence number and the latest DATA chunk that can be sent within the con-
gestion window.

3 New SCTP Congestion Control Scheme

Slow response and bulk transfers in high-speed WAN deteriorate the TCP per-
formance. High-speed WANs have speeds greater than 100Mbps and round trip
times above 50ms. Traditional TCP connections are unable to achieve high
throughput in high speed wide area networks due to the long packet loss re-
covery times and the need for low supporting loss rates.

High Speed TCP [4] was recently proposed as a modification of TCP con-
gestion control mechanism in high-speed wide area links. Scalable TCP is an
evolution of the existing congestion control algorithm that improves perfor-
mance when there is a high available bandwidth on long haul routes. It is de-
signed to be easily implemented in current TCP stacks and incrementally de-
ployable without needing modifications to network devices. Scalable TCP builds
on the High Speed TCP and previous work on engineering stable congestion
controls [8].

TCP congestion control algorithms are referred to as AMID (additive increase
and multiplicative decrease) and are the basis of its steady state Congestion.
TCP increases the congestion window by one packet per window data acknowl-
edged, and halves the window for every window of data containing the packet
loss. Packet loss is used as a signal of congestion; it is assumed due to buffer
overflow due to offered traffic exceeding available capacity on the end-to-end
path of a connection.
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TCP senders update the congestion window in response to acknowledgments
of received packets and the detection of congestion [3]. For each acknowledg-
ment received in a round trip time in which congestion has not been detected,
Congestion Avoidance

cwnd = cwnd + (1/cwnd) . (1)

cwnd = cwnd/2 . (2)

This process of increasing and decreasing cwnd allows TCP to aggressively
utilize the available bandwidth on a given end-to-end path. To alleviate this
problem a High Speed TCP algorithm was proposed [3] and a similar approach
is adapted in [4]. The High Speed TCP proposes two modifications.

The High Speed TCP response is represented by new additive increase and
multiplicative decrease parameters. These parameters modify both the increase
and decrease parameters according to cwnd. During congestion avoidance algo-
rithm for each acknowledgment received in a round trip, the congestion window
is increased by

Ack : cwnd = cwnd + [0.01 ∗ cwnd] . (3)

And on the first detection of the congestion, the congestion window is reduced
by the equation

Drop : cwnd = cwnd− [0.125 ∗ cwnd] . (4)

The selection of the congestion window increase and decrease in equation (3)
and (4) is based on design analysis of the networks possessing in large congestion
networks in [4].

The congestion control of SCTP follows the same congestion window reduc-
tion mechanism as that of TCP. SCTP might behave in a similar way in the
event of multiple packet losses. Depending on the size of the congestion window,
new packets are injected into the network. If the congestion window is larger,
then the data input to the network will automatically increase. Therefore we
have modified the congestion control of SCTP as shown in equation (4). The
results are presented in section 4.

4 Performance Evaluation

The general purpose of this work was to study the effectiveness of SCTP in
high-speed wide area links as a mechanism for bulk transfer. This investiga-
tion was developed using a simple topology scenario to minimize complexity
and reduce the number of variables. The network topology for test is shown in
Fig. 1.

The topology consists of a sending and receiving host labeled (N1 and N2
respectively) connected via a drop-trail router labeled R. The parameters of the
links are indicated in the figure 1.The experiments were conducted using NS-2
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Fig. 1. Network topology

Fig. 2. Throughput Comparisions

simulator [5] and the SCTP module has been ported from Protocol Engineering
lab at Delaware University [6].

This section presents throughput comparisons of the regular SCTP and the
suggested high speed SCTP (HS-SCTP) in this paper from various experiments.

The results show that throughput of the HS-SCTP is 1.7Mbps whereas that
of RG-SCTP is 0.9 Mbps as shown in Fig. 2. Performance results show an im-
provement of up to 53% over RG-SCTP was seen when the congestion control
was modified.
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Fig. 3. Throughput Comparions

Further experiments show the effectiveness of HS-SCTP over LAN and WAN.
The HS- SCTP does not improve the throughput over LAN, but for networks
having latency in the range of 30 ms to 100 ms (RTT), there was a little im-
provement in the performance as shown in Fig. 3.

5 Conclusion

We suggest high-speed SCTP (HS-SCTP) with a simple modification to the typ-
ical congestion window update algorithm, which improves throughput in high-
speed wide area networks. The performance improvement can be dramatic for
senders using the high speed SCTP in bulk transfer networks; the improve-
ment attributable to the algorithm was an average of 53 %. By adjusting the
congestion window size of congestion control mechanism of SCTP, the perfor-
mance of HS-SCTP is significantly better when compared to original SCTP. The
HS-SCTP shows a throughput of 1.7Mbps when compared to the regular SCTP,
which has a throughput of 0.9Mbps. HS-STCP can be used to bulk data transfer
applications, because it is able to maintain high throughput in different network
conditions, and it is easy to deploy when compared with other solutions already
in use. Future extension of this work includes the performance evaluation for
mobile networks and the development of more efficient scheme.
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Abstract. This paper presents an evolutionary computation approach to optimise 
the design of communication networks where traffic forecasts are uncertain. The 
work utilises Fast Local Search (FLS), which is an improved hill climbing 
method and uses Guided Local Search (GLS) to escape from local optima and to 
distribute the effort throughout the solution space. The only parameter that needs 
to be tuned in GLS is called the regularization parameter lambda ( λ ). This pa-
rameter represents the degree up to which constraints on the features in the opti-
mization problem are going to affect the outcome of the local search. To fine-
tune this parameter, a series of evaluations were performed in several network 
scenarios to investigate the application towards network planning. Two types of 
performance criteria were evaluated: computation time and overall cost. Previous 
work by the authors has introduced the technique without fully investigating the 
sensitivity of λ  on the performance. The significant result from this work is to 
show that the computational performance is relatively insensitive to the value of 
λ  and a good value for the problem type specified is given. 

1   Introduction 

It is frequently stated that network traffic in practical networks has a tendency to grow 
over time, but that this growth is uncertain [1]. Within a business, forecasting is used 
to predict demands and this may include migration to different services with different 
needs for QoS in the network [2].  This paper starts with the premise that a network 
operator defines a set of future network demands as a set of traffic matrices each 
specifying predicted demand at a specific point (or epoch) in the future. In reality, 
predicting such demands is not an exact science and there is likely to be some uncer-
tainty as to whether the demand will be actually required. Determining the demand 
and likelihood (stated here as a probability of demand) is a business level activity; this 
paper assumes the operator specifies them. At each point (or epoch) in the future the 
routing of each traffic demand (a commodity) has to be determined such that the op-
erator achieves some business goal and this is the focus of this work. Specifically, this 
paper considers the goal of maximizing the use of the network at lowest cost whilst 
balancing load across the network; however, the approach is highly applicable to 
other goals. The planning of routes in a QoS enabled network with the associated 
constraints of integral fixed bandwidth path allocation and capacity constraints is 
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classed as an NP-complete problem [3] (specifically an integer multicommodity flow 
optimization [4]). Consequently, finding an optimum solution is not practicable and 
even finding “good” solutions in an efficient manner is a challenge. 

Evolutionary Computation (EC) techniques have proved to be valuable in this type 
of constrained optimization problems [5]. In particular, these schemes have been used 
successfully for the design and planning of communication networks [6]-[9].  

The use of search optimization techniques in large networks (or general combina-
torial problems) is more effective if the method focuses in the areas that are more 
likely to give improved solutions; this reduces considerably the solution space [10]. 
The approach used in this paper combines two EC techniques that use an efficient 
methodology of hill-climbing that focus in areas that look more promising in terms of 
solution quality. Specifically, this work uses Fast Local Search (FLS)[11] and Guided 
Local Search (GLS)[12].  

The paper is organized as follow, Section 2 provides the problem description and 
application of GLS+FLS; Section 3 provides a general explanation of the network 
scenarios, experimental procedures and measures to test the efficiency of the tech-
nique. Section 4 presents and discusses the computational results of (GLS+FLS) and 
investigated the results to determine the sensitivity to the parameter λ . 

2   Problem Formulation and Our Evolutionary Computation 
Approach to Network Optimisation 

2.1   Multicommodity Flow Model with Uncertainties 

Consider a network with a set of nodes n∈N and a set of links l∈L, where link l has 
capacity ltμ at time t. The traffic flow for a commodity m∈M at time t, is defined as 
Xm from vectors xmt each representing the flow of m on links (1…L), xmtl defines the 
flow of m in link l at time t. Xm is subject to the constraint: 

 tlx lt
Mm

mtll ∀∀≤=
∈

,    μγ    (1) 

Where (1) defines the constraint that for all routes (m∈M) passing through a link l 
the assigned traffic (vector x) is less than the total capacity μl on that link l. Note that 
all of these variables are dependent on time t. 

The objective is to maximize the network usage (by deploying the maximum num-
ber of commodities M) at the lowest cost. This can be stated:  

 Maximize 
∈

=
Mm

mtmt pdβ                 (2) 

Where: pmt is the certainty of commodity m in time t of being deployed, and: 

=
acceptednot  is commodity   theif 0

accepted is commodity   theif 1

m

m
dmt  

 
 



Improving a Local Search Technique for Network Optimization Using Inexact Forecasts 637 

 

And, for the maximum value of β  minimize the cost: 

 LlvsKC
Ll

ll
Mm

mm /)(),(

2

∈∈

−−+= γμψξ          (3) 

Where ξ  and ψ  represent weight factors to suit specific application require-

ments, ),( mm vsK represent the number of hops for each commodity accepted, l is 

the mean of the remaining resources in the whole network, )( ll γμ − is the remaining 

resource of edge l. (3) aims to reduce the hop count and provide homogeneous flow 
throughout the network.  

2.2   Local Search Techniques 

Techniques that restrain the combinatorial nature of network design optimization do 
so by sacrificing the completeness of the solution [11]. Some of the better-known 
methods to tackle this are called local search methods, of which the most commonly 
used techniques utilize hill climbing [13]. The problem with this method is that it 
will probably settle in local optima. Methods like Tabu search (TS) [14] and Simu-
lated Annealing (SA)[15] have been used to overcome this phenomenon. In this 
paper a method called Guided Local Search (GLS) is used to lead a local search 
away from local optima. A factor that affects considerably the performance of hill 
climbing is the size of the solution space. If there are many subspaces to consider the 
amount of computation could be very costly. In this paper, we use a method called 
Fast Local Search (FLS) to reduce the size of the neighborhood to evaluate in each 
iteration of the GLS. The combination of these two methods (GLS+FLS) has been 
shown to outperform both TS and SA in a number of combinatorial optimization 
problems [10], [16], [17]. Furthermore, GLS has the advantage that it only requires 
one internal variable ( λ ) to be tuned unlike many other techniques such as Tabu 
search [18] or Genetic Algorithms.  

2.3   Guided Local Search 

GLS repeatedly applies a local search heuristic and exploits the information obtained 
by the local search to guide it to more promising areas where better solutions can be 
found. To do this, the original objective function (3) is augmented so it can include a 
set of penalty stipulations. When the local search finds no improvement, the penalties 
are modified and local search is called again. The intention is to penalize bad features 
when the local search settles in a local optimum. As a result prior information is used 
to guide the search to reduce the number of solutions to be considered for evaluation. 
However, there is a risk that a bad feature in one iteration will be repeatedly penalized 
in each iteration and this may cause a feature to be “over” penalized. Consequently, a 
“utility” for each feature is introduced whereby the probability that the feature is pe-
nalized in subsequent iterations is reduced. By taking cost and the current penalty into 
consideration in selecting the feature to penalize, the search effort is distributed 
throughout the search space. 
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The generic GLS algorithm can be stated as [11]: 

algorithm GLS+FLS(C, λ ,G,F) 

1  Create initial feasible solution 0X    

2 Set Jjj 1   , 0 =∀=θ   (penalties set to zero) 

3 for i:=1 to maxiterations 
3.1  begin 
3.2  ),,,,( 1 λGCFLS ii Θ= −XX  

3.3  for each j: = 1 to J evaluate 
j

jj
j

fd
u

θ+
=

1

)(
: iX

; 

3.4  determine j that maximizes ju  and for this j update the penalty 1: += jj θθ   

3.5  end 
4 return iX  where )( iC X  is minimum of all solutions; 

Where C is the problem cost function, λ  is a regularization parameter (used in the 
FLS), G represents the problem specification (e.g. network topology and demand ma-
trix in our case). F represents a vector of problem specific multipliers Jff1 , one for 

each feature selected from the original objective function C. It could be said that each f 
represents a feature’s “badness” in the solution. d is a decision function defined as 

=
X

X
X

in not  is  feature if ,0

in  is  feature if ,1
)(

k

k
dk  

and [ ]Jθθ1=Θ . 

FLS can be generally described as an algorithm that breaks down the neighbor-
hood of solutions into a number of smaller sub-neighborhoods. The order in which the 
sub-neighborhoods are selected is randomly chosen each time the FLS is performed. 
An activation-bit is associated with each of these sub-neighborhoods (a neighborhood 
is said to be active when this bit is set). The FLS iteratively applies perturbations to 
each sub-neighborhood and deactivates that sub-neighborhood when minimized or no 
better solution found. If an iteration produces an improved move in the current active 
sub-neighborhood the process activates adjacent sub-neighborhoods [19], deactivating 
the already minimized. The iterations continue until there are no remaining active 
sub-neighborhoods and the resulting solution is returned to the GLS.  

In this implementation of FLS we define the sub-neighborhoods as sub-paths of 
each commodity that are shared by another commodity and apply a modification of 
the approximate 2-Opt method as the perturbation technique. The approximate 2-Opt 
method was proposed by J. J. Bentley [20] to solve the traveling salesman problem 
(TSP). The approximate 2-Opt swaps routes in the TSP and applies a repair function 
to maintain a feasible solution. Here the approximate 2-Opt is modified, as the repair 
function for TSP is not suitable for this problem class; we term this as modified ap-
proximate 2-Opt (ma2-Opt). Our implementation of ma2-Opt has been reported by 
others [16] so here we give a brief description. The ma2-Opt is applied to a sub-path 
that is shared by two commodities and produces a new solution. At each end of the 
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common sub-path the two routes for each commodity are swapped for the preceding 
and following links; this produces a changed but unfeasible solution as only two new 
incomplete paths are formed. The repair function performs a shortest path route from 
the ends of the swapped links to try to produce a feasible solution. ma2-Opt moves 
that result in either a higher cost or cannot be repaired into a feasible solution are 
ignored.  

The Fast Local Search algorithm is formally stated as: 

algorithm FLS ( X , Θ , C, G, λ ) 
1 divide X into B sub-neighborhoods Bxx1  where each neighborhood repre-

sents a sub-path common to two or more commodities  
2 associate activation bits Baa1  with each sub-neighborhood and set each to 1 

3 while any activation bit Baa1  is 1 do 

3.1  begin 
3.2  for k:=1 to B 
3.2.1  if 1==ka  then 

3.2.1  begin 
3.2.2  Apply ma2-opt algorithm to two commodity paths sharing kx  using modi-

fied objective function ),,( Θ′ XCC  giving new solution 'X  

3.2.3  0:=ka  

3.2.4  if 'XX ≠ then for all sub-neighborhoods adjacent to k set a:=1; 
3.2.5  end; 
3.2.6  'XX =  
3.3  end 
4 return X′ ; 

The modified objective function C′  is defined as 

 )()()(
1

XXX k

S

k
k dCC

=

+=′ θλ              (4) 

To apply a GLS to a specific problem it is only necessary to identify features in the 
objective function that should be examined and assign relative weights to them 
( Jff1 ) according to application specification. Note that these are application 
relevant variables and not some obscure hidden parameters as found in many other 
EC techniques. As these variables are regularized by λ  it is only the relative weights 
that are important. As an example of determining the features for GLS consider our 
own problem that has broadly three features in the objective function(s): minimize 
hop count, minimize overloading by spreading load, maximize number of commodi-
ties routed. 
Thus the decision functions for this specific problem as may be stated as: 

1. 1)(1 =Xd  if any commodity exceeds a specific target hop-count along its routed 

path.  
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2. 1)(2 =Xd if there are edges that are overloaded beyond a maximum load value 

i.e. if there is a link l for which 
∈

>
Mm

ltlmtlx με  where l∈  represents the maxi-

mum loaded fraction of the capacity on that link. 
3. 1)(3 =Xd  if the solution has fewer routed commodities than the previous best 

solution. 

GLS is related to the TS methodology although there are some important differ-
ences [18]. The most significant difference for this work is that, unlike TS, GLS re-
quires only one parameter to be “tuned”. The GLS tuning parameter is a regulariza-
tion factor termed λ and it is required to determine an optimal value of this from 
experimentation with the problem search space. λ is normalized using: 

 
N

g
a

)solutionmin  average(⋅=λ     (5) 

where g (average min solution) is the average minimal value of the initial FLS run 10 
times in the network scenario with different sub-neighborhoods chosen at random; N 
is the number of nodes in the network; and, a is the new value that needs to be tuned. 
This approach permits the tuning of the GLS to be more problem independent. For the 
specific problem in this paper, the initial solution 0X  is generated deterministically 
by the modified custom Dijkstra Algorithm [21]. This generates a solution following 
shortest paths in terms of hop count but which obeys capacity constraints. 

3   Experimental Procedures 

To evaluate the effectiveness of the algorithm, 3 different networks with different 
levels and inexact traffic forecasts were used. The first network scenario is conformed 
by 10 nodes and 15 edges, the second 19 and 30 edges and the last scenario with 35 
nodes and 50 edges. The value of λ was varied over first a wide range and then an 
increasingly small range so that an optimal value could be determined. The experi-
ments were conducted in an Intel® Pentium® 4 PC 1.7Ghz with 512 Mbytes RAM in 
a Linux O.S using C++ where speed of execution in this environment was used for the 
speed comparisons. 

Two performance measures are used to compare the behavior of the (GLS+FLS) 
approach with gradual changes in the parameter ( λ ) for the 3 scenarios: the overall 
cost and the computation time. Each of them took to obtain an equivalent solution in 
terms of number of commodities “routed”, in this case 20 commodities. The stop 
criterion was no improvement in 100 iterations. According to the behavior of the 
results both in terms of computation time and overall cost, the range of a defined in 
(5) was reduced as well as the number of steps. Finally, a set of experiments for the 
smallest and biggest network scenarios used (10 and 35 nodes) was conducted to 
route 20, 30 and 40 commodities and test the sensitivity of the performance to 
changes in λ . The certainty of these planned commodities is shown in Table 1, ex-
pressed as a probability p. For example a commodity m with pm=1 represents a 
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planned commodity that is certain to be required whereas a value of pm=0 represents a 
commodity that will never be required. Commodities with a higher value of certainty 
will have more priority to be deployed in the network. 

Table 1. Commodities used for the 12 network scenarios where P is the certainty that the com-
modity will be required (P =1 certain to be required, P=0 not required) 

No. Of Commodities Certainty Value 

20 80% placed with p=1.0   
20% placed with p=0.75 

30 70% placed with p=1.0 
20% placed with p=0.75 
10% placed with p=0.5 

40 60% placed with p=1.0 
25% placed with p=0.75 
10% placed with p=0.5   
5% placed with p=0.25 

The overall cost of each solution is calculated by combining two values: the num-
ber of requirements supported by the established network and the cost of that network 
in “economic units”. In order to calculate the amount of economic units that a solution 
can have, two factors are considered. The first factor is the total number of hops that 
each path of each requirement has (every hop is considered an economic unit). The 
second factor is obtained by calculating the standard deviation of the resources that 
the solution leaves after deploying the requirements (the total value is passed as eco-
nomic units), this factor is to define how well the load in the network is distributed 
(wider distribution is given lower cost). At the end, the solution with the highest num-
ber of commodities is selected. If two or more solutions are equal in this respect, the 
one with the lowest number of economic units will be considered the best. 

4   Computational Results 

4.1   Fine Tuning the Regularization Parameter Lambda ( λ ) 

As mentioned in section 2.2, the only parameter required to be tuned for the GLS is 
the regularization parameter ( λ ) that represents the degree up to which constraints on 
the features are going to affect the outcome of the local search [19].  In order to evalu-
ate the impact that this parameter has over the solution, the 3 network scenarios were 
tested initially with a wide range of values for a (from 0 to 1000) to obtain values of 
λ . After a number of experiments, the range of a was then reduced from 0 to 20 due 
to the extended amount of time it took to converge when the value of λ was consid-
erably high ( λ typically more than 10000) for the 3 scenarios. Fig. 1 shows the results 
obtained for the value of a in terms of computation time for the 3 network scenarios. 
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scenarios. Fig. 2 shows the same results but in terms of overall cost. Again, the stop 
criterion was no improvement in 100 iterations. 

The results obtained provide us with guidelines to test a range of a at smaller 
steps. The focus was in a range from 0.01 to 0.30 obtaining the best values of a be-
tween 0.2 and 0.22 for all scenarios, where the value of a is 0.21 for the 10 network 
scenario, 0.198 for the 19 and 0.2 for the 35 node network. The difference in terms of 
computation time between the 3 scenarios is considerable when the value is fine-
tuned. While in the largest network (35 nodes with 50 edges), the worst-case time it 
took to obtain the “optimal” solution was 54.56 hours (a=19.97); the best overall fine-
tuned solution for the same case took only 0.328 hours (a=0.194).  The comparison in 
terms of overall solution quality (number of commodities placed and cost) did not 
have a remarkable impact in the any of the cases. The reason for this is because in 
each iteration, the best value is always saved until a better solution is found. Never-
theless, the fine-tuned results had a small improvement in terms of cost; this is proba-
bly because with lower values of a the GLS is allowed to improve on some highly 
probable local minima without the excessive changes in regions searched by each 
iterative FLS. Higher values of a give poor convergence times as each iterative FLS 
can make excessive changes without concentrating on finding local minima. 

Computation time vs. value of a for lambda
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Fig. 1. Comparison of the solution quality in terms of computation time for different values of a 
in the 3 network scenarios 

4.2   Comparing the Effectiveness of the Fine-Tuning with Several Sets of Inexact 
Forecasts 

For the 2 network scenarios with 10 and 35 nodes, the best values for overall cost, 
computation time and number of accepted requirements were obtained. These scenar-
ios were used with 20, 30 and 40 different commodities and the certainty of these 
planned commodities expressed as a probability p. Table 2 shows the 3 different sets 
of commodities used along with the value of certainty to occurred, amount accepted 
and the best values of λ found for both scenarios. This set of commodities was used 
for the two network scenarios. Commodities with a higher value of certainty will have 
more priority to be deployed in the network. 
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Overall Cost vs. value of a for lambda

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

value of a

O
ve

ra
ll 

co
st

10 nodes 19 nodes 35 nodes  

Fig. 2. Comparison of the solution quality in terms of Overall cost for different values of a in 
the 3 network scenarios 

The first conclusion from the results is that regardless of the number of commodi-
ties deployed and network size (within the range that was investigated), a reasonable 
value for λ is for a=0.2 ± 0.02. It is hypothesized that this value is relatively insensi-
tive for a wider range of network sizes and commodity scenarios. One reason for this 
relative insensitivity in the value of a (and thus λ ) is that the GLS has an element of 
self tuning through the initial sample of the search space by a run of 10 randomly 
placed FLS iterations. 

The second conclusion from these results is that this algorithm can be used to 
combine a number of priorities in commodity placement. In this work we are most 
interested in ranking this priority  through  the  likelihood  of  the  commodities  being  

Table 2. Commodities used for the 2 network scenarios where P is the certainty that the com-
modity will be required (P=1 certain to be required, P=0 not required) 
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needed, however, it is applicable to other applications for example prioritized QoS 
routes. The priority given by the algorithm to fulfill the commodities with a higher 
probability to happen is shown independently of the size of the network. 

5   Conclusions 

An evolutionary computation approach to optimize the design of communication 
networks were traffic forecasts are uncertain was presented. A meta-heuristic method 
called Guided Local Search (GLS) in combination with an improved method for hill 
climbing called Fast Local Search (FLS) were used. The regularization parameter 
lambda ( λ ) is the only parameter in GLS to be tuned and this was further normalized 
by the problem size (network dimension in this case). To tune this parameter, a series 
of evaluations were performed in several network scenarios to make the search more 
efficient for a specific problem class. The optimisation was required to route different 
sets of commodities with diverse levels of certainties and with minimum network 
cost. The results showed the effectiveness of the proposed methodology in this 
Multicommodity Flow problem (MCF) in 3 different network scenarios when the 
parameter is tuned. A significant finding is that the technique is relatively insensitive 
to the normalsized value of the regularization parameter λ  for the problem class 
considered. 
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Abstract. A growing number of network applications create virtual net-
works called overlays on top of the Internet. Because advanced com-
munication modes such as multicast have not been able to be success-
fully deployed at the network layer, they are now being implemented
at the application layer thus creating such virtual networks. However
these overlays require some form of addressing and routing inside them-
selves. Usually their topology is kept as simple as possible (e.g. tree, ring,
etc.) but as their size increases, the need to be able to cope with a non
trivial topology will increase. Our aim is to design a simple but robust
addressing and routing scheme for topologically complex overlays. The
only assumption is that the overlays are built upon the Internet and thus
their topologies are constrained by the Internet topology. The benefit of
our architecture is that they will not have to set up and maintain specific
trivial topologies. In this paper we present the mechanisms of our dis-
tributed addressing and routing scheme. We have carried out simulations
and we present some performance results of our routing algorithm such
as path inflation and resistance to network dynamics.

1 Introduction

Designing a light-weight application level addressing and routing architecture is
not easy when no constraint is put on the topology of the members. For instance,
setting up a tree topology is easy but provides very little robustness. Complex
mechanisms must be used to recreate the tree in case of branch failures. The
advantage of permitting a free topology only restrained by the underlying net-
work (i.e. the Internet for our purpose) is that it is very easy to add nodes and
redundant links provide increased robustness. We have designed an architecture
that puts no constraint on the topology of overlays. Thus we have to define a
routing mechanism to route data inside the overlay. Our routing mechanism is
addressing-driven (i.e. path information is stored in the addresses). The core
principle of our architecture is that the nodes do not store routing tables in
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the usual way (i.e. tables containing the addresses of all the possible destina-
tions). Each node only needs to store the addresses of his neighbors in order to
properly route packets towards their destination. Thus its routing table is only
composed of its neighbors’ addresses (which are usually not numerous). How-
ever this also means that the path towards the destination is partly contained
in the address itself and thus it is usually not optimal. Our architecture implies
a trade-off between routing table size and path length. The smaller the first,
the bigger the second and vice-versa. Our paper contains three sections. In sec-
tion 2 we briefly present prior and related work on compact routing protocols. In
section 3 we describe concisely how our addressing and routing solution works.
Finally in section 4 we present some path length performance results obtained
by simulation for assessing the efficiency of our solution.

2 Related Work

The trade-off between routing table sizes and path lengthes has been actively
studied by the distributed algorithm community. Theoretical work by Eilam et
al. has proved in [1] that it is possible to bound the average stretch (i.e. path
length inflation) by 3 with routing tables of size O(n3/2log3/2n). Similarly Cowen
has proved in [2] that it is possible to bound the maximum stretch by 3 with
routing tables of size O(n2/3log4/3n). However in all these cases the table sizes
are still a function of n which may not scale in real implementations even if this
function is sub-linear. Furthermore they use an unique adequate labelling for
every vertex to achieve their goal and they do not describe how to do it in a
widely distributed environment. In this paper we present an architecture where
table sizes are not a function of the network size. Although our architecture does
not provide an upper bound on the average stretch, it is usually kept below 3
which seems bearable as shown in section 4.

3 Architecture Description

In this section we describe how our architecture works. In order to make the
addressing and the routing scalable, we define a hierarchical addressing. In order
to make the routing reliable to network dynamics, we also define a dynamic
addressing.

3.1 Address Structure

Each overlay node has an address. An address is composed of one or several
fields containing numbers and separated by dots, one field for each level of the
hierarchy. Each field of an address is also called a label. The level of the address
is equal to the number of fields in the address. The prefix of an address is equal
to the address without the latest field. The last field is called the local field
or local label. The number of levels in the hierarchy is theoretically unlimited
and thus technically extensible. Each node in the overlay network has at least
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one address and typically more in order to cope with the network dynamics as
explained later.

3.2 Hierarchical Addressing

The addressing plan contains zones that correspond to the address fields. The
label size thus defines the maximum zone size. All zones have the same fixed size
n (called the zone size). There is one level 1 (i.e. top level) zone containing n
nodes (defined in the first address field). Then there are at most n level 2 zones
each containing at most n nodes (defined by the first two address fields). Then
there are at most n2 level 3 zones each containing at most n nodes and so on.
This means that all the address space can be theoretically distributed and if we
have k levels and l bits per level, we can address 2k×l nodes.

The addressing of the overlay nodes is fully distributed: it relies only on local
knowledge in a node. The only local knowledge we rely on for the moment is the
degree of the node and the addresses and degrees of its neighbors. Any node is
supposed to know this information. Let us assume that the zone size is n. Each
node that has address w.x.y is responsible for attributing the following addresses
to its neighbors:

– the address w.x.(y + 1) (called a ”next” address) where (y + 1) ≤ n,
– the address w.x.y.1 (called a ”down” address),
– the addresses w.x.y.z (called a ”leaf” address) where z > n.

The first node of the overlay takes the address 1. Nodes join the overlay succes-
sively by connecting themselves to already connected ones. When a new node
want to become part of the overlay, it asks for address proposals to all its neigh-
bors. Each neighbor proposes an address to the newcomer (from the above list
possibilities) that it has not already given to its other neighbor nodes. The new-
comer then chooses the most suitable address: usually the shortest next or down
address that belongs to a node with a high degree (i.e. number of connections).

A said above, a leaf address is an address whose local label is above the zone
size value (e.g. if the zone size is 32, the first leaf label is 33). Nodes that have
a leaf address can only route data to their father even if they are connected to
other nodes, they are considered as leaf nodes for the routing system. That is
why they are chosen by newcomer with the lowest priority. Figure 1 illustrates
a small network of nodes addressed using our architecture.

3.3 Hierarchical Routing

The aim of the hierarchical addressing is primarily to enforce the construction
of local zones of limited size in order to fragment routing.

Hierarchical routing works in the following way. When a packet is routed in a
node, if the destination address in down this node hierarchy, the packet is driven
to the node of the current zone that leads further towards the destination zone
(we call it the ingress node). If the destination address is not down the current
node hierarchy, the packet is driven to the first node of the zone (i.e. the one
with a local label of 1) in order to be sent to the upper level zone (we call it the
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egress node). When a packet is routed inside a zone because the destination is
in the zone or to go to the ingress or egress node, it is routed by a technique
that we call the closest label. This technique only needs to know the addresses
of the neighbors, that is why it performs a stateless routing.

The closest label routing technique works as follows. If the destination local
label is lower than the current node local label, then the packet is forwarded
to the neighbor node which has the lowest local label higher or equal to the
destination local label. If the destination local label is higher than the current
node local label, then the packet is forwarded to the neighbor node which has the
highest local label lower or equal to the destination local label. As the neighbors
have a continuous label assignment, this technique ensures that the packet will
reach its destination although not necessarily by a shortest path.

Figure 1 illustrates the effects of hierarchical routing and flat routing between
the nodes 4.1 and 2.2 on path length. The hierarchical routing forces the message
to be routed via 3 and 2 thus giving a path length of 5 hops while a flat shortest
path routing requires only 4 hops via 5 to reach the destination. We define the
path length ratio as the value of the hierarchical routing path length in hops
divided by the flat routing path length in hops. We also call it the routing
overhead (with respect to the number of hops).

To conclude with hierarchical addressing and routing we can say that there
is a clear trade-off between the amount of network topology knowledge in the
nodes and the routing efficiency with respect to route lengthes.

Hierarchical Trade-off: the more we create hierarchy in the network, thus
reducing routing information to local topology, the more we increase the route
lengthes compared to their corresponding shortest paths.

3.4 Dynamic Addressing

As we can see in our architecture if a node moves or fails (thus making its
address invalid), all packets routed to a destination that contains the address
of the moving or failed node will not be able to be routed anymore. To solve
this issue, each node takes (and thus is identified by) several addresses (i.e. more
than one). The additional addresses can be chosen at the time of insertion in the
overlay (i.e. newcomer node) or later on when the overlay connectivity changes

Fig. 1. Hierarchical addressing and routing example
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and more addresses become available to the node as a result. All the addresses
owned by a given node must come from different neighbors. All the addresses
owned by a given node must be different, that is they must not have a common
prefix. Otherwise if the disappearing node address is included in the common
prefix, all addresses will not work. This multiple address solution increases the
amount of routing information to be stored by a factor equal to the number of
addresses per node but the advantage is that the network dynamics are handled
transparently by the addressing protocol. If a packet is blocked because a node
has disappeared, it can use one of the alternate addresses to get through to
the destination. Two solutions are available here: either the packet carries all
the destination addresses and thus it can be rerouted on the fly by using its
alternate addresses (but this uses some more bandwidth) or a warning message
is sent back to the source which then will change the address by an alternate one
in all the future packets. Invalid addresses will be given a time-out value and
will be attributable again at the end of the time-out if the owning node does not
reappear again (e.g. in the case of a temporary failure).

To conclude with dynamic addressing and routing we can say that there is a
trade-off between the loss of addressing space (as alternate routing information
increases) and the ability of our architecture to handle mobility (node movement)
and reliability (node failure).

Dynamic Trade-off : the more we distribute alternate addresses in the network,
thus increasing routing reliability to network dynamics, the more we increase the
address space consumption and routing information storage.

4 Experiments

In this section we present the results obtained by simulation for evaluating the
efficiency of our architecture. We show that our hierarchical addressing and
routing architecture has acceptable routing overhead performances and good
resistance to network dynamics.

4.1 Settings

Ensuring the accuracy of the topologies used for our simulations on addressing
and routing is crucial as the results heavily depend on them. Thus, to evaluate
our addressing and routing protocols, we have used 3 Internet maps gathered by
our software nec in 2003. We assume on first approximation that the overlays can
be accurately modelled by these maps (as these maps are subgraphs of the Inter-
net topology) or by subgraphs of these maps when we study network dynamics.

For path inflation, we have analyzed various addressing plans by using zone
sizes ranging from 32 to 32768. For network dynamics, we have analyzed peri-
odical percentage of random node removal ranging from 0 to 75% of the overlay
size and attributing 1 to 8 (at most) addresses to each node.

As the process of generating addressing plans and selecting source-destination
nodes for routing involves random selection (and thus random rolls), we have
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used a sequential scenario of simulation [3] to produce the results shown in the
next section. As the random rolls are the only source of randomness in our
simulation, we can reasonably assume that the simulation output data obey
the central limit theorem. We have performed a terminating simulation where
each run consists in picking two nodes and determining the flat and hierarchical
distances (path length) between them (i.e. one run is the time horizon) as well
as the success of hierarchical routing (when the overlay is not connected).

Network dynamics are a macroscopic way to simulate the addition, removal,
movement and failure of the overlay nodes. At the beginning of the simulation all
nodes belong to the overlay. Before the simulation starts, a given x % of nodes
are randomly selected and removed from the overlay. After every 10 runs, all the
removed nodes are re-inserted in the overlay and again the same % of nodes are
randomly selected and removed from the overlay. Although x remains the same,
the actual nodes that are removed at every 10 runs will be different most of the
time especially when x is low. This simulates the addition, removal, movement
and failure of the overlay nodes while keeping the size of the overlay equal to
100 − x %. When we have simulated network dynamics we have determined if
the hierarchical routing is successful or not.

All the simulation results have been obtained assuming a confidence level
of 0.95 with a relative statistical error threshold of 5% for all measured
metrics.

4.2 Results

Figure 2 shows the values of the ratio between the path length provided by the
hierarchical routing and the shortest path length (flat routing) as a function of
the overlay size. We call this ratio the path length ratio, the path inflation or the
routing overhead. A ratio of 2 for instance means that on average a hierarchical
path is twice as long as its corresponding shortest path (i.e. between the same
nodes). The plot labelled random origin corresponds to the case where the first
overlay node is randomly chosen. The plot labelled specific origin corresponds
to the case where the first overlay node is the highest degree node of the map.
With a random first node, the path length ratio is linear with respect to the
overlay size with values roughly ranging from 2.3 to 2.9 for a 75k-node overlay.
This indicates a weak scalability but the slope coefficient is very and low thus
the inflation remains acceptable for overlays under 100k-node. However when
the first node is the biggest the plot falls back: this is an interesting property.
This gives us an lower bound on the path inflation if we can manage to re-
attribute the address of the first node to a bigger one. Figure 3 shows the values
of the path length ratio as a function of the zone size. The path inflation does
not depend on the zone size whatever the map and the origin. This means that
we can label large overlays with large zones without having to create too many
levels.

Figure 4 shows the percentage of successful routing attempts as a function
of the network dynamics percentage. As explained above, a given percentage
of nodes are absent, thus the overlay may not be connected but composed of
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Fig. 2. Path length ratio vs overlay size Fig. 3. Path length ratio vs zone size

Fig. 4. Percentage of success vs network
dynamics for the v6 map

Fig. 5. Path inflation vs network dynamics
for the v6 map

multiple connected components. The percentage is calculated as the number of
successful hierarchical routing attempts divided by the number of successful flat
routing attempts. As the hierarchical path is longer than the flat (i.e. shortest)
path, it may go out of the source-destination component and thus it will make
the routing fail. We can see that with only one address (i.e. no route alterna-
tive), 15% of dynamics makes the success fall at 20%. However the addition
of addresses to the nodes heavily increases the routing success. With up to 4
addresses per node and 15% of dynamics, the success reaches 50%. Increasing
the maximum number of addresses per node does not linearly improve the suc-
cess because the maximum number of addresses per node is still bounded by
its neighborhood size (and this is small for most of the nodes because of the
underlying Internet topology). Figure 5 shows the path inflation as a function
of the network dynamics percentage. The path inflation decreases with the dy-
namics because both the hierarchical and flat path lengthes decrease. As the
network becomes more fragmented (high dynamics), the connected components
become smaller and so do their inner paths. This explains why the success plots
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with nodes having 1 or 2 addresses at most, reach a minimum and increase
again with high dynamics. When the components are small, the hierarchical
and flat paths are closer and thus the hierarchical path will less likely be bro-
ken (i.e. it will remain inside the component). It’s worth reminding that any
routing protocol that do not provide shortest paths (e.g. intra-routing protocol
plus BGP) is subject to routing failure if the calculated path exits a connected
component.

To conclude this section we have seen that our architecture provides a state-
less routing system (i.e. only neighbor addresses are stored) with a reasonable
path inflation of 2 to 3 for overlays of sizes up to 75k (with a lower bound of 2.5
for 10k magnitude overlays). It also provides adaptation to network dynamics
with reasonable performances: 80% of success when 5% of the overlay is chang-
ing to 45% of success when 50% of the overlay is changing. We are currently
working on improving the addresses attribution: this will lower the hierarchical
path lengthes thus reducing the path inflation and increasing the robustness to
network dynamics.

5 Conclusion

In this paper, we have proposed a distributed addressing and routing archi-
tecture designed for random topology overlay networks set up on the Internet.
Our simulation results obtained upon three realistic Internet maps of 4k to 75k
nodes have shown that our solution yields a routing overhead ranging between
78% to 193% depending on the overlay size and the first node location. We have
described how to cope with network dynamics and our simulation results have
shown that simply attributing several addresses to each node without any other
recovery mechanism multiply by 2 the routing success percentage when the net-
work dynamics are above 10%. We are currently implementing our addressing
and routing mechanisms in a host-level network middleware. This middleware
will enable us to evaluate the behavior of our architecture in real life and confirm
or invalidate our simulation results.
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Abstract. This paper proposes an intelligent scheme to enhance Quality of Ser-
vice for video streaming over IP networks. The idea is to discard packets intel-
ligently at a router in Active Networks (AN) before the buffer is full. This paper 
also presents an AN-based network node architecture to support the proposed 
scheme. Our simulation results show that it improves not only the visual quality 
per video stream but also network efficiency significantly. 

1   Introduction 

This work is motivated by both technology “pull” and “push.” The “pull” is the emer-
gence of active networking technologies. Active Networks (AN) are a novel approach 
in the field of networking research [1]. In Active Networks, routers may perform 
complex computation when forwarding packets, rather than just simple storing and 
forwarding packets, as in traditional networks. In other words, active routers examine 
and possibly modify the packet content, whereas conventional routers are limited to 
processing only the headers. Moreover, users can program the network to choose the 
specific processing that their packets will experience while the packets traverse 
through the routers. Recent research shows that many AN-based schemes provide 
benefits for reliable multicast, network management, traffic control, and multimedia 
applications, mobile IP services and grid computing [2, 7]. Our innovation is to lever-
age and extend Active Networking technology for use in other areas not really cov-
ered today in ways that will greatly benefit video over IP-based networks, in particu-
lar, buffer management techniques. 

The “push” comes from the limitations in buffer management techniques. Buffer 
management plays an important role in enhancing Quality of Service (QoS) for video 
streaming over IP networks. It adjusts buffer occupancy to prevent congestion at 
routers, thus decreasing packet loss and improving video quality. The most common 
buffer management technique is Drop Tail (DT) in which packets are dropped when 
the buffer is full. Since it can deteriorate the video quality, recent researches have 
proposed proactive discard approaches to ensure that the buffers (queues) will not 
actually reach their full discard thresholds. Representative techniques are Random 
Early Detection (RED) [4] and its variants including RED with Input and Output 
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(RIO) [3], RED with Priority Dropping [8] and LRU-RED [6]. In these schemes, an 
arriving packet is randomly discarded with a probability proportional to the average 
queue length of a router when a preset threshold is exceeded. They are not stand-alone 
mechanisms and rely on joint use of rate control techniques in order to reduce the 
packet loss for networked video. Furthermore, most existing buffer management 
schemes are content-blind. They transfer data between nodes without knowledge or 
modification of data content. They manage issues such as packet loss rate and conges-
tion. However, loss distribution, which has a significant impact on video quality, 
cannot be effectively controlled. Since low packet loss ratios do not necessarily trans-
late to high video quality, these methods do not improve the video quality as much as 
expected. 

Given these limitations, we propose: a) an intelligent packet discard scheme based 
on the active networking paradigm, and b) an AN-based node architecture for sup-
porting the proposed scheme. The rest of this paper is organized as follows: Section 2 
describes the proposed schemes. Section 3 presents the simulation results. Section 4 
discusses the proposed node architecture. Finally, Section 5 gives conclusions.  

2   Intelligent Packet Discard 

This section describes the proposed intelligent packet discard scheme, called IPD, for 
MPEG video transport over IP networks. The design objectives are to achieve high 
perceived video quality, high effective throughput and a high level of fairness of ser-
vice. IPD consists of two parts: per-node-based packet drop (PPD) and inter-node loss 
allocation (InterLA). PPD is designed from a perceived quality control viewpoint, 
rather than from the network measurement viewpoint (e.g. packet loss) used current 
approaches. In particular, PPD uses knowledge of the characteristics of compressed 
video, i.e., the relative importance of different video frames. For example, three types 
of frame, I-, P- and B-frame exist in MPEG video. The I-frame is coded independ-
ently. The P-frame and B-frame are coded by using the closest past I- or P-frame, and 
the closest past and future I- or P-frames, respectively. Hence, I-frame is more impor-
tant than P-frame, which in turn, is more important than B-frame. It also considers the 
correlation between video characteristics, network resource requirements and the 
resulting visual quality.  

Furthermore, PPD classifies a video stream into different classes based on loss 
tolerance. It then applies queue-limits to these classes by calculating the "weight" of 
each class. The queue-limits determine the number of packets of each video that are 
allowed in the router buffer when the total buffer occupancy exceeds the predefined 
buffer length threshold. If the number of packets is larger than the queue limit, then 
the packet is dropped. The weight of each class matches the class criteria. This means 
that low loss tolerance traffic has priority over high loss tolerance traffic. Specifically, 
if two classes of videos are considered, where class r has lower packet loss tolerance 
than class s, the weight parameters to each are r and s , and the numbers of video 
within each are nr and ns , therefore a relationship will are defined as:  

1=+ ssrr nn  subject to   sr >   . Figure 1 shows the algorithm of 
PPD. 
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/*   
E-frame: a partially discarded frame. 
Len: the buffer length. 
Size: the buffer size. 
LOW:  the buffer length threshold at which B-packets start being 
dropped. 
HIGH:  the buffer length threshold at which P-packets start being 
dropped. 
Wi: weight parameter for video stream i. 
*/ 
 
if (packet == E-frame) 
   drop(); 
if (Len == Size) 
   drop(); 
else if (Len > HIGH ){ 
  if((packet == first P-packet ) || (packet == B-packet)){ 
           drop();  
          } 
        else  
            accept(); 
}else if (Len > LOW){ 
       if ((packet == B-packet) || (Len > Wi*Size )) 
            drop(); 
       else  
          accept(); 
}else   accept(); 

Fig. 1.  Algorithm of PPD 

Inter-node loss allocation (InterLA), on the other hand, focuses on translating the end-
to-end loss requirement of a video to a set of local nodal loss constraints, such that a 
video that meets every local loss constraint through the use of PPD also meets corre-
sponding end-to-end loss requirements. InterLA first allocates equal shares of the 
end-to-end loss requirements of a video to all the nodes along the source-destination 
path. It then modifies downstream loss constraints based on a video’s upstream loss 
performance for each video. In order to illustrate the InterLA mechanism, we use the 
following notations: 

   PLRj(i): acceptable packet loss rate of video j at node i 
   PLRj : acceptable end-to-end packet loss rate of video j 
   j:  difference between the actual PLRj(i) and the initial PLRj(i) 
   j(i-k): accumulated  j from node i to k.  

One can easily see that the j(i-k) can take both positive and negative values. Positive 
values correspond to worse loss performance where video j has experienced excess 
loss when passing through node i to k, whereas negative values indicate better loss 
performance with packet loss of video j less than expected. InterLA evenly distributes 
the positive j(i-k) to the remaining lightly loaded nodes, while negative j(i-k) to the 
remaining heavily loaded nodes. 

The IPD scheme is “active” for the two reasons: firstly, data content is taken into 
consideration. Specifically, the payload of a packet influences the network manage-
ment computations that are to be performed on it. Also, a router can examine the 
packet payload and decide which action should be performed. Secondly, the imple-
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mentation of the scheme is based on AN node architectures, which are discussed in 
detail in Section 4. 

3   Simulation Results 

The objective of the simulations is to study the structure of the computations and the 
performance of IPD.  As a result of the router-based computations, the AN router se-
lectively forwards video packets to the users, providing good video quality and effi-
cient network utilization. In the simulations, MPEG-4 video traces are used [ 
http://peach.eas.asu.edu/index.html]. To simulate an active node-based network, an 
active module is added to a router. An active buffer management algorithm is installed 
at the module prior to the start of video transfer. During the transmission video packets 
are passed to the active algorithm. Once processed, the packets are forwarded. This 
complements the non-active schemes as the router no longer just passively transport 
packets. The parameter settings are in the following: packet size<=1500 bytes, Output 
link capacity=100Mbps, B=150KB, HIGH=0.90, LOW=0.8, r  = 0.20 and s  =0.13. 
Here, a threshold of 0.90 means that buffer length threshold is 90% of the buffer size 
(in packets). The three performance metrics are Frame Error Rate (FER), Effective 
Throughput (ET) and Fairness Index (FI). The definitions are given in Table 1.  

Table 1. Definition of Performance Metrics 

FER The fraction of frames in error for each video stream. If one packet in a 
frame is lost then this whole frame and its propagated frames (P and or B) 
are considered to be frames in error.   

ET The fraction of usable data over all the video streams. "Usable data" is the 
video data that belongs to a successfully delivered frame, i.e., a video 
frame in which all of the packets and reference frames (I and or P) are 
completely transmitted. 

FI The ratio of actual packet loss rate (PLR) over the acceptable PLR for 
each video stream. A value of one or less than one for a satisfactory loss 
performance and a value of greater than one for unsatisfactory loss per-
formance. 

The IPD scheme is compared with the Uncoordinated Buffer Management (UBS) 
scheme. In IPD, each individual node employs PPD scheme with incorporation be-
tween nodes through the use of InterLA. While In UBS, each individual node em-
ploys the Drop Tail (DT) scheme independently, without inter-node cooperation. In 
the DT, if a buffer is full, incoming packets are discarded. The simulation results for 
the transport of six videos over a six-node network, with a load pattern between 
nodes, following high, high, low, high, low, low are presented in Figures 2 to 4. 

Videos 1-3 are sports sources called “Soccer” with a packet loss constraint of 6%, 
and videos 4-6 are news sources called “ARD Talk” with a packet loss constraint of 
12%. The results presented show the final values of the average of different five runs, 
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where the starting sequence of a video stream was randomly selected. In each run, the 
test videos were started randomly over a 60-second interval. 

. 

   

 

 

 

 
 

Fig. 2. Difference in FER 
  
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Difference in ET 

 

 

 
 
 
 
 
 
 

Fig. 4.  Difference in FI 
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The load levels (L) of High and Low refers to 90% and 70%, respectively and is 
given by L= (N+m)× . Here, N is the number of background flows, m is the number 
of test video sources, and  is the load contributed by each source. The  is calculated 
by =ton/toff. ton and t toff are the mean duration of on and off periods, respectively. In 
the on period, the source generates packets at a variable rate specified by the packet 
inter-arrival time given in a video frame interval. 

As seen in Figures 2 to 4, compared to the UBS, the advantages of the IPD are: 

1) Lower FER: IPD normally admits packets belonging to completely correct video 
frames and discard packets from partially corrupted frames. Also, it performs 
preventative priority packet dropping. Thus, error propagation due to frame de-
pendent nature is reduced, decreasing FER.  On the other hand, the UBS treats all 
the packets in the same way, regardless of the packet type, and performs a ran-
dom drop, most likely distributing packet loss, which translates into a large FER 
and low perceived quality of a video. This is because each lost packet may belong 
to a different frame. In particular, a lost packet could belong to an I or P-frame. 
Consequently, small packet loss will affect a large number of consecutive frames 
due to error propagation. 

2) Higher ET: The IPDS reduces I and P-packet losses and improves the output of 
perceptually important information, thus increasing real network efficiency. 

3) FI closer to one:  This is a consequence of the mutual support of InterLA and 
PPD schemes. The InterLA scheme effectively controls the intra-node loss of 
each video and attempts to achieve their individual end-to-end loss requirements. 
Specifically, the loss constraints of a video can be adjusted based on the perform-
ance in preceding nodes. As a result, downstream nodes can help the video “catch 
up” if there are excessive data losses in upstream nodes, whereas videos receiving 
extra servicing can have their loss constraints reduced to allow more urgent vid-
eos to pass through. Meanwhile, the IPD scheme sets the weight in the buffer 
sharing mechanism according to the acceptable PLR. Videos with a higher ac-
ceptable PLR receive a lower share of buffer and vice versa. Therefore, when the 
IPD scheme is applied, less buffer space is allocated to streams 4-6 than streams 
1-3. In turn, every stream achieves loss performance at a level commensurate 
with expectations. This results in an equitable loss distribution among the video 
streams with different loss tolerances. Conversely, the UBS scheme does not 
have a mechanism to adjust buffer allocation in equilibrium with different loss 
tolerances. Thus, losses are arbitrarily distributed among video streams.  For ex-
ample, the streams with same packet loss tolerance, i.e., streams #1 and #3, ex-
hibit significantly different FI, meaning that unfair service is provided to both 
streams.   

4   Active Network-Based Node Architecture 

The active schemes have been shown to be effective in improving QoS for video 
traffic. To support these schemes, new node architecture is proposed (Figure 4). The 
new architecture exhibits three key components: 1) three types of cache memories, 
e.g., conventional, AN-stream, and Bulk-data caches; 2) layered data processing ele-
ments in CPU; and 3) the filter in network interface.  
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First of all, there are three types of cache memories in the node architecture: a 
conventional cache (to hold programs, state information and other information that is 
reused or updated), a stream cache (AN-stream cache, to process AN streams) and a 
data cache (Bulk-data cache, to store bulk data).  The design decisions were made 
based on the following observations: 1) AN streams require some processing (or 
computing) rather than just simple forwarding as in bulk data transmission; 2) stream-
ing data usually is touched only a relatively few times, but require timely and speedy 
access. Hence, the processing of AN streams can be sped up by putting AN streams 
directly into the AN-stream cache instead of the Bulk-data cache. That means it 
should be possible to store and process AN stream and bulk data separately. The CPU 
can select a cache memory according to the types of traffic data. This selective stor-
age system allows quicker access of the necessary data and simpler cache system 
design.  Thus, more efficient data movement through the node can be achieved. 
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 An Active Network-based node architecture 

Next, layered data processing elements in the CPU are used to isolate and speed 
up various operations from one another. Simple packet forwarding is only carried out 
in the upper layer while complex packet processing is implemented in the lower layer. 
Bulk data (for the forwarding operation) are processed in the upper layer without 
interfering with the lower layer, leading to a fast delivery of bulk data. In the delivery 
of AN streams, examination of the header of each packet and possibly a relative com-
plex computation on its payload have to be performed. For example, IPD involves: a) 
computing the packet loss ratio and the weight; and b) selectively discarding the 
packets based on the packet content. Considering that the computation for the pro-
posed active scheme is not very complicated, no special ALU operations are needed. 
Specifically, the IPD is associated with addition, multiplication, and division opera-
tions only. In sum, the layered processing structure allows handling different types of 
data in parallel.  A high throughput for bulk data and QoS-aware transfer for stream 
data is provided and the overall delay at a network node is reduced.   

Finally, the network filter is placed inside the network interface, where all the data 
coming from the network is divided into bulk data and stream data for delivery to the 

Fig. 5.
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appropriate cache. Overall, the three components in the proposed node architecture 
make the network node work more efficiently and effectively when dealing with the 
combination of AN stream and bulk data. 

5   Conclusions 

In this paper, an active packet discard scheme is proposed. Simulation experiments 
using actual MPEG video traces have been carried out to test the performance of the 
proposed scheme. The experiments show that it not only significantly increases the 
viewing quality of per video streams, but also improves network efficiency. The 
scheme also provides a superior level of fairness of service among competing video 
streams. A possible node architecture has been proposed but an in depth study of that 
architecture has not yet been completed. Presently, we are simulating the prototype 
nodes and emulate the proposed scheme into the node in order to validate the pro-
posed node architecture.  
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Abstract. For a typical portable handheld device, the backlight ac-
counts for a significant percentage of the total energy consumption (e.g.,
around 30% for a Compaq iPAQ 3650). Substantial energy savings can
be achieved by dynamically adapting backlight intensity levels on such
low-power portable devices. In this paper, we analyze the characteris-
tics of video streaming services and propose an adaptive scheme called
Quality Adapted Backlight Scaling (QABS), to achieve backlight energy
savings for video playback applications on handheld devices. Specifically,
we present a fast algorithm to optimize backlight dimming while keep-
ing the degradation in image quality to a minimum so that the overall
service quality is close to a specified threshold. Additionally, we propose
two effective techniques to prevent frequent backlight switching, which
negatively affects user perception of video. Our initial experimental re-
sults indicate that the energy used for backlight is significantly reduced,
while the desired quality is satisfied. The proposed algorithms can be
realized in real time.

1 Introduction

With the widespread availability of 3G cellular networks, mobile hand-held de-
vices are increasingly being designed to support streaming video content. These
devices have stringent power constraints because they use batteries with finite
lifetime. On the other hand, multimedia services are known to be very resource
intensive and tend to exhaust battery resources quickly. Therefore, conserving
power to prolong battery life is an important research problem that needs to
be addressed, specifically for video streaming applications on mobile handheld
devices.

Most hand-held devices are equipped with a TFT (Thin-Film Transistor)
LCD (Liquid Crystal Display). For these devices, the display unit is driven by
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the illumination of backlight. The backlight consumes a considerable percentage
of the total energy usage of the handheld device; it consumes 20%-40% of the
total system power (for Compaq iPAQ) [1].

Dynamically dimming the backlight is considered an effective method to save
energy [1, 2, 3] with scaling up of the pixel luminance to compensate for the
reduced fidelity. The luminance scaling, however, tends to saturate the bright
part of the picture, thereby affecting the fidelity of the video quality.

In [2], a dynamic backlight luminance scaling (DLS) scheme is proposed.
Based on different scenarios, three compensation strategies are discussed, i.e.,
brightness compensation, image enhancement, and context processing. However,
their calculation of the distortion does not consider the fact that the clipped
pixel values do not contribute equally to the quality distortion. In [3], a similar
method, named concurrent brightness and contrast scaling (CBCS), is proposed.
CBCS aims at conserving power by reducing the backlight illumination while re-
taining the image fidelity through preservation of the image contrast. Their dis-
tortion definition and proposed compensation technique may be good for static
image based applications, such as the graphic user interface (GUI) and maps,
but might not be suitable for streaming video scenarios, because their contrast
compensation further compromises the fidelity of the images. In addition, Nei-
ther [2] nor [3] solves the problem associated with frequent backlight switching
which can be quite distracting to the end user.

In this paper, we explicitly incorporate video quality into the backlight switch-
ing strategy and propose a quality adaptive backlight scaling (QABS) scheme.
The backlight dimming affects the brightness of the video. Therefore, we only
consider the luminance compensation such that the lost brightness can be re-
stored. The luminance compensation, however, inevitably results in quality dis-
tortion. For the video streaming application, the quality is normally defined as
the resemblance between the original and processed video. Hence, for the sake of
simplicity and without loss of generality, we define the quality distortion func-
tion as the mean square error (MSE)(see Equation (1)) and the quality function
as the peak signal to noise ratio (PSNR)(see Equation (2)), both of which are
well accepted objective video quality measurements.

MSE =
1
M
×

M∑
i=1

(xi − yi)2 (1)

PSNR(dB) = 10log10

M∑
i=1

2552

(xi − yi)2
(2)

where xi and yi are the original pixel value and the reconstructed pixel value,
respectively. M is the number of pixels per frame.

It is to be noted that any improved quality metrics may be adopted to re-
place the MSE/PSNR metrics used here without affecting the validity of our
proposed scheme.

As is mentioned in [3], for video applications, the continuous change in the
backlight factor will introduce inter-frame brightness distortion to the observer.
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In our experiments, we find that the “unnecessary” backlight changes fall into
two categories: (1) small continuous changes over adjacent frames; (2) abrupt
huge changes over a short period. Therefore, we propose to quantize the cal-
culated backlight to eliminate the small continuous change and use a low-pass
digital filter to smooth the abrupt changes.

The rest of the paper is organized as follows. In Section 2, we introduce the
principle of the LCD display - experimental results show that backlight dim-
ming saves energy while the pixel luminance compensation results in minimal
overhead. In Section 3, we present our QABS scheme, which includes deter-
mining the backlight dimming factor and two supplementary methods to avoid
excessive backlight switching. Section 4 shows our prototype implementation,
experimental methodology and simulation results. We conclude our work in
Section 5.

2 Characteristics of LCD

In this section, we outline the characteristics of the LCD unit from two perspec-
tives, the LCD display mechanism and the LCD power consumption, both of
which form the basis for our system design.

2.1 LCD Display

The LCD panel does not illuminate itself, but displays by filtering the light source
from the back of the LCD panel [2][3]. There are three kinds of TFT LCD panels:
transmissive LCD, reflective LCD, and transflective LCD. We focus in this paper
on the reflective, since it is the most commonly used LCD for handheld devices.
Henceforth, when we mention LCD, we refer to reflective LCD and we refer to
both backlight and forelight as backlight. As will be shown, our idea is generic
to any backlight based LCD.

The perceptual luminance intensity of the LCD display is determined by two
components: backlight brightness and the pixel luminance. The pixel luminance
can be adjusted by controlling the light passing through the TFT array substrate.
Users may detect a change in the display luminance intensity if either of these
two components is adjusted. That is, the backlight brightness and the pixel
luminance can compensate each other. In Section 2.2, we will show that the
pixel luminance does not have a noticeable impact on the energy consumption,
whereas the backlight illumination results in high energy consumption. Hence,
in general, dimming backlight level while compensating the pixel luminance is
an effective way to conserve battery power in hand-held devices.

Let the backlight brightness level and the pixel luminance value be L and Y,
respectively, and the perceived display luminance intensity I. We may denote I
using Equation (3).

I = ρ× L× Y (3)

where ρ is a constant ratio, denoting the transmittance attribute of the LCD
panel, and as such ρ× Y is the transmittance of the pixel luminance.
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Fig. 1. Image and its luminance histogram before and after clipping

We may reduce the backlight level to L′ by multiplying L with a dimming
factor α, i.e., L′ = L× α, 0 < α < 1. To maintain the overall display luminance
I invariable, we need to boost the luminance of the pixel to Y ′. Since the pixel
luminance value is normally restricted by the number of bits that represent it
(denoted as n), Y ′ may be clipped if the original value of Y is too high or the α
is too low. The compensation of the backlight is described in Equation (4).

Y ′ =

⎧⎨⎩
Y/α, if Y < α× 2n

2n, if Y ≥ (α× 2n)
(4)

Combining Equation (4) and Equation (3), we have

I ′ =

⎧⎨⎩
I, if Y < α× 2n

ρ× L× α× 2n if Y ≥ (α× 2n)
(5)

Equation (5) clearly shows that the perceived display intensity may not be
fully recovered, instead, it is clipped to ρ×L×α×2n if Y ≥ (α×2n). In Figure 2,
we illustrate the clipping effect of the display luminance.

In Figure 1-a and Figure 1-c, we show an image and its luminance histogram.
This image is the first frame of a typical news video clip (“ABC eye witness
news”) captured from broadcasting TV signal. Figure 1-b and Figure 1-d illus-
trate the image and its luminance histogram after backlight dimming and pixel
luminance compensation. Figure 1-d shows that the pixels with luminance higher
than 156 are all clipped to 156. This clipping effect eliminates the variety in the
bright areas, which is subjectively perceived as the luminance saturation and
is objectively assessed as 30dB with reference to the original image shown in
Figure 1-a.

2.2 LCD Power Model

In our experiments, we observe that the backlight dimming can save energy
whereas the compensation process, i.e., scaling up the luminance of the pixel,
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has a negligible energy overhead. We measure the energy saving as a difference of
the total system power consumption with backlight set to different levels from
that with the backlight turned to the maximum (brightest). Figure 3 shows
the plot between the various backlight levels and their corresponding energy
consumption for a Compaq iPAQ 3650 running Linux. A more detailed setup
of our experiments is described in Section 4. It is noticed that the backlight
energy saving is almost linear to the backlight level and can be estimated using
Equation (6).

y = a1× x + a2 (6)

where y is the energy savings in Watt; x denotes the backlight level; a1 and
a2 are coefficients. We apply the curve fitting function of MATLAB and obtain
a1 = −0.0029567 and a2 = 0.73757 with the largest residual fitting error as
0.085731.

Contrary to the backlight switching, the pixel luminance scaling is uncor-
related to the energy consumption. In Figure 4, we show that for one specified
backlight level (BL) the system energy consumption basically remains stable and
is independent of the luminance scaling.

Figure 3 and Figure 4 justify the validity of the generic backlight power
conservation approach, i.e., dimming the backlight while enhancing the pixel lu-
minance value. Note that in Figure 4,“BL” refers to the backlight level and
“Luminosity Scaling Factor” refers to α. In the next section, we apply this
method to the video streaming scenario, discussing a practical scheme to op-
timize the backlight dimming while taking into consideration the effect on video
distortion.

3 Adaptive Backlight Scaling

As explained in Equation (5), the backlight scaling with the luminance com-
pensation may result in quality distortion. The amount of backlight dimming,
therefore, has to be restricted such that the video fidelity will not be seriously
affected.
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3.1 Optimized Backlight Dimming

We define the optimized backlight dimming factor as the one whose induced
distortion is closest to a specified threshold. Henceforth, we replace the factor
α with the real backlight level Alfa, Alfa = N × α (N is the number of back-
light levels (256 for Linux on iPAQ)), and the optimized backlight dimming is
represented as Alfa∗.

In Figure 5, we illustrate the image quality distortion in terms of MSE over
different backlight levels. (Note that we use the image shown in Figure 1-a.) We
see that as Alfa increases, the induced video quality distortion due to the bright-
ness saturation monotonously decreases. Hence, for a given distortion threshold,
we can find a unique Alfa(= Alfa∗) for each image. In video applications, for
a given distortion, different frames may have distinct Alfa∗, depending on the
luminance histogram of that frame. However, it is hard to have an accurate
analytical representation of the quality distortion using Alfa as a parameter.
We therefore adopt an optimized search based approach, where we calculate the
MSE distortion with different Alfa until the specified distortion threshold is
met. The results of our scheme are accurate and can be used as the benchmark
for the design of other analytical methods.

Figure 6 shows the exhaustive searching algorithm for finding Alfa∗ for one
image. FindAlfa(th) takes the distortion threshold (th) as input, and returns the
Alfa∗ as output. Note that MSE(Alfa) calculates the MSE with the specified
Alfa for one frame.

However, the complexity of an exhaustive search shown in Figure 6 is too
high. As shown in Equation (2), the per-frame MSE calculation consists of M
multiplications and 2M additions. M is the number of pixels in one frame, e.g.,
M = 25344 for QCIF format video. We regard the per-frame MSE as the basic
complexity measurement unit. We assume that the optimized backlight level is
uniformly distributed in [0, N], and thus the complexity of algorithm in Figure 6
is O(N). In our test, N = 256. Obviously, the optimized backlight dimming
factor can hardly be calculated in real-time.

Therefore, we apply a faster bisection method [4] to improve the algorithm for
finding Alfa∗. Since we can easily find an upper bound (denoted as u) and a lower
bound (denoted as d) on the backlight levels, we get as good an approximation
as we want by using bisection. We assume that u > d and let ε be the desired
precision and present the algorithm in Figure 7.

By using the bisection method, we may achieve the complexity of O(log2N)
in the worst case. For instance, for N = 256 and ε = 1, we only need to calculate
per-frame MSE at most eight times, which is fast enough for real-time processing.

3.2 Smoothing the Backlight Switching

It has been discussed in [3] that the backlight dimming factor may change
significantly across consecutive frames for most video applications. The frequent
switching of the backlight may introduce an inter-frame brightness distortion to
the observer. Hence, it is necessary to reduce frequent backlight switching.
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Fig. 6. Exhaustive algorithm for finding
Alfa∗

Fig. 7. Fast algorithm for finding Alfa∗

In our study, we observe that the calculated Alfa∗, although based on an in-
dividual image, does not experience huge fluctuations during a video scene, i.e., a
group of frames that are characterized with similar content. Actually, the redun-
dancy among adjacent frames constitutes the major difference between the video
and the static image application and has long been utilized to achieve higher com-
pression efficiency. Hence, the backlight switching should be smoothed out within
the scene and most favorably only happen at the boundary of video scenes.

We propose two supplementary methods to smooth the acquired Alfa∗ in
the same video scene. First, we apply a low-pass digital filter to eliminate any
abrupt backlight switching that is caused by the unexpected sharp luminance
change. The passband frequency is determined by the subjective perception of
the ”flicker moment” and the frame display rate. Second, we propose to quantize
the number of backlight levels, i.e., any backlight level between two quantization
values can be quantized to the closest level, by which we prevent the needless
backlight switching for small luminance fluctuations during one scene. In our
experiments, we quantize all 256 levels to “N”levels (N=5 in our study). We
switch the backlight level only if the calculated Alfa∗ changes drastically enough,
so that it falls into another quantized level.

4 Performance Evaluation

In this section, we introduce our prototype implementation, the methodology of
our measurement and the performance of the proposed algorithm.

4.1 Prototype Implementation

Figure 8 shows a high level representation of our prototype system. Our imple-
mentation of the video streaming system consists of a video server, a proxy server
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and a mobile client. We assume that all communication between the server and
the mobile client is routed through a proxy server typically located in proximity
to the client.

The video server is responsible for streaming compressed video to the client;
The proxy server transcodes the received stream, adds the appropriate control
information, and relays the newly formed stream to the mobile client (Compaq
iPAQ 3650 in our case). For the sake of simplicity and without loss of generality,
in our initial prototype implementation, we use the proxy server to also double
up as our video server.

The proxy server includes four primary components - the video transcoder,
the proposed QABS module, the signal multiplexer, and the communication
manager. The transcoder uncompresses the original video stream and provides
the pixel luminance information to the QABS module. The QABS module calcu-
lates the optimized backlight dimming factor based on the user quality preference
feedback received from the client (user). The multiplexer is used to multiplex
the optimized backlight dimming information with the video stream. The com-
munication manager is used to send this aggregated stream to the client.

On the mobile client, the demultiplexer is used to recover the original video
stream and the encoded backlight information from the received stream. The
LCD control module renders the decoded image onto the LCD display. The
backlight information is fed to the “Backlight Adjustment Module”, which con-
currently sets the backlight value for the LCD. In particular, users may send
the quality request to the proxy when requesting for the video, based on his/her
quality preference as well as concern for battery consumption.

4.2 Measurement Methodology

For video quality and power measurements, we use the setup shown in Figure 9.
The proxy in our experiments is a Linux desktop with a 1GHz processor and
512MB of RAM. All our measurements are made on a Compaq iPAQ 3650. We
use a National Instruments PCI DAQ board to sample voltage drops across a
resistor and the iPAQ, and sample the voltage at 200K samples/sec. We calculate
the instantaneous and average power consumption of the iPAQ using the formula
PiPAQ = VR

R × ViPAQ.
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4.3 Experimental Results

In our simulation, we use a video sequence captured from a broadcasted ABC
news program, whose first frame is shown in Figure 1-a. We choose this video
as representative of a typical usage of a PDA. In Figure 10, we show the basic
statistics (i.e., the mean and the variance of luminance per frame) of this video.

We assume that the users are given three quality options, fair, good, and
excellent, which respectively correspond to the PSNR value of 30dB, 35dB, and
40dB. After applying the algorithm “Proc: FastFindAlfa”, we obtain the adapted
Alfa∗ for these three quality preferences, as is shown in Figure 11. It can be
seen that higher video quality needs higher backlight level on average.

In Figure 12, we show Alfa∗ before and after the backlight smoothing process.
It is seen that the small variation and the abrupt change of the backlight switching
are significantly eliminated after the filtering and quantization. In addition, as we
expected, the backlight switchingmostly happens at the boundary ofmajor scenes.

In Table 1, we summarize the results of our QABS. The mean Alfa∗ of
different quality preferences produces a quality on average very close to the
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Table 1. Results of QABS

Alfa Mean Quality(dB) Power Saving(%)
Fair Good Excellent Fair Good Excellent Fair Good Excellent
149 162 186 30.17 34.28 42.31 41.8% 36.7% 27.3%

pre-determined quality threshold. It is noted that different quality requirements
result in various power saving gains. Higher quality preference must be traded
using more backlight energy. Nevertheless, we can still save 29% energy that is
supposed to be consumed by the backlight unit if we set the quality preference
to be “Excellent”.

In Figure 13, we show that the filtering and quantization process may lead to
instantaneous quality fluctuation, which is contrasted to the consistent quality
before backlight smoothing. Nevertheless, we observe that the quality fluctuation
is around the designated quality threshold and mostly happens at scene changes.

5 Conclusion

In this paper, we apply a backlight scaling technique to video streaming applica-
tions, and explicitly associate backlight switching to the perceptual video quality
in terms of PSNR. The proposed adaptive algorithm is fast and effective for re-
ducing the energy consumption while maintaining the designated video quality.
To reduce the frequency of backlight switching, we propose two supplementary
schemes that smooth the backlight switch process such that the user perception
of the video stream can be substantially improved.
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Abstract. Hierarchical video allows to send different qualities of flow to clients
from a single video file located on a server. Light clients (such as PDA) can’t
display this kind of video because of the lake of computing resources to decode
(aggregate layers) the video in real-time. That’s why we propose to distribute this
aggregation on active nodes located along the video flow path between the video
server and the light client (each active router decides independently to process
packets). To achieve this the best way, we make our protocol respectful of others
traffics in guaranteeing them a minimum part of active node resources. In order to
guarantee some QoS level, active nodes check their resources and their interface
congestion. Thus, in case of overloaded active nodes, they contact the video server
to decrease the quality of the video to ease the network. This allows a hierarchical
video to be displayed on a PDA with the best quality without disturbing others
traffics.

1 Introduction

The use of hierarchical codec [1] for Video on Demand (VoD) allows to provide several
different qualities from a unique video file to client. This avoids the storage of multiple
files for the same video at different qualities[2]. Thus, the use of such codec allows to
have more choice of qualities with a storage of the same size as a video using a non-
hierarchical codec. Displaying this kind of video requires aggregation of its layers, i.e.
the fusion of the various information contained in the different layers in order to restore
the original picture.

However, it is difficult to display a hierarchical video flow made of several layers on
a light client (such as PDA or mobile phone). Indeed, most of the time, PDAs do not
have neither enough computing resources to decode (layers aggregation) the video in
real time nor have the adequate codec.

Thus, a solution is to adapt on the fly the data coming from the video server in a format
that the light client can use. Three kinds of solutions are possible: to adapt video on the
server, to use a transcoding proxy or to use network resources to carry out adaptation.

The first two solutions use a centralized approach, then, this causes troubles when the
number of clients increases. Thus, it is preferable to use a distributed approach in order
to better support scalability. Thanks to Active Network[3], network (more particularly
Active Nodes) can carry out computation on flows which cross them.

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 672–679, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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This idea is to distribute aggregation and transcoding of flows on network nodes in
order to reduce computation resources needed on light clients. Active node carry out
video layers aggregation.

Each active node monitor its computing resources as well as congestion of their
network interfaces to be able to warn the video server if necessary. Then, this one
decides to reduce the number of layers that it emits. This decreases the bandwidth and
the computing resources of active nodes used to aggregate the video layers. This behavior
allows us to keep semantic information while decreasing network load.

In section 2, we present in details how our protocol works as well as how we include
QoS management. The next section shows the results we obtain from a simulator we
have developed to validate our work. We conclude in the last section and present our
future work.

2 Working of Our Protocol

A user with a light client (such as PDA) wants to watch a particular video sequence
available on a distant video server (see figure 1). This server proposes this video in
several qualities thanks to hierarchical encoding. The client and the video server are
separated by n active nodes.

This client emits a request towards the video server. This one sends back the video
in a hierarchical format corresponding to the request. Layers aggregation is carried out
along the network, and in case of congestion, the filter (ordered by a congested router)
decreases emission of the video. We will see in detail these operations.

2.1 The Request for a Particular Video Sequence

The client emits a request towards the video server. This request specifies, in addition to
the wished video, the desired quality and parameters such as the CPU speed, supported
codec... While crossing network, this request marks the first router met (Rn on the figure
1) as being the last router who will be crossed by video flow.

Indeed, if packets arrive on the last router and were not already aggregated, that means
that all active nodes are overloaded. Therefore, we are able to take specific decisions in
order to solve this problem.

The request also examines the static bandwidth of links between each router and
deduces the maximum usable bandwidth. This information is communicated to the video
server so that this one knows the maximum number of layers that it can send to this client
(depending of available bandwidth).

Fig. 1. Network architecture
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2.2 Sending of Data and Layers Aggregation Distribution

Aggregation Distribution. With the reception of the video request from the client, the
server can begin to send the video.

The video server orders the filter so that this one selects a given number of layers to
be sent according to the bandwidth measured previously and to client request.

Until now, working is close to a classical video on demand application on a non-active
network. Indeed, on a classical network, it is the filter that selects the layers to be sent.
Then, the client must aggregate flows in order to be able to display the video. However, we
know that it is not always possible with a light client (problems of CPU resources). Thus,
it is from this moment that the working of active version of the application differs from
the non-active one. We propose that active routers carry out aggregation and transcoding
of flows so that the client receives the video in a format that it can display.

However, we cannot aggregate all flows on the first active router. This one would
be then overloaded as soon as a too many light clients would be connected to the video
server. Then, it would be unable to manage all flows, but moreover, its overload would
also cause the collapse of the routing speed of other packets.

Moreover, it is strongly probable that the first router after the video server (R1) is
common to all flows even if the recipients are different. It is for these reasons that we
planned to distribute layers aggregation on all active routers located between the client
and the server. Thus, we propose that the first active node met (R1) undertakes this task
if it has enough processing resources. If it is not the case, the second active router (R2)
try to undertake it, if it can not, the packet will be aggregate on one of the following
(Ri). Until the arrival on the last router (Rn) which represents the worst case. Indeed,
that means that all the routers along video flow are overloaded. We will see further which
behavior we adopt in order to solve this problem.

Thus, active packets transporting flows are marked "non-aggregated" at their emis-
sion, then marked "aggregated" after layers aggregation on a router (so that others routers
do not try to carry out them once again).

A router do not carry out the whole video flow what would bring us back to the
problems of a centralized treatment seen previously. Routers share work, that is possible
because the treatment of each picture (layers aggregation of a picture) is independent of
others pictures thanks to the use of an appropriate codec.

Each active router decides independently (of others packets and of others active node)
to process packets. Thus, the first packet could be aggregated on R4, following packet
on R2, following one on Rn... According to routers available resources.

Then, packets marked as "aggregated" are simply sent from router to router towards
their destination without change.

Problems of the Number of Flows of a Hierarchical Video. Current solutions of video
on demand (i.e. those that do not use active networks) using hierarchically encoded video
such as [4], send video through several flows: each layer is sent in a different flow. This
causes a problem. Let’s take as example a video using three layers. It is possible that
the all packets do not use the same path (see figure 2). Packets cannot be aggregated
anywhere anymore (in particular on Ri1 and Ri2 in this example).

On the one hand, pictures can be processed independently from each other; on the
other hand, all components of a particular picture must be available at the same time on
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Fig. 2. Hierarchical video on non-active network

the same router in order to be able to aggregate them. But, if packets of a picture are
distributed among three flows, how to make available packets corresponding to the same
picture at the same time on a router. It would be necessary to be able to synchronize the
packets of the same picture with a system of queues for example. This would add an
extra delay to the video delivery.

There are several reasons to use one flow per layer. For example, that makes possible
the use of a kind of "advanced" multicast where the various clients can receive a different
number of layers. Thus, they can receive the same video but with qualities adapted to
their connections and their needs. This is made possible thanks to routers having the
possibility of filtering flows (and thus specific layers) what has for effect to diffuse the
same video but with different qualities.

Another reason is the possibility of using mechanisms of quality of service such as
DiffServ with different priorities on flows. Thus, packets from basic layer can be set to
a high priority (preventing them to be dropped). A lower priority is given to the next
layer. The probability of destroying packets of layer is all the more stronger as this layer
contains only details. The transmission of the video with a minimal quality (basic layer)
is ensured and, if the network can handle it, a better quality (with the various additional
layers) is sent.

These two examples show the main interests to have a flow per layer in traditional
networks. Within the framework of active networks, it is possible at an active node to
change the content (payload) of a packet. Consequently, if the data corresponding to the
three layers of a picture of our preceding example are embedded in one active packet,
we keep the same flexibility as if using a flow by layer in the traditional networks.

Indeed, concerning multicast diffusion, active nodes are able to remove some layers
from packets towards a client and to keep it intact towards another one. This mechanism
is also possible in the case of quality of service where active nodes reduce the number of
layers from packets rather than eliminate completely some packets in case of congestion
(preserving most semantics information). Thus, we can affirm that, within the framework
of active networks, we can use one flow for all layers while keeping the same advantages
as "a flow per layers" version in non-active networks.

Thus, we propose that the payload of an active packet contains all information relating
to one picture. This makes packets aggregation completely independent of others. Then,
each packet contains all the layers of the corresponding picture: when any router receives
any active packet, this router is able to aggregate all picture layers.
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Case of Packets Using Different Path.
In active networks, it is not a problem. Indeed, on the one hand we saw that packets

aggregation is independent, on the other hand, thanks to active network, our protocol is
deployed where it is necessary.

2.3 Quality of Service Management

Our protocol takes care of the importance of resources management in order to avoid
disturbing the behavior of the network.

Processing Resources. If the last router (Rn on the figure 1) receives packets marked
as "non-aggregated", then, we can conclude that the part of the network from the video
server to Rn does not succeed to aggregate all packets. This part of the network is thus
overloaded.

With the reception of a "non-aggregated" packet, if Rn has enough computing re-
sources, it aggregates the packet. If not, it only restores the basic layer (in order to limit
computations on this packet to the bare minimum). The video then consist of pictures
in desired quality (treated on the previous routers) and of pictures in low quality (which
arrived on Rn "non-aggregated"). But in all the cases, the hierarchical codec is not use-
ful on the light client. If this critical situation persists, then Rn contacts the filter telling
him that it must reduce the number of layers sent (it is useless to send a layer that will
be dropped before the restitution of the video). That causes to reduce the quality of
the video, to reduce the bandwidth consumed by the flow and to decrease computing
resources useful to aggregate the video.

Thus, we ensure that our protocol will not decrease network performances if the
required computing resources are too significant for the various routers of the network.
If we do not control computing resources, our protocol can block the traffic of other
information going through this router. Consequently, when a packet arrives on a router,
we analyze available resources to make sure that if the packet is processed locally then,
it remains a minimum of resources available for packets corresponding to others traffics.

Bandwidth. If a network queue of a router saturates, this router contacts the filter in
order to remove a layer from the video flow causing the same behavior as previously. As
the request of "decreasing the number of layer" from the router go through the network
to the server, this request configure crossed routers to also remove at their level the
now-useless layer of packets already sent.

Rather than using RTCP in order to measure packets loss, we prefer to supervise the
filling of routers queues. Where RTCP only makes it possible to detect the effective loss
of packets and announces this loss to the server, we prefer to measure on each router the
filling of the queues and to trigger, when reaching a given limit, a request to the server
(more particularly to the filter) to decrease emission. Thus, this process enables us to
detect a bandwidth near to saturation (and not to wait until the files are completely full)
to react a little before in order to avoid packets loss. We have already shown in [5] that
monitoring router internal state thanks to SNMP can help us to predict congestion.

Thus, each router supervises its own queues and, if necessary, triggers a decrease of
emission at video server filter. If used resources are released, then, one can contact the
filter in order to increase the number of layers to be sent to get a better video quality.
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3 Simulation and Results

3.1 Implementation

We have modified ANTS [6] because it strongly limits the classes usable by protocols
for safety reasons. These restrictions do not make it possible to develop protocols using
all the possibilities of the active networks. Thus, we extended ANTS, for example to be
able to request system information such as computing resources usages as well as router
networks interfaces queues filling.

In particular, we modified the class PrimordialNode in order to change the vari-
able exportedAntsClasses and added the classes necessary to the use of SNMP
in order to be able to control the filling level of the queues of networks interfaces of
routers.

In ANTS, the method evaluate of the class ants.core.protocol specifies
the code applied to a packet incoming on an active router. Packets call this method where
n represents current active node. Method routeForNode() route the packet towards
the following router. The simplified algorithm (inspired of theANTS Java programming)
of this method for our protocol is shown figure 3.

It is impossible to use classical simulators such as Network Simulator 2 (NS2) since
they do not take into account essential parameters (such as computing resources). So, in
order to validate our new protocol, we developed a simulator. This one was implemented
in Java and makes it possible to simulate the sending of flow through an active network.

The server sends flows made up of 25 packets per second (each packet corresponding
to a picture) towards a client through a given number of routers. If a router receives an

boolean evaluate (Node n) {
if (n.bandwidthAvalable<ourBandwidthLimit) {
makeServerDecreaseVideoQuality();}

if (this.alreadyDone) {
return n.routeForNode(this,getDst());}

else {
if (n != lastNode) {

if (n.resourcesAvailable<limit) {
return n.routeForNode(this,getDst());}

else {
this.AggregateAllLayers();
this.alreadyDone=true;
return n.routeForNode(this,getDst());}

}
else {

if (n.resourcesAvailable<limit) {
this.AggregateOnlyBasicLayer();
this.alreadyDone=true;
makeServerDecreaseVideoQuality();
return n.routeForNode(this,getDst());}

else {
this.AggregateAllLayers();
this.alreadyDone=true;
return n.routeForNode(this,getDst());}

} } }

Fig. 3. SouceCode

Fig. 4. CPU load

Fig. 5. Processing distribution
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already aggregated packet, then it simply forwards it to the following router. In the
contrary case, if its resources permit him, then it aggregates the packet which remains
a given average time on the router before being able to be sent to the following router.
This time is calculated from time measured during the analysis and tests of an algorithm
of decompression of wavelet flow (decoding, aggregation, encoding). Once this time is
out, the packet is marked "aggregated" and sent to the following router.

On each router, we analyze available resources (in order to check that those do not
reach a critical point necessary to carry out the traditional operations of routing of the
other traffics), percentage of "aggregated" packets locally as well as percentage of non-
aggregated packets for reasons of leak of resources (the remainder corresponding to the
packets already treated on a previous router). The critical point is configurable (in our
simulation, this limit is fixed at 85%).

Then, we check on the client that all packets were aggregated. If the last router receives
"non-aggregated" packets then it orders the transmitter (as well as all the crossed to the
server) to decrease the number of layers sent.

The tests carried out set up a video in four layers sent to a client. The client and the
server are separated by three active nodes (n=3) according to the figure 1.

The figure 5 shows the distribution of packets on the various crossed active nodes.
The figure 4 shows the load of CPU of these active nodes. The two figures have to be
observed in parallel.

In test 1, 10 hierarchical flows are sent towards the client (in order to test the load
distribution on active routers). One can see (on figure 5) that the first node deals with
100% of the packets and (on figure 4) that this consumes 75% of its CPU. Thus, we are
not very far from the limit that an active router can handle.

In test 2, the number of flows are doubled, we can then see that the second node start
to aggregate some packets. The first node treats 60% of packets by consuming 80% of its
computing resources and the second node treats the remainder by consuming 53% of its
CPU. Thus, we can see that during this test, packets are well managed in a priority way
on the first nodes. We can also note that we preserve some resources for the remainder
of the traffic.

Test 3 brings into play 30 flows, the diagrams show that the first two active routers are
not able to manage all packets (those treat 46% of packets each one, by consuming 83%
their computing resources). The last active router starts to receive "non-aggregated"
packets in a regular way, then it contacts the filter in order to ask for a decrease of
throughput emission. This one removes a layer from the sent video. Test 4 corresponds
to 30 flows with one removed layer, processing are strongly reduced and the first two
routers become again able to aggregate all 30 flows.

These tests show that our protocol makes it possible to manage a greater number
of light clients. Packets aggregation is distributed (decision of processing a packet is
taken independently of other packets and of other active nodes) on active routers with
a priority to first routers while keeping a minimum of resources for remainder traffic.
Then, when the last router receives non-aggregated packets in a regular way it contacts
the video server in order to make him reduce the video quality.

The fact that all packets are already aggregated on their incoming at the client makes
it possible to consider the displaying of 25 frames/s on light clients such as PDA whereas
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without our protocol, these PDA will not be able to display a hierarchical video with
more than 2-3 frames/s if they have the adequate codec.

4 Conclusion

We created a protocol allowing us to display hierarchical video on a light client by
distributing layers aggregation on the various active nodes between the video server and
the light client.

Computations are realized as soon as possible in order to be sure that the maximum
number of packets is aggregated before their incoming to the client. Each active router
decides independently to process packets. Moreover, the distribution of computations
is done by respecting other traffics, i.e. in allocating them a minimum computation
resources.

Our protocol also manages the computation resources of active nodes located on the
way of video flow as well as the congestion at active node in order to be able to make the
video server decrease the quality of the video in case of overloaded network. We also
implemented a simulator in order to validate our protocol.

Our prime future work is to add to our simulator the management of network inter-
faces queues in order to be able to detect a possible congestion and to be able to test the
effectiveness of our network resources management.

References

1. Taylor, K., Polyzos, G.C.: Performance measurements of a simple heirarchically coded im-
age animation over various network testbeds. rapport de recherche S2K-93-39, University of
California, Berkeley (1999)
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Abstract. VoIP is increasingly used in voice communication systems, where 
integration of legacy radios is an important feature. In addition to managing 
radio channel access, requiring Push-to-Talk (PTT) and Squelch signals, also 
cross coupling of radio channels is an important feature in air traffic control and 
public safety applications. Therefore we present a signaling approach based on 
the Session Initiation Protocol (SIP) in combination with a dynamic master 
slave model. It provides compatibility with standard SIP-phones and the 
existing expiry mechanism is used for detection of failure states. We complete 
our contribution with estimations of the audio and PTT-request delay in a 
coupled sector. 

1   Introduction 

Voice Communication Systems (VCS) traditionally have been built on proprietary 
hardware and protocols, using circuit switched technologies. With the dissemination 
of VoIP also voice communication centers migrate to packet based transmission. IP-
networks together with common-off-the-shelf (COTS) hardware offer greatest 
flexibility in terms of location independence and convergence with data services. 

The integration of extended call-features as well as radio signaling requires 
additional signaling capabilities, whereas a SIP-based method of radio signaling has 
already been presented in [3] and [4]. We take these concepts and contribute with 
signaling extensions for cross coupling of radio channels. 

2   System Overview 

A Voice Communication System (VCS) offers phone and radio services to a variety 
of different communication standards together with advanced callcontrol features for 
its operators. Thus it becomes applicable for communication centers in public safety, 
disaster operation and air traffic control (ATC) also. A VCS consists of multi-feature 
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operator positions as well as standard phones which are connected peer to peer in a 
LAN (see Fig. 1). We consider an IP-LAN, signaling by means of SIP [1] and the 
Realtime Transport Protocol (RTP) [2] for media transport, because this is about to 
become a global standard. A local SIP-proxy is responsible for registration, 
authentication, user-mobility and dial-plan. 

 

 

 
 
 
 
 
 
 
 
 

Fig. 1. SIP-based Voice Communication System 

Besides gateways to different communication networks, e.g. to public telephony 
and the Internet, access to analogue or digital radios will be provided by means of 
radio gateways. Since a radio frequency is a shared media, a server has to control the 
access. The server can be connected to multiple radio gateways and a gateway can 
have connections to multiple transceivers to apply best-signal-selection (BSS) for 
optimization of the signal quality. 

Since the whole system is built upon IP-networks, the gateways as well as working 
positions may reside on remote locations, with connection to the public Internet, or a 
leased IP-line. The hardware for network-, client- and server components consists of 
COTS products or dedicated SIP-enabled 3rd party products, like SIP phones, SIP 
servers and gateways. 

3   Radio Service in SIP 

Interconnection with analogue radios is one of the key features in many VCS fields of 
application. Users can key-in at radio channels, which may consist of several 
transmitters and receivers for a single frequency. Since audio transmission in 
traditional analogue radio is half duplex, an authority is required, which grants access 
to transmit messages. 

Hence radio servers (one for each radio channel) control the access of the working 
positions to the radio gateways and grant or deny Push-to-Talk requests (PTT). To 
support also client connections with low bandwidth, the service offered by radio 
servers should be kept as slim in network load as possible. Therefore, with several 
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transceivers a radio server offers a single RTP audio stream for the working positions, 
which are keyed in.  

As shown in [4], SIP event notification [6] offers a suitable tool for managing 
access to a shared media like radio channels. Working positions as well as radio 
gateways generate PUBLISH requests [5], which contain their current PTT/SQU 
state. The radio server acts as Event State Compositor and in return distributes 
NOTIFY messages about the PTT/SQU-state of the channel to the parties, which have 
previously subscribed this event. Figure 2 shows the signaling sequence, when an 
operator presses PTT and access to the channel is granted.  

For increasing reliability we suggest redundant transmission of the PTT/SQU 
information. Adding PTT/SQU information to the RTP audio packets offers a 
redundant signaling path, which may be sent over the IP-network on different routes 
and may be differently influenced by packet loss. The PTT/SQU is not separated from 
the audio information, but earns a higher delay due to packetization and jitter buffers. 
Alternatively RTCP may be used for redundant PTT/SQU transmission. Thereby the 
delay would be comparable with SIP event notification (tested in [4]). 

 
 
 
 
 

Fig. 2. Request and Grant of Radio Access 

4   Cross Coupling of Radio channels 

Coupling is a feature that offers definition of virtual radio channels, which consist of 
2 or more physical radio channels. Then all operators using one of the channels 
involved, operate on a single virtual radio channel. A typical application for this can 
be found in voice communication centers, where the number of operators on duty 
depends on the time of the day. In times of a reduced volume of traffic, multiple radio 
channels can be managed by a single operator. Therefore cross coupling is used to 
provide variable fields of activity. 

4.1   Variants of Implementation 

The easiest variant of implementing coupling is local coupling. The initiator’s client 
simply forwards the reception of one channel to all others in the coupling group. The 
radio servers do not need any additional functionality, but signaling and audio delay is 
high. The SIP, RTP and RTCP traffic between the channels is routed via the 
initiator’s client, which causes CPU load on his working position. 

A centralized approach uses a dedicated server for coupling. A coupling server is 
located at an additional hierarchical level above the radio servers. It receives coupling 
requests and controls coupled groups of radio servers in terms of PTT-allocation and 
audio mixing. 
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An intermediary, distributed solution is to extend the radio servers’ capabilities for 
coupling. Each radio server can become master of a coupling-group or switch itself to 
slave mode, when another server masters the access to a virtual radio channel.  

4.2   The Master-Slave Model 

As a result the best suitable solution with the given SIP radio service is a master-slave 
model. For connecting peer-to-peer a set of working positions and radio gateways, an 
authority device for controlling access is necessary. Among the radio servers of the 
channels involved in the coupling, a master is determined, while all others become 
slave radio servers. Call connections of a star topology are set up and the master takes 
over the decision of granting or refusing PTT-requests.  

 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Scenario before coupling 

In an example scenario client 1 is keyed in at channel 1 and channel 2, whereas 
client 2 only listens to channel 2. Figure 3 shows the respective RTP connections 
before the coupling request is issued. In the following we go through the signaling 
steps of every party involved, starting with the initiating client. 

4.3   The Initiator’s Task 

The client, which initiates a coupling group, has to decide, which of the radio servers 
involved will become the master. Therefore it may choose one by random or uses 
capability information, which can be retrieved by OPTIONS requests. The coupling 
request is done by means of a PUBLISH message [5] with the master and the list of 
slave servers specified in the message body. 

If the master radio server is not capable of mastering a coupling group or it has no 
capacity available for another coupling group, it will refuse the coupling request and 
the initiator has to try again with a different master. If any of the servers involved  
supports neither master nor slave mode, cross coupling is not possible with this group 
of servers. Figure 4 shows the example scenario with the PUBLISH request sent by 
the initiator. Subsequently the initiator will put all calls to the slave radio servers on 
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hold, because from now on audio mixing and PTT requests for the coupling group 
will be handled by the master server. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Operator 1 initiates coupling 

4.4   The Master Radio Server’s Task 

On initiation the master radio server receives INVITE-requests from the slave radio-
servers, to set up the direct RTP audio connections and the PTT-signaling (as shown 
in Fig. 4). These calls represent the star topology between the radio servers mentioned 
above. If all slaves sent their invitations, the master sends a NOTIFY request about 
the coupling to its clients (including the initiator). For the initiator this acknowledges 
the establishment of the coupling.  

Subsequently the slave radio servers inform the master about their current PTT 
state. Since originally every channel had its own radio server for PTT allocation, the 
master now has to migrate these PTT states into a common PTT state for the coupling 
group. If more than one PTT state is active, the master has to exclude all but one by 
signaling PTT-lockout, to reach a consistent common PTT state. 

During normal operation a master radio server acts as event state compositor [5]. It 
receives PUBLISH requests and distributes a corresponding state by means of 
NOTIFY requests. The master’s task includes: 

• Grant or refuse PTT-requests: for all operators; also the ones, which are 
connected to slave servers (PTT request via a slave server) 

• Forward SQU publications: from radio gateways; these may origin from its own 
gateways or being forwarded from a slave server 

• Audio forwarding: between clients, slave radio servers and radio gateways 
• Audio mixing: for frequency intercom in the coupling group 

4.5   The Slave Radio Server’s Task 

In slave mode a radio server receives the coupling request from the initiator and a call 
setup request from the master radio server. Depending on the policy, clients will put 
their calls on hold (as shown in figure 5) or keep them.  
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Fig. 5. Coupling Scenario: Final signalling and audio 

During normal operation a slave switches back to forwarding of signaling and 
audio packets. Its task includes: 

• PTT requests: are forwarded to the master 
• PTT responses: are forwarded to all connected clients 
• SQU publications: are sent to the clients and to the master radio server 
• Audio forwarding: between clients, master radio servers and radio gateways 
• Audio mixing: for frequency intercom in the coupling group 

4.6   The Passive Client’s Task 

The operator position clients, which did not initiate the coupling, receive a PUBLISH 
request and thus passively take part of the frequency coupling. Therefore some 
different scenarios and policies have to be taken into account. 

If the client is only connected to one of the involved channels, the simple way is to 
keep the established call and just tell the user about the coupling, by displaying the 
information at the user interface. 

Another policy, which can be applied also if the client is connected to multiple 
frequencies of the coupling, is always connecting to the master radio server. 
Therefore all calls to slave servers are put on hold and the master’s channel has to be 
keyed in. In this case the passive client has the same access to the coupling group as 
the initiator. PTT requests take the shortest path to the event state compositor and 
audio as well as signaling delay of slave channels increases.  

If the client has additional information about e.g. the capability or the location of the 
radio servers, it may remain connected to a radio server in its local domain, irrespective 
of which is the master. In a distributed VoIP environment with voice communication 
centers interconnected over a WAN, connecting to the master may cause an increase of 
WAN traffic. This policy helps to reduce the long distance network traffic. 

4.7   Operation, Phone Clients 

If an operator newly keys in a radio channel, which is member of a coupling, the 
client will immediately be sent a NOTIFY request with the details of the coupling. In 
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the following the client can choose its connection to the coupling group and acts like a 
passive client. 

For compatibility reasons it should also be possible to use a standard SIP-client or 
SIP-phone instead of a multifunctional working position. For key-in with a standard 
SIP-client the radio server must accept missing PTT-information and the reception of 
error responses to PTT/SQU notifications. For submitting radio messages the server 
has to generate a PTT-signal from the voice activity (known as vox-PTT). When a 
radio channel becomes coupled, the client will again respond with an error to the 
NOTIFY request. The radio server can now try to notify the coupling by means of 
mixing an acoustic signal or a voice-message into the client’s audio stream. The user 
can be informed about termination of the coupling the same way. If a standard SIP-
client shall become capable of initiating couplings, this could be realized by 
additional DTMF signaling. 

4.8   Termination of Coupling 

Normally a coupling definition is ended by a PUBLISH request, indicating an expiry-
period of 0 (Expires: 0). The initiator has to take care of refreshing the publication in 
time, if he wants to keep the coupling. If a coupling publication expires (or is set to 
zero), all involved devices should go back to the state before the coupling has been 
initiated. 

Master radio server: 
• terminates calls with slave servers 
• sends NOTIFY about end of coupling 
• switches back to normal radio server operation 
Slave radio server: 
• sends NOTIFY about end of coupling 
• switches back to normal radio server operation 
Client: 
• restores the key-in modes of the frequencies concerned  

Since this mechanism also is used to resolve failure states and coupling 
inconsistency, each of the components must have its own timer, to realize expiration 
of a coupling. To indicate timeout-triggered termination of a coupling, both master 
and slave server have to publish a reason of termination; the master in the BYE 
request, the slaves in the NOTIFY request. 

5   Performance 

To evaluate the feasibility of the frequency coupling approach, we analyzed call setup 
delay as well as the audio transmission in the master-slave model. 

5.1   Signaling 

Compared with call setup signaling in a VCS, like for phone-calls or intercom, 
frequency coupling is less time critical. Also, initiation of a coupling may cause a 
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burst of SIP messages, especially if radio-servers refuse becoming the master and if 
clients reconnect to the master radio server. Therefore coupling messages may be 
treated with a lower priority. 

On the other hand, PTT/SQU signaling has to be improved, since in the worst case 
the master radio server is one additional hop away, compared with a non-coupled 
radio channel. Estimated with the results in [4], the PTT delay, from submitting the 
PUBLISH request to the NOTIFY reception at the gateway is 

tPTT,coupled = 1,5*tPTT  = 3*tforw (1) 

which leads to a PTT delay of about 28,5 ms (based on dissipate, the SIP stack of 
KPhone). This value exceeds the limit of 25 ms, defined in the requirements for ATC 
[7]. Since this limit is founded in the low audio-delay of a circuit switched VCS, in a 
VoIP system with packetization delay this value will not cause loss of syllables. 

  
 
 
 
 
 

 

Fig. 6. RTP test scenarios 

5.2   Audio Processing 

RTP transmission in coupled radio channels should be as fast as possible. Depending 
on source and target, RTP packets can be forwarded via 3 intermediate servers. Audio 
received at a slave has to be forwarded via the master and another slave to the 
listening working position. The master-slave method keeps the increase of hops of the 
RTP streams consequently low, while using existing radio servers and providing fast 
signaling for granting or denying access to a coupled radio channel. Additionally 
accessing radios via standard SIP-phones is supported. 

We performed tests to measure the influence of an additional hop in the RTP path. 
Therefore we compared the scenarios shown in figure 6, audio forwarding by a single 
radio server, 2 radio server applications on the same machine, whereas in the third test 
we used separate machines for 2 radio servers. An RTP test-application using jrtp 
2.7.0 has been used as generator, forwarder and receiver on a Pentium IV CPU (2 
GHz) hardware. The following list summarizes the results, which have been derived 
as average of a series of 100 packets with 20ms audio payload. 

Scenario delay 
1 RTP forwarder 0,323 msec 
2 forwarder, loopback 0,520 msec 
2 Forwarder, separate machines 0,558 msec 
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The results show, that with a high-performance RTP stack the processing delay of 
the RTP packets is low, compared with the delay caused by conferencing and jitter 
buffering. Jitter buffers will be implemented in both master and slave radio servers, 
because both have to fulfil conferencing tasks, if an intercom service is provided also. 
Summing up the delays of the maximum length audio path leads to 

taudio = tpacketization + tjitter,slave + tjitter,master + tjitter,slave + tjitter,client (2) 

With a packet-size of 20ms and jitter buffer sizes of 20ms a resulting delay of 
100ms (stack processing excluded) has to be taken into account. Adding the results of 
the measurement mentioned above and a delay for the management of the lists of 
clients and slave servers leads to the audio delay in a real coupling scenario. Thereby 
it makes only little difference between using the Ethernet loopback in comparison 
with two separate machines with a fast network connection of sufficient bandwidth. 

6   Related Work 

A project initiated by the European Organization for the Safety of Air Navigation 
(EuroControl) called AudioLAN [8], successfully showed the feasibility of an IP-based 
VCS. In contrast to the protocols proposed in this paper, they used H.323 for signaling. 
Meanwhile SIP emerges to become the future-standard for Internet telephony. 

Another H.323 solution has been implemented at the University of New Hampshire 
[11]. A conference server provided coupling of several radio stations, but PTT 
requests were generated by voice activity. Thus no central authority for granting or 
denying access exists. 

Ericson, Motorola, Nokia and Siemens published a specification for PTT signaling 
in GPS/GPRS networks [9]. They use SIP for initial call-setup and signal PTT by 
means of RTCP. But since the main fields of application are workgroups with GSM 
handsets, there is no need for extended radio-features like frequency cross-coupling.  

Radio signaling also can be seen as a specific application of floor control [10], 
where the floor chair is radio server. As the floor control mechanisms are built for 
conferences, there is no demand for temporarily linking floors on user request.  

7   Conclusion and Future Work 

As under the possible fields of application of radio services with frequency coupling 
are public safety and disaster operation, the future focal point will be reliability and 
availability. Redundant server architectures as well as main and standby gateways 
will be needed to improve the availability. Therefore mechanisms for failure 
recognition and failsafe operation will become necessary. 

Another important aspect is automatic configuration and management, where 
especially VoIP systems can show its surplus. Service registration at directory servers 
like provided by the Service Location Protocol (SLP) is a possible mechanism for 
setting up ad-hoc SIP environments.  

Finally there are some special features, mainly used in ATC, like frequency 
forward and frequency intercom, which also offer multiple signaling variants and 
which should be specified for SIP based ATC. 
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Abstract. The quality and diversity of communication scenarios in distance 
education depend strongly on the available bandwidth. With the increase of 
existing network capacity teleteaching applications improve enormously in 
quality and quantity. Synchronous teleteaching which was initially just a 
video-stream based transmission of lectures is meanwhile enriched with 
multimedia applications and moves towards multimedia conferencing 
sessions. Advanced communication infrastructures for synchronous 
teleteaching applications are introduced. Solutions are based on standard 
desktop conferencing tools and streaming tools over IP on the one hand and 
transmission of media streams over ISDN and ATM codecs on the other 
hand. The pros and cons of each technology are outlined. Recommendations 
for appropriate usage are given. 

1 Introduction 

A first approach to synchronous teleteaching is to establish a point-to-point video 
conference between two remote access points. This permits the exchange of audio-
visual signals. However this approach can not be seen as an efficient method for 
transmitting lectures. The technology should fit the teaching style and support the 
lecturer with multimedia aids in an appropriate way. Usually a computerized 
representation of instructional material leads to better results (particularly with 
regards to quality) in teleteaching courses, but the lecturer should still be able to use 
traditional blackboards or transparencies. 

Quality and number of transmitted audio/video streams are closely tied to available 
network capacity. Even for teleteaching scenarios of low-quality, approximately 384 
Kbps are transmitted per video stream. For high-quality views of the event, up to 15 
Mbps are required for one video stream. With respect to the given technical and 
organizational aspects various types of teleteaching scenarios have been realized and 
evaluated. They include: 

Tele-lecture: A lecture is transmitted to several remote access points. Students can 
interact with the lecturer and among themselves by using audio/video conferencing 
tools. For presentation of associated materials the lecturer can use several different 
remote presentation systems. 
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Tele-seminar: Different groups of students work in a virtual seminar environment 
transmitting presentations from each participating access point. This means that 
conferencing tools have to support many-to-many relationships for communication. 

Tele-exercise: Groups of students using PC or workstations interact with an 
instructor by audio/video conferencing tools and specific groupware tools.  

There are several other teleteaching scenarios you can think of, e.g., tele-
excursions and distributed colloquiums. 

At the University of Erlangen-Nuremberg hundreds of these scenarios have been 
run, experimenting with different communication infrastructures. Based on eight years 
and a lot of experiences, positive and negative ones, a substantial technology report on 
this “case” can be given. This is done in a condensed form in the next sections. 

2 IP-Based Infrastructure 

Multimedia conferencing over IP-based networks is becoming increasingly 
prominent. H.323 is the International Telecommunications Union (ITU) standard for 
IP-based multimedia conferencing. It covers standards for audio/video coding as well 
as standards for data exchange and control. H.323 conferencing systems consist of 
four network components: terminals, gatekeepers, gateways, and multipoint control 
units (MCU).  

Terminals are endpoints on a LAN that provide real-time two way communication. 
The H.323 standard states that all endpoints must support voice, with video and data 
being optional. Hence, the basic form of an endpoint is an IP-Phone. However, most 
endpoints are video conferencing systems with additional support for data 
communication. Although the H.323 standard describes a gatekeeper as an optional 
component, it is in practice an essential tool for defining and controlling how voice 
and video communication is managed over the IP network. Gatekeepers are 
responsible for providing address translation between LAN aliases and IP addresses, 
call control and routing services to H.323 endpoints, system management and security 
policies. Gatekeepers provide the intelligence for delivering new IP services and 
applications. They allow network administrators to configure, monitor, and manage 
the activities of registered endpoints, set policies and control network resources such 
as bandwidth usage. 

H.323 systems can interoperate with ISDN-based H.320 conferencing systems over 
a gateway. Essentially, gateways provide translation between a circuit-switched 
network such as ISDN and a packet-based network such as LAN, enabling the 
endpoints to communicate. To do this, they must translate between transmission 
formats and between control protocols. Gateways also have to transcode between 
various audio/video codecs used in LAN and ISDN devices. Most gateways have 
multiple ISDN connections and can support several conferences simultaneously. To 
allow three or more conference participants simultaneously, H.323 systems require a 
MCU. The H.323 MCU's basic function is to maintain all audio, video, data, and 
control streams between all the participants in the conference. Main components of an 
H.323 MCU are multipoint controller (MC) and multipoint processor (MP). MCs 
handle negotiations between all endpoints to determine common capabilities for 
audio/video processing. Most H.323 systems support IP multicasting and use this to 
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send just one audio and one video stream to other participants. In contrast MPs 
perform audio mixing, data distribution, and video switching/mixing. Both (MC and 
MP) functions can exist in one unit or as part of other H.323 components. Most H.323 
MCUs work in conjunction with, or include gatekeeper functionalities.  

Streaming is a client/server technology that allows to broadcast live or pre-
recorded data in real-time. Streaming technology offers a significant improvement 
over the download-and-play approach. It allows data delivery as a continuous flow 
with minimal delay before playback can begin. Hence, multimedia data is buffered 
before being played, and then is discarded. The video of the lecturer and other lecture 
material captured by cameras are usually analogous video streams which are fed into 
an encoding station. Figure 1 shows streaming within a network environment. 

Internet

Streaming Server

Web Server

Encoding Station

Audio-Video
Source Client 1

Client 2

Client n

…

 

Fig. 1. Infrastructure for multimedia streaming 

There are specific transport protocols available for streaming data such as RTP, 
RTSP, and MMSP. Real-Time Protocol (RTP) was developed by the Internet 
Engineering Task Force (IETF) to handle streaming audio/video and uses IP 
multicasting. RTP is a derivative of UDP in which a time-stamp and sequence number 
is added to the packet header. This extra information allows a receiving client to 
reorder out of sequence packets, discard duplicates, and synchronize audio/video 
streams after an initial buffering period. RealNetworks introduced with RealServer its 
primary server protocol, the RealTime Streaming Protocol (RTSP). To use RTSP, 
URLs that point to media clips on a RealServer begin with “rtsp://”. In return 
Microsoft introduced Microsoft Media Server Protocol (MMSP) as its primary server 
protocol. MMSP has both a data delivery mechanism to ensure that packets reach the 
client and a control mechanism to handle client requests such as “Stop & Play”. URLs 
that point to media clips on a Windows Media Server begin with “mms://”.  

Most important advantages of IP-based communication infrastructures are: 

– good suited for both multimedia conferencing and streaming multimedia data, 
– wide spread availability and moderate costs, 

On the other hand important disadvantages are: 

– heterogeneous bandwidth availability and no quality-of-service for established, 
connections, 

– low or medium quality of transmitted multimedia streams.  
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3 ISDN-Based Infrastructure 

H.320 is the ITU standard for multimedia conferencing between endpoints connected 
over an Integrated Services Digital Network (ISDN), in contrast to H.323 over IP. 
Even though the long term prediction for multimedia conferencing is to use IP-based 
infrastructures, at the moment ISDN-based infrastructures are the easiest and most 
cost efficient. ISDN supports isochronous (regular timed) data transmission and the 
bandwidth is guaranteed once the connection is established. With ISDN, all 
information such as audio, video, and data is transmitted over the public switched 
telephone network. An ISDN connection has two possible interfaces: a Basic Rate 
Interface (BRI) or a Primary Rate Interface (PRI). The BRI consists of two circuit-
switched B-channels, each of 64 Kbps that are used for data and one D-channel of 16 
Kbps that is used for network control. The PRI is similar to the BRI, but with more 
channels and extra control bandwidth. In Europe, the PRI consists of up to thirty 64 
Kbps B-channels, with 1920 Kbps for data transmission and one 64 Kbps D-channel 
for network control.  

ISDN connections usually aggregate BRIs and share the same number for both B-
channels. Known as ISDN-2, this provides a line speed of 128 Kbps and is usually 
used in desktop conferences. For increased bandwidth, ISDN-6 provides a line speed 
of 384 Kbps and is usually used in room-based conferencing tools. With ISDN-6, the 
sequence in which the lines are aggregated must be known. To run a multipoint 
conference over ISDN, participants have to use an H.320 MCU (see fig. 2) that 
connects and manages all ISDN lines. The basic function of any H.320 MCU is to 
maintain the communication between all participants in a conference. H.320 MCUs 
are hardware based as they need to connect to all ISDN lines from each participant. 
For example, to manage a conference between four H.320 systems, each at 384 Kbps 
(3 x BRI), a dedicated H.320 MCU needs to connect twelve BRIs. This is usually 
done as 24 x 64 Kbps within a PRI. 

H.320 MCU

Endpoint 2

Endpoint 3

Endpoint 4

ISDN

Endpoint 1

 

Fig. 2. ISDN-based network setup for H.320 multimedia conferencing systems 
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In general, dedicated MCUs support simultaneous sessions, more participants, 
higher bitrates, and more screen layout options. Application sharing within ISDN-
based conferences is established just like within IP-based conferences by using the 
same protocols.  

As a result the most important pros of ISDN-based communication infrastructures 
are: 

– guaranteed bandwidth and quality-of-service for established connections, 
– good availability and low costs, 
– wide variety of commercial room based conferencing systems. 

In return important cons are: 

– not suited for large scale conferences and streaming applications, 
– low or medium quality of transmitted multimedia streams. 

4 ATM-Based Infrastructure  

Due to the lack of reserving mechanisms, IP-based transport protocols are not the best 
choice for transmitting real-time media streams. Packets are always forwarded 
without considering network load. In situations with high network traffic, packets are 
discarded, thus lowering the quality of transmitted media streams. Another disturbing 
effect is the possible loss of synchronicity between audio/video streams. A better 
suited method for transmitting real-time media streams is the utilization of ATM 
networks. Advantages of ATM networks compared to conventional IP-based 
transmission include the definition of a quality-of-service parameter, thus reserving 
bandwidth for real-time applications. By guaranteed network capacity, support for 
point-to-multipoint broadcasts as well as an unlimited scalability of overall capacity, 
ATM fulfils all aspects required for synchronous teleteaching. 

Audio-Video
Source

ATM
AV-Encoder

AV-Decoder AV-Decoder

native ATM

na
tiv

e A
TMnative ATM

ATM Access Point

ATM Workstation

 

Fig. 3. ATM-based teleteaching infrastructure 

Video and sound of the lecturer as well as additionally shown instructional 
materials are forwarded via ATM codecs (see fig. 3). Bandwidth requirements are 
approximately 15 Mbps for the video channel and 2 Mbps for audio. In order to 
facilitate connection setup, a virtual path (VP) has to be established between the 
access points. The VP should cover a minimum bandwidth of 34 Mbps. Inside the VP 
two bidirectional virtual connections (VC) – besides the VCs for TCP/IP connectivity   
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for audio/video transmissions need to be configured permanently. This is also referred 
to as permanent virtual connection (PVC). Both VCs should be configured with 
constant bitrates. The configuration of 35400 cells per second for the video and 2400 
cells per second for the audio stream has been proved to be very effective and robust. 
During non-transmission hours the whole available capacity is automatically assigned 
to the TCP/IP channels by the intermediate ATM switches. After starting ATM 
codecs for transmission, the configured bandwidth is reserved for audio/video streams 
thus guaranteeing optimal audio-visual quality. In this scenario permanent VCs are 
routinely used for transmission. Besides this, different setups with switched VCs are 
possible for ease of usage and flexible adoption of connection parameters like 
bandwidth. Corresponding solutions have been realized between different university 
locations in Germany. 

Most important pros of ATM-based  communication infrastructures are: 

– very high and guaranteed bandwidth as well as quality-of-service for  
– established connections, 
– excellent suited for large scale conferences with high-quality multimedia  
– data transmission, 

In return most important cons are: 

– not appropriate for multipoint conferences and streaming applications,  
– poor availability and very high costs. 

5 Conclusions 

Each of the introduced technologies has its own strengths and weaknesses that should 
be considered carefully before deciding upon which one to use. The trade-off factors 
involved in determining the best infrastructure for a specific teleteaching application 
are: 

– expectation levels and acceptable quality, 
– available bandwidth, 
– quality-of-service (reservation of bandwidth, synchronicity, error rate), 
– multicast connectivity, 
– number and location of participants, 
– costs of installation and usage. 

A crucial aspect choosing a communication infrastructure for teleteaching is to 
discuss and then set the expectation levels of the users. Therefore, a common 
understanding of media quality has to be established. At the University of Erlangen-
Nuremberg three quality levels have been identified:  

High-quality: PAL or NTSC resolution with H.264 or MPEG-2, MPEG-4 video 
coding (6 Mbps), CD-quality audio coding (1.4 Mbps), and data communication for 
additional material (1 Mbps). This gives a total of 8.4 Mbps. For native ATM video 
quality can be increase to DVD-quality with a total bandwidth consumption of 34 Mbps. 

Medium-quality: CIF resolution with H.261/H.263 or MPEG-1 video coding (1.5 
Mbps), near CD-quality audio coding (256 Kbps), and data communication for 
additional material (256 Kbps). This results in a total of approximately 2 Mbps 
bandwidth consumption. 
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Low-quality: QCIF resolution with H.261/H.263 video coding (256 Kbps), better 
phone-quality audio coding (64 Kbps), and data communication for additional 
material (64 Kbps). This makes a total of 384 Kbps bandwidth consumption. 

Depending on the expansion (e.g. LAN vs. WAN) IP networks offer bandwidth 
beginning from 768 Kbps up to more then one Gbps. Even though teleteaching 
applications can be accomplished with IP-based infrastructures at all quality levels, 
high-quality teleteaching is delimited on LANs. The majority of running teleteaching 
applications with IP-based infrastructures are medium-quality. As most conferencing 
and streaming technologies are aligned for IP networks, IP-based infrastructures enable 
flexible and scaleable solutions. With IP-based infrastructures large scale internet-
based broadcasts for tele-lectures as well as ad-hoc video conferences for tele-lectures 
can be realized. The costs for hardware, software, and network are at a moderate level. 
In particular streaming technology is becoming much more affordable. For H.323 
conferencing systems, the installation costs need to cover probable upgrades to the 
network infrastructure such as faster switches and better routers. They also need to 
cover managing the network, endpoints, gateways, and MCUs.  

ISDN is used today primarily as replacement for the Plain Old Telephone Service 
(POTS). It offers up to 1920 Kbps bandwidth and thus cannot be used for high-quality 
teleteaching. Although multipoint conferences are achievable, ISDN is better suited 
for point-to-point video conferences with small audience. Streaming over ISDN 
usually is not used. ISDN is technically mature as it supports isochronous 
transmission, exclusive access for reserved bandwidth, and error-free connections. 
High availability and moderate cost are also benefits of ISDN-based infrastructures. 
For H.320 based systems, the costs need to cover installation of ISDN lines and on-
going line rental as well as the initial purchase of the H.320 equipment. With regards 
to multipoint H.320 conferences, the costs would have to cover the purchase of an 
MCU. However, it is probably more cost-effective to use systems with ISDN and 
multipoint options that will allow mixed-mode calls for up to three other sites over 
ISDN and IP.  

ATM is an excellent technical solution for teleteaching applications. It offers many 
quality-of-service parameters, guaranteed network capacity, support for multicast, and 
scalability of overall capacity. ATM codecs work with native audio/video streams and 
do not use the IP stacks three and four. ATM-based infrastructures are highly 
appropriate for video conferences between two locations as well as for broadcasts of 
lectures to several locations with large auditoriums. It covers most aspects for tele-
lectures. The configuration of multipoint connections is very complex. Multipoint 
connections are usually realized by multicasting techniques. Therefore no feedback 
channel is available when a multicast connection is established. Additional hardware 
is required to deal with this issue. ATM-based infrastructures are the most expensive 
and sophisticated teleteaching infrastructures. Both hardware components such as 
ATM codecs or ATM switches as well as network components are very costly. To 
maintain an ATM-based infrastructure qualified personnel as well as frequent 
teleteaching applications are necessary.  

After eight years of configuring different communication infrastructures, running 
many teleteaching applications and monitoring performance and acceptance at the 
University of Erlangen-Nuremberg a combined infrastructure (IP and ATM) has been 
established for teleteaching courses. Figure 4 shows this infrastructure. As it can be 
seen, the usage of a multicast capable network for transmission is a core issue. 
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Fig. 4. Combined ATM- and IP-based infrastructure 

Meanwhile, technical problems of synchronous teleteaching have been solved in 
university environments. Now, particular attention has to be paid to new concepts for 
high capacity network access at home and to growing social implications of home 
learning.  
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Abstract. Power Conservation is one of the most important challenges
in wireless sensor networks. We propose two minimum-energy routing al-
gorithms CODE and SIDE. CODE (COordination-based Data dissemi-
nation for sEnsor networks) addresses mobile sinks and considers energy
efficiency not only in communication but also in idle-to-sleep state. SIDE
(SInk cluster-based data Dissemination for sEnsor networks) addresses
numerous stationary sinks and relies on loosely resource-constraints of a
sink to ease the cost burden of sensor nodes. Our simulation results show
that both algorithms reduce energy and prolong the network lifetime1.

1 Introduction

A sensor network is randomly deployed by hundreds or thousands of unattended
and untethered sensor nodes in an area of interest. These networking sensors
collaborate among themselves to collect, process, analyze and disseminate data.
Limitations of sensors in terms of memory, energy, and computation capacities
give rise to many research issues in the wireless sensor networks. In this paper, we
propose two algorithms. The first proposed algorithm, Coordination-based Data
Dissemination protocol (CODE), addresses mobile sinks. We are motivated by
the fact that handling mobile sinks is challenge of large-scale sensor network
research. Though many researches have been published to provide efficient data
dissemination protocols to mobile sinks [1],[2],[4],[5], they have proposed how to
minimize energy consumed for network communication, without considering idle
energy consumption. However, energy consumed for nodes while idling can not
be ignored. M.Stemm et al [7] suggests that energy optimizations must turn off
the radio to reduce number of packets transmitted and to conserve energy. In
CODE, we take into account of energy for both communication and idle. CODE
is based on grid structure and coordination protocol GAF [6] to provide an en-
ergy efficient data dissemination path to mobile sinks for coordinating sensor
networks. The second proposed algorithm, Sink Cluster-based Data Dissemina-
tion protocol (SIDE), addresses numerous stationary sinks. We are motivated
by the fact that future sensor networks will be composed of numerous sinks,

1 This research work has been partially supported by Korea Ministry of Information
and Communication ITRC Program joint with SunMoon University.
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from several to tens and they are often far away from phenomena. SIDE exploits
capacities of not only nodes but also sinks in order to reduce communication
cost. Receiving data, a sink can act as a source’s Agent to relay data to the
other nearby sinks. Since the sink is not as tightly resource-constrained as sen-
sor nodes, they can talk directly to each other or via a few nodes or sinks in order
to ease the cost burden for sensor networks. Since the paper is composed of two
different approaches which target different sensor network models, we separately
present each protocol and its evaluation in Section 2 and Section 3. Section 4
concludes the paper.

2 CODE Protocol

2.1 Theory

In CODE, we rely on the assumptions that all sensor nodes are stationary and
aware of their residual energy and geographical location. Once a stimulus ap-
pears, the sensors surrounding it collectively process signal and one of them
becomes a source to generate data report [2]. Sink and source are not supposed
to know any a-priori knowledge of potential position of each other. To make
unnecessary nodes stay in the sleeping mode, CODE is deployed above GAF
protocol [6]. To establish the grid structure, each sensor node computes its grid
ID [CX,CY] based on coordinate (x,y) as CX = �x/r� , CY = �y/r� (1) where
r is the grid size and �x� is largest integer less than or equal to x.

Data Announcement: When a stimulus is detected, the source propagates a
data-announcement message to all coordinators using flooding. Every coordina-
tor stores a few pieces of information for the data dissemination path discovery,
including the information of the stimulus and the source’s grid ID. Since the
coordinator role might be changed every time, the grid ID is the best solution
for nodes to know the target it should relay the query to. To avoid keeping data-
announcement message at each coordinator indefinitely, the source includes a
timeout parameter in data-announcement message. If this timeout expires and a
coordinator does not receive any further data-announcement message, it clears
the information of the stimulus and the target’s location to release the cache.

Query Transfer: Every node is supposed to maintain a Query INformation
Table (QINT) in its cache as an example in Fig.1. Each entry is identified by a
tuple of (query, sink, uplink) (sink is a node which originally sends the query;
uplink is the last hop from which the node receives the query). We define that
two entries in QINT are identical if all their corresponding elements are identical.
Receiving a query from an uplink node, a node first checks if the query exists
in its QINT. If so, the node simply discards the query. Otherwise, it caches the
query in the QINT. Then, based on target’s location stored in each coordinator,
it computes the ID of next grid to forward the query. In case the next grid
contains no node (called void grid) or the next grid’s coordinator is unreachable,
it tries to find a round path. Each node is supposed to maintain a one-hop-
neighbor table. If a node can not find the next grid’s coordinator in this table, it
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Fig. 1. Query transfer and Query Information Table
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Fig. 2. Multi-hop routing via coordinators and Handling sink mobility

considers that grid as a void grid. For example in Fig.2a, sink1 sends query to
source along the path [4.1], [3.2], [2.3], [1.3], [0.3]. However, to sink2, grid [3.0]’s
coordinator can’t find grid [2.1]’s neighbor (due to void grid). Therefore, it finds
the round path as [3.1], [2.2], [1.3], [0.3].

Data Dissemination: A source starts generating and transmits data to a sink
as it receives a query. Receiving data, a node on the dissemination path first
checks its QINT if the data matches to any query and to which uplinks it has to
forward. If it finds that the data matches several queries from the same uplink
nodes, it forwards only one copy of data. For example in Fig.1, node n1 receives
the same query A of sink1 and sink2 from the same uplink node (n2). Therefore,
when n1 receives data, it sends only one copy of data to n2. Node n2 also receives
the same query A of sink 1 and sink 2 but from different uplink nodes (n3,n4).
Thus, it must send two copies of data to n3 and n4.

Handling Sink Mobility: Periodically, a sink checks its current location to
know which grid it is locating. The grid ID is computed by the Formula (1).
Based on grid ID, if it finds that it has moved to another grid, it first sends a
cache-removal message to its old Agent. The cache-removal message is composed
of query’s information, sink’s identification and target’s location. The old Agent
is in charge of forwarding the message along the old dissemination path as de-
picted in Fig.3. Receiving a cache-removal message, a node checks its QINT and
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Fig. 3. CODE Simulation Results

removes the matched query. When this message reaches the source, the whole
dissemination path is cleared out, i.e. each intermediate node on the path no
longer maintains that query in its cache. Consequently, the source no longer
sends data to the sink along this dissemination path. After old dissemination
path is removed, the sink re-sends a query to the target location. A new dissem-
ination path is established as described above. In case the sink moves into a void
grid, it selects the closest coordinator to act as its Agent.

2.2 Simulation

We simulated CODE on SENSE [3] and compared to other approaches [1],[2].
A network comprises 400 nodes randomly deployed in a 2000mx2000m field.
We use the same energy model used in ns2 that requires about 0.66W, 0.359W
and 0.035W for transmitting, receiving and idling. The simulation uses MAC
802.11 DCF and nominal transmission range of each node is 250m [6]. Two-
ray ground is used as the radio propagation model. Each data packet has 64
bytes, query packet and the others are 36 bytes long. The default number of
sinks is 8 moving with speed 10 m/sec according to random way-point model.
Two sources generate different packets at an average interval of 1 second. Fig.3a
represents the impact of the sink number on CODE. It shows that CODE is
more energy efficient than DD and TTDD. This is because efficient query and
data dissemination paths are established based on grid structure to find a nearly
straight path. Also, CODE exploits GAF protocol to turn off radio to conserver
node’s energy. Fig.3b plots the simulation results with different sink speeds. It
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shows the total energy consumed is less than the others. This is because the
mobile sink communicates with the closest coordinator to receive data while it
is moving thus the query only needs to be resent when it has moved to another
grid. To evaluate the impact of node density on CODE, we vary the number of
nodes from 300 to 600 nodes. Eight sinks move with speed 10m/sec as default.
Fig.3c shows the energy consumption at different node densities. In this figure,
CODE demonstrates better energy consumption than the other protocols. As
the number of nodes increase, the total energy consumption slightly increases.
In final experiment, we study the network lifetime. A node is considered as a
dead node if its energy is not enough to send or receive a packet. Fig.3d shows
that number of nodes alive of CODE is about 60 percent higher than TTDD at
the time 600sec. This is because CODE focus on energy efficiency and rotating
coordinators distributes energy consumption to other nodes, thus nodes will not
quickly deplete its energy like other approaches.

3 SIDE Protocol

3.1 Theory

SIDE is based on GEAR protocol[4]. In SIDE, we assume that sensor nodes
are stationary and aware of its geographical location and residual energy. Sinks
are immobile, density (from several to tens) and not resource-constrained. Most
current protocols use query and data aggregation to reduce communication cost
while disseminating data to multiple sinks as illustrated in Fig.4a. In this case,
a source propagates data to multiple sinks along a reverse path or by flooding
[1],[2],[4]. Each node is supposed to maintain some routing knowledge so that
whenever it receives data, it relays to an appropriate neighbor towards a sink.
Our idea, as illustrated in Fig.4b, is that instead of simultaneously disseminating
data to all sinks, a source first sends data to the closest sink. If a sink can
communicate with others, it can itself relay data directly to them instead of
through multi-hop sensor nodes. In Fig.4b, S1 relays data to S2 via a few sensor
node hops and S2 can relay directly to S3. Though this approach reduces energy
consumed but it may cause longer delay, therefore a source needs to know when
it should use Option1 (Fig.4a) or Option2 (Fig.4b).
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Fig. 4. Two approaches of data dissemination to multiple sinks
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How to Select the Minimum-Energy Option: In [1], C.Intanagonwinwat et
al. defined an interest as a list of attributed-value pairs that describes a task. In
our approach, we also attach some description of the sink which propagates the
task into an interest. This includes sink location and its communication range so
that a source can decide which option to use to disseminate data. Since sensor
network interests may often contain the target geographical location, we use
GEAR algorithm to directly propagate interests to the target.

Assuming that there are three sinks and one source as illustrated in Fig.4 (S2
and S3 are within the communication range of each other, so that they can di-
rectly talk to each other). Those sinks propagate identical interests to the source
along different path using GEAR. Each interest includes its communication cost
from the sink to the source. Based on distances between sinks and source and the
communication costs,we define anaveragecost asCavg=

∑n
i=1cost(si)/

∑n
i=1dis(si)

(where n is the number of sinks, cost(si) is total cost to deliver an interest from
sink si to the source and dis(si) is the geographical distance between sink and
the source). A source has no information to compute the actual communication
cost between two sinks, thus it computes the estimated cost between two sinks

based on their position as: s(si, sj) =
{

0; if si and sj can talk to each other
dis(si, sj).Cavg ; otherwise

where dis(ci, cj)is distance between sink siand sj , which is computed based on
sink locations in the received interests.

We assume that S1 has the minimum communication cost of delivery the
interest to the source. Therefore the source first sends data to S1. From S1, data
is relayed to S2, S3. We then define the estimated cost to disseminate data from
the source to a sink si as e(si) = cos t(s1) +

∑n
i=1 e (si, si+1).

Finally, the source comes to the conclusion that:

C1 =
∑n

i=1 cost(si);
C2 = cost(s1) +

∑n−1
i=1 e(si, si+1);

⇒ if (C1 > C2) then Call Option2
else Call Option1

Arbitrary Sink Position and General Cases: So far, we have described the
ideal case that all sinks are nearby. In fact, a sink is located at an arbitrary
position in a sensor field, and we classify into two general cases as depicted in
Fig.5. In case 1 as depicted in Fig.5a, the sink S2 can talk directly to S1 and
S3. S1 is the closest sink that the source should send data first. However, by
comparing the communication range of S2, the source finds that S2 can talk
directly to S1 and S3, thus it first sends to S2. Then the sink S2 is in charge
of forwarding data to S1 and S3 directly. In turn, S3 relays data through multi-
hop to S4. This is a trade-off between communication cost and delay. Though
sending along the path source→ S1 → S2 → S3 may take less cost than sending
along source → S2 → (S1,S3) , yet the delay of S3 to receive data is longer.
Consequently, it also causes longer delay for S4. In case 2(Fig.5b), some sinks
are nearby among themselves but far away from the others. The best solution of
this case to minimize communication cost is that the source groups nearby sinks
into a cluster using Sink Clustering Algorithm. Then, the source only need to
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Fig. 5. Arbitrary Sink Position and General Cases

send data to the closest sink of the cluster and this sink is in charge of relaying
data to the other sinks.

3.2 Simulation

To evaluate SIDE performance, we simulate a sensor network which consists
of 200 sensor nodes randomly deployed in a 2000mx2000m field. The source
generates different packets at an average interval of 5 second. Initially, the sink
sends a query to the source. As the source receives a query, it calculates on
query information to group sinks. Then it starts generating and sends data to
the sinks. The simulation result is dependant on the scenario, i.e. the more
close the sinks are, the less energy the network consumes. Therefore, we run
our simulation on several scenarios with different position of sinks, and then
we get the results averaged of all. Fig.6a plots the energy consumed by SIDE.
In comparison with GEAR, SIDE reduces the energy consumed significantly as
the number of sinks increases. When the number of sinks reaches five, energy
consumed by SIDE is almost the same as GEAR. This is because sinks are
scatted far away from each other. Therefore, the source has to individually send
data to sinks like GEAR. However, as the number of sinks increases, they can
talk to others so energy consumed by sensor nodes is reduced. Fig.6b shows the
end-to-end delay of SIDE. This delay depends on sink’s positions. However, in
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most cases, it is comparable with pure GEAR. This result is because of trade-off
between communication cost and end-to-end delay as mentioned above. We do
believe that, the approach brings an efficient scheme for sensor networks and
can be employed in conjunction with other data dissemination protocols such as
GPSR, Directed Diffusion, SPIN, etc.

4 Conclusion

We have proposed two algorithms, named CODE and SIDE, to reduce energy
consumption for sensor networks. CODE is deployed above GAF to take advan-
tages of coordination protocols. This approach is based on grid structure to find
an energy-efficient data dissemination route between a source and mobile sinks.
The other approach, SIDE, is based on GEAR. SIDE exploits capacities of sinks
to ease the cost burden for sensor nodes. However, SIDE only copes with a large
number of stationary sinks, rather than mobile sinks. Through our simulation
results, we show that CODE and SIDE achieve energy efficiency and outperform
other approaches. For our future work, we will combine CODE and SIDE to
provide efficient data dissemination protocol for a large number of mobile sinks.
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Abstract. A wireless sensor network is a new kind of wireless Ad-Hoc network 
consisting of a large number of small low cost, power constrained sensors de-
ployed in a large area for gathering information for a large variety of applica-
tions. Since sensors are power constrained devices, it is quite important to or-
ganize them in some fashion in order to minimize total energy consumption in 
communication with base station. Clustering sensors into groups, so that sen-
sors communicate information only to respective cluster heads and then cluster 
heads communicate the aggregated information to the processing center, is such 
an approach. In this paper, we propose an algorithm to organize sensors into 
clusters, which tries to extend the lifetime of network by forming balanced clus-
ters as well as minimizing the total energy consumed in communication. In our 
algorithm, the number of hops is not fixed; rather it depends upon the spatial lo-
cation of sensors.  

1 Introduction 

A wireless sensor network can be envisioned as consisting of hundreds or thousands 
of tiny sensing devices randomly deployed in a terrain of interest (e.g. thrown from an 
aircraft), called sensor field. These devices are able to continuously monitor a wide 
variety of ambient conditions (i.e. temperature, pressure, humidity, noise lighting 
condition or etc) and to detect event occurrences. Although they may have limited 
sensing and data processing capabilities, once they are empowered with a wireless 
communication component, they can coordinate among themselves to perform a big 
sensing task that cannot be achieved by a single sensor node 

Since energy is a very scarce resource for sensors, networking of these sensors 
should be done in an efficient manner in order to increase the efficiency of application 
and the life time of network. Clustering is such an approach. In the clustered envi-
ronment, the data gathered by each sensor is communicated to its cluster head directly 
or via some other sensor in the same cluster. The cluster head performs data fusion to 
correlate sensor reports and then communicate the data to the sink or processing cen-
ter directly or through other cluster heads in the network.  

There are many critical issues associated with the clustered topology of sensor 
network. A multi-cluster architecture is required to cover a large area of interest with-
out degrading the service of the system. Since the sensors may not be uniformly dis-
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tributed over sensor field, some cluster heads may be heavily loaded than others, thus 
causing latency in communication, decrement in lifetime of the network and inade-
quate tracking of targets or events. In order to avoid such situations, we propose an 
algorithm that aims to increase lifetime of the network while minimizing the total 
power consumption in communication. Many clustering algorithms in various con-
texts have also been proposed in the past but very few have tried to create balanced 
clusters while minimizing the energy consumption in communication. Due to the 
space limitation, we are not describing the related work done in this field. 

The rest of the paper is organized as follows:  
In the next section we describe the energy constrained multi hop clustering algo-

rithm. Description of the simulation environment and analysis of the experimental re-
sults can be found in section 3. Finally we conclude the paper and discuss about fu-
ture research work in section 4. 

2 Energy Constrained Multi Hop Clustering Algorithm 

The primary goal of our algorithm is to maximize the lifetime of the sensor network 
as much as possible while minimizing the overall communication cost and keeping 
the cluster architecture balanced. By balanced cluster architecture, we mean such a 
cluster architecture in which the energy consumed in communicating unit amount of 
data by each sensor node to its cluster head, remains almost same for all clusters. 

In order to achieve our objective, clusters are formed in such a way that energy of 
each cluster is almost equal, where energy of a cluster is defined as the total energy 
required in transmitting unit amount of data from each sensor node of that cluster to 
its cluster head. First, our algorithm forms clusters at the denser area taking into ac-
count the energy constraint, and gradually proceeds toward the sparser area. Intra 
cluster communication cost reduces the advantage of clustering. Also denser the clus-
ter, lesser the cost be. If the network consists of a high number of dense clusters then 
a significant amount of intra cluster communication cost will be reduced. Our algo-
rithm achieves this by giving preference to the formation of a denser cluster over that 
of a sparser cluster. So, the area is chosen in order of decreasing density, and the clus-
ter is formed simultaneously.     

For convention, we have assumed certain terms which are as follows:  

i
CE : Total energy dissipated in communication of 1 bit of data from each sensor 

in cluster i to its cluster head (considering multi - hop structure). 

NE  : Total energy dissipated in communication of 1 bit of data from each sensor 

node to the sink node through clustered network architecture. 

thE  : Energy Threshold – the maximum permissible i
CE  value in any cluster. 

The optimum value of thE  is estimated through extensive simulation for each 

type of configuration such that the NE  value of sensor field attains minimum value 

(refer to Figures 1, 2 and 3). 
We have assumed the same sensor energy model as described in [3] and the same 

energy cost that is used for data fusion/ aggregation via beamforming in LEACH [1]. 
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We have made some additional assumptions which are as follows: 

• All sensors are symmetric and the distribution of sensors in the sensor field may 
be uniform or non-uniform 

• The communication environment is contention- and error- free. 
• Cluster heads may follow any suitable routing algorithm to transfer data to the 

processing center, but for simulation purpose we assume that all cluster head 
send data directly to the processing center. 

• Each sensor knows about its position through the GPS system or other meas-
urement techniques. 

As soon as the sensors in the sensor network are powered up, all sensor nodes 
start sensing and transmitting information about its location and ID with maximum 
transmission range. By employing an existing MAC protocol, the first sensor node 
accessing the channel successfully becomes the coordinator node. It then has the in-
formation about location of all other sensor nodes. Other sensor nodes keep on sens-
ing the channel until the information about the clustering of network comes. The co-
ordinator node executes the proposed algorithm to decide the clustered architecture of 
the network. The algorithm starts with dividing the entire sensor field into number of 
unit square cells of unit length and unit width. Each sensor node is then mapped onto 
the nearest vertex of the cell. In case it lies in the middle of a cell, it is mapped onto 
any one of the four vertices of the enclosing cell. For convention, we have assumed 
that there are three states for sensor nodes. The sensor node that takes the role of clus-

ter head is said to be in state CHS , the sensor that has become part of a cluster is  in 

state CS  and the sensor that has not been a part of any cluster is in state IS . Initially 

all sensor nodes are in IS . We define the degree of a vertex as the total number of 

IS  nodes mapped onto that vertex. A list L of all vertices with their degree is main-

tained. A separate list i
SL  for each IS  sensor node i is maintained that contains the 

distance of other IS  sensor nodes from this sensor node in increasing order. Also, a 

separate pointer iP  for each list i
SL  is maintained that points to the index upto where 

the nodes can be included in a cluster formed taking node i as cluster head. Also, a 
counter is maintained that is updated after each cluster formation. The counter indi-
cates the percentage of sensor nodes that are already a member of some cluster. When 

a node becomes a cluster head or member of a cluster its i
SL  is deleted and also that 

node is deleted from i
SL  of all other IS  nodes. The detailed steps of our clustering 

algorithm that will execute in the coordinator node are as follows: 

Step 1. A vertex is chosen randomly by generating a random number (integer 
number less than or equal to the maximum limit) for X and Y coordinate of the ver-

tex.  Let us denote the selected vertex as iv . (Randomized approach has an edge over 

serialized approach with respect to complexity and balanced cluster formation). 

If (degree of iv   > 0)         Go to Step 2. 

Else If (Value of counter indicates more than 90%)     Go to Step 4 
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   Else     Select a vertex with non-zero degree from L that is nearest to the iv  in 

L. Replace iv  with the new vertex.            Go to Step 2. 

Step 2. In this step, the sensor node that is neither CHS  nor CS  and which is 

nearest to the vertex selected in Step 1  ( iv ) is selected as temporary cluster head 

(CH) and an auxiliary cluster is formed around it. The algorithm of forming a cluster 
is as follows. 

While (true) {Take a non-cluster node ( IS ) nearest to the CH.  Find the mini-

mum-cost-path of communication (direct or via other node that is already a member 
of current cluster) between node and the cluster head. 

i
CE = i

CE  + cnE  

cnE  is the energy consumed in the communication of 1 bit of data between the 

sensor node and CH through minimum cost path. 

If ( i
CE  ≤ thE ) {Include the sensor node in the current cluster}  

Else {Include or exclude the current node in order to minimize | i
CE  - thE | and 

end the cluster formation process of current cluster    } 
 Break} 
It should be noted that mapping of the sensor nodes onto one of the vertices is 

done only for smooth progression of our algorithm. In cluster formation, actual loca-
tions of nodes are taken for all calculation purposes. 

Step 3. After step 2, all the vertices within or on the square of side 2K units, cen-

tered at iv  are chosen. For all the vertices except iv  lying within or on the square and 

having degree greater than 0, a sensor node ( IS ) nearest to the vertex concerned is 

selected as temporary CH and an auxiliary cluster is formed around it. The procedure 
of cluster formation is similar to that of step 2. 

The value of K is determined empirically depending upon the average density of 

sensors in the sensor field. The value of K is determined as 
11 8 1

2

D−⎢ ⎥+ −
⎢ ⎥
⎢ ⎥⎣ ⎦

 where 

D is the average density of sensor nodes (nodes per vertex) in the sensor field.  

After that, the vertex jv , for which the auxiliary cluster has maximum number of 

sensor nodes is chosen as reference vertex. For choosing jv , comparison is not re-

quired as the node ID having maximum number of sensors in its cluster is updated af-
ter every choice of vertex.  

If ( jv  == iv ) { The auxiliary cluster formed at vertex iv  is taken as permanent 

cluster and the states of sensors within this cluster is changed according to their roles, 

i.e., the cluster head becomes CHS  and other nodes within this cluster becomes CS . 

Also these sensors are deleted from the vertex mapping list and degree of vertex con-
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cerned is adjusted accordingly.  Also all required data structures such as degree of 

vertex, list  i
SL  and pointer  iP  etc. are updated. Then Go to Step 1} 

Else  {  Take jv  as reference vertex and repeat  Step 2 to 3 assuming iv  replaced 

with jv .In this way we are trying to form a cluster of maximum density in the nearby 

area of randomly selected vertex. Moreover, Dynamic Programming Paradigm can be 
implemented in order to avoid multiple calculations of same cluster formation.} 

Step 4. If 90 % of the total sensors are already a member of some cluster then rest 
of the sensors are distributed to the cluster of nearest cluster head in order to avoid 
formation of some highly unbalanced clusters, since the remaining nodes are quite 
likely to be highly sparsely distributed in the sensor field.  

The main complexity of the algorithm that is of concern is computational cost in-
curred in terms of total time taken. Let the total number of nodes are n. Maintaining 

separate lists for each node require O( 2 lgn n ) time. The time taken in forming an 

auxiliary cluster in the Step 2 is O(1). Therefore, the cost of one cluster formation is 

O(n) in worst case. Updating the data structures like i
SL ’s corresponding to the dele-

tion of one node (here deletion means state change from IS  to CS  or CHS ) will take 

O( nlgn ) time. And there can be at most n (no. of nodes) deletions over the complete 

run of the algorithm, so the amortized cost of deletion of n nodes is O( 2 lgn n ) . 

Therefore, the overall time complexity of the algorithm is O( 2 lgn n ).  Although the 

amortized time cost is O( 2 lgn n ), the complexity in practical cases goes far less than 

this. Since in our algorithm only one node is involved in cluster formation, the mes-
sage complexity and time complexity for all other nodes is zero in Cluster Formation 
Phase. Also the role of coordinator can be assigned to a high power special sensor 
node and this assignment can be predefined in order to reduce further burden on net-
work.  Since the energy loss in computations is far less than the energy loss in mes-
sage exchange, our algorithm has a clear edge over other algorithms.  

After the clustering of the entire sensor field is completed, the coordinator node 
broadcasts the whole information about clustered network architecture i.e. the ID of 
cluster heads and ID’s of all nodes lying within its cluster etc. to the all sensor nodes. 
After receiving the information, all sensors become part of their respective cluster and 
the cluster heads start controlling their clusters. Also the coordinator node becomes 
the part of some cluster and starts functioning as normal sensor node. 

3 Experimental Evaluation 

The performance of this algorithm depends upon the value of thE . So our first objec-

tive is to find the optimum value of thE , and then we will compare this algorithm with 

Load Balanced and Shortest Distance Clustering algorithm given in [3], and will see 
the effect of various routing algorithms in intra cluster message passing. 



 An Energy Constrained Multi-hop Clustering Algorithm 711 

 

For the first part of analysis, we have taken a sensor field of 100 m x 100 m di-
mension with varying densities. Base station is assumed to be at center of field. We 
have tested our algorithm for three types of spatial distribution of sensors – Regular, 
Poisson and Aggregated Distribution. For aggregated distribution we have taken coef-

ficient of aggregation (k) as 1. Fig. 1, 2 and 3 show the plot of NE  vs. thE  (defined 

above) for Regular, Poisson and Aggregated distribution respectively. From Fig. 1, 2 

and 3, it is clear that the algorithm performs optimally when thE  lies between 2500 

nJ to 3000 nJ. After taking the average of all test cases the optimum value of thE  is 

estimated as around 2675 nJ. But any value between above limits may be desirable. 

Fig 4 shows the plot of NE  (at optimum value of thE  ) vs. average density of 

sensors in the sensor field for all three types of  distribution. We have also compared 
our algorithm with Load Balanced Clustering and Shortest Distance Clustering given 
in [3] for various routing algorithms used in intra cluster message passing. The vari-
ous routing algorithms used for intra cluster routing are: Energy-Aware Routing, 
Minimum-Hop Routing, Direct Routing, Minimum-Distance Routing, and Minimum-
Distance Square Routing [3]. 
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Fig. 5. Std. Deviation vs. No of Sensors                  Fig. 6. Avg. Power Consumed in Comm. 

The experiment is performed for 100 sensors distributed over the area of 100 m x 
100 m. For this, we took the spatial distribution of sensors as poisson distribution. Ini-
tial energy of sensors is taken as 0.5 joule. Maximum range of sensor (for Load Bal-
anced) is taken as 20 m. Packet length for data packet and routing packet is taken as 
10 Kbit and 2 Kbit respectively. A sensing node produces data packet at the constant 
rate of 1 packet/second. Fig 6 shows the average power consumed in communication 
(this metric is an average of power consumed taken at different instance of time. It in-
dicates the power utilized due to message traffic). It is clear that, our algorithm con-
serves more power than the other two algorithms. Fig 5 shows the standard deviation 
of load vs. density. For load balanced algorithm, the number of gateway sensor nodes 
is taken as 5. Number of sensors is varied from 100 to 500. From graph, it is clear that 
the standard deviation for our algorithm is comparable to that of Load Balanced. The 
deviation increases slightly with increasing density because the distribution varies 
with increasing density and our algorithm utilizes it. But the deviation doesn’t go very 
high because the maximum number of permissible sensors in a cluster is bounded by 

energy thE . 

4 Conclusions and Future Scopes 

In this paper, we have introduced an approach to cluster sensors by bounding the i
CE , 

which in turn leads to energy efficient cluster architecture. Our future plans include 
extending the clustering model to allow sensor mobility, data aggregation/ fusion at 
each sensor nodes and appropriate routing protocol. Implementation of advance tech-
niques of fault tolerance and recovery in our clustering model is also one of our future 
plans. Also, new algorithms of scheduling of sensors in the cluster and routing in the 
cluster can be implemented in order to increase the efficiency and life time of the 
network. 
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Abstract. Interest is used as a constraint to filter uninterested data in sensor 
networks. Within these interested data some are more valuable than others. 
Sometimes among these interested data, we hope to process the more important 
data first. By using Reward to denote the important level of data, in this paper, 
we present a packet scheduling algorithm by considering four constraints (En-
ergy, Time, Reward, and Interest) simultaneously. Based on simulation result, 
we find out that our ETRI-PS packet scheduling algorithm can substantially im-
prove the information quality and reduce energy consumption.1 

1   Introduction 

Conventional research, such as Dynamic Voltage Scaling, has been utilized in all 
kinds of embedded systems. By extending DVS’s concept into communication sys-
tem, Dynamic Modulation Scaling has been proposed to schedule packet transmission 
[1]. The key idea is to let radio transmit packets with a lower transmission rate to 
reduce the energy consumption while still meeting all deadlines. Similar research [2] 
also follows this approach by applying lazy scheduling algorithm. These researches 
focus on minimizing energy consumption of a set of packets by delaying the finish of 
transmission till the deadline. A common drawback is that they only consider packets 
that already exist in the buffer, but do not provide threshold or constraint to filter and 
reduce the coming packets. Another research trend is presented in [3]. Cosmin Rusu, 
et al. consider Energy, Time, and Reward these three constraints simultaneously 
while Reward denotes the important level of task. They believe that in some overload 
systems, instead of processing several unimportant tasks that just consume a small 
amount of energy, it is more meaningful to process one valuable task which will con-
sume more energy. In this ETR scheduling algorithm, whenever a new task is proc-
essed, it must have the highest ratio (reward value / energy consumption of this task) 
among all waiting tasks. Later on, in paper [4] Fan Zhang et al. extend this ETR algo-
rithm for packet scheduling and present three different transmission algorithms. Data 
filtering is also an important approach to reduce energy consumption. Generally, a 
huge amount of data can be created by a large sensor network. However, in most of 

                                                           
1 This work is partially supported by the Ministry of Commerce, Industry & Energy, Korea. 
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the time only the data of some sensor nodes that related to the users’ purpose is really 
valuable. In [5], data-centric approach is proposed for power efficient data routing, 
gathering and aggregation. Interest is introduced as a constraint which is used to 
filter and reduce the unnecessary data. In these researches authors simply consider 
that all these packets have the same important level, but actually among these inter-
ested packets, some of them may be more important than others. For example, users 
are interested in the data of several sensor nodes which are used to monitor one ob-
ject. The data created by the sensor nodes which are close to the observed object have 
more valuable information than the data created by the sensor nodes which are far 
from this object. Therefore, if we can introduce the Reward into these interested 
packets, we are able to select out and process the most important and valuable packet 
first. In this paper we present a new packet scheduling algorithm, namely, ETRI-PS 
(Energy, Time, Reward, and Interest). Within this algorithm each packet has four 
parameters as follows: (1) energy consumption; (2) processing time; (3) important 
level; and (4) interest level. 

In section 2 we present problem model. In section 3 we describe ETRI-PS schedul-
ing algorithm. We present simulation work in section 4. And this paper is concluded 
in section 5. 

2   Problem Model 

We have one cluster in the heterogeneous sensor networks that is deployed as figure 
1. Sensor nodes in area A, B, and C are used to monitor three different objects de-
noted by the triangles. We suppose that a user wants to know the information about 
the objects in area A and B. After querying and sensing, only the data collected by the 
sensor nodes which are located in area A and B can be accepted by the cluster head. 
Data from the area C will be rejected, because the user is not interested in them. If we 
look inside area A, we can find that the data sensed by the sensor nodes which are 
relatively closer to the observed object have the higher valuable information. There-
fore, we consider these sensor nodes’ data more important than others’. Then, when-
ever the cluster head receives the packets from sensor nodes, it will receive the most 
 

 

Fig. 1. Different sensor nodes send different packets to cluster head simultaneously 
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valuable packet among several interested packets first. We define the interested areas 
as A ⊆ {A1, A2,…, AM}. From each interested area Ax the cluster head can accept a 
subset of packets Px ⊆ { Px,1, Px,2, …, Px ,N }.The processing time of the packet Px,y is 
denoted by Tx,y. Associated with each packet Px,y, there is an Interest value Ix,y and a 
Reward value Rx,y. Interest value is used to distinguish the interested packets from 
different areas. Reward value is used to denote the important level of this packet. The 
larger reward value means the higher important level. These four constraints of algo-
rithm are defined as follows: 

− The energy constraint imposed by the total energy Emax available in the cluster 
head. The total energy consumed by accepted packets should not exceed the 
available energy Emax. Whenever cluster head accept one packet, the energy con-
sumption Ex,y of this packet should not exceed the remaining energy RE. 

− The time constraint imposed by the global deadline D. The common deadline of 
this user’s data query is D. Each processed packet must finish before D. 

− The interest constraint imposed by the interest value threshold IT. Each packet 
that is accepted must satisfy the interest value threshold ITmin  Ix,y  ITmax. 

− The reward constraint imposed by the value ratio Vx,y (Vx,y = Rx,y / Ex,y) between 
reward value Rx,y and energy consumption of packet Ex,y. The larger Vx,y, the 
packet has, the more valuable the packet is. 

The ultimate goal of ETRI-PS is to find out a set of packets P = P1 ∪ P2 ∪ … ∪ PM 
among interested packets to maximize the system value, which is defined as the sum 
of selected packets’ value ratio Vx,y. Therefore, the problem is to 

maximize                    x∈A, y∈P Vx y (1) 

subject to                    x∈A, y∈P Ex,y  Emax (2) 

 x∈A, y∈P Tx,y  D (3) 

ITmin  Ix,y  ITmax (4) 

x ∈ A , A ⊆ {A1, A2, …, AM } (5) 

y∈ Px , Px ⊆ {1, 2, …, N} (6) 

Because of the P = P1 ∪ P2 ∪ … ∪ PM, we can have the following formula as: 

 x∈A, y∈P Vx y =  A1, y∈P1 VA1, y +  A2, y∈P2 VA2, y + … +  AM, y∈PM VAM, y (7) 

From formula (7), we can find that the real problem of ETRI-PS is to find out the 
subset of Px ⊆ {1, 2, …, N} to maximize the system value for each interested area Ax. 
Thus, the problem is to 

maximize                    x∈Ax, y∈Px Vx y (8) 

subject to                    y∈P Tx,y ≤ D (9) 
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ITmin  Ix,y  ITmax (10) 

Ex,y ≤ RE (11) 

x ∈ A , A ⊆ {A1, A2, …, AM } (12) 

y∈ Px , Px ⊆ {1, 2, …, N} (13) 

Inequality (9) guarantees that the time constraint is satisfied. Inequality (10) guaran-
tees that only the interested packets are accepted, and inequality (11) guarantees that 
the energy budget is not exceeded. In order to solve the problem that is presented by 
(8)-(13), we give the following ETRI-PS algorithm. 

3   ETRI-PS Packet Scheduling Algorithm 

Before sending the real data of a packet, sensor node can send its packet’s parameters 
to cluster head by including them in a small packet, which just consumes very limited 
energy. We give a name to this kind of small packet as Parameter Packet (PP). There 
is a physical buffer that exists inside cluster head to store these PPs. After receiving 
these PPs, cluster head can decide which packet to be accepted based on these sent 
parameters. We can define our ETRI-PS algorithm into these following steps: 

Step 1: Initialization. After receiving PP ⊆ {PP1, PP2, …, PPN}, we assume that 
tables exist inside the cluster head for storing parameters of every packet i (i ∈ PP): 
energy consumption Ex,y, processing time Tx,y, reward value Rx,y, and interest value Ix,y. 
For each PPi, there are energy consumption for checking CEi and a period of time for 
checking CTi. We also use two structure arrays, considered(i) and selected(i) of size 
N, to store the information for all received PPs. Initially, we start with an empty 
schedule (selected(i).status = false) and no PP is considered (considered(i).status = 
false). The set of selected PPs (initially empty) is defined as S = {(i) | se-
lected(i).status = true}. After selecting the PPs, cluster head accepts packets that are 
corresponded to these selected PPs. Therefore, packet’s parameters can be expressed 
as considered(i).Ex,y, considered(i).Tx,y, considered(i).Rx,y, considered(i).Ix,y, se-
lected(i).Ex,y, selected(i).Tx,y, selected(i).Rx,y, and selected(i).Ix,y. We define four vari-
ables: 1) checking energy (  i ∈ PP CEi) is used to store total energy consumption for 
checked PPs; 2) checking time (  i ∈ PP CTi) is used to store total processing time for 
checked PPs; 3) processing energy ( i∈PP selected(i).Ex,y) is used to store total energy 
consumption for processed packets; and 4) processing time ( i∈PP selected(i).Tx,y) is 
used to store total processing time for processed packets. 

Step 2: We Filter and Accept Packets Based on the ETRI Constraints. A packet 
that can be accepted should satisfy all the following criteria: 

− This packet’s PP is not considered before (considered (i).status = false). 
− The current schedule is feasible (checking time + processing time) ≤ D. 
− By accepting this packet to current schedule, the energy budget is not exceeded 

(checking energy + processing energy + considered(i).Ex,y ≤ Emax). 
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− This packet is intentionally queried by user (ITmin ≤ considered(i).Ix,y ≤ ITmax). 
− Among all the PPs that satisfy the above criteria, select the one that has the 

largest considered(i).Vx,y = considered(i).Rx,y / considered(i).Ex,y. 

After choosing the PP, cluster head can send Acknowledge back to accept new 
packet. In addition, for those packets which user is not interested in, their corre-
sponded sensor nodes will discard them. 

         

Fig. 2. Flowchart and source code of ETRI-PS 

Step 3: We Transmit Accepted Packets to Base Station by Using Dynamic Modu-
lating Scaling. As the algorithm that has been presented in [1], let radio transmit 
packets with a lower transmission rate to reduce the energy consumption while still 
meeting all deadlines. 

Another Aspect: Replace or Drop a Packet. A new packet is always accepted if 
possible. When receiving new PP from sensor node, if the buffer is full, we can re-
place or drop a packet based on the following criteria: 

− This packet’s PP is selected (selected(i).status = true). 
− Among all selected packet’s PPs, find out the one that has the smallest se-

lected(i).Vx,y = selected(i).Rx,y / selected(i).Ex,y. 
− If this found one is not the new packet that is going to be accepted, we use this 

new packet to replace this found one, otherwise, we drop this new packet. 

4   Simulation and Discussion 

In simulation, we randomly deploy nine sensor nodes. And we randomly initialize 
these nodes with: total energy (scope: from 111 to 888), buffer size (scope: from 6 to 
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9). In addition, we design 8 different packets that are randomly initialized with the 
following four parameters: energy consumption (scope: from 3 to 10), processing 
time, reward value (scope: from 3 to 10) and interest value (scope: from 3 to 10). 
Eight of these nine sensor nodes are chosen to be the packet generators which ran-
domly create eight different packets and send to the remaining one. The remaining 
one works as the cluster head. For this cluster head, we design three parameters: total 
energy = 666, buffer size = 6, and interest threshold = 5. The meaning of threshold is 
that we just accept the packets when their interest values are belonging to the top 5 
among these 8 packets. These eight sensor nodes are organized into three groups 
based on their packets’ interest values. Interest value {8, 9, 10} are considered as 
group A, {6, 7} are considered as group B, and {3, 4, 5} are considered as group C. 
Therefore, the cluster head just accepts the packets from area A and B. And the 
checking energy is designed to be 0.3, which is 10% of the minimum packet con-
sumption 3. Besides ETRI-PS, we provide two different existing packet scheduling 
algorithms to run on cluster head for comparison: 

1) Compared Algorithm one (CA 1) [1]: 

a) In FTB: No interest constraint and reward constraint 
b) In STB: Maximizing system lifetime (Dynamic Modulation Scaling) 

The cluster head doesn’t set any threshold to reduce the incoming packets, but just 
simply receives packets and relays them. Once it gets a packet, it will always process 
this packet just meeting its deadline. 

2) Compared Algorithm two (CA 2) [4]: 

a) In FTB: Maximizing reward value, but no interest constraint 
b) In STB: Maximizing system lifetime (Dynamic Modulation Scaling) 

The cluster head always accepts the packet that has the largest value ratio among 
several checked packets. Once it gets a packet, it will always process this packet just 
meeting its deadline. 

We design the simulation parameters as follows: 1) lifetime of Cluster Head (CH),  
2) checking energy of cluster head, 3) processing energy of cluster head, 4) energy 
utilization of cluster head (energy utilization = processing energy / (checking energy 
+ processing energy)), 5) processed packets number by cluster head, 6) total created 
packets from sensor nodes, 7) discarded packets in sensor nodes, 8) average interest 
value per packet, 9) average reward value per packet. 

From figure 3, we can find that for a given amount of energy, by using the Dy-
namic Modulation Scaling, the lifetimes of three different algorithms are almost same. 
As the result of the figure 4, the checking energy of ETRI-PS is much more than the 
checking energy of others. The reason is that we add the interest constraint in this 
ETRI-PS algorithm. Naturally, the energy that can be used to process packets is lower 
than others (checking energy + processing energy = Emax). This consequently causes 
relatively low energy utilization of ETRI-PS, as showed in figure 5. Even though the 
energy utilization of ETRI-PS is relatively lower than others, by using our ETRI-PS 
packet scheduling algorithm, we can still substantially reduce the energy consumption 
of whole sensor networks. The saved energy comes from the normal sensor nodes but 
not from the cluster head. By analyzing the figure 6, we can find  that  the  processing 
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Fig. 3. Lifetime of cluster head                         Fig. 4. Checking energy and processing energy 

                        

Fig. 5. Energy utilization of cluster head           Fig. 6. Total created packets = processed pack-
ets + discarded packets 

                            

Fig. 7. Average interest value per packet                  Fig. 8. Average reward value per packet 

ratio (processing ratio = processed packets / total created packets) of ETRI-PS is 
much lower than others; inversely, the discarding ratio (discarding ratio = discarded 
packets / total created packets) is much higher than others. The lower discarding 
ratio the sensor nodes have, the more uninterested packets the sensor nodes send. 
Thus, the more unnecessary energy is consumed. In conclusion, by using the ETRI-
PS, the sensor nodes can reduce the unnecessary transmission of uninterested data to 
reduce the energy consumption. As we design the interest threshold to just accept the 
packets that have the larger interest values, therefore, the desired average interest 
value should be larger than that of other algorithms. Figure 7 shows that the average 
interest value of ETRI-PS is much larger than others, that means the ETRI-PS can 
exactly process the user interested packets well. Figure 8 shows the comparison 
among three algorithms’ average reward values. In the algorithm CA 1, because we 
do not intentionally maximize the value ratio (Vx,y = Rx,y / Ex,y), as a result, the average 
reward value of CA 1 is relatively smaller than others. Compared with CA 2, even 
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though we add the interest constraint to CA 2, the average reward values of two 
algorithms are almost same. This means the ETRI-PS can inherit the original purpose 
of ETR well. 

5   Conclusion 

Packet scheduling algorithm for communication subsystem is a potential approach to 
reduce energy consumption of sensor networks. ETRI-PS provides us a prioritized 
transmission scheduling algorithm according to the transmitted data s important level. 
By using ETRI-PS packet scheduling algorithm, we can achieve the following contribu-
tions: (1) Use interest constraint as the threshold to filter the uninterested incoming 
packets to reduce the energy consumption; (2) Use reward constraint to choose the high 
quality information and minimize the queried packet number to minimize the energy 
consumption but still satisfy the minimum information requirement. As the simulation 
result shows, by using the ETRI-PS packet scheduling algorithms, we can easily reduce 
energy consumption of sensor nodes and enhance the quality of queried information. 
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Abstract. The coverage problem is one of the most fundamental issues
in a wireless sensor network, which directly affects the capability and
efficiency of the sensor network. In this paper, we formulate this prob-
lem as a construction problem to find a topology that covers the required
sensing area with high reliability. Deploying a good topology is also bene-
ficial to management and energy saving. We propose an optimal coverage
scheme for wireless sensor networks that can maintain sufficient sensing
area as well as provide high reliability and long system lifetime, which is
the main design challenge in sensor networks. With the same number of
sensors, our scheme compares favorably with the existing schemes.

Keywords: sensors, coverage, hexagon, reliability, energy.

1 Introduction

The advancement in wireless communication and sensor technology is expediting
the development of wireless sensor networks (WSNs), which have a wide range
of environmental sensing applications such as danger alarm, vehicle track, battle
field surveillance, habitat monitor, etc. [1, 3]. A WSN consists of hundreds to
thousands of sensors and a base station. To gather information from the envi-
ronment and deliver the processed messages to the base station, each sensor is
capable of collecting, storing, processing signal, and communicating with neigh-
bors. The base station decides if an unusual or concerned event occurs in the
sensing area after aggregation and analysis of the messages from the sensors.

Similar to mobile ad-hoc networks (MANET), WSNs apply multi-hop com-
munications where the packets sent by the source node are relayed by several
intermediate nodes before reaching the destination node. However, they are sig-
nificantly different in several aspects. First, the communication mode of a WSN
is mainly many-to-one, that is, multiple sensor nodes send data to a base station
or aggregation point in the network, whereas MANET support communication
between any pair of nodes. Second, unlike MANET, data collected by different
sensor nodes in a WSN might be the same and needs to be processed in the
intermediate nodes. Third, in most envisioned scenarios the sensor nodes are
immobile and keep on sensing and monitoring the area assigned beforehand un-
til the system energy is exhausted. Finally, the energy constraint is much more
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stringent in WSN than that in MANET because the communication devices han-
dled by human users can be replaced or recharged relatively often in MANET,
whereas battery recharging or replacement is usually infeasible for a WSN be-
cause it’s often deployed in hostile or inhospitable places. Thus, maintenance
of unattended sensor nodes in a WSN to lengthen the system lifetime becomes
extremely important when deploying the WSN. All of these properties of sensor
networks, in turn, highlight three goals in designing WSN: energy efficiency, high
reliability and low latency.

Topology management and priori topology deployment, if available, are greatly
beneficial to reach above goals. Appropriate location of sensor nodes is helpful to
save energy as well as keep required reliability which are always contradictory in
the previous designs [8]. In this paper we propose an optimal scheme for topol-
ogy deployment driven by the following concerns. First, a well-designed topology
may bring the most desirable effectiveness to a WSN because the sensor nodes
are usually immovable after deployment. A well-deployed WSN can benefit to
energy saving by avoiding redundancy due to unnecessary overlapping of sensor
nodes. Second, to ensure there isn’t any “sensing hole”, i.e., “blind points”, we
hope to design a flexible topology which can cover the entire area. Third, we
want to configure the sensing area with the required reliability because some
abnormal event requires several sensors to sense collaboratively so that guaran-
tee high reliability. By deploying sensors according to an appropriate coverage
scheme, we can provide high reliability to the entire sensor network or only the
hot spots where the abnormal events may happen frequently. Fourth, we want to
manage a WSN more easily. Nodes in WSNs are too constrained in memory and
computing resources to afford for complex protocols. The knowledge of topology
will simplify its management. Thus, we propose an optimal coverage scheme for
WSNs to obtain the expected outcomes.

The coverage problem was stated as a decision problem in [4], which deter-
mined if each point in a WSN was covered by at least k-sensor to avoid the
redundancy. They tried to calculate how many sensors overlapped with the con-
cerned sensor. It involved complex communication between the sensor and all
its neighbors and indirect-neighbors that are beyond the communication range
of the sensor though overlapping with it. So heavy communication cost affected
its potential applications in practice. However, the knowledge of coverage in
WSNs does benefit to energy saving and energy efficient routing as discussed in
[6, 7, 8]. Thus we study on how to deploy WSNs in a desirable way and propose
an optimal coverage scheme which can reach both goals of energy saving and
high reliability. It applies hexagon-based coverage as cellular network which has
ever been a landmark novation for mobile communications. Note that unlike dis-
cussed in [2], some scenarios preclude the possibility of manual deployment and
configuration when building them. We consider the cases that the sensors can
be deployed and configured at the start which are required in many applications
such as danger alarm, vehicle tracking. Our adaptive reliability design on the
knowledge of topology will be applicable to environmental dynamics.
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The paper is organized as follows. In Section 2 the problem is stated. Section 3
analyzes different coverage schemes and proposes our optimal coverage scheme.
Section 4 discusses the reliability and energy problem in our scheme. Section
5 presents all possible applications in energy saving and reliability design by
applying our coverage scheme. Section 6 concludes the paper.

2 Problem Statement

Traditional deployment for WSNs is self-organizing neighboring discovery on
random located sensor nodes. The topology information is obtained by periodic
communications. However, deploying different topologies at the start affects the
nature of sensor networks severely. If the topology is well designed and con-
trolled, the main issues in WSNs which are energy and reliability constrained
can be solved. So we formulate the problem as a construction problem which
is how to deploy a topology for a WSN that can effectively cover the required
area and provide high reliability and energy efficiency. In this section, we use a
mathematical model to state the problem.

We assume that a WSN consists of N sensor nodes and 1 base station. Each
sensor node has the same sensing and communication range within a disk of
radius r. If all nodes can communicate with the base station, we denote the
coverage area of this sensor network by SN . No matter what happens in the
area SN , the responsible sensor node can sense the event and report to the base
station via other intermediate sensor nodes. If each point in SN is sensed by at
least k sensor nodes, we define the sensor network as a system with k-reliability.

Thus all the concerned problems are: 1. How can we design a topology with
maximal SN by using N sensor nodes? 2. In a deployed topology, how should we
configure it as a k-reliability system and guarantee k-reliability in hot spots? 3.
How to save energy and lengthen the network lifetime in our coverage scheme?

3 Sensor Networks Coverage Scheme

In this section, we study the sensing area covered by sensor networks in different
topologies with the same given number of sensor nodes N . To reach this goal, we
begin with analysis on additional sensing area provided by a sensor node which
is enlightened by analysis on rebroadcast beneficial area in [5].

3.1 Analysis on Additional Sensing Area

We define the new sensing area provided by adding a sensor node as the addi-
tional sensing area of this node. The shadow area in Figure 1 is the additional
sensing area of node j. We denote it by SAj . Let d be the distance between nodes
i and j. Assume the sensing area of sensor node i to be Si. Thus we can derive
SAj

= Sj − Si ∩ Sj = πr2 − INTS(d), where INTS(d) is the intersection area
of two circles covered by two nodes whose distance is d.



An Optimal Coverage Scheme for Wireless Sensor Network 725

i j 

Fig. 1. Additional area provided by sensor node j

INTS(d) = 4
∫ r

d/2

√
r2 − x2dx (1)

When d > r, i and j cannot communicate with each other. If either i or j
doesn’t have any else neighbor nodes, the sensor node will be isolated so that it
cannot report any sensed event to the base station. Thus, each sensor node in
the network must keep at least one neighbor whose distance from it is no more
than r as Lemma 1 will give. Even if the additional sensing area provided by j
if d > r (d ≤ 2r) would be great, i and j need the third sensor node to cover
both of them, which in turn, results in the actual additional area of j being the
additional area under the condition d ≤ r. Therefore, the additional area of j is
studied under d ≤ r. When d = r, the additional area SAj

is the largest, which
equals πr2 − INTS(d) = r2(π

3 +
√

3
2 ) ≈ 0.61πr2.

Lemma 1. In order for a WSN to sense any abnormal event in its covered area,
each sensor node must have at least one neighbor node whose distance from it is
no more than its communication range, i.e. d ≤ r.

We then work on how to deploy sensor nodes under the above constraint and
cover as large area as possible which may be in any shape. The simplest way is
deploying sensor nodes in a linear array, but it is only limited to a strip area to
be covered. We have to find a general approach to cover the area in any shape.

As we have derived, the additional sensing area by deploying a new sensor
node is maximized when d = r under the condition of their communication
availability. In a linear array-deployed network, every two sensor nodes share
a sensor node with distance r to maintain communication. A sensor node can
have three or more neighbors who communicate via it. To maximize the cover-
age while minimize the number of sensor nodes, deploying three neighbors who
communicate via the same sensor node is the optimal scheme because the arc
covered by a neighbor with largest additional area is 2π/3. Thus we obtain,

Lemma 2. The coverage of a sensor network would be optimized when a sensor
node support three neighbors to communicate with each other.

3.2 Analysis on Hexagon-Based Topology

In the cellular network, it has been proved that a hexagon-based topology is the
best topology due to its provision of multiple non-overlapping equal cells and
approximation to a circle. Though the WSN, unlike the cellular network, doesn’t
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require to consider the frequency reuse policy, the coverage scheme is applicable.
We now deploy a hexagon-based topology for WSNs, which combining with
Lemma 1 and 2(also demonstration for these lemmas), would turn out an ideal
model. All other possible topologies, triangle-based, quadrangle-based, will be
compared with hexagon-based topology.

Figure 2(a) gives a WSN deployed with a 2-layer hexagon-based topology. We
denote the cells with solid line to be base cells, and denote the cells with dashed
line to be connect cells. Obviously, base cells provide the sensing area, while
connect cells are deployed to maintain effective communication of the base cells,
i.e., the whole sensor network. Each connect cell right supports three neighbors
(base cells) to communicate via it as Lemma 2 shows. Such topology can extend
randomly in 2-dimension plane to cover a required area, which is unlimited as
linear array deployment that can only extend in 1-dimension.

We note that there are overlapped area between two neighbors. Figure 2(b)
describes the real coverage area of each base cell and overlapped area. In Sec-
tion 2, we have denoted the real coverage area covered by the whole network by
SN , where N is the number of sensor nodes. For comparison, we will study SN

of a WSN in all possible regular topologies consisting of 25 sensor nodes, which
are triangle-based, quadrangle-based and hexagon-based topologies.

Denote So to be the overlapped area of two base cells in Figure 2(b).

So = 4
∫ r

√
3r
2

√
r2 − x2dx ≈ 0.180r2. (2)

There are 16 base cells and 9 connect cells in the sensor work. Let S�
N denote

the real coverage area in hexagon-based topology. Thus,

S�
N = 16 · (πr2 − 6So) ≈ 32.992r2. (3)

Similarly, the real coverage area in triangle, quadrangle based topologies are:

S�
N = 16 · (πr2 − 4 · 4

∫ r

√
2r
2

√
r2 − x2dx) ≈ 13.728r2, (4)

(a) The 2-layer cellular topology (b) A cell’s real coverage
area

Fig. 2. A hexagon-based sensor network
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Fig. 3. Node 0 has two perimeter-overlapped neighbors

S�
N = S�

N ≈ 32.992r2, (5)

where S�
N and S�

N denote the real coverage area of triangle-based and quadrangle-
based topologies respectively.

Deployment of triangle-based topology is essentially the same as hexagon-
based topology. Due to the hexagon cell is the closest shape to a circle, and the
hexagonal cell shape is a simplistic model of the coverage for each sensor node,
we deploy the area required to be covered by hexagon cells. The above analysis
has proved that hexagon-based topology can obtain much better performance in
coverage than quadrangle-based topology. We will compare the hexagon-based
coverage scheme with a randomly-deployed scheme in the succeeding section.

3.3 Analysis on Random-Deployed Topology

The WSN deployed the sensor nodes randomly in the previous work. The real
coverage area by randomly deployed sensor nodes differs from that in hexagon-
based or quadrangle-based topologies. We now have a look at the real coverage
area by randomly deploying 25 sensor nodes.

Lemma 3. To maintain effective communication of the whole sensor network,
a sensor node must have one neighbor whose distance is less than r, or two
neighbors where one is put anywhere with the distance r < d ≤ 2r, the other is
located on the cross line as Figure 3.

All the nodes are deployed according to the rule in Lemma 3. We then con-
sider the deployment is performed as the following way. A sensor node is firstly
deployed in the required service area, then the first neighbor who provides the ad-
ditional coverage area SA1 is added, whereafter the second neighbor who provides
SA2 is added according to Lemma 3. The rest sensor nodes are deployed in turn
as the first neighbor and second neighbor respectively. Considering there must
be overlapped coverage area between these first-neighbors and second-neighbors,
we have the following inequality,

SN < πr2 + 12SA1 + 12SA2 . (6)

Then the expected coverage area with 25 randomly-deployed sensors satisfies

E[SN ] < πr2 + 12E[SA1 ] + 12E[SA2 ]. (7)

Because the expected additional coverage area provided by the first neighbor
can be derived as
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E[SA1 ] =
∫ 2r

0

2πx[πr2 − INTS(x)]
4πr2 dx ≈ 0.591r2, (8)

where the probability of the first neighbor whose distance is x from the original
sensor node is 2πx

π(2r)2 because in the area of the circle of radius 2r, the sensor
node can only locate at the perimeter of the circle of radius x for x in [0, 2r].

The expected additional coverage area provided by the second neighbor is

E[SA2] ≈ 0.19r2. (9)

The derivation for equation (9) can refer to [5]. Thus, we get a upper bound
for the expected coverage area with 25 randomly-deployed sensor nodes.

E[S25] < 32.589r2 (10)

Comparing (10) with (3), we find that the randomly deployed sensor network
provides smaller coverage area than hexagon-based sensor network.

4 Solution to Reliability and Energy Constraints

In order for a WSN to sense important events, it should work with high reliability
and as long lifetime as possible. In this section, both goals can be reached in a
WSN deployed by our optimal coverage scheme.

As we have defined, if each point in the WSN is covered by at least k sensor
nodes, we call it k-reliability sensor network. In a sensor network with hexagon-
based topology, we find that each point in the service area is covered by 2 sensors
except the marginal place. Without doubt, such a WSN provides higher relia-
bility than a randomly deployed network where much area might be covered by
only 1 sensor. If the marginal place isn’t taken into account, the sensor network
with hexagon-based topology is a 2-reliability sensor network. There are some
area covered by 3 sensors, but the area is very small because the overlapped area
between cells is small. Thus, in a WSN which is required to be 2-reliability, a
hexagon-based topology can not only meet the demand, but also use the mini-
mum number of sensors due to low redundancy.

In some cases, the whole system need to be k-reliable, where k > 2. In
the hexagon-based sensor network, we can deploy more than one sensor node
in the center of each base cell (not in connect cell) according to the required
value of k. All these sensor nodes sense the area together to avoid any failure in
sensing important events. Thus, the system is easily configured as a k-reliable
sensor network. However, because the system in our hexagon-based topology is
2-reliable, keeping one sensor node in each cell is enough in most scenarios. To
configure the higher reliability in hot spots, we can add more sensor nodes in
the base cells which cover these area.

The approach to save energy and lengthen the lifetime in a hexagon-based
WSN is a little different from reliability configuration. We locate more than one
sensor in each cell, including base cells and connect cells while keep only one
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sensor alive. Once a sensor is going to use out its battery, the other sensor in the
same cell is waken up. Due to impossibility of recharging the sensors, this kind
of configuration can obtain longer lifetime for WSNs.

If quadrangle or random topologies are used to cover the same area with the
same lifetime, we have to involve a larger number of sensors. From the energy
point of view, each sensor is set to a power which can reach the other sensors with
distance of r in a hexagon-based WSN. When deploying them randomly, instead,
each node may not need such a power because smaller distance than r between
sensors may exist. So unique power configuration may cause redundant energy
cost, extra power saving routing and management is necessary. In hexagon-based
WSN, simple management and energy saving is reached.

5 Applications of the Hexagon-Based Coverage Scheme

A hexagon-based WSN can be applied in many cases where foreseeable deploy-
ment is possible. It provides the following advantages and allows potential ap-
plications on these natures.

1. The deployment of each sensor node in hexagon-based topology maximizes
the additional sensing area. Randomly deployed sensor nodes cannot guar-
antee the maximal additional sensing area. To cover the same area, hexagon-
based topology needs less sensor nodes than any other kind of topology.

2. There is no blind point in the hexagon-based sensor network, i.e., all the
events in the service area can be sensed. Moreover, each event can be sensed
by at least 2 sensor nodes due to 2-reliability of the sensor network.

3. It is easy to deploy a wireless sensor network or only those hot spots area
with higher reliability than 2-reliability.

4. The system life time can be longer by setting more sensors in each cell.
Energy saving can be performed by keeping one sensor node alive in each
cell.

5. The power of each sensor node can be strictly set to a certain value according
to the required radius of cell, where it is estimated by Pr ∝ Pt

rK . Here K is
an experience value, usually, K = 3. In this formula, the transmitting power
Pt can be determined if the required receiving power Pr and the radius of
cell r are given. Therefore the redundant power consumption is avoided.

6. The sensors in connect cells can be turned off for saving more energy because
the area covered by them have been covered by base cells. Once some im-
portant event is sensed and needs to be transferred to the base station, the
relevant sensors in connect cells can be waked to act as the routing nodes.

7. Node degree of each sensor is balanced to be 3 in hexagon-based WSN.
So congestion and delay caused in a WSN with complex topology may be
avoided.

8. The simple routing can be designed for the typical communication mode —
data aggregation from many to one in a hexagon-based sensor network.
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6 Conclusion

A hexagon-based coverage scheme has been proposed for WSNs in this paper. It
can be applied in many scenarios where the required service area can be deployed
at the start. By analysis we show that WSNs can benefit from the hexagon-based
topology in coverage area, energy saving, reliability control, routing design etc.
The potential applications have been discussed, which provides a challenging
design to the traditional WSNs where energy saving and reliability are the most
significant. Thus our coverage scheme is promising and provides a new view to
coverage problem in WSNs.
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Abstract. In a variety of applications, wireless sensor networks have received 
more attention in recent years. Sensor nodes, however, have many limitations 
including limited battery power and communication range. In this network, data 
gathering and data fusion help to reduce energy consumption and redundant 
data. LEACH (Low Energy Adoptive Clustering Hierarchy) is the most 
representative protocol using data gathering and data fusion, but it has several 
problems including inefficient energy consumption by many cluster headers to 
the distant sink and a single-hop routing path.  In this paper, we propose two 
routing protocols called Routing Protocol based on Super-Cluster Header (RPS) 
and Multi-hop Routing Protocol based on Super-Cluster Header (MRPS) in 
order to resolve the problems of LEACH. The key idea of our protocols is that 
only one node sends the combined data to the sink and every node uses multi-
hop routing in order to gather data in the cluster. We evaluate   performance of 
our protocols through simulations. Simulation results show that our protocols 
offer a much better performance than the legacy protocols in terms of energy 
cost, the network lifetime, and fairness of the energy consumption. 

1   Introduction 

Wireless micro-sensor networks are expected to have a significant impact on the 
efficiency a variety of applications that include surveillance, machine failure 
diagnosis, and chemical, biological detection, since advances in sensor technology, 
low power electronics, and low-power RF (Radio Frequency) design have led to the 
development of micro-sensors [1-3]. These sensor networks are, however, such that 
node’s power, computational capacity, memory, and communication bandwidth are 
significantly more limited than the traditional wireless ad hoc networks. The main aim 
of routing in these sensor networks is to find ways for energy-efficient route setup and 
the reliable relaying of data from the sensor nodes to the SINK (is similar to Base 
Station). It is a very important to use the available bandwidth and energy efficiently 
so that the lifetime of the network is maximized [2]. Data fusion and gathering help 
achieve these aims [5-6]. LEACH is a suitable solution that uses data fusion and 
gathering but, it has several problems. One problem is that average five percent of 
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nodes transmit the fused data from cluster to the distant SINK. Another issue is that it 
uses a single-hop routing path. 

In this paper, we propose new two protocols called the RPS (Routing Protocol 
based on Super-Cluster Header), and the MRPS (Multi-hop Routing Protocol based 
on Super-Cluster Header). The key idea of our protocol is that only one designated 
cluster header node, which is defined as a Super Cluster Header, sends the combined 
data to the sink and every node uses multi-hop routing in order to gather data in 
clusters. Therefore, our protocols can reduce energy cost significantly and increase 
the life time of the sensor network.  

The remainder of this paper is organized as follows: In Section 2, we review the 
LEACH protocol. In Section 3, we present our protocols. Section 4 contains the 
performance evaluation of our protocol through simulations. Finally, Section 5 is the 
conclusion. 

2   LEACH 

In the sensor network, all data sensed from the nodes have to be collected and sent to 
a distant SINK, where the end-user can access the data. A simple approach to 
accomplishing this task is for each node to transmit its data directly to the SINK. 
Since the sink is typically located far away and the energy cost is proportional to the 
distance in transmission, the cost for transmission to the sink from any node is high; 
therefore the nodes will die very quickly. In addition, the SINK receives redundant 
data which may be unnecessary. Data fusion and data gathering tries as few 
transmissions as possible to the SINK to reduce the amount of data that must be 
transmitted to the SINK and redundant data [5-6]. Furthermore, if all nodes in the 
network deplete their energy levels uniformly, then the network can operate without 
losing any nodes for a long time. 

LEACH [1-2, 7-8] is one of the most popular hierarchical routing algorithms for 
these approaches in sensor networks. In LEACH, since a small number of clusters are 
formed in a self-organized manner, it is a suitable solution for energy efficiency in the 
sensor network. One nice property of LEACH is that it is completely distributed and 
the sensor nodes in each cluster are organized to fuse their data, eventually 
transferring it to the SINK without global knowledge of the network. A designated 
node in each cluster collects and fuses data from the nodes in its cluster and transmits 
the result to the SINK. It uses randomization to rotate the cluster headers. Therefore, 
the nodes die randomly, the lifetime of the system increases and the energy 
consumption level is fair. Although, LEACH is a sound solution in gathering data, it 
does have LEACH have several problems: 

 Clusters formed randomly in each round not only may not produce good clusters 
to be efficient but also may be no cluster formation.  
 The signal overhead cost for forming the clusters is expensive. In every round, 

average five percent nodes act as ‘Cluster Headers (CHs)’ [1-2, 7-8] and these 
nodes must broadcast a signal to all nodes to determine their cluster members.  



 Routing Protocols Based on Super Cluster Header in Wireless Sensor Network 733 

 

 Average five percent nodes (CHs) of nodes transmit the fused data from the 
cluster to the distant SINK [7-8]. If only one node transmits the fused data to the 
distant SINK per round, the energy cost will be greatly reduced [10]. 
 LEACH uses single-hop routing where each node can transmit directly to the CH 

and then the CH can transmit directly to the SINK. Therefore, it is not applicable 
for networks deployed in large regions. 

3   Super Cluster Header Routing Protocol 

As previously described, LEACH has some problems. Therefore, in this section, we 
present two new protocols in order to solve these problems. The protocols optimize to 
energy cost when gathering data. In addition, it distributes energy consumption fairly.  
Our protocols are based on the following assumptions: 

 Every sensor node has power control and the ability to transmit data to any other 
sensor node or to the SINK directly [4]. 
 Every node has location information and there is no mobility.  

These assumptions are reasonable due to technological advances in radio hardware 
and low-power computing.  

3.1   RPS: Routing Protocol Based on Super Cluster Header  

The key idea of the RPS is that only one node which is defined as a ‘Super-Cluster 
Header (SCH)’, sends the combined data to the SINK. Therefore, the RPS can 
significantly reduce energy cost and increase the life of the sensor network. The RPS 
is similar to operate as LEACH. We will only use the energy level information of the 
CH (Cluster Header) and the node ID. When selected the CHs broadcast 
advertisement messages including energy level information and node ID to the rest of 
the nodes, Each CH compare itself to the energy level information of other headers in 
order to select only one node which is defined as a SCH.  

The CH which has the most powerful energy level is selected as the SCH. If the 
energy level of the CH is the same, the CH with the lowest node ID will be selected as 
the SCH. These operations don’t require additional overhead when being compared 
with LEACH. 

3.2   MRPS: Multi-hop Routing Protocol Based on Super Cluster Header  

Although the RPS is more efficient than LEACH in terms of cost by using the SCH, it 
still has problem using a single-hop routing path. For energy calculation in a sensor 
network, the transmission distance is a very important factor. In this aspect, using a 
multi-hop routing path is very efficient in that reducing energy cost in a sensor 
network. We present new protocol called the MRPS. It is only one node (SCH) sends 
the combined data to the SINK and every node uses a multi-hop routing path instead 
of single-hop routing path used in LEACH and the RPS. Therefore, the MRPS can 
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significantly reduce energy cost and increase the life time of the sensor network. The 
operation of MRPS is as follows. 

Initially, we randomly place the nodes in the playing field. Each node directly 
sends information about its location and energy level to the SINK only one time after 
the initial placing of the nodes. Fig.1.(a) shows this operation. After the SINK 
receives this information, it makes cluster information which consists of a header of 
each cluster, an SCH and cluster ID. It investigates the energy level of nodes to find 
the CHs. The node which has the highest energy in each cluster is selected as the CH. 
Among the CHs, the most powerful header is selected as a SCH. At this time, the 
cluster ID is determined in such a way that the number of groups will be five percent 
of nodes, since average five percent of nodes are a good choice for efficient data 
gathering in sensor network [1, 7-8]. Following this, the SINK makes an 
advertisement message, which consists of cluster information, and then it broadcasts 
this message to all nodes. Fig.1.(b) shows this operation.  In this way, each node 
knows which cluster it belongs to and its own CH. In addition, all CHs can determine 
the SCH.  

Sink

 
(a). All nodes send their information to the sink 

Sink

 
(b). The sink sends cluster information to nodes 

Sink

 
(c). Data gathering in each cluster 

Sink

 
(d). After data gathering from each CH to the 

SCH, the SCH sends all information to the sink 

Fig. 1. Multi-hop routing through Super Cluster Header 

This operation is performed every round to maintain the affair energy consumption 
level. We can employ a time slot approach, since all nodes know their positions and 
group information. Since radio is inherently a broadcast medium, transmission in one 
cluster will affect communication in a nearby cluster. To reduce this type of 
interference, each cluster uses different CDMA codes. Each cluster can operate a time 
slot approach separately in each round, due to CDMA [7-8].  
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Fig.1.(c) shows data gathering in each cluster which uses the CDMA codes. The 
node which is scheduled by the time slot in each cluster, receives data from the 
previous node on the path, fuses the received data and its own data with its energy 
level information, and transmits the fused data to the next node. As mentioned above, 
energy level information is utilized by the SINK to make an advertisement message.  

Fig.1.(d) shows data gathering from the non-SCH to the SCH. The non-SCH 
gathers all of the information in its own cluster and sends the gathered information 
and its own information to the SCH through the transmission path which uses a multi-
hop. At this time, if the distance of the transmission path is farther away than the 
direct distance to the sink, the CH does not send information to the next hop thorough 
the transmission path, but sends it directly to the sink. For example, if the distance 
between the CH1 and the CH2 is farther away than the distance between the CH1 and 
the sink, the CH1 does not send information to the CH2, but sends it directly to the 
sink. When the SCH gathers all of the information, it transmits the information to the 
sink and then one round is finished. 

4   Simulation Results 

In this section, we evaluate the effectiveness of our protocol through simulations.  For 
simulations, we use a radio model for energy in the sensor network. This is the same 
radio model as discussed in LEACH, which is the first order radio model [7-8]. In this 
model, a radio dissipates EELEC = 50nJ/bit to run the transmitter or receiver circuitry 
and EAMP = 100pJ/bit/m2 for the transmitter amplifier. There is also a cost of 
5nJ/bit/message for a 2000bit messages in data fusion [10]. The radios have power 
control and can expend the minimum required amount of energy to reach the intended 
recipients. The radios can be turned off to avoid receiving unintended transmissions. 
An r2 energy loss is incurred due to the channel transmission [9]. The following 
equations show radio transmission costs and radio receiving costs for a k-bit message 
at a distance d. Equation (1) and (2) are used to obtain the transmission cost and the 
receiving cost, respectively. 

ETX(k,d) = EELEC * k + EAMP * k * d2 (1) 

ETX(k,d) = EELEC * k (2) 

We make the assumption that the radio channel is symmetric. For our experiments, 
we also assume that all sensors are sensing the environment at a fixed rate and thus, 
they always have data to send to the end-user. We introduce some parameters for 
performance evaluation as shown in Table 1. Simulations are carried out in different 
network topologies. In each network topology, the N nodes are randomly scattered in 
a fixed area. The distance between the SINK and any one node is not less than 100m. 
The packet size is fixed. We assume that all nodes have the same initial energy level. 

First, we evaluate the network life time by examining the number of rounds until 
all nodes die.  For this simulation, both packet size and initial energy level are fixed at 
2000 bits, and 0.25J, respectively. Fig. 2 ~ Fig. 4 show that our proposed protocols 
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offer a much longer life time than LEACH or direct transmission. Here, direct 
transmission means that each node transmits its data directly to the distant SINK.  

Table 1. Simulation parameters 

The number of nodes 50, 100, 200 
The size of the network 50m x 50m, 100m x 100m, 200m x 200m 

Packet size 2000bit, 5000bit, 10000bit 
The location of the SINK (25,150) , (50, 200), (100, 300) 

Initial energy level 0.25J, 05J, 1J 

In particular, the MRPS is better than other protocols in terms of fairness of energy 
consumption, since the rounds of the MRPS achieved until the first node are much 
longer than that of direct transmission, LEACH or the RPS. 

 
(a). The number of nodes is 50 

 
(b). The number of nodes is 100 

 
(c). The number of nodes is 200 

Fig. 2. Life time for a 50m x 50m network when the SINK is located at (25, 150) 

 
(a). The number of node is 50 

 
(b). The number of node is 100 

 
(c). The number of node is 200 

Fig. 3. Life time for a 100m x 100m network when the SINK is located at (50, 200) 

Again, we evaluate the life times of the sensor network in another way.  We 
investigate the life time when different energy levels are given to the nodes initially. 
The size of the network is 100m x 100 m, the location of the sink is (50,200), the 
number of nodes is 100 and the packet size is 2000 bits. We summarize the results in 
Table 2. We can see that the rounds of the MRPS achieved until the first node and the 
last node die are longer than those of the LEACH and the RPS. More specifically, the 
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MRPS offers a longer life time than LEACH by approximately 6 times until the first 
node died and by approximately 4 times longer until the last node died. 

 
(a). The number of node is 50 

 
(b). The number of node is 100 

 
(c). The number of node is 200 

Fig. 4. Life time for a 200m x 200m network when the SINK is located at (100, 300) 

Table 2. Life times when different energy levels are given to the nodes initially 

Energy(J) Protocol 
Number of rounds until the 

first node dies 
Number of rounds until t

he last node dies 
Direct 33 116 

LEACH 235 387 
RPS 330 495 

0.25 J 

MRPS 1327 1360 
Direct 61 226 

LEACH 489 781 
RPS 669 1009 

0.5 J 

MRPS 2621 2704 
Direct 122 452 

LEACH 1051 1592 
RPS 1375 2034 

1 J 

MRPS 5358 5412 

 

 
(a). The number of node is 50 

 
(a). The number of node is 100 

 
(a). The number of node is 200 

Fig. 5. Values of  NADE when the initial energy level is 0.25J and the packet size is 2000 bits 

We investigate the NADE defined as the amount of the average depleted energy of 
each node per each round. The NADE  is given by  
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where EINI is the initial energy level of nodes, N is the number of nodes and the RTOTAL 
is the number of rounds achieved until the last node dies. Fig. 5 shows the values of 
NADE obtained through simulations.  From this graph, we can see that the higher the 
density is, the better performance our proposed protocols provide. 

5   Conclusion 

In this paper, we propose new two routing protocols using ‘Super-Cluster Header 
(SCH)’ for efficient data gathering in a sensor network.  In the proposed routing 
protocols, only one node (SCH) sends the combined data to the SINK and a multi-hop 
routing path is used.  

Simulation results show that our protocols offer a much better performance than 
LEACH or direct transmission in terms of the energy cost, the life time of the sensor 
network and fairness of the energy consumption. Further more; our protocols are 
suited for a sensor network with high density. In our future work, we will study an 
efficient energy dissipation algorithm through data gathering in a mobility sensor 
network. 
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Abstract. Worm and Dos, DDos attacks take place more and more frequently 
nowadays. It makes the internet security facing serious threat. In this paper, we 
introduced the algorithm and design of ESTABD, an internet backbone Early-
bird System of Traffic Anomaly Detection Based. By observing the raw 
variables such as packets count of protocol, TCP flags and payload length 
distribution etc., ESTABD analyzes real-time traffic to discover the abrupt 
traffic anomalous and generate warnings. A traffic anomaly detection algorithm 
based on Statistic Prediction theory is put forward and the algorithm has been 
tested on real network data. Further more, Alerts correlation algorithm and 
system policy are addressed in this paper to detect the known worms& Dos 
attacks and potentially unknown threats.  

1   Introduction 

With the astonishingly rapid adoption of network computing and its e-Commerce 
derivatives, internet has already penetrated to every corner of modern society. 
Frequently exploded worms make the internet security facing serious threats. In July 
of 2001, worm Code-Red infected 250,000 computers in less than nine hours. [1] The 
direct economic loss came up to 2.6 billion dollars. January 2003, SQL Slammer 
worm caused a loss at 1.2 billion dollars in the first five minutes of bursting. 
Compared with the spreading rate of Code-Red worm which population doubled 
every 37 minutes, it only needs 8.5 seconds [1] [2]. The greedy nature of worms 
determines that most worms disseminate by the way of fast port scanning [3]. Many 
important services depending on network communication suffered a lot from the huge 
traffic jam. ATMs could not dispense money and flight could not take off just because 
of the paralyzed network communication. [4] [5] [6]. Besides worms, Denial of Service 
Attack, Distributed Dos Attack and traffic jams caused by unsuitable network 
installation, they are severely influencing the normal circulation of Internet as well. 
Traffic detection is one of the important tasks in network management and traffic 
anomaly detection on internet backbone is different than on others. It has following 
features: 1) traffic volume is too huge that it is impossible to process and store the 
detailed information; 2) detection algorithm should be compact and effective enough 
to meet the demand of realtime; 3) backbone has a large sample capacity and statistics 
theory can be applied to predict and measure the network behaviors. 
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2   Related Works 

The network traffic anomaly has been widely studied in recent years. P. Barford et al. 
[7] apply signal analysis theories including Wavelet Analysis in traffic anomaly 
detection and give the analysis results of 4 classes of traffic anomaly. The detection 
method is complex and not quite suitable for real-time detection. A. Lakhina et al. [8] 
argued that it is not appropriate to model all connections simultaneously. They 
concentrate on the structure of Origin-Destination(OD) flows and decomposed the 
flow structure space into three main constituents by using of PCA method. But it is 
not an easy job to obtain OD flows in a real network. Observation can’t be able to 
provide enough information that PCA method need to cover all situations. The 
deployment of Gbit or even 10Gbit signature-based IDS makes it possible to detect 
known worms on internet backbone. But its main drawback lies in: 1) high false 
positive; 2) passively depend on knowledge base. It can’t obtain unknown abnormal 
knowledge about new threaten automatically. Some other researchers tried to make up 
this drawback. They put forward the idea of withdrawing frequently occurring string 
automatically from traffic to form characteristics of unknown worms (Madhusudan et 
al. [9]). But this will obviously influence the performance of system. Furthermore, 
there is no way to verify the accuracy of the signature. Throttan M. et al. [10] research 
on MIB variables got via SNMP protocol. MIB is easy to use but it can not provide 
more detailed information about traffic than protocol analysis from the raw traffic. 
We follow the latter. 

3   Architecture Design 

3.1   Introduction of Architecture Design of ESTABD 

Fig. 1 demonstrates the main architecture design of ESTABD. The data collection 
platform is composed of many data-engines deployed in subnets of different ISPs and 
these data-engines collect traffic information according to policies received from the 
data center. The data-engines produce traffic data in two steps: a) protocol analyzing on 
traffic; b) generate the raw variables. The traffic raw variable is defined as following: 

 

Fig. 1. The Architecture design of ESTABD 
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Definition 3.1 Raw variable: The data-engines count the packet number of certain 
protocol variable in a fixed time interval after protocol analysis. This count is defined 
as raw variable including: 

 Packet count variable of each protocol: count all packets of different 
ports(protocol) 

 Packets length count variable of packet payload: We can divide the packet 
length into several intervals (1~100 bytes, 101~200 bytes… 1501~1600 
bytes). 

 Packet count variable of SYN and FIN flags: TCP SYN or FIN flag 
 Packet count variable of ICMP unreachable messages: worm and many 

DoS will cause the abrupt of this value 

The raw variables from all subnets are aggregated as total numbers based on same 
types and sent to the data center via a data transmission channel. Traffic anomaly 
detection module will check the incoming traffic time series. Alerts will be generated 
and sent to alert correlation module.  

3.2   Event Definitions 

This part we will introduce the event definition used in ESTABD. The traffic event is 
the anomalous result generate by anomaly detection algorithm. We divide traffic 
event into two categories, namely: direct event and secondary event. 

Definition 3.2 The traffic anomalous, detected by anomaly detection module, as taken 
from the raw variable time sequence, is defined as the direct event. 

Definition 3.3 The traffic anomalous, detected by anomaly detection module, as taken 
from the new variable sequence which based on the algebra operation of raw variables 
(take for example: Difference, ratio operation) is defined as the secondary event. 

The behavior of worm-explosion can be observed from one or more direct events 
and secondary events. We can get the characteristics of the known or unknown 
anomalous by correlating these events. 

3.3   Traffic Anomaly Detection Algorithm 

As we discussed above, the traffic on backbone has a large population of hosts, the 
abrupt individual activity such as downloading a DVD via network will have no 
significant effect on the total traffic. The traffic variable series is continuous on time 
order, and has relationship between its history and future trend. The variable series 
will not be abrupt in usual time.  

We have taken a long-period observation on an internet backbone continuously for 
15 months and get a great deal of firsthand data and experiences. Based on our 
empirical knowledge, all kinds of traffic can be divided into two categories: Non-
periodic traffic and Periodic traffic (Fig. 2).Non-periodic traffic is the most common 
type among all monitored traffic. Non-periodic traffic appears stationary (Fig.2-a) in 
usual time. Some traffic appears evidently periodic is for that some daily services such 
as HTTP, SMTP, FTP, have tight relationship with people’s everyday life. The 
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frequency of the service used presents a periodic change following human’s work and 
rest timetable. The period is approximately 24 hours (Fig.2-b). Based on our observation 
of several completed periods, we can predict the data profile of the next period as Fig.2-
c and define this profile as a dynamic traffic pattern. Then we compare this pattern with 
incoming traffic of next day, if the actual traffic volume of 9 o’clock am deviates from 
the value of 9 o’clock in pattern greater than a certain threshold, we say it is abnormal. 
The threshold will be given automatically by the detection algorithm. 

 

Fig. 2. Periodic and Non-periodic Traffic Pattern 

The anomaly detection algorithm takes different method to process periodic traffic 
and non-periodic traffic. We use time series analysis and statistic prediction in 
detection algorithm. 

3.3.1   Non-periodic Traffic: SESP (Single Exponential Smoothed Prediction) 
SES (Single exponentially smoothing) is a very popular method to produce a 
smoothed Time Series. It evolves from the simple Moving Weighted Average Method 
[11]. Recent observations are given relatively more weight in forecasting than the older 
observations. 
Let the time series be:

nxxx ..., 21
equation (1) is the SES model. (

nS — the smoothed 

value of time n,α —the smoothing constant., 
nx̂ -- the prediction value of time n) SESP, 

the prediction base on exponentially smoothing, its model shows as equation (2)  
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Here, we introduce a sliding time window method to calculate the allowable range 
(threshold) deviation from the prediction value. Denote the current predict value as 

1ˆ +nx (in this paper all variable with a cap means predictive value), the length of sliding 
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time window is L, then sequences covered by sliding window 
is nLnLn xxx ,...,, 21 +−+− . Let 
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Before start, algorithm set the first predict value equal to the first observation 
value, then begin an initialization of time length L. The traffic anomaly detection 
algorithm based on SESP can be described as following pseudo-codes: 

Table 1. Pseudo-codes for Non-periodic Traffic Anomaly Detection 

BEGIN: (1) 1x̂ x1 m  1 

(2) WHILE (m<=L)  
DO { 

←+1ˆmx mm xx ˆ)1( αα −+  

em  )ˆ( 11 ++ − mm xx  

m  m+1} 
(3)  n  L+1 
(4) WHILE (TRUE) 

DO { S  0 
FOR m  1 TO L DO{ 
S S+ em^2  } 

1+nσ = SQRT (S/L) 

nnn xxx
∧

+ −+← )1(ˆ 1 αα  

delta  Abs(
1+nx 1ˆ +nx ) 

RISKLEVEL  0 (Normal) 

IF delta > 8*
1+nσ   

THEN  
RISKLEVEL  1 (High) 

ELSE IF (delta > 5*
1+nσ ) 

THEN  
RISKLEVEL  0.5(Middle) 

ELSE IF (delta >3* 1+nσ ) 

THEN 
RISKLEVEL  0.2(Low) 

IF(RISKLEVEL  0) 
THEN 

Call Alert-Generator (RISKLEVEL) 

←+1nx 1ˆ +nx  

n  n+1} 
END. 

After algorithm initialization, system handles a new coming traffic value as 
following steps: 

a) Calculate MSE, letσ =SQRT (MSE/L) 

b) Predict the moment traffic value:
nnn xxx ˆ)1(ˆ 1 αα −+←+
 

c) Estimate the inequation xi > ix̂ +3σ , if TRUE turn to (d), FALSE turn to (e) 

d) Anomalous handle: replace the anomaly value with the predict value:
nn xx ˆ←  

e) Calculate the current prediction error ei, update the error series, observation series 
and predict series and move the sliding window forward for one step. 

3.3.2   Periodic Traffic: Winters Level Seasonal Exponential Smoothed 
Prediction 

Periodic traffic anomaly detection is different than non-periodic ones. Periodic traffic 
have significant traffic wave in usual time, but they can also be predicted. We use 
Winters Method and level seasonal exponential smoothed prediction (multiplicative 
model). This model decomposes the time series into 2 components: longtime trend 
index T and S. We regard these two indexes related each other, so we choose the 
multiplicative model.  
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The prediction model is: 
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τ : the prediction steps, Tt: trend value predicted by last t-L periods S: seasonal index    
L: period’s number α: smoothing weight (0.05 α 0.3)  γ: Smoothing weight 
(0.5~0.6) 

Before start, we need to assign initial values to T and S.  
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It will wait for 5 periods to get enough information to predict the future data 
profile. The error measurement is the same with equation (3) while the difference is 
that every interval on the data profile of periodic traffic has an error series and the 
series length is 5. 

After algorithm initializaiotn, system will take following measure to detect 
periodic traffic anomalous when a new observation value comes: 

 Calculate the MSE of prediction error based on the past 5 periods: 
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(10) 

 Calculate the degree of current value deviation from the predict 
value nL+i: 

nL+i= |
inLinL xx ++ − ˆ |, if nL+i > 3

iσ , turn to next step 

 If nL+i >8
iσ , High risk, turn to anomaly handle  

 If nL+i >5
iσ , Middle level risk, turn to anomaly handle 

 If nL+i >3
iσ , Low level risk, turn to anomaly handle 

Anomaly handle: replace the current value:
inLinL xx ++ ← ˆ   

 Calculate the trend and seasonal index of current periods as equation 
(6-7): 

3.4   Data Analysis and Result Discussion 

The traffic anomaly algorithm developed in this paper has been tested on real network 
environment. The experiments were conducted on internet backbone. All traffic data 
is collects via ESTABD data center from 20 ISPs (see Fig. 1).  
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3.5   Event Correlation and Monitoring Policy 

As we discussed in 3.2, we can forecast the worm by detecting one or more associated 
events. Based on the table, we find that: the behavior of worm-explosion can be 
observed from one or more associated direct events (protocol-count variables). Each 
worm has its distinct features different than others. Taken worm Adore for example, if 
we have detected traffic anomaly on port (23, 53, 111, 515) and we also detected 
tremendous traffic ascending of secondary events ratio (SYN/FIN), we can say worm 
Adore is flooding. Because most of worm spreading using fast scan method, a lot of 
SYN packet will be generated to probe other hosts online, but many IP address is 
empty or not online or maybe there is no such service on the destination host, their 
will no FIN response, thus ratio (SYN/FIN) will increase tremendously. We define 
ratio (SYN/FIN) as a secondary events to detect the random scanning worms and Dos 
attacks such as SYN flood. By far we can detect the known worms and DDoS attacks 
by correlating alerts based on predefined pattern profiles. Based on knowledge we 
have, we can roughly define the pattern profile of unknown threats, and setup the 
ESTABD to monitor relevant direct and secondary events defined in pattern profile. 

4   Conclusion and Future Works 

In this paper, we present the traffic anomaly detection algorithm and introduce a 
framework design of traffic early-bird system for internet backbone namely 
ESTABD, which based on the previous algorithm.  

ESTABD comprises three components: data center, traffic anomaly detection 
module and event correlation module. Data has been collected into data center from 
data engines deployed in all subnets of ISPs. Traffic anomaly detection module then 
detects anomalies from the data series provided by ESTABD data center. Firstly, we 
divided all traffic into two categories according to the nature of the traffic: periodic 
and non-periodic, it is an improvement to those algorithms generally process on all 
traffic with same data model simultaneously. Time series analysis and statistic 
prediction method are used in algorithm. Secondary, we use Single Exponentially 
Smoothed Prediction method to make prediction for non-periodic traffic while using 
Winters Level Seasonal Exponential Smoothed Prediction method for periodic traffic. 
Our algorithm provides the dynamic thresholds automatically based on the nature of 
history data, it is also an improvement over simple thresholding methods. Data 
analysis from real backbone network supported our algorithm. We studied the 
characteristics of traffic anomalies and come up with the conceptions of direct event 
and secondary event. Our algorithm has a very low cost of computation and does not 
need to maintain all history data in buffer except a fixed length of the sliding window 
for each traffic variable. Finally, we have discussed how to detect known worms and 
Dos attacks by defining the pattern profile of known threats and also provide with a 
practical method to monitor the coming and underlying unknown threats.By now, we 
have finished building the data center, the traffic anomaly detection module and the 
basic event correlation module of ESTABD, and plan to enhance the detection ability 
of traffic anomaly detection module by improve the detection algorithm performance 
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in that: 1) better fitting with the all kinds of network environments; 2) reduce the false 
positive rate. As part of future work, we will improve the detection performance of 
event correlation module towards known threats and provide with an effect early 
warning ability for the subsequent security modules.  
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Abstract. In recent years, requirements for performance evaluation techniques of
a large-scale network have been increasing. However, the conventional network
performance evaluation techniques, such as mathematical modeling and simula-
tion, are suitable for comparatively small-scale networks. Research on parallel
simulation has been actively done in recent years, which might be a possible solu-
tion for simulating a large-scale network. However, since most existing network
simulators are event-driven, parallelization of a network simulator is not easy task.
In this paper, a novel network model division method based on link-to-link traffic
intensity for accelerating parallel simulator of a large-scale network is proposed.
The key ideas of our network model division method are as follows: (1) perform
steady state analysis for the network model that is to be simulated, and estimate
all traffic intensities along links in steady state, (2) repeatedly apply the mini-
mum cut algorithm from graph theory based on the estimated traffic intensities,
so that the simulation model is divided at the link that has little traffic intensities
in steady state.

1 Introduction

In recent years, demand for a technique to evaluate the performance of large-scale net-
works has heightened [1, 2] along with the increasing size and complexity of the Internet.
The Internet today is a best-effort network, and communication quality between ends is
in no way guaranteed. Of course, robustness to some extent has been achieved through
use of dynamic routing like OSPF and BGP even with the current Internet. However, the
Internet itself is indispensable as society’s communication infrastructure, so a technique
to evaluate the performance of large-scale networks is in strong demand to ensure the
reliability, safety, and robustness of networks, to allow future network expandability and
design, and to assess the impact of terrorism and natural disasters.

However, conventional techniques to evaluate the performance of a network such as
numerical analysis techniques and simulation techniques are directed toward relatively
small-scale networks. As an example, queuing theory [3] as has been widely used in
performance evaluation of conventional computer networks is not readily applied to
performance evaluation of the large-scale and complex Internet. When strictly analyzing
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the performance of a network using queuing theory, the number of states for analysis
increases tremendously together with the increase in the number of nodes connected to
the network.

Techniques to approximately analyze interconnected networks like Jackson networks
have been proposed even in queuing theory [3], although the packet arriving at a node is
assumed to be a Poisson arrival. However, TCP/IP, the communication protocol for the
Internet, is a complex, layered communication protocol with a complex traffic control
algorithm and routing algorithm. As an example, the Internet uses various underlying
communication protocols such as Ethernet, FDDI, and ATM, and creation of a rigorous
numerical model of a complex system like this is not possible in realistic terms. Of course,
numerical analysis techniques are extremely advantageous in terms of calculating time,
so their use as a method of complementing other performance evaluation techniques
is vital.

Simulation techniques, as opposed to numerical analysis techniques, allow perfor-
mance evaluation of complex networks [4]. Performance evaluation of medium-scale
networks in particular has become possible through the increasing speeds and capacities
of computers in recent years. However, communication protocols for the Internet are
extremely complex, so massive computer resources are required for simulation of net-
works, and simulation of large-scale networks is still difficult. The majority of network
simulators widely used today simulate behavior at the packet level, so they use an event-
driven architecture. A technique for faster speeds of network simulators operating on a
single computer has also been proposed [5], although a different approach is needed to
simulate a large-scale network.

Research with regard to parallel simulations as technology to allow simulation of
large-scale networks has been conducted in recent years [6, 7, 8]. Construction of rel-
atively inexpensive cluster computers has become easier through the faster speeds and
lower prices of desktop computers and the spread of high-speed network interfaces such
as Gigabit Ethernet. In addition, Grid computing using a wide-area network to integrate
computer resources around the world has also attracted attention. However, the majority
of network simulators have an event-driven architecture, so parallelization of network
simulators is difficult.

Thus, this paper proposes division of a network model based on the traffic volume
between links in order to run a simulation of a large-scale network at high speeds in a
distributed computing environment and evaluate its effectiveness. The basic idea for the
proposed division of a network model is as follows:

(1) Steady state analysis as proposed in the literature [9] would be performed on a net-
work model (simulation model) to simulate, and the traffic volume passing through
links in a steady state would be estimated.

(2) The simulation model would be divided by links with a low traffic volume using the
minimum cut algorithm in the literature [10] based on the estimated traffic volume.

(3) The simulation model would be divided into N portions by repeatedly performing
(1) and (2) so that the total traffic volume passing through nodes would be equal.

The simulation model would be divided into N portions via the aforementioned division
and respective sub-network models would be run on N computers.
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The composition of this paper is as follows. First, Section 2 describes related research
regarding parallel simulation of networks. Section 3 explains division of a network model
based on the traffic volume between links proposed. Section 4 indicates examples of
the proposed division of a network model. In addition, Section 5 describes evaluation
via a simple experiment of how much faster the parallel simulation would be through
the proposed division of a network model. Finally, Section 6 describes this paper’s
conclusions and future topics for research.

2 Related Research

QualNet [11], OPNET [12], and PDNS [13] are typical network simulators that support
parallel simulation. QualNet is a commercial simulator from Scalable Network Tech-
nologies and can be run on a single SMP (Symmetric Multi-Processing) computer [11].
Division (Smart Partitioning) of a simulation model, load dispersion (Load Balancing)
per CPU, and maximized simulation look-ahead (Maximization of Lookahead) are tech-
niques used to increase the speed of parallel simulation. However, it cannot be run on
multiple computers such as cluster computers and cannot be used for simulation of
large-scale networks.

OPNET is a commercial simulator from OPNET Technologies, and it can be run on
a single SMP computer, although it cannot be run on multiple computers like cluster
computers [12]. In addition, parallel simulation is only possible for specific modules
for wireless networks, and the simulator cannot be used for simulation of large-scale
networks.

PDNS [Parallel/Distributed NS] is a network simulator that was developed by the
PADS research group at the Georgia Institute of Technology [13]. PDNS is an extension
of the ns2 simulator [14] as is widely used in performance evaluation of TCP/IP networks
and is run on parallel computers. With PDNS, simulation nodes can be distributed and
run on different computers. As a parallel simulator, however, only extremely limited
features have been implemented. When simply running a simulation of a large-scale
network on multiple computers, simulation speed slows substantially due to overhead
from communication between computers performing the simulation, a problem that has
been pointed out [13]. Accordingly, performing simulation of large-scale networks is
also difficult using PDNS as-is.

3 Division of a Network Model Based on the Traffic Volume
Between Links

An overview of the proposed division of a network model will be explained. Below, the
model of the network as a whole to simulate is called the “network model,” and the models
obtained by division of the network model are called “sub-network models.” First, the
network model to simulate is expressed in a weighted, undirected graph. The graph’s
vertices correspond to nodes (routers or terminals) and edges of the graph correspond
to links between nodes. The traffic volume passing through a link in a steady state is
used as the weight of the graph’s edges. The basic idea is (1) to perform steady state
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analysis as proposed in the literature [9] on a network model (simulation model) to
simulate and estimate the traffic volume passing through links in a steady state, (2) to
divide the simulation model with links with a low traffic volume using a minimum cut
algorithm in the literature [10] based on the estimated traffic volume, and (3) to divide
the simulation model into N portions by repeatedly performing (1) and (2) so that the
total traffic volume passing through nodes would be equal.

Specifically, the traffic volume passing through each link in a steady state is first
derived using steady state analysis proposed in the literature [9] in instances where a
network model to simulate and traffic demands between nodes are given. Moreover,
several potential cuts in the network model are determined using the minimum cut
algorithm proposed in the literature [10]. Of these, the cuts used were those with a
small capacity (traffic volume passing between sub-network models) and simulation
calculation time for two sub-network models (estimated by the total traffic volume in
sub-network models) that is equal to the extent possible.

Next, a division algorithm like that mentioned above is again applied to a network
model of individual sub-network models considered to have the maximum simulation
calculation time. N sub-network models are obtained by repeating division like that
mentioned above N−1 times to have a low traffic volume passing between sub-network
models (i.e., slight overhead in parallel simulation) and to have an equal simulation
calculation time (i.e., the loads on the computers performing the simulation would be
equal) for each sub-network model.

Next, the algorithm for the proposed division of a network model is explained. Preced-
ing an explanation of the algorithm, several forms of notation will be defined. A network
model is thought of as undirected graph G = (V, E). Here, V = {v1, v2, . . . , vn} and
E = {e1, e2, . . . , em}. The weight of an edge (vi, vj) is wi,j . Furthermore, the total
number of divisions of the network model (the number of sub-network models) is N . In
addition, the traffic model used in simulation is denoted by traffic matrixes L = (li,j)
and M = (mi,j). Here, li,j is the transfer rate for UDP traffic from vertex vi to vertex vj

and mi,j is the number of TCP connections from vertex vi to vertex vj . This paper deals
with TCP traffic and UDP traffic to continuously transfer data for the sake of simplicity.

The algorithm for the proposed division of a network model is as follows:

1. Derivation of the traffic volume between links by steady state analysis
Steady state analysis of network model G and traffic matrices L and M are per-
formed, and the traffic volume between links in a steady state is derived. The anal-
ysis technique proposed in the literature [9] is used for steady state analysis of the
network. Thus, throughput for TCP traffic Ti,j in a steady state and throughput for
UDP traffic Li,j are determined. Here, Ti,j and Li,j are throughput for TCP and
UDP traffic passing through an edge (vi, vj) in a steady state.

2. Determination of the weight of the edges wi,j

The weight wi,j of an edge (vi, vj) is defined as follows:

wi,j =
∑

l

∑
m

Cl,mTl,m +
∑

l

∑
m

Dl,mLl,m (1)

Here, if mi,j passes through edge (vi, vj) or edge (vj , vi), Ci,j is 1; otherwise,
it is 0. If, in addition, li,j passes through edge (vi, vj) or edge (vj , vi), Di,j is 1;
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otherwise, it is 0. Thus, weight wi,j means the sum of the throughput for all traffic
passing through edge (vi, vj) and edge (vj , vi) in a steady state.

3. Initialization of the set M of subgraphs
The set of subgraphs obtained by division is initialized via network model G.

M ← {G} (2)

4. Model division using a minimum cut algorithm
The number of divisions of the network model is N . The following process is
performed repeatedly until |M | = N .
(a) A sum of the weights of the edges W (E) from the set M of subgraphs where

the maximum subgraph G′ = (V ′, E′) is selected. The sum of the weights of
the edges W (E) in a weighted, undirected graph G = (V, E) is defined by the
following equation.

W (E) =
∑

(vi,vj)∈E

wi,j (3)

(b) A minimum cut algorithm proposed in the literature [10] is run on weighted,
undirected graph G. Thus, |V ′| − 1 cuts (S, S) are obtained. Here, the cut
capacity is denoted as the n th small cut (Sn, Sn) (1 ≤ n ≤ |V ′| − 1)

(c) Subgraphs with a small cut capacity and equal sum of the weights of the edges
to the extent possible are selected from (Sn, Sn). Specifically, Subgraphs Sn,
Sn are selected so that

|W (Sn)−W (Sn)|
W (Sn) + W (Sn)

≤ α (4)

(α is a constant) is fulfilled and n is a minimum (i.e., a minimum cut capacity).
Then, G′ in the set M for subgraphs is replaced by {Sn, Sn}.

The division of a network model as proposed in this paper has the following charac-
teristics. First, the algorithm for the proposed division is a heuristic algorithm and uses a
minimum cut algorithm in graph theory. In addition, calculations required for simulation
of each sub-network model are estimated by calculating the sum of the weights of all
edges W (E) during division into sub-network models. Thus, calculations required for
simulation of each sub-network model can be expected to be equal, as opposed to division
simply using the traffic volume between links Ti,j and Li,j . The proposed division of a
network model assumes steady, continuous TCP and UDP traffic and cannot handle traf-
fic in bursts. In addition, calculations required for simulation of a sub-network model
are estimated using weight W (E), although validation of this method of estimation
is required.

4 Examples of the Division of a Network Model Proposed

This section indicates examples of the division of a network model proposed. Here,
an example of a network model with 16 nodes and a mean degree of 3 as in Fig. 1 is
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Fig. 1. Example of division of a network
model (before an algorithm is run)
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Fig. 2. Example of division of a network
model (the weight of the edges wi,j is cal-
culated from steady state analysis; the value
for each edge is the traffic volume passing
through a link [Kbyte/s])

used. The bandwidth for each link is a random value from 1 to 100 [Mbits/s], and the
propagation delay for each link is a random value from 10 to 200 [ms]. In addition, the
network model’s number of divisions is N = 4 considering the fact that the simulation
was performed on four parallel computers. Here, results are shown for when 1000 TCP
connections were generated randomly.
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Fig. 3. Example of division of a network
model (divided into two sub-network
models using a minimum cut algorithm.
The cut (S, S) = ({2, 4, 7, 8, 11, 12},

{0, 1, 3, 5, 6, 9, 10, 13, 14, 15}) is applied)
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Fig. 4. Example of division of a network
model (W (S) < W (S), so S =
{0, 1, 3, 5, 6, 9, 10, 13, 14, 15} is further
divided into two sub-network models.
The cut (T, T ) = ({1, 3, 6, 9, 13, 14, 15},

{0, 5, 10}) is applied)
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Fig. 5. Example of division of a network model (W (T ) > W (T ), so T = {1, 3, 6, 9, 13, 14, 15}
is further divided into two sub-network models. The cut (U, U) = ({3, 13, 14}, {1, 6, 9, 15}) is
applied)

With respect to Fig. 1, steady state analysis from the literature [9] is performed,
and the throughput of respective traffic Ti,j and Li,j passing through each link in a
steady state is derived. Based on this, the weight of each edge wi,j is calculated (Fig. 2)
from Eq. (1).

The minimum cut algorithm in the literature [10] is run on the weighted, undirected
graph G′ = (V ′, E′) in Fig. 2, and |V ′| − 1 = 15 cuts (S, S) is obtained. Of these cuts,
those for which the sum of the weight of the edges W (S) and W (S) fulfills Eq. (4)
in subgraphs S and S those with a minimum cut capacity is applied (Fig. 3). In this
example, (S, S) = ({2, 4, 7, 8, 11, 12}, {0, 1, 3, 5, 6, 9, 10, 13, 14, 15}) and the cut is
applied so that the cut capacity will be 21,863 [Kbyte/s], W (S) = 39,598 [Kbyte/s], and
W (S) = 94,944 [Kbyte/s].

In Fig. 3, W (S) < W (S), so S = {0, 1, 3, 5, 6, 9, 10, 13, 14, 15} is further divided
into two sub-network models (Fig. 4). In this example, (T, T ) = ({1, 3, 6, 9, 13, 14, 15},
{0, 5, 10}), and the cut is applied so that the cut capacity will be 12,513 [Kbyte/s], W (T )
= 57,818 [Kbyte/s], and W (T ) = 24,613 [Kbyte/s].

Moreover,N (= 4) sub-network models are obtained by repeating the same procedure.
Here, W (T ) > W (T ), so T = {1, 3, 6, 9, 13, 14, 15} is further divided into two sub-
network models (Fig. 5). In this example, (U,U) = ({3, 13, 14}, {1, 6, 9, 15}), and the
cut is applied so that the cut capacity will be 15,263 [Kbyte/s], W (U) = 15,263 [Kbyte/s],
W (U) = 27,292 [Kbyte/s].

5 Evaluation of the Division of a Network Model Proposed

This section describes evaluation via a simple experiment of how much faster the parallel
simulation would be through the proposed division of a network model. In testing, the
running time for parallel simulation (time from the start of simulation until the simulation
ended) was measured when a network was divided into several sub-network models
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pleting all simulation events (10 nodes, de-
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Fig. 7. Total running time required for com-
pleting all simulation events (100 nodes, de-
gree 2, link bandwidth 1–10 [Mbit/s], link
propagation delay 0.1–100 [ms], and 100
TCP connections)

using the proposed division method and when a network was randomly divided into
sub-network models for balancing the number of nodes in each sub-network model.

In testing, a network model was generated by a random graph of 10 or 100 nodes with
a mean degree of 2. Bandwidth for each link in the network model was a random value
from 1 to 10 or 100 [Mbits/s], and the propagation delay for each link was a random
value from 0.1 to 100 [ms]. In addition, 10 or 100 TCP connections were randomly
generated between nodes. Under these conditions, 10 network models were generated,
and these were respectively evaluated with regard to when the model was divided into
two sub-network models using our proposed division method and when the model was
divided simply so that the number of nodes in sub-network models would be equal.

PDNS [13] version 2.27-v1a was used as a parallel network simulator, and simulation
was performed for 30 [s]. PDNS version 2.27-v1a’s default values were used for the
packet length, TCP parameters, router buffer size, and the like. 8 computers with the
same performance as shown below were used in testing:

– CPU: Pentium III 1,266 MHz
– Memory: 1,024 Mbyte
– Hard disk: 120 Gbyte
– Network: 1 Gbit/s Ethernet
– Operating system: Linux version 2.4.20

Figure 6 shows the total running time required for completing all simulation events
for 10 nodes and 1–100 [Mbit/s] link bandwidth. Figure 7 shows the total running time
required for completing all simulation events for 100 nodes and 1–10 [Mbit/s] link
bandwidth. In these figures, the number of computers running a parallel distributed
simulator is changed as 1, 2, 4, 6, and 8, and the parameter α is as 0.1, 0.2, 0.3, 0.4,
and 0.5. The results with a random division method are labeled as “random”. These
figures show with our proposed division method, the total running time becomes about
78%–96% (Fig. 6) and 78%–94% (Fig. 7) of the case with a random division method,
indicating significant performance improvement with our proposed division method.



On Network Model Division Method Based on Link-to-Link Traffic Intensity 757

6 Conclusions and Future Topics

This paper proposed division of a network model in order to simulate large-scale net-
works in a distributed computing environment at high speeds. The proposed division of
a network model first derived the traffic volume between links through use of steady
state analysis of a network model to simulate. This technique then applies a minimum
cut algorithm from graph theory several times in accordance with the traffic volume
between links in a steady state and divides a network model into N portions.

Various extensions of the division of a network model for faster parallel simulation as
proposed in this paper may be possible in the future. First, this paper dealt with TCP and
UDP traffic where data is continuously transferred. Thus, division of a network model
can be expanded so as to handle TCP traffic to transfer data in bursts. In addition, this
paper dealt with unicast traffic alone, although expansion so as to handle multicast traffic
is needed in order to simulate an actual large-scale network.
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Abstract. A new sampling model for measurement using IP packet 
identification (IPID) on IP network is provided in this paper under a principle of 
PSAMP, a working group of IETF, that a good sampling model should work for 
all purposes of measurement applications at the same time with a simple way. 
In the paper, and a multi-mask sampling model on the identification field can 
not only control sampling precise to 1/65536, but also use different sampling 
parameters among different measurement points. The randomicity and 
coordination of sampled packets can be assured automatically, and both 
network traffic performance and statistical characters are analyzed. 

1   Introduction 

With the rapid development of Internet applications, network behavior problems grow 
quickly and become more and more complex, which makes the study on it a hot focus 
of relative research field now [1]. Network measurement [2] is the foundation of 
network behavior research. Passive measurement is applied to research traffic 
statistics behavior, such as accounting and traffic management. In recent years the 
passive measurement technology is also used in network behavior, such as end-to-end 
network behavior [3] and routing behavior [4] . 

PSAMP [5] suggests sampling model should work for all purposes of measurement 
applications at the same time with a simple way. I. COZZANI [3] used bit pattern 
checksum sampling model for end-to-end QoS in ATM network, and N. DUFFIELD 
[4] analyzed routing behavior with hash function sampling model. Unfortunately, 
without guarantee of randomicity, these two methods couldn’t be used in sampling 
traffic and the statistics behavior analyzing on it. Cheng [6] finds high randomicity of 
bits in IPID and proposes a single-mask sampled model on IPID. But both the single-
mask sampling model and other distributed sampling models face two same problems. 
The first problem is that sampling ratio cannot be controlled arbitrarily, and the 
second problem is that there must control same sampling parameters in distributed 
measured points. Cheng [6] devised a multi-mask sampling model that can control 
sampling ratio to 1/65536, but cannot solve the second problem. 

A new multi-mask sampling coordination model on IPID designed in this paper to 
control sampling precise 1/65536, and use different sampling parameters among 
different measurements points. Sampled packets have both randomicity and 
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coordination with the model. The multi-mask sampling algorithm is on the 
randomicity of IPID. In the following sections, first the single-mask sampling 
measurement model is described. Second, randomicity of IPID is compared by 
NLNAR/PMA monitoring traffic. Third, a multi-mask sampling model proposed in 
this paper, solves the two problems of distributed sampling model. Fourth, the multi-
mask sampling model is compared with other sampling models. Last, the conclusion 
is given out. 

2   Single-Mask Sampling Model on IPID 

Entropy [7], an important concept of information theory, is extended to estimate bit 
randomicity in this paper. Bit Random metric is defined as following. 

Definition 1, Bit Random Metrics, a metric of bit randomicity is represented by the 
ratio between H(b) and Hmax(b). Hmax(b)=1, )()(/)( max bHbHbHE == , 

10 ≤≤ E . A bit is random, while E approaches to 1, and vice versa. Where 
)loglog()( 121020 ppppbH +−= , Hmax(b) = 1. 

Choosing some fixed bits in an IP packet as the measuring sample, coordination 
can be assured simply. Suppose these chosen bits can be proved to assure statistical 
randomicity, they can be used as the sampling mask bits in measured model for traffic 
statistical analysis. If probability whose masking bit appears to 0 or 1 is 0.5 
separately, and these mask bits obey independency identity distributing, then the 
theoretic sampling ratio is equal to 1/2n, where n is the mask length. Actually, it is 
very difficult to assure that each mask bit has equal probability and keep independent 
identity distributing. As Bit Random Metric E approaches to 1, the sampling ratio 
approaches to theoretic one.  

It is easy to assure measuring coordination with the sample model, but randomicity 
can’t be proved by mathematics method, and can only be analyzed from network 
traffic statistically. CERNET backbone traffic is analyzed [6], and a single-mask 
sampling model is established on the IPID field. 

3   Randomicity Comparison of Identification Field  

Cheng [6] has analyzed the IPID randomicity in CERNET backbone. IPID 
randomicity in some other monitors is analyzed as following. 

NLANR is a distributed organization with three parts: application/user support, 
engineering services, measurement and analysis. The Measurement and Network 
Analysis team, located at UCSD/SDSC, conducts performance and flow 
measurements for HPC sites. Two projects form the core of this work group: the 
Passive Measurement and Analysis (PMA) project and the Active Measurement 
Project (AMP). 

PMA establishes many passive measurement Internet data monitors in the HPC 
network. The data measured from AIX and TXS on Sep. 30, 2002, and its data format 
is TSH, whose packet header is 44 bytes length. TSH data format includes both IP 
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header and TCP header of measured packets, so we can obtain the character of 
identification field. Table 1 is the identification statistics in AIX monitor, and Table 2 
is the identification statistics in TXS monitor. The two tables show the identification 
randomicity, and we also find that identification 0 value is larger than 1/65536 of the 
theory value. 

The random metric of IPID bit is larger than 99%. In TXS1, the ratio of IPID 0 is 
11.29%, and that of TXS5 is 7.93%, so their random metric are less than other traffic 
data. The experiment result show that random statistics of identification field is a 
common rule in IP packet network, so the sampling model on the identification field 
can be applied various IP networks. 

Table 1. Measured Traffic in both TXS and AIX Monitors 

Monitor Number Packet 
Number 

IPID Random 
Value 

0 Value of 
IPID 

Ratio of IPID 0 

1 465849 0.9124 52589 11.29  
2 369929 0.9750 9243 2.50  
3 506047 0.9814 11584 2.29  
4 386250 0.9735 11935 3.09  
5 370527 0.9384 29389 7.93  

TXS 

Sum 2098602 0.9632 114740 5.47  
1 632047 0.9830 12679 2.01  
2 626495 0.9804 15279 2.44  
3 405447 0.9754 11213 2.77  
4 322694 0.9729 9177 2.84  

AIX 

Sum 1986683 0.9839 48348 2.43  

4   Distributed Multi-mask Sampling Model 

The Multi-mask sampling model [8] can control the sampling ratio to 1/65536, but 
every monitor must have a same sampling mask at least, so it is very difficult to adjust 
self-sampling ratio. Especially, if many monitors must be coordinated, then many 
interactions between monitors will be appeared to assure a same sampling mask at 
least. 

If we find another multi-mask model, which can solve a problem that measured 
sample of a bigger ratio includes that of a less ratio, then the second problem also be 
solved automatically, and sampling ratio among monitors need not be coordinated. 
We will describe the multi-mask sampling model idea as following. 

A sampling ratio can be decomposed into 1/2a1, 1/2a2, …, 1/2ai , …,1/2an, 

=

=
n

i

airatio
1

2/1 , where ai is the length of a sub-mask. a1, a2, …, an are arranged 

from small to big, and their masks are b1, b2, …,bn. Mask bi is defined as following:  
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bi mask length is ai, from the begin to end of identification field, its offset is 0. Except 
the bits in a1, a2,…, ai-1 positions are set into 0, other bits from 0 to ai positions are set 
into 1. According to the mask definition, the multi-mask sampling algorithm can 
assure that a big sampling ratio sample include a small sampling ratio sample. The 
model will be analyzed as following in detail. 

The positions of less the mask bi, a1, a2,  ai-1 are set into 0, and others positions 
among 0 to ai are set 1, every mask among n sub-masks will not have interaction with 
other sub-mask. If )( ibΩ  is the aggregation of bi mask measured sample, so there are 
equation (1) and (2). 

)1()()( njibb ji ≤≠≤Φ=Ω∩Ω  (1) 

==
Ω=Ω=Ω

n

i
i

n

i
i bbratio

11

)()()(  
(2) 

Second problem is if Aratio >= Bratio, then there is equation (3). 

)()( BratioAratio Ω⊇Ω  (3) 

Sampling ratio Aratio and Bratio can be decomposed into 
=

a

i

ai

1

2/1  and 
=

b

i

bi

1

2/1  

respectively. Due to Aratio => Bratio, while ),1( jiba ii == , 0 <= j <=a, then 

11 ++ < jj ba , or j = b and b < a. If the two sub-masks of both Aratio and Bratio are 

same, then their measured sample on the two sub-masks certainly are same. If all sub-
mask of both Aratio and Bratio are same, and the number of sub-mask in Aratio are 
bigger than that in Bratio, so the sample with Aratio sampling ratio will include the 

sample with Bratio sampling ratio. If 11 ++ < jj ba , the mask of both aj+1 and bj+1 can 

be expressed as equation (4) and (5).  

}}1|0{)(11)(011)(101)(101{_
1161211 +−++ =

jajjj aaaaamask  (4) 

}}1|0{)(1)(11)(011)(101)(101{_
11611211 +−+++ =

jbjjjj babbbbmask  (5) 

Because the front j items are same, so the equation (6) can be obtained.  

11 __ ++ ⊇ jj bmaskamask  (6) 

So the mask from bj+1 will belong to mask_aj+1. 

)1(__ 1 bkj bkjbmaskamask ≤≤+⊇+                             

If Aratio >= Bratio, then sample with Bratio sampling ratio will be included into 
sample with Aratio sampling ratio. So the sample with their minimal sampling ratio 
can be measured in all monitors, and can be applied to analyze the network 
performance.  
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Multi-mask Sampling Algorithm 

Sub-mask i length is mask_length(i), (i=0,length-1),  
length is the number of sub-mask;  
cur_mask = 0; // specify the current mask length.  
for(i=0; i < 16; i ++) 
 {if (identification[i] == 0)  
  {if (i > mask_length(cur_mask))  
    return sampling;        // sample the packet. 
   else if (i < mask_length(cur_mask))  
 return unsampling;   //don’t sample the packet.  
 else if (i = mask_length(cur_mask))  
 {if (cur_mask == length-1)//the end of sub_mask i. 
       return unsampling; //don’t sample the packet.  
 else  
  cur_mask++; //continue the next sampling mask. }}} 

The maximal loop times is 16, so time complexity of the algorithm is O(0), and the 
time complexity is relation to the number of sub-masks. 

For example: 0.356 sampling ratio is compared with 0.41 sampling ratio. 

0.000012452/12/12/12/12/12/12/1356.0 151187542 +++++++=  

0.000011602/12/12/12/12/12/12/12/12/141.0 16141211109532 +++++++++=  

The decomposed error of 0.356 is 0.00001245, and the error of 0.41 is 0.00001160. 
their relative errors are 3.5×10 5 and 2.83×10 5 respectively. Table 2 is the sub-masks 
of both 0.356 and 0.41. The table shows that the second item mask “101” of 0.41 
includes these masks from second item to sixth item of 0.356. 

Table 2. Sub-masks of both 0.356 and 0.41 

Number Mask 
length 

Sampling ratio 
(fraction) 

Sampling ratio 
(decimal fraction) 

Sampling mask 

2 1/22 0.25 11 
4 1/24 0.125 1101 
5 1/25 0.0625 10101 
7 1/27 0.0078125 1101101 
8 1/28 0.00390625 10101101 
11 1/211 0.00048828125 11100101101 

0.356 

15 1/215 0.000030517578125 111101100101101 
2 1/22 0.25 11 
3 1/23 0.125 101 
5 1/25 0.03125 11001 
9 1/29 0.001953125 111101001 
10 1/210 0.0009765625 1011101001 
11 1/211 0.00048828125 10011101001 
12 1/212 0.000244140625 100011101001 
14 1/214 0.00006103515625 11000011101001 

0.41 

16 1/216 0.0000152587890625 1101000011101001 
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5   Comparison of Algorithm Performance 

Threshold algorithm 

Let threshold be F, sampling ratio be p, and the IPID of the passing packet be x, then 
F=65536×p. If 0<x<=F, then the packet is captured, else the packet is lost. The 
threshold algorithm absolute error is 1/65536, and relative error 1/65536*p. If a 
packet of a host is sent, then its IPID is added 1. If its IPID is less than the threshold 
F, then all packets will be captured, and else all packets are lost.  

Modulus Algorithm 

Let modulus be M, sampling ratio be p, if 0 < value mod M <= p*M, then the packet 
will be captured, else the packet is lost. Sampling precise of the modulus algorithm is 
decided by modulus M, whose the least sampling precise is 1/M. All monitors need 
coordinate the same modulus  with the threshold algorithm. 

Randomicity Comparison of Three Sampling Algorithms 

Definition 2: Sampling Random Metric.  Let n+1 events, whose probability is p0, 

p1,…, pn, so sampling entropy H(s) can be defined as 
=

−=
n

i
ii ppsH

0
2log)( . If  n+1 

sampling events have same sampling probability, that is to say p0=p1=…=pn=1/(n+1), 
the sampling entropy value will arrive to maximum, and )1(log)( 2max += nsH , so the 

sampling random metric is defined as E=H(s)/Hmax(s), and 0<=E<=1. The metric can 
be used to evaluate randomicity of sampling algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Error of theory and measured sampling ratio. The result shows that the error of both 
modulus model and multi-mask model is less than the error of threshold model. Due to IPID 
0, the two curves of both modulus model and multi-mask model departure from the axis 
distinctly 
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All packets measured during 60s divides into 100 components. Due to IPID 0 
packets larger than other packets, so the 100 packet components don’t include these 
identification 0 packets. The sampling random metric mean of modulus is equal to 
0.999996, and the sampling random metric mean of threshold is equal to 0.999106. So 
randomicity of the modulus model is larger than that of the threshold model. 

106 packets are analyzed using three sampling model of multi-mask model, 
threshold model, and modulus model, and the error series between theory ratio and 
measured ratio from 1/100 to 99/100 ratio the theory ratio is described in figure 1.  

6   Conclusion 

The sampling measurement on network traffic is a hot focus in network behavior 
research field. After three groups of traffic in CERNET, TXS, and AIX are analyzed, 
we verify that bits in IPID aren’t changed during the transport process and the 
randomicity of them are very high. In this paper, three sampling algorithm on IPID 
are provided, that is the multi-mask sampling model, the threshold sampling model, 
and the modulus sampling model. The sampling randomicity is compared among the 
three sampling model. We find that the multi-mask sampling model has three 
advantages: randomicity, 1/65536 of sampling ratio, and without coordinating the 
sampling parameter among monitors. 

It is very easy also to apply the sampling model in a router or measurer. Because 
IPID isn’t changed while it is transported, so the coordination of sample in distributed 
monitors can be assured, that means the multi-mask sampling model is used not only 
for traffic behavior analysis, but also in network behavior research. 

Acknowledgments 

The project is supported by the National Natural Science Foundation of China under 
grant No. 90104031, and the 973 program of China under grant No. 2003CB314803. 

References 

1. Kevin Thompson, Gregory J. Miller, and Rick Wilder, Wide-Area Internet Traffic Patterns 
and Characteristics (Extended Version), IEEE Network, November/December 1997. 

2. CAIDA Homepage, http://www.caida.org. November 2004. 
3. Cozzani, I.; Giordano, S, A passive test and measurement system: traffic sampling for QoS 

evaluation, Global Telecommunications Conference, 1998. GLOBECOM 1998. The 
Bridge to Global Integration. IEEE , Page(s): 1236 –1241, Volume: 2 , 1998  

4. Nick Duffield, Matthias Grossglauser. Trajectory sampling for direct traffic observation 
[J]. IEEE/ACM Transactions on Networking, June 2001, Vol. 9, No. 3: 280-292. 

5. Packet Sampling (psamp) Bof, Minutes of the Packet Sampling (PSAMP) BOF IETF 53, 
Minneapolis, Tuesday March 19, 2002; 9:00-11:30, http://www.ietf.org/proceedings/ 
02mar/164.htm 



 Network Traffic Sampling Model on Packet Identification 765 

 

6. Cheng Guang, Gong Jian, Ding Wei, A Traffic Sampling Model for Measurement Using 
Packet Identification, ICON 2002. Proceedings 10th IEEE International Conference on 
Networks, in Singapore, pp 409-413, August 27-30, 2002. 

7. Jin Zhenyu, Information Theory, Beijing University of Science and Technology Press, pp: 
11 - 47, 1991.12, BeiJing. (in Chinese) 

8. Cheng guang, Research on Traffic Sampling Measurement and Behavior Analysis in 
Large-Scale High Speed IP Networks, Ph.D. dissertation Southeast University, 2003, pp: 
24-44. (in Chinese) 



 

P. Lorenz and P. Dini (Eds.): ICN 2005, LNCS 3420, pp. 766–773, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

An Admission Control and Deployment Optimization 
Algorithm for an Implemented Distributed Bandwidth 

Broker in a Simulation Environment 

Christos Bouras and Dimitris Primpas 

Research Academic Computer Technology Institute,  
61 Riga Feraiou Str., 26221 Patras, Greece 

Department of Computer Engineering and Informatics, 
University of Patras, 26500 Rion, Patras, Greece 

Tel: +30-2610-{960375, 960316} Fax: +30-2610-960358 
{bouras, primpas}@cti.gr 

Abstract. This paper describes and tests a distributed bandwidth broker that has 
been implemented in NS simulator. It focuses on the admission control 
algorithm, its advantages and drawbacks. Also, the bandwidth broker is tested, 
managing the IP Premium service and we compare 2 different implementations 
of the service. Finally it approaches the problem of the optimal location of a 
bandwidth broker in a backbone network. For this purpose, a new model is 
proposed that evaluates each node and finally selects the most capable node 
where the base bandwidth broker should be located. 

1   Introduction 

A bandwidth broker [ 1][ 2] is an entity that operates in a backbone network and is 
responsible to manage QoS service. Actually, it receives demands for bandwidth 
allocation; it processes them and decides if it can satisfy them. In case that the answer 
is positive, the bandwidth broker configures the network devices (routers, switches 
etc) to provide the bandwidth guarantees. This area is a widely open research issue, 
where several research team works on. There are many scientific papers on this area, 
where several architectures and algorithms have been presented [ 4][ 5][ 6][ 7]. 

We have implemented such a bandwidth broker in a simulation environment. The 
bandwidth broker as it has been implemented follows a generic architecture and is 
consisted of various modules. Those modules are: an admission control module that 
also contains a decision module, which describes the algorithm that runs in order to 
check each request. Additionally, the admission control module has a second module 
that stores all the necessary information for bandwidth broker’s operation and also 
updates them whenever it is necessary. Besides, there is a module that is available to 
end users to make their requests. Finally, the implemented bandwidth broker has a 
module that describes the QoS service that it supports (classification, queue and 
scheduling algorithms etc) and it configures the network devices accordingly in each 
accepted demand. The bandwidth broker has been implemented using an independent 
implementation of each module and now it will be tested in order to evaluate its 
performance. 
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The rest of the paper is organized as follows: Section 2 has a description of the 
implemented bandwidth broker focusing on the admission control algorithm. Section 
3 presents the QoS service that the bandwidth broker manages and describes the 
simulation tests that we performed, comparing 2 alternative implementations of the 
same IP Premium QoS service (using different queue management mechanisms). 
Next, section 4 approaches the problem of the selection of the optimal node to host 
the bandwidth broker where we propose a new model that selects the best node using 
various criteria. Finally, section 5 describes our conclusions as well as the future work 
that we intend to do on this area. 

2   Bandwidth Broker Implementation in NS Simulator 

Simulation has always been a valuable tool for experimentation and validation of 
models, architectures and mechanisms in the field of networking. It provides an easy 
way to test various solutions in order to evaluate their performance without needing a 
real network dedicated for experiments. In our case, a bandwidth broker has been 
implemented and tested on simulation environment (NS-2 [ 12]) in order to evaluate 
its performance characteristics and its used mechanisms.  

The implemented bandwidth broker [ 11] on NS-2 followed the classic 
architecture of a bandwidth broker. The implementation required several changes 
and additions in the NS structure and source code. In particular, the bandwidth 
broker that was implemented is based on two new agents, the Edge Bandwidth 
Broker (BBedgeAgent) and the Base Bandwidth Broker (BBbaseAgent). 
BBbaseAgent creates BBB packets and consumes BBE packets created by the 
BBedgeAgent. BBedgeAgent creates BBE packets and consumes BBB packets 
created by the BBbaseAgent. A BBedgeAgent, which represents a client (user) can 
send a RAR requesting guaranteed bandwidth between the node it is running and 
another node The BBedgeAgent that exists on every node simulates a situation 
where a BB client is connected to a router on a real network. This agent operates as 
client that makes the communication with the base BB and updates its local router 
with the configuration modifications according to new admissions. In our case, this 
agent also stores data regarding the adjacent nodes of the node and communicates 
with the base BB every time the base BB needs this information. So, the architecture 
is somewhat distributed as some information is stored locally on every “client” and 
not centrally on the base BB. 

2.1   The Admission Control Algorithm 

A very important module in a bandwidth broker is the admission control. There are 
several algorithms that has been proposed for efficient admission of requests 
[ 8][ 9][ 10]. But in our case, where the operation is distributed, we designed and 
implemented a simple distributed admission control algorithm, where the base 
bandwidth broker agent runs only the main part of the algorithm, in order to ensure 
the coordination and the proper whole operation. 
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The system’s operation begins when an Edge Bandwidth Broker makes a request 
asking guaranteed bandwidth of x bps from the node it is running to some other 
network node. Then, the Base Bandwidth Broker begins to serve the request by 
running the admission control. It searches the routing tables to find the next hop from 
the node n0 that made the request to the other end-node nk. Then, the Base Bandwidth 
Broker sends a query to the Edge Bandwidth Broker that runs on node n0 asking if 
there is available bandwidth between the nodes n0 and n1. If the answer is positive, 
the Base Bandwidth Broker finds the next hop n2 from node n1 to node nk and sends 
a query to node n1 asking if there is available bandwidth between the nodes n1 and 
n2. If all the answers are positive, this procedure continues until node nk is reached. 
This means that there exists available bandwidth from node n0 to node nk and the 
Base Bandwidth Broker will send a positive answer to the Edge Bandwidth Broker 
that made the request so that node n0 is notified that it is allowed to begin sending 
data. The procedure will be completed after the Base Bandwidth Broker sends to all 
the Edge Bandwidth Brokers that lay on the path n0,n1,…,nk, messages informing 
them to reduce by x bps the available bandwidth to the links that lay on the path. In 
case one of the Edge Bandwidth Brokers sends a negative answer, because there is not 
sufficient available bandwidth on a link, the Base Bandwidth Broker sends a negative 
answer to the node that made the initial request and the procedure ends there. 

Sequentially, after the successful admission of a new request, the bandwidth 
broker should run the resource allocation module that configures properly the 
backbone routers across the path to provide the admitted guarantees. 

2.2   Advantages and Disadvantages of Admission Control Algorithm 

The implemented admission control algorithm has many advantages and some 
drawbacks. In particular, this module (admission control) is operated distributed, as 
parts of this algorithm run in the clients and a part and the basic synchronization in 
the base agent. Also, this admission control algorithm only needs simple data 
structures in the base and edge bandwidth broker agents. Each edge bandwidth broker 
must store information only for its links that manages. Initially, this information is the 
maximum bandwidth of the link that is available for the QoS service and the reserved 
bandwidth. The maximum available bandwidth for reservation on the link is 
determined by the network dimensioning. On the other hand, the base bandwidth 
broker agent needs to store more information as the nodes that are managed by the 
bandwidth broker, the links that each node manages and some data structures that 
should be used during the processing of every request. The nodes that participate in 
the bandwidth broker operation can be stored using only an array that should be 
updated each time a node introduce itself in the bandwidth broker operation or delete 
itself from the bandwidth broker. Also, this makes the algorithm highly extensible due 
to the fact that the necessary information for a new node and link is stored locally (in 
the client agent) and therefore, the bandwidth broker operation can cover new nodes 
simply when the new node (client agent) introduce itself by an appropriate message. 
Finally, during the process of every request, the base bandwidth broker has access to 
network modules, as the routing tables (routing information) and uses temporarily (for 
the process of each specific request) some information from there.  
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The drawback of this algorithm is that is works based on the current routing 
schema and does not provides any kind of load balancing that might be necessary 
when it operates in a large backbone network. In particular, the base bandwidth 
broker uses the classic OSPF routing protocol that is configured normally (uses the 
classic Dijstra algorithm that calculates the minimum path without using costs for the 
edges). Therefore, this module might lead to rejection of requests in case that the 
basic minimum path is full and alternative paths are not taken into account. This 
problem can be solved by running an optimization algorithm when the network 
approaches such situations. This optimization algorithm can run additionally in 
bandwidth broker’s operation, reconfigure periodically the admitted requests and 
examine again the rejected requests searching for alternative paths. Such an 
optimization algorithm is in our future plans to implement. The basic idea of the 
algorithm is to reroute some of the admitted requests from alternative routing paths, 
when of course the guaranteed bandwidth and delay characteristics are satisfied.  

Also, the admission control algorithm exchanges many packets of 64 bytes (from 
the base bandwidth broker agent to the edge bandwidth broker agents and vice versa) 
that are crucial for the whole operation. These packets use TCP transport protocol and 
therefore their transmission is as secure as possible. Also the packets have been 
marked appropriately to use the high priority QoS service in order to achieve 
minimum delay and jitter and therefore accelerate the whole operation of the 
bandwidth broker. The general responding time of the admission control module 
depends on the request parameters (how far in the topology is the 2 edge nodes of the 
request) and also on the location of the base bandwidth broker as it coordinates the 
whole operation. Therefore, in cases where the base bandwidth broker is located on a 
node that is included in the routing path between the 2 nodes, the packets that should 
be exchanged traverse less links and the processing time is reduced accordingly. This 
problem, of the most suitable location of the base bandwidth broker (in that 
distributed operation), is approaches in section 4, where we propose a model that can 
select the node that should host it. 

3   Description and Testing of Bandwidth Broker’s QoS Service 

The implemented bandwidth broker manages a QoS service (the IP Premium) that 
tries to provide bandwidth guarantees as well as minimum delay and jitter. The 
original ns-2.26 [ 12] functionality supports a limited number of features for packet 
classification and queue management, therefore, we have already enhanced the 
simulator with additional functionality [ 3][ 13] in order to simulate the IP premium 
service’s operation. In particular, the classification is done using the DSCP field of 
the IP header and also we implemented the Modified Deficit Round Robin Scheduling 
Algorithm (MDRR) [ 3] and changed the whole queue management mechanism to 
enqueue packets based on DSCP. The QoS service, as it has been implemented, 
classifies the packets for each class that has been admitted by the bandwidth broker 
with DSCP value 46. Then, when the packets are inserted in the network, we apply 
strict token bucket policy in order to be sure that the transmitted rate agrees with the 
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admitted rate. Next, on all the network nodes, the queue management mechanism is 
properly configured. The used queue management mechanism is a high priority queue 
on every node that is used for all the admitted traffic classes. Additionally, instead of 
priority queueing, the MDRR mechanism can be used.  

 

 

Fig. 1. The network topology 

We conducted several tests aiming to evaluate the bandwidth broker’s operation 
when the QoS service (IP Premium) is implemented using the Priority queueing 
mechanism first and after the MDRR. The topology that was used for those 
experiments is presented in Fig. 1. Each router has an edge client operating locally 
and also the middle one also contains the base bandwidth broker agent.  

3.1   Testing the BB Using the Priority Queueing Algorithm 

The bandwidth broker has been configured to manage the IP Premium QoS service, 
implemented using the priority Queueing as the queue scheduling algorithm. In this 
case, we performed a set of tests to investigate the operation and finally the 
guarantees that can provide. For this purpose, the measures that are performed are 
concentrated on the achieved throughput, delay and jitter. Therefore, we simulated the 
scenario were the backbone links are all 10Mbps and the bandwidth broker manages 
2Mbps on each link for QoS requests. At this point, 2 sources requested 1Mbps and 
800Kbps respectively and were successfully admitted by the network as the total 
bandwidth was available. Finally, the throughput that the 2 flows experienced was 
exactly the requested and the packet’s delay was extremely low. 
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Fig. 2. Throughput and Delay using the IP Premium service with Priority Queuing 

3.2   Testing the BB Using the MDRR Algorithm 

The MDRR is an alternative queue scheduling mechanism that can provide various 
operations as it has many characteristics. The bandwidth broker has been tested to 
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evaluate the operation of the IP Premium QoS service using MDRR. The topology that 
was used is again the topology presented in Fig. 1 and the measurements also focus on 
the achieved throughput, delay and jitter. The final results are the same as in Priority 
Queuing for the throughput but the delay was measured a little lower as Fig. 3 shows.  
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Fig. 3. Delay using the IP Premium service with MDRR 

Comparing the results from the experiments with the two mechanisms, it is 
obvious that the bandwidth broker manages very well the IP Premium service that 
provides the absolute guarantees either with MDRR either with Priority Queueing. 
The only noticeable difference is that the delay is a little bit smaller when the IP 
Premium service is provided using the MDRR mechanism. In order to take a decision 
about the implementation of the IP Premium service and next test it in a backbone 
network, we should take into account other advantages of the above mechanisms. In 
this case, the MDRR mechanism seems more powerful than Priority Queueing, due to 
the fact that except from a high (strict) priority queue, it can support many other 
queues that can guarantee specific bandwidth (without delay and jitter guarantees).  

4   Optimization of Bandwidth Broker’s Operation in a Backbone 
Network 

A very important point in the operation of a bandwidth broker is to decide which node 
should host the base bandwidth broker agent. This decision is more crucial for the 
efficient operation of the implemented bandwidth broker, when the operation is 
distributed and the base bandwidth broker agent communicates with all the clients 
collecting information from the processes that are executed there. In addition, the 
selection of the location of the base bandwidth broker agent should also take into 
account the traffic that pass through each node, the importance of each node etc. For 
this reason, we tried to approach this problem by creating a model that evaluate each 
node and the adjacent links and according to the weights tries to find the best node to 
locate the base bandwidth broker. In other words, the problem is to find the root of the 
graph, where the root is the most important node in the network and most of the 
packets for the operation of the bandwidth broker will reach it quickly, without 
passing many links. 
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This model uses 6 criteria to evaluate the importance of each node in the network 
operation that are: 

• Users. It represents the number of sub-networks and therefore the number of the 
users that are connected in this node. 

• Node equipment. This criterion approaches the capabilities of the specific node. In 
particular, the grade for this arises from the evaluation of the technology of the 
routers and the technology and capacity of the backbone links on this router. 

• Adjacent nodes. This criterion specifies the importance of the node, taking into 
account the number of backbone links that are connected on this router. 

• Servers. Each node is evaluated by the number of the servers that are connected on 
it and runs critical and famous services of the network. Except from servers, they 
can be GRID clusters, VoIP gateways, gatekeepers or any other machine that 
implies that there is strong possibility for many requests targeted in this node. 

• Routing. In this case, the node is evaluated for its importance in the whole routing 
in the network. 

• Interconnection. Finally, the last criterion is used for the condition that this node is 
an interconnection point with a bigger backbone network and therefore there will 
be requests from the adjacent bandwidth broker. 

Each criterion should be evaluated in the scale from 1 to 10. The evaluation 
should be done in the same time for all the nodes and the gradation in each one should 
be analogical. Finally, the weight of each node arises as the sum of all the criteria. In 
case that there are 2 or more nodes with the same weight, the criteria are taken into 
account with the following order: Routing, Interconnection, Servers. 

Next, for each node, we create the “routing” graph for this node to all the others in 
the network. In particular, we place each node as root and we create all the paths to all 
the other nodes, using the network’s routing scheme. Therefore, there are N graphs 
(where N is the number of nodes in the network) that should be examined. Then, we 
define a new metric for every node, called “special-weight” of node that arises as the 
weight of this node (that was produced by the above criteria) multiplied with its depth 
in the graph. In this case, the root of each node has “special-weight” equal to 0. Next, 
the “special-weight” of the whole graph is the sum of the “special-weight” of all of its 
nodes. Finally, the problem is to find the graph that has the minimum “special-
weight”. We run this model for all the nodes, we create all the N graphs and calculate 
the “special-weight” for each one. Then, we select the graph that has the minimum 
calculated “special-weight” and the node that is graph’s root is the node that must 
host the base bandwidth broker.  

5   Conclusions – Future Work 

This paper deals with the Bandwidth broker idea and its operation. It focuses on the 
distributed admission control algorithm that we implemented, mentioning the 
advantages and drawbacks that we noticed. Also, the paper describes the IP Premium 
QoS service that the bandwidth broker manages, which we tested with 2 alternative 
implementations, using the Priority Queuing and the Modified Deficit Round Robin. 



 An Admission Control and Deployment Optimization Algorithm 773 

 

The results showed similar behaviour for both mechanisms and also both achieved the 
requested guarantees. Finally, we tried to approach the operation of a distributed 
bandwidth broker in a backbone network where there is specific routing schema and 
also the nodes have different importance (due to the sub networks and the services 
that they run). There, the most crucial problem that we faced is where the base 
bandwidth broker should be located, as it affects the efficiency of its operation. 
Therefore, we propose a model that evaluates the importance of each node, taken into 
account several parameters and finally select the most suitable node to host the 
bandwidth broker. 

The simulation tests as well as the algorithms that we propose indicated some 
points for further investigation. Therefore, we have plans for future work that mainly 
focuses on the simulation and mathematical evaluation of the proposed “host 
selection” model in order to optimize it. Also, we plan to study and implement an 
optimization algorithm that will extend the existing admission control algorithm, in 
order to provide load balancing. 
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Abstract. With Voice over IP (VoIP) emerging as a viable alternative to the tradi-
tional circuit-switched telephony, it is vital that the two are able to intercommuni-
cate. To this end, the IETF Signaling Transport (SIGTRAN) group has defined an
architecture for seamless transportation of SS7 signaling traffic between a VoIP
network and a traditional telecom network. However, at present, it is unclear if
the SIGTRAN architecture will, in reality, meet the SS7 requirements, especially
the stringent availability requirements. The SCTP transport protocol is one of the
core components of the SIGTRAN architecture, and its failover mechanism is one
of the most important availability mechanisms of SIGTRAN. This paper studies
the impact of traffic load on the SCTP failover performance in an M3UA-based
SIGTRAN network. The paper shows that cross traffic, especially bursty cross traf-
fic such as SS7 signaling traffic, could indeed significantly deteriorate the SCTP
failover performance. Furthermore the paper stresses the importance of configur-
ing routers in a SIGTRAN network with relatively small queues. For example, in
tests with bursty cross traffic, and with router queues twice the bandwidth-delay
product, failover times were measured which were more than 50% longer than
what was measured with no cross traffic at all. Furthermore, the paper also iden-
tifies some properties of the SCTP failover mechanism that could, in some cases,
significantly degrade its performance.

1 Introduction

Since Voice over IP (VoIP) roared into prominence during the latter part of the 1990s,
the idea of a converged network based on IP technology for voice, video, and data has
gained strong momentum. However, in spite of all prospective advantages with IP it
would be naive to think that the transition from the traditional circuit-switched network
to IP would happen overnight.

In light of this, the IETF Signaling Transport (SIGTRAN) working group has defined
an architecture, the SIGTRAN architecture [1], for seamless Signaling System #7 (SS7)
signaling betweenVoIP and the traditional telecom network. The SIGTRAN architecture
essentially comprises two components: a new IP transport protocol, the Stream Control
Transmission Protocol (SCTP) [2], specifically designed for signaling traffic; and an
adaptation sublayer. The adaptation sublayer shields SS7 from SCTP and IP, and de-
pending on how much of the SS7 stack is run atop SCTP, different adaptation protocols
are used. Examples of adaptation protocols include: M2PA [3] for adaptation of the SS7
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MTP-L3 [4] protocol to IP, and M3UA [5] for adaptation of SCCP [6] and user part
protocols such as ISUP [7].

It is widely recognized that to gain user acceptance, the SIGTRAN architecture
has to perform comparable to the traditional circuit-switched telecom network [8]. In
particular, it has to provide the same level of availability as a traditional SS7 network.
Considering that ITU-T prescribes an availability level of 99.9988% [9], i.e., no more
than 10 minutes downtime per year, and that many telecom networks have an even higher
availability level [10], this is indeed a great challenge.

To meet the stringent requirements of SS7, several availability mechanisms have
been included in the SIGTRAN architecture of which the SCTP failover mechanism is
one of the more important ones – if not the most important one. It corresponds with
the MTP-L3 changeover procedure, and enables rapid re-routing of traffic from a failed
signaling route within a SIGTRAN network. In particular, the SCTP failover mechanism
constitutes part of SCTPs multi-homing support.

Although, the SCTP failover mechanism plays a key role in the availability support
of the SIGTRAN architecture, very few results are available on its actual performance
in this context. Jungmaier et al. [11] have studied the SCTP failover performance in an
M2PA-based network, and showed that it only meets ITU-T requirements provided it is
configured very aggressively, and provided the network path propagation delays are very
short. A similar result was also obtained by Grinnemo et al. [12] when they performed
measurements on SCTP failover performance in an M3UA-based network.

Both the study in [11] and in [12] took place in unloaded networks, i.e., under quite
unrealistic conditions. This paper advances the work in [12], and partly the work in [11],
by studying the impact of traffic load on the SCTP failover performance in an M3UA-
based SIGTRAN network. The main contribution of the paper is that it demonstrates that
cross traffic, especially bursty cross traffic such as SS7 signaling traffic, could indeed
significantly deteriorate the SCTP failover performance. Furthermore, the paper stresses
the importance to keep the router queues in a SIGTRAN network relatively small. In fact,
the paper shows that bursty traffic in combination with ill-dimensioned router queues
may well cause the SCTP failover mechanism to not comply with the ITU-T requirement
on the MTP-L3 changeover procedure [9]. Furthermore, the paper identifies some issues
regarding the design of the SCTP failover mechanism which in some cases negatively
affect the failover performance.

The remainder of the paper is organized as follows. Section 2 gives a brief descrip-
tion of the SCTP failover mechanism. Then, in Section 3 follows a description of the
design and execution of the experiment that underlies our study. Next, in Section 4, we
elaborate on the results of the experiment. Finally, in Section 5, the paper ends with
some concluding remarks and words on future work.

2 Failovers in SCTP

While IP networks have many virtues, high availability and reliability have traditionally
not been seen as two of them. Unlike circuit-switched paths, which exhibit changeover
and failover times on the order of milliseconds, measurements show that it may take
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Fig. 1. Failover scenario between two dual-homed signaling endpoints

well over ten seconds before the routers in the Internet reach a consistent view after a
path failure [13] – in other words, too long for delay-sensitive SS7 signaling traffic.

In the SIGTRAN architecture, the unsuitability of IP for high-availability routing
of SS7 signaling messages is addressed through various redundancy mechanisms at the
transport and adaptation layers. As previously mentioned, one of the most important
network redundancy mechanisms in SIGTRAN is the SCTP failover mechanism.

An example of how the SCTP failover mechanism works is illustrated in Figure 1.
In this example, we have an SCTP connection, a so-called association, between two
signaling endpoints: SEP-A and SEP-B. The association comprises two routing paths:
path #1 and path #2. Since SCTP does not support load-sharing, one path in an association
is always designated the primary path and is the path on which signaling traffic is
normally sent. The remaining paths, if any, become backup or alternate paths. In our
example, path #1 is the primary path and path #2 an alternate path.

SCTP continuously monitors reachability on the primary and alternate paths – on
an active primary path SCTP probes for reachability using the transferred data packets
themselves, and on idle alternate paths specific heartbeat packets are used. Furthermore,
for each path (actually network destination), SCTP keeps an error counter that counts
the number of consecutively missed acknowledgements to data or heartbeat packets. A
path is considered unreachable when the error counter of the path exceeds the value of
the SCTP parameter Path.Max.Retrans. In the remaining discussion, it is assumed
that the SCTP stacks at SEP-A and SEP-B are configured with Path.Max.Retrans
set to 2.

As follows from the time line in Figure 1, a failure occurs on the primary path at
time t1. At that time, the SCTP retransmission timeout (RTO) variable is assumed to be
240 ms, and it is assumed that there are outstanding traffic. Thus, at t2 ≤ t1 + 240 ms,
the SCTP retransmission timer, T3-rtx, expires and a timeout occurs; an SCTP packet
worth of outstanding data is retransmitted on the alternate path, and the error counter of
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the primary path is incremented by one. Furthermore, the RTO variable is backed off,
or more precisely

RTO ← min {max (2×RTOcur, RTOmin) , RTOmax} , (1)

where RTOcur denotes the current value of the RTO variable, and RTOmin and
RTOmax are SCTP parameters that limit the range of the RTO variable. Here, it is
assumed that RTOmin is set to 80 ms and RTOmax to 250 ms.

At time t3, new data is sent out on the primary path, and the T3-rtx timer is restarted
with the value of the updated RTO variable. The flow of events that occurred at times t2
and t3 are repeated at times t4 and t5. When time t6 is reached, the error counter of the
primary path becomes 3, i.e., greater than Path.Max.Retrans, and SCTP considers
the path failed and starts sending new data onto the alternate path. In other words, the
failover concludes.

3 Methodology

To be able to study the impact of traffic load on the SCTP failover performance, we
considered the network scenario depicted in Figure 2.

In this scenario, two M3UA users at signaling endpoints SEP1 and SEP2 were en-
gaged in a signaling session over a SIGTRAN network with varying degrees of traffic
load. The session took place over a multi-path association with one primary and one al-
ternate path. Initially, all signaling traffic in the M3UA session was routed on the primary
path. However, 30 s into the signaling session a failure occurred on the primary path. As
a result, the signaling traffic was re-routed from the primary to the alternate path. The
network scenario ended when 90 s had elapsed from the time of the path failure.

The network scenario in Figure 2 was modeled using the experiment setup illustrated
in Figure 3. The M3UA session between SEP1 and SEP2 was modeled as a constant bit
rate flow of 200 Kbps. Although it could be argued that a constant bit rate flow is not a
particularly realistic model of actual SS7 traffic [14], a more realistic model would make

Fig. 2. Studied network scenario
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Fig. 3. Experiment setup

Table 1. Cross Traffic Characteristics

Name Burst Size (KBytes) Inter-Burst Gap (ms)

CT-NONE 0 0
CT-LOW 4 200
CT-MEDIUM 8 100
CT-HIGH 16 50

it much more difficult to measure the failover times. Particularly, introducing randomness
in the traffic generation at SEP1 would render it difficult to establish the start times of
the failovers.

The cross traffic comprised single SCTP flows between SEP3 and SEP4, and SEP5
and SEP6. Since the SS7 traffic in future dedicated SIGTRAN networks will presumably
be bursty [14, 15], the cross traffic was generated as bursty flows. Tests were run for a
range of cross traffic flows representing a spectrum of traffic loads with different degrees
of burstiness. Specifically, tests were run with cross traffic flows having burst sizes and
inter-burst gaps as listed in Table 1. It should be noted that CT-NONE denotes no cross
traffic at all, and that the CT-HIGH cross traffic case actually meant that the SEP1 source
application did not impose any limits on the SCTP transmission rate.

To be able to study the impact of queueing delay on the SCTP failover performance,
tests were run with three different router queue sizes: 3 Kbytes (approximately half the
bandwidth-delay product), 6 KBytes (approximately the same as the bandwidth-delay
product), and 13 KBytes (approximately twice the bandwidth-delay product). These
queue sizes were selected with the intent to model the router configurations found in
both controlled, delay-sensitive, networks, and uncontrolled networks.

The SCTP stacks at SEP1 and SEP2 were configured to meet the ITU-T requirements
on the MTP-L3 changeover procedure [9], i.e., according to the findings in [11, 12]. More
precisely, they were configured as shown in Table 2, with the remaining parameters set as
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Table 2. SCTP configuration

Parameter Setting

RTOinit 250 ms
RTOmin 80 ms
RTOmax 250 ms
Path.Max.Retrans 2
SACK timer 40 ms

recommended in RFC 2960 [2]. The SCTP stacks at the remaining SEPs were configured
in accordance with RFC 2960.

Tests were run for all combinations of cross traffic and router queue sizes, giving a
total of 12 tests. Furthermore, to obtain statistical validity each test was repeated 40 times.

4 Results

The SCTP failover performance was evaluated in terms of two metrics: the failover time
experienced by the SEP1 source application, and the maximum Message Signal Unit
(MSU) transfer time measured during failover in the M3UA session between SEP1 and
SEP2. As estimates of the failover times and the max. MSU transfer times in the tests,
the sample means were used.

Figure 4 summarizes the result of our experiment. In Figure 4 (a), it is shown how
the SCTP failover time was affected by increasing traffic load at different router queue
sizes, while Figure 4 (b) shows the same relationship for the max. MSU transfer time.
The error bars depict the 99% confidence intervals, and the lines connecting the mean
failover times and max. MSU transfer times are only supplied as a visualization aid.
Specifically, these lines are only included to help visualize the trends.

As follows from Figure 4, the deteriorating effect of the cross traffic on the failover
performance increased with increased traffic load and router queue size. When the
Router1 queue was only 3 KBytes, the cross traffic did not inflict significantly on the
failover and max. MSU transfer times. However, as the queue size was increased, the
effect of the cross traffic became more and more apparent. Thus, when the Router1
queue was 13 KBytes, the CT-HIGH cross traffic increased the failover time with more
than 50% and the max. MSU transfer time with almost 40% as compared with no cross
traffic at all.

The reason to the increased failover and max. MSU transfer times was the queueing
delays that arose at Router1 when the router queue was fairly large, and when the cross
traffic was bursty (i.e., when the short-term bandwidth requirement of the cross traffic
sometimes exceeded the bandwidth capacity of the primary path). As a matter of fact, in
previous tests with the same test flow, but with constant bit rate cross traffic, it was found
that the traffic load had no significant impact on the failover performance provided it
was less than the path capacity.

Another observation worth making concerns the SCTP failover times with regards
to the requirement of ITU-T on the MTP-L3 changeover procedure [9]. To comply with
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Fig. 5. Management of the T3-rtx timer during failover

this requirement, the SCTP failover times should be no more than 800 ms. However, as
follows from Figure 4, this requirement was only fulfilled in those cases the Router1
queue was relatively small (3 KBytes or 6 Kbytes). In the tests with a router queue of
13 KBytes or twice the bandwidth-delay product (to our knowledge a quite common
configuration [16]), the failover times averaged well above 850 ms at medium (CT-
MEDIUM) and high (CT-HIGH) traffic loads.

Interestingly, in all tests, the measured failover times were significantly larger than
what could be expected given the RTOs. However, the discrepancy was larger with larger
traffic loads and router queues. Consider, for example, the test with a 13 KByte Router1
queue and the CT-HIGH cross traffic. When this test was re-ran with tracing on the
RTO, the RTO at the time of the path failure, RTOt, was measured to 240 ms. Only
considering the timeout periods, this gives us a theoretical failover time of 240 ms +
250 ms + 250 ms = 740ms (see Section 2). However, the measured failover time was
920 ms, or 180 ms larger than our estimate.

The reason to this discrepancy turned out to be substantial delays between the ex-
piration of the T3-rtx timer and its restart during the failover (see Figure 5). When a
timeout occurred, the SCTP congestion window at SEP1 was reduced to 1 Maximum
Transmission Unit (MTU). As a result, no packets were sent out on the primary path,
and the T3-rtx timer was not restarted, until the amount of outstanding data went below
1 MTU. This meant, as shown in Figure 5, an extra delay (apart from the timeout delay)
of about 80 ms at each timeout event.

Although, an extra delay of 80 ms at each timeout during a failover has to be consid-
ered as a quite large delay in this context (SS7 signaling), even larger delays could be
expected in real-world SIGTRAN networks. Specifically, it could take several transmis-
sion rounds before the T3-rtx timer of the primary path is restarted again after a timeout
in cases with large amounts of outstanding data at the time of a path failure.
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Finally, as an aside, we would like to mention the significant penalty in terms of
failover performance that could be the result of setting RTOinit, the initial value of
RTO, too low. Specifically, a too low value on RTOinit with respect to the round-trip
time of the alternate path1 could result in one extra retransmission, and thus one extra
timeout period, before SCTP considers the primary path failed. To gain some appre-
ciation of the extent to which this could in fact impede on the failover performance
in a SIGTRAN network, we re-ran the test with the Router1 queue set to 13 KBytes
and with no cross traffic (CT-NONE), but this time with RTOinit at SEP1 and SEP2
configured to 80 ms instead of 250 ms. The result of this test was that we observed an
increase in failover time with about 180 ms, or 32%, compared with the original test (cf.
Figure 4 (a)).

5 Conclusions

This paper studies the impact of traffic load on the SCTP failover performance in an
M3UA-based SIGTRAN network. Two performance metrics are considered: the SCTP
failover time, and the maximum transfer time experienced by an M3UA user during
failover. The paper shows that cross traffic, especially bursty cross traffic such as SS7
signaling traffic, could indeed significantly deteriorate the SCTP failover performance.
Furthermore, the paper demonstrates how important it is to configure the routers in a
SIGTRAN network with relatively small queues. For example, in tests with bursty cross
traffic and with router queues twice the bandwidth-delay product (to our knowledge a
quite common configuration), failover times were measured which on the average were
more than 50% longer than what was measured with no cross traffic at all. In fact, in
these situations, our study suggests the SCTP failover performance may not even meet
the requirement of ITU-T on MTP-L3 changeovers.

Two important observations are also made in the paper which concern the SCTP
failover behavior. First, it is shown that the delays which occur in between the expira-
tion of the SCTP retransmission timer (T3-rtx) and its restart during a failover could
contribute significantly to the failover and max. MSU transfer times. Second, the paper
comments on the extent to which a too low initial retransmission timeout (RTO) value,
i.e., a too low value on the SCTP parameter RTOinit, could deteriorate the failover
performance.

While cross traffic, T3-rtx restart delays, and low values on RTOinit could have
a significant negative effect on the SCTP failover performance, it still remains that
a major factor is the length of the timeout periods. Thus, in our future work, we in-
tend to study ways of shortening these periods without threatening network stability.
Specifically, we intend to study the effect of introducing a more relaxed RTO backoff
mechanism.

1 Note that the first transmission round on the alternate path within a timeout period only com-
prises a single SCTP packet. Consequently, the SACK timer delay adds to the initial round-trip
time in a timeout period on the alternate path, something that is easily overlooked whenRTOinit

is configured.
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Abstract. Network traffic burst becomes a threat to network security. In this 
paper, a decomposition based method is presented for network burst traffic real-
time prediction, in which, by passing smoothing filter, network traffic is 
decomposed into smooth low frequency traffic and high frequency traffic to 
make prediction respectively, and then a superposition result of the predictions 
is yielded. Based on LMS algorithm, an improvement of LMS predictor by 
adjusting prediction according to prediction errors (EaLMS, Error-adjusted 
LMS) is proposed to process the low frequency traffic, and a simple method of 
linear combination is presented to predict the high frequency traffic. The 
experiment results using real network traffic data shows, compared with 
traditional LMS the prediction method based on decomposition obviously 
shorted the prediction delay and reduced the prediction error during traffic 
burst, while it also improves the global prediction. 

1   Introduction 

Network traffic burst, which is probably caused by network attack such as DDoS 
(Distributed Denial of Service), may result in network congestion or even collapse  
and become a serious threat to network security. The improvement of real-time burst 
traffic prediction will accordingly contribute more to network security. 

Traffic prediction is an important research field of the traffic engineering. Recent 
work in this area mainly includes using time series analysis model [1], artificial 
neural-network method [2-3], wavelet method [4], etc. Relative to long-term 
prediction based on periodical model, short-term real-time prediction shows much 
more importance in network traffic monitor, congestion control, and attack detection. 
For short-term real-time prediction, efficient adaptive methods are needed. Among 
them, least-mean-square (LMS) algorithm is of particular interest [5-7] due to its 
simplicity and reliability and relatively good performance in dealing with real-time 
signals. 

As commonly considering, because of the compromise between convergence speed 
and tracking performance, LMS is better in dealing with stationary signals prediction. 
While applying LMS to traffic prediction, the problem of the compromise between 
prediction delay and prediction error is especially serious for sharp fluctuation of 
network traffic. On the one hand, a larger step size will reduce prediction delay, but 
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bring the problem of convergence that leads to increasing prediction error; on the 
other hand, a smaller step size gives less prediction error but a longer prediction 
delay, especially the severe delay will occur during traffic burst. While, for being 
predictable, LPF (Low Pass Filter) in general decrease the random high frequency 
disturb to reduce the change of traffic, and prediction according to the filtered traffic 
can achieve better performance [8]. For improving the result of prediction, an idea is 
proposed, in which network traffic is filtered and decomposed into two parts, the low 
frequency traffic and the high frequency part that changed fast. An improved LMS 
algorithm is adopted to process the former; the latter is deal with other prediction 
algorithm. Decomposing is a common means towards non-stationary signal prediction 
[9] and we use smoothing filter for decomposition in this paper because short-term 
prediction needs tracing traffic real-time varying. 

The low frequency traffic, obtained by smoothing filtering, preserves the main 
characteristic of original traffic, and is relatively more stable and more suitable for 
applying LMS predictor. An improved LMS algorithm by adjusting prediction 
according to prediction errors, which is called EaLMS (Error-adjusted LMS, proposed 
by ourselves in a previous paper [10]), is presented to process the low frequency 
traffic in this paper. EaLMS does not make any modification to LMS algorithm, but 
only adds a small adjustment to LMS prediction result, and this adjustment is a 
function of previous prediction errors. Experiment based on low frequency traffic of 
real network trace has proved that for short-term real-time prediction, compared with 
traditional LMS predictor, EaLMS significantly reduces prediction delay and 
prediction error at the same time. A simple linear combination method is introduced 
to process the high frequency traffic, because the LMS algorithm cannot meet the 
challenge of the prediction of high frequency traffic, that is, the fast change of traffic 
have bad influences on its convergence. Compared with directly prediction with 
traditional LMS, the result of network traffic experiment using the prediction method 
based on decomposition show that the traffic burst prediction delay and errors were 
improved obviously.  

The paper is organized as follows. Section 2 introduces the main idea and the 
process of the decomposition prediction algorithm. Section 3 describes EaLMS as to 
low frequency traffic predicting and an analysis of prediction experiment, and Section 
4 discusses a simple method of linear combination to predict the high frequency 
traffic. Section 5 compares the results of directly prediction with LMS and prediction 
based on decomposition, and conclusions are in section 6. 

2   An Idea of Traffic Prediction Based on Decomposition 

The basic idea of the prediction based on decomposition is that the traffic is divided 
into different ranges though filter, each range will be predicted by adopting 
corresponding methods, and finally all predict results are superposed. In the 
experiment of this paper, the filter used for decomposing is a mean smooth filter (its 
order is 10); low frequency traffic and high frequency part will be acquired. The 
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EaLMS algorithm and a method of linear combination are used to predict 
respectively. The flow of the decomposition prediction shows in Fig.1. 

 

Fig. 1. The flow of the decomposition prediction 

The data used by the experiment is the network traffic record trace LBL-PKT-4 in 
Internet Traffic Archive [11], and the length of time is 3600s. After calculating the 
statistic characteristics of this trace, the time serials of traffic per second (Bytes/s) is 
acquired, denoted as w(t). Then through 10-orders smoothing filters, the low 
frequency traffic and high frequency traffic in 1 second are acquired, and described by 
z(t) and y(t) respectively. See formula (1) and Fig.2 below. 
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Fig. 2. The network traffic of w(t) in LBL-PKT-4 (top), the low frequency traffic after passing 
smoothness filter z(t) (middle) high frequency traffic y(t) (bottom) 
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3   Low Frequency Traffic Prediction-EaLMS 

The time serials in real world always have characteristics of sharp fluctuation and 
sudden burst. After smoothly filtering, the low frequency traffic had good stability, 
decreased the random disturb, minimized the variance of traffic, so can achieve better 
performance of prediction. Although applying LMS algorithm to the low frequency 
traffic can do better, the conflict between prediction delay and error stood out during 
traffic prediction because of the contradiction between convergence and stability 
maladjustment of adaptive algorithm. For this reason, we adopt an improved method 
EaLMS that is proposed by ourselves before [10]. In EaLMS, LMS algorithm itself is 
not modified and just improved by adjusting the prediction value of LMS algorithm 
according to prediction errors.  

3.1   An Introduction to LMS 

LMS is one of the most popular algorithms in adaptive signal processing, which was 
proposed by B.Widrow. The algorithm is of the form,  

)()()()]([
2

1
)()1( ˆˆˆˆ nnennnn xwww μμ +=−+=+ ∇

 
(2) 

If LMS is applied to prediction with adaptive AR(p) model [12], the algorithm is 
on form,  

 )1()()( −−= t(t)ttxte xϕ  (3) 
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Here μ is the step size. In standard LMS, μ is a constant and its value determines 
the speed of adaptive process. The condition of convergence is 0<μ< max, and max is 
the max eigenvalue of correlation matrix R. The initial value of the parameter matrix 
is 0 in general.  

The tracing speed of LMS method is controlled by step size: the larger μ is, the 
faster the convergence speed is. However, an excessive μ can affect the convergence 
of algorithm and will augment steady state misjudgment. For prediction application, 
this drawback becomes tradeoff between prediction delay and prediction error. A 
larger step size will reduce prediction delay, but also brings problem of convergence 
that leads to increasing prediction error; otherwise, a smaller step size gives less 
prediction error but with a longer prediction delay. To solve the conflict between 
learning speed and steady state misjudgment, many improved LMS algorithms are 
proposed, such as varying step LMS and transform-domain LMS [13]. VSS-LMS 
[14], proposed by Kwong and Johston, is a typical method of first kind of 
improvement. VSS-LMS use a variable step size to reduce the tradeoff between 
maladjustment and tracking ability of the fixed step size LMS. But one inconvenience 
of VSS-LMS is that we have to designate the parameter values artificially. 
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3.2   EaLMS for Network Low Frequency Traffic 

The objective of EaLMS is mainly for network low frequency traffic prediction. The 
advancement of EaLMS is to add a variable -- (t), which is a function of prediction 
error e(t), to the LMS prediction result. Thus, the key problem of EaLMS is how to 
compute (t).  

We estimate the traffic variation trend according to sign continuity and absolute 
value of e(t). Adjustment (t) is added to the LMS prediction value, so that the new 
predictor could follow the variation of traffic more quickly, or even forecast it in 
advance. The adjustment quantity is determined by two elements -- absolute value of 
e(t) and its sign continuity, i.e. it’s the product of two factors -- sign(t) and value(t) as  

)(*)()()( tetvaluetsignt ∗=ε  (5) 

Where, 
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Definition: n(t) -- the count of e(t) which has the continuously same sign at t 
moment.   )}(|1)({ tnNtnNP ≥+≥ is conditional probability of the corresponding 

circumstance. 

))()(/|)(min(| te , tete value(t) σσ=  (7) 

For one-step prediction, correction is made by adding the product of adjustment 
quantity (t) and standard deviation (t), to the LMS prediction result za1(t+1). The 
corrected value, noted as zb1(t+1), is the one-step EaLMS prediction result. Here, to 
multiply (t) corresponds to the normalization before applying LMS algorithm. 

)()()1(1)1(1 tttzatzb εσ ⋅++=+  (8) 

As for multi-step prediction, average of adjustment quantity  at several previous 
moments, is used as an estimation of (t+1). For example, the adjustment quantity for 
two-step is, 

)1(ˆ)()2(2)2(2 +⋅++=+ tttzatzb εσ  (9) 

Here, )]2()1()(2[
4

1
)1(ˆ −+−+⋅⋅=+ tttt εεεε  

3.3   Analysis of Experiment Results 

Applying LMS and EaLMS to the low frequency traffic filtered from LBL-PKT-4 by 
smoothing filter, the aspects to be compared include: a). Global prediction 
performance: the comparison of global prediction error; b). Burst prediction 
performance: comparison of prediction delay and prediction error when traffic bursts; 
and prediction error is calculated by root mean square error (RMSE). 

A. Global Prediction Performance 
Prediction interval of LBL-PKT-4 chooses (500, 3600).  As shown in Tab.1, 
compared with the LMS prediction, RMSE of the EaLMS prediction is respectively 

X. Yang  et al. 
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reduced 27.1%, 18.9% and 15.8% as to one-step, two-step and three-step. The 
average value is also decreased 20.6%. That is to say, the global prediction error is 
decreased after adjusting the errors. 

Table 1. RMSE of LBL-PKT-4 global(500, 3600) with EaLMS prediction and LMS prediction 
for low frequency traffic (103) 

Step size 1 2 3 
LMS prediction error 4.5780 7.3849 10.187 
EaLMS prediction error 3.3341 5.9890 8.5731 

B. Burst Prediction Performance 
Comparison of burst prediction is to examine the response speed, i.e. prediction delay 
of two predictors, especially at the burst moments. The evaluation also includes 
prediction error as well. In Fig.3, the prediction step from up to down is one-step, 
two-step and three-step; z, zax and zbx represents respectively the real value, the 
LMS prediction value and the EaLMS prediction value. 

Choose LBL-PKT-4 prediction interval (1180, 1280). There are two successive 
bursts and a flat period after the first burst. According to Fig.3, EaLMS method 
reduces prediction delay obviously; while from Tab.2, compared with the LMS 
prediction, RMSE of the EaLMS prediction is respectively reduced 41.3%, 32.1% and 
27.6% as to one-step, two-step and three-step. The average value is also decreased 
33.7%. Note that at the moments where traffic changes its variation trends (around 
1203s, 1224s, etc.), EaLMS predictor has a larger error, especially in multi-step 
prediction, which is due to the inertial effect of adjustment.  
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Fig. 3. Comparison of the EaLMS prediction with LMS prediction for low frequency traffic in 
LBL-PKT-4 burst (1180, 1280)  
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Table 2.  RMSE of LBL-PKT-4 burst(1180, 1280) with EaLMS prediction and LMS prediction 
for low frequency traffic (103) 

Step size 1 2 3 
LMS prediction error 8.5963 13.511 18.312 
EaLMS prediction error 5.0464 9.1726 13.258 

4   High Frequency Traffic Prediction-Linear Combination  

Applying LMS algorithm to the high frequency traffic acquired after passing 
smoothing filter will overcome the characteristic of sharp fluctuation, because the 
algorithm cannot converge (if step is too large) or trace the ratio of variance and the 
conflicts between prediction delay and error stand out (if step is too small). In Fig.2, 
the high frequency traffic is similar to a random serial, average of which is zero, but 
its energy values are still considerable, especially in traffic burst, and have an obvious 
influence on the global traffic change and cannot be ignored. 

It is difficult to find an efficient predictor for high frequency traffic due to the 
occasionally of traffic burst. A simple linear combination method is adopted, that is, 
the average of weighted high frequency traffic in several point is used as the predicted 
value of the next, such as one step predicted value,  

)2(3)1(2)(1)1(ˆ −+−+=+ tytytyty ϕϕϕ , where 1, 2 and 3 are constant, equal to the 

parameters in AR model, and 1=0.5 2=0.1 and 3=0.01 for reducing the 
prediction delay.  

Prediction interval (2500, 2560) is select to evaluate predict results. As showed in 
Fig.4, prediction result is similar to the real traffic with one delay by using linear 
combination method. Tab.3 describes RMSE of linear combination prediction for 
high frequency traffic. 
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Fig. 4. The result of linear combination prediction for high frequency traffic 
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Table 3. RMSE of LBL-PKT-4 burst(2500,2560) with linear combination prediction for high 
frequency traffic (104) 

Step size 1 2 3 
Prediction 
error 

1.6768 2.0408 2.2779 

5   Prediction Results After Combination 

Superposed the results of the two prediction experiments above, low frequency traffic 
and high frequency traffic are combined to acquire the prediction traffic.  The  RMSE, 

Table 4. RMSE of LBL-PKT-4 global (500,3600) with two different prediction methods (104) 

Step size 1 2 3 
Directly 
prediction error 

2.3623 2.8066 2.9716 

Decomposition 
prediction error 

2.3108 2.6980 2.9242 

Table 5. RMSE of LBL-PKT-4 burst (2500,2560) with two different prediction methdos (104) 

Step size 1 2 3 
Directly 
prediction error 

1.9298 2.5965 3.0699 

Decomposition 
prediction error 

1.7499 2.1958 2.5982 
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Fig. 5. Comparison of directly LMS prediction with decomposition prediction in LBL-PKT-4 
burst (2500, 2560) 
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in the global prediction interval of LBL-PKT-4 (500, 3600), is compared between the 
directly prediction and the decomposition prediction, see in Tab.4. In Tab.5, there’s 
the result in the burst prediction interval of LBL-PKT-4 (2500, 2560). 

We can see from Tab.4 that the two prediction results are almost the same 
according to the global prediction.  But as to the result of the burst prediction interval 
LBL-PKT-4 (2500, 2560) in Tab.5, the decomposition prediction is obviously better, 
because RMSE of the decomposition prediction is respectively reduced 9.3%, 15.4% 
and 15.4% as to one-step, two-step and three-step. The average value is also 
decreased 13.4%.  Fig.5 shows that decomposition method obviously shorted the 
prediction delay during traffic burst. 

6   Conclusions 

A prediction method based on decomposition is proposed to solve the problem of 
real-time traffic burst prediction. The network traffic is filtered and decomposed into 
two parts, the low frequency traffic and the high frequency part that changed fast, 
each of which is processed respectively by using different prediction methods and 
lastly the prediction results is superposed. In this paper, the authors bring forward 
EaLMS – an improved LMS prediction method and apply it to prediction of the low 
frequency traffic. A simple method of linear combination is applied to the high 
frequency traffic. The result of experiments show that, compared with directly LMS 
prediction the prediction method based on decomposition obviously shorted the 
prediction delay and reduced the prediction error during traffic burst, while it also 
improves the global prediction. 

Except smoothing filter, other decomposing methods could have a try in the future. 
Also, for the prediction of high frequency traffic, a simple linear combination method 
is used here, but we will attempt to develop other means according to different needs.   
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Abstract. Unlike IntServ where resource reservation and admission control is 
per-flow based using RSVP, DiffServ supports aggregated traffic classes to 
provide various QoS to different classes of traffics. However, it is possible to 
lead to serious QoS violations without a QoS management support. Therefore, a 
QoS management system that can manage differentiated QoS provisioning is 
required. This paper proposes and implements a policy-based QoS management 
platform for differentiated services networks, which specifies QoS policies to 
guarantee dynamic QoS requirements. High-level QoS policies are represented 
as valid XML documents and are mapped into EJB beans of the EJB-based pol-
icy server of the platform. The policy distribution and the QoS monitoring are 
processed using SNMP. 

1   Introduction 

The best-effort service model in current IP networks does not provide the QoS re-
quirements of next generation network services. To solve this problem, the IETF 
(Internet Engineering Task Force) proposed two models of Integrated Services (Int-
Serv) and Differentiated Services (DiffServ) [1]. IntServ model is based on per-flow 
resource reservation and admission control through RSVP (Resource Reservation 
Protocol). The main disadvantage of IntServ is that the required information of flow 
states and the QoS treatments in a core IP network raise severe scalability problems. 
DiffServ model, on the other hand, supports aggregated traffic classes rather than 
individual flows and provides different QoS to different classes of packets in IP net-
works. However, current DiffServ specifications do not have a complete QoS man-
agement framework. It is possible to lead to serious QoS violations without a QoS 
management support. From this reasoning, a QoS management system that can man-
age differentiated QoS provisioning is required. Recently, policy-based management 
(PBM) has been considered as a technology that can provide QoS management sup-
                                                           
*  The present research has been conducted by the Research Grant of Kwangwoon University in 

2004. 
†  Corresponding author. 
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ports [2]. The objective of the PBM is to manage the behavior of a network through 
the business rules that are high-level policies that describe the behavior of the network 
in a way as independently as possible of network devices and topology. The amount 
of QoS management task can be reduced by using policies because one policy can be 
used for many policy targets that are various network nodes and the policy can accept 
customer's dynamic QoS requirements. 

From these backgrounds, we propose and implement a policy-based QoS manage-
ment platform for DiffServ networks, called PMQoSDS [3]. The implementation of 
the proposed PMQoSDS platform is build on EJB (Enterprise JavaBeans) framework 
and uses XML (Extensible Markup Language) to represent and validate high-level 
QoS policies. There are several advantages of using EJB framework for the design 
and implementation of the PMQoSDS platform. EJB framework can reduce develop-
ment cost, time to market, and can improve maintainability, extensibility, and func-
tional design for the PMQoSDS [4]. There are also several advantages of using XML 
in representing high-level QoS policies. Because XML offers many useful parsers and 
validators, the efforts needed for developing a QoS management system can be re-
duced. One note is that the standard protocol for policy distribution of the IETF PBM 
architecture uses COPS (Common Open Policy Service). While most DiffServ routers 
support SNMP only, few routers support COPS, therefore, current implementation of 
the PMQoSDS uses SNMP to distribute QoS policies. 

This paper is structured as follows. Section 2 discusses the architecture and compo-
nents of the PMQoSDS. Section 3 presents the implementation of the PMQoSDS and 
the experimental results in the video streaming system. Finally in section 4 we con-
clude the paper. 

2    PMQoSDS 

2.1   Functional Architecture 

The conceptual QoS management architecture of PMQoSDS is shown in Fig. 1. To 
process a policy-based QoS management efficiently and correctly, the following pro-
cedures are required: 

1. Topology discovery: In order to describe the QoS of a DiffServ network, the 
PMQoSDS should have the knowledge of the routing topology and each router's 
role. The topology manager (TM) accomplishes the discovery of the routing topol-
ogy and router type discovery by using two SNMP MIB-II tables, ipAddrTable and 
ipRouteTable. The topology and router information discovered from the network 
are stored in the topology DB, and are represented as topology node (TN). 

2. Policy definition and validation: The PMQoSDS defines high-level QoS policies 
(HQPs) as valid XML documents. A manager creates valid XML documents and 
then validates them. Once the HQPs are validated, the PMQoSDS requests a policy 
manager (PM) to create the instances of low-level QoS policis (LQPs): packet clas-
sification policy (PCP), traffic conditioning policy (TCP), and queuing and sched-
uling policy (QSP). 
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3. Policy translation: The translation of a QoS policy from HQPs to LQPs is done by 
the PM. The PM translates HQPs to LQPs by properly setting the attributes of the 
three LQP. The attributes of the LQP are mapped into the device configuration pa-
rameters to configure the DiffServ routers for provisioning QoS requirements. 

4. Policy deployment: The deployment of LQPs is done by the three LQP. These 
three LQPs perform SNMP operations for deploying each LQP. The PCP and the 
TCP are deployed to edge routers to control the functions of the edge routers, 
whereas the QSP is deployed to core routers to control the functions of the core 
routers. The PCP classifies packet flows and the TCP performs the traffic condi-
tioning such as metering, marking, dropping, and/or shaping packets. The QSP per-
forms queuing, scheduling, and/or dropping packets. A set of these actions is ac-
complished by using the DiffServ MIB. 

5. QoS monitoring: A deployed QoS policy might not behave as defined in the policy. 
The QoS monitoring in the PMQOSDS uses the DiffServ MIB as in the policy de-
ployment. The QoS manager (QM) accesses the policy definition in the three LQP 
and compares the observed behavior of a network to the one defined in the policy. 
If any QoS degradation is observed, the QM notifies an administrator by alerting 
messages and updates the performance database. 
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Fig. 1. Conceptual QoS management architecture of PMQoSDS 

2.2   Architecture and Components 

The implementation architecture of PMQoSDS is shown in Fig. 2. The PMQoSDS 
conforms to the Model-View-Controller (MVC) architecture. Therefore, it is highly 
manageable and scalable, and provides the overall strategy for the clear distribution of 
objects involved in managing service. There are two main components in the architec-
ture: a Web server and an EJB-based policy server. A Web server is responsible for 
the presentation logic of the PMQoSDS. An EJB-based policy server is responsible 
for the business logic of the PMQoSDS. 
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Fig. 2. Implemental QoS management architecture of PMQoSDS 

As illustrated in Fig. 2, there are several functional components in the EJB-based 
policy server in the PMQoSDS. The PMQoSDS uses the following components to 
discover network topology and each router type. 

− The TN bean is an entity bean containing the information of a network topology 
and each router type. The information is retrieved using SNMP MIB-II. 

− The topology DB (TD) stores the topology information and each router type re-
trieved from a DiffServ network through SNMP. 

− The TM bean is a session bean responsible for discovering the topology informa-
tion and each router type and storing them into the TD and setting up the TN beans 
according to the retrieved information. 

The PMQoSDS uses the following components to translate HQPs into LQPs and 
distribute the LQPs to the DiffServ network. 

− The PCP bean is a part of LQP entity bean that classifies packet flows and assign 
class identifiers to them. The PCP beans are deployed to edge routers and control 
the inbound traffics. 

− The TCP bean is a part of LQP entity bean that meters the classified packets to 
check whether they conform to a traffic profile and performs marking, dropping, 
and/or shaping packets according to the metering results. The TCP beans are de-
ployed to edge routers and control the outbound traffics. 

− The QSP bean is a part of LQP entity bean. It performs queuing, scheduling, and/or 
dropping packets. The QSP beans are deployed to core routers to control the out-
bound traffics. 

− The QoS policy directory is a directory storing the LQP beans. 
− The PM bean is a session bean that is responsible for translating HQPs into low-

level QoS policy beans and setting the values of DiffServ MIBs of the routers. The 
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PM is also responsible for deploying the LQPs to relevant routers in the DiffServ 
network. 

− The QM bean is a session bean that is responsible for monitoring the QoS resulted 
from a policy deployment by retrieving the values of DiffServ MIBs and compar-
ing them to the attribute values of the three LQP beans. 

2.3   QoS Policy 

A QoS management policy can be represented as two views: HQP and LQP. The 
HQP is corresponding to a business level SLA and the LQP is corresponding to an 
individual device configuration. The HQPs can be populated by an administrator, 
while the LQPs are generated by a logic component. A HQP consists of a 
source/source group, a destination/destination group, a router/router group, an appli-
cation/application group, a time/time group, and a service level. A service level is set 
to one of the class of service such as premium, gold, silver, and bronze service level. 
The premium service is provided using an EF PHB, whereas the gold and the silver 
service are provisioned to AF PHB groups of a DiffServ network. The bronze service 
is offered using the best-effort service of a network. In the PMQoSDS, the LQPs are 
specified in one of the three LQP beans such as PCP bean, TCP bean, and QSP bean. 
The translation of a QoS policy from HQPs to LQPs is accomplished by the PM ses-
sion bean. A servlet receives data from an administrator and creates XML policy 
documents, and then validates them by an XML Schema. A servlet makes a request of 
an instance of PM session bean to create instances of the three LQP entity beans. 

3   Implementation and Experiment 

3.1   DiffServ Network Testbed 

Linux-based routers are used for our DiffServ network testbed. Supporting differenti-
ated services are already incorporated in the mainstream Linux kernel source code 
version 2.4 and later [5]. We use SNMP agent implementations for managing Diff-
Serv routers [6]. Our SNMP agent for DiffServ MIB has been implemented by using 
UCD-SNMP package. We have used UCD-SNMP 4.2.2 and the DiffServ MIB has 
been inserted as an extension MIB in UCD-SNMP agent. For each SNMP operation 
on objects in DiffServ MIB, the UCD-SNMP agent invokes functions in the DiffServ 
agent. And then the DiffServ agent opens a netlink socket to the kernel and requests 
proper parameters for the SNMP operation. 

3.2   PMQoSDS Platform 

The PMQoSDS is implemented on a Windows 2000 server system. It consists of a 
Web server and an EJB-based policy server. The Web server is responsible for the 
presentation logic of the PMQoSDS and the EJB-based policy server is responsible 
for the business logic of the PMQoSDS. In the MVC architecture, the view is imple-
mented using the JSP template mechanism and the Composite View pattern. The 
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controller is implemented using the Front Controller and the Session Facade pattern. 
The model is implemented using EJB Entity Beans and Service Locator pattern. 

We use Apache Tomcat 4.0.1 for the Servlet and JSP container. An EJB-based pol-
icy server within the business-tier runs an EJB server to manage EJB components. We 
use JBoss 2.4.10 for an EJB-based policy server and use EJB 1.1 to implement EJB 
beans. AdventNet SNMP APIs written in Java are used for handling SNMP opera-
tions. The Oracle 8i Enterprise Edition 8.1.6 for Windows NT is used for storing the 
performance and topology information derived from MIB tables. 

Fig. 3 shows the input forms for the high-level policy information and shows the 
result of the request for the policy creation. 

 

Fig. 3. Snapshot of the PMQoSDS 

3.3   Experiments 

To show the effectiveness of the PMQoSDS, we apply H.263-based video streaming 
systems [7] to our DiffServ network. To do that, we configure a testbed shown in Fig. 
4, with several differences in the role of nodes. Two VOD servers are attached to the 
network - one server to D1 and the other to D4. They have exactly the same hardware 
and software system configurations. A policy server is attached to D3. The systems in 
the testbed are running on the following hardware configurations. The core routers are 
running on Pentium IV 1.8GHz with 512MB main memory, the edge routers on Pen-
tium IV 1.5GHz with 512MB main memory, two VOD servers on Pentium IV 
2.0GHz with 512MB main memory, and the other systems on Pentium III 1.0GHz 
with 256MB main memory. All the links in Fig. 5 are connected via FastEthernet NIC 
cards. 
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Fig. 4. Experiment Environment 

 

Fig. 5. Snapshots of H.263 streaming system 

In the configuration, there are three connections running - two for multimedia con-
nections and the other one for cross traffic. Two connections for multimedia traffics 
are the connection between S1 and Server1, and the one between S4 and Server2. 
Those connections share a link between C0 and C1. To differentiate the services be-
tween them, the connection between S1 and Server1 is applied by Premium service, 
while the other multimedia connection between S4 and Server2 is applied by Bronze 
service. To make the sharing link congested, MGEN toolset is used to generate cross 
traffics on that link, and CBR traffics are used to do so. Cross traffics are generated at 
C0 and sinked at C1 router. By doing this, the service levels and the resulted QoS can 
be explicitly demonstrated. 

Fig. 5 shows the snapshots of two H.263 streaming servers and two clients. Fig. 5 
(a) and (b) show the snapshots at the H.263 streaming Server1 and S1 with a connec-
tion from Server1. Fig. 5 (c) and (d) show those at the H.263 streaming Server2 and 
S4 with a connection from Server2. As shown in Fig (b) and (d), the client S1 with 
Premium service level receives a video stream with bitrate (501 kbps) and video  
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quality (29 fps), while the client S4 with Bronze service level receives a video stream 
with bitrate (136 kbps) and video quality (8 fps). From the experiment, we can verify 
that the PMQoSDS provides differentiated QoS levels to the contending connections 
using the management platform. Obviously, this work can be extended to a network 
with more complicated connections. 

4   Conclusion 

In this paper, we proposed and implemented a policy-based QoS management plat-
form for DiffServ enabled IP networks, called PMQoSDS. The PMQoSDS integrated 
the functions of policy management and QoS monitoring by extending the original 
IETF PBM architecture to the policy-based QoS management. We showed the QoS 
management procedures as well as the structures and components of the PMQoSDS. 

To show the effectiveness of our PMQoSDS, we experimented with video stream-
ing systems in our Linux-based DiffServ testbed. In the experiment, we demonstrated 
that our PMQoSDS is able to manage differentiated QoS provisioning in a DiffServ 
network. Because this work can be obviously extended to a network with more com-
plicated connections, we are currently extending our PMQoSDS with the various QoS 
policies on the testbed to study how the PMQoSDS can provide differentiated QoS 
guarantees with various service requirements. We expect our PMQoSDS to be suc-
cessfully integrated in the service management systems used by the service providers 
in order to meet various dynamic QoS requirements from their customers. 
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Abstract. Over the years, quality of service (QoS) has attracted atten-
tion from researchers. How to guarantee QoS to customers despite the
rapid change of the network status is the main concern. Pricing provides
an effective economic means of congestion control and revenue genera-
tion. We examine pricing as an effective strategy for revenue management
in DiffServ networks. In this paper, we propose an auction scheme to al-
locate network resources efficiently so as to maximize service provider’s
revenue. We examine an auction mechanism that provides multiple op-
tions for customers to bid on the resources that they require as well as the
price they are willing to pay. The service provider acts as an admission
control unit in the sense of deciding the admission price and service pro-
vided for each class. We target the goal of maximizing a service provider’s
revenue through auctions.

1 Introduction

Traditionally only best effort service is employed in Internet. Under this system,
all clients pay the same amount of money to get the same kind of service. When
the network is congested, the service provider randomly drops packets. There is
no guarantee on any specific services for the customers. As the Internet moves
from only providing best effort service to a differentiated service network, a new
design of pricing and resource allocation strategy is desired. Pricing has been
shown to be an effective and efficient way for service improvement and revenue
generation.

There are several pricing approaches, e.g. a cost based scheme, an optimiza-
tion based methodology, edge pricing, auctions and so on [4, 6, 7, 8]. Despite the
variety of the strategies, the basic idea is that the appropriate pricing policy will
provide incentives for users to behave in ways that improve overall utilization
and performance of the network. An auction is a mechanism that allows for the
submission of bids that guide, rather than explicitly specify the choice of service
and price to fulfill the buyer’s needs. Auction is a decentralized mechanism for
efficiently and fairly sharing resources inside a network [3].

We study the revenue maximization problem of a price-based resource allo-
cation scheme for Differential Service (DiffServ) data networks [2]. Best Effort
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(BE) is the default per hop behaviour for best effort traffic and some minimum
amount of bandwidth will always exist for BE. How to allocate the remaining
bandwidth for Expedited Forwarding (EF) and Assured Forwarding (AF) is an
open question. Therefore, in our model, we deal with a two-class EF and AF
ratio resource allocation problem.

In this paper, we consider a scenario where customers bid and specify price
and service required. There are two parts in the price bids. One is called base
price, which corresponds to the minimum bandwidth requirement. The other is
price sensitivity coefficient, which measures the payment for any extra resource
allocation other than the minimum bandwidth requirement. The auctioneer tries
to maximize the service provider’s revenue by selectively accepting bids. Auc-
tions happen at fixed time intervals. The service provider calculates a minimum
bandwidth they would provide to each class based on all the bids, with the goal
of maximizing the service provider’s profit.

2 Related Work

“Smart Market” [5] opens the door of using an auction mechanism to solve the
Internet pricing problem. The main idea of “smart market” is to find a way to
deal with modeling the pricing to manage congestion, encourage network growth
and guide resources to their most valuable use. The threshold price (which is
calculated as a marginal cost when the network gets congested) reflects the
resource costs and offers users incentives to pay more for a valuable service or
release the resources to others. Even though “smart market” creates the ability
to allocate Internet resources in an economic context, practically it is very hard
implement in a real network. To offer a bid on each traffic packet yields too much
overhead in the network and bursts are difficult to handle. Also, how fast the
users react to the auction results could fluctuate the price rapidly and irregularly.

Basar and Srikant [1] assumed that the price of a per-bandwidth unit is fixed
to users and the transmission rate of each user is a function of network conges-
tion and price-per-unit bandwidth. They verified that as the number of users
increases, the optimal price-per-unit-bandwidth increases.The utility function
that they adopt is U=wilogxi (wi is a sensitivity coefficient and xi is the band-
width). They use wi’s value as an admission criteria. Users with smaller wi’s are
dropped out of the network. We consider this a valid strategy to keep admission
simple but effective.

3 Problem Formulation

To make a bid in an auction, a customer needs to specify three values. First of
all, customers are required to bid the minimum service that they demand (the
bandwidth in our case) and the corresponding price they would like to pay. This
price is called base price, to support the basic service. Besides this, if customers
also need more bandwidth than the minimum requirement, they need to pay for
this extra part also. This happens when customers can tolerate the minimum
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resource allocation, but prefer even more if possible. For example, when a video
conference application is being transmitted, there is a minimum resource require-
ment to support it. If extra bandwidth is available, customers may be able to
use it for better quality, thus they need to specify their valuation for extra band-
width. For the sake of fairness, we assume the base price and minimum resource
allocation dominate. In order to prevent the link capacity from being eaten up
by those extra bandwidth requests, a logarithm function is employed here. It is
described as: Wj log Xj

Lj
, where Xj is the bandwidth allocation to customer j and

Lj is customer j’s minimum bandwidth requirement. When Xj = Lj , there is no
extra cost other than the minimum. If Xj > Lj , the amount of charge depends
on value Wj , which comes from customers’ bids. We call Wj the price sensitivity
coefficient. Customers can bid Wj=0, which indicates that they do not want any
bandwidth beyond the minimum. The general revenue function is:

Ukj = U0j + Wj log
Xkj

Lkj

where Ukj is the revenue from client k in class j. U0j is class j’s base price. Wj is
the sensitivity for class j, which stands for customers’ willingness of paying for
more bandwidth than the minimum requirement. Xkj is the bandwidth assigned
to client k, class j. Lkj is the minimum bandwidth required by client k.

Customers bid for the base price, sensitivity coefficient and minimum required
bandwidth. The objective is to maximize the service provider’s revenue, subject
to the system’s available resources.
The mathematical formulation is as follows:

Decision variables:

Zij =
{

1; if client i is admitted to class j
0; otherwise

U0ij : base price from client i in class j;
Xij : bandwidth obtained by client i in class j;
Lmj : minimum bandwidth for class j;
Wj : price sensitivity for class j;
Xj : bandwidth assigned to each individual client in class j;
Objective function:

max

2∑
j=1

∑
i

(U0ij + Wj log
Xij

Lmj
) ∗ Zij (1)

Subject to: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑2
j=1

∑
i Xij <= Q

Xij ≥ Lmj − (1− Zij) ∗M
Wj ≤Wij + (1− Zij) ∗M
Xij ≥ Vi − (1− Zij) ∗M
Xij ≥ Xj − (1− Zij) ∗M
Xij ≤ 0 + Zij ∗M
Xij ≥ 0; Lmj ≥ 0; Wj ≥ 0
Xij ≤ Xj
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Parameters:
Q : total bandwidth
Vi : minimum bandwidth required by client i
M : a very large positive number

The scenario is that all the customers propose values: U0ij , Wij and Lij

and we have to decide which flows should be admitted for each class with the
objective of maximizing the service provider’s revenue. For each class j, we adopt
the minimum U0ij , Wij as our U0j , Wj and the maximum Lij as our Lj . All
flows in one class are assigned the same amount of bandwidth.

4 Optimal Solution

We notice that every flow in one class has the same threshold (U0j , Wj , Lj) and
flows within the same class will obtain the same bandwidth. Suppose that class
j’s assigned bandwidth is Qj , each flow gets its own share of Qj/mj where mj

represents the number of flows admitted into class j, and generates the same
revenue. We solve the problem using the objective function and corresponding
constraints formulated as follows:

max
∑

j∈N mj ∗ (U0j + Wj log Qj

mjLj
) (2)

subject to:
∑

j∈N Qj = Q. (3)

The solutions are obtained by Lagrange relaxation:

Qj = (mjWj)/(
∑
j∈N

mjWj) ∗Q, ∀j ∈ N. (4)

Therefore, given (mj , U0j , Wj and Lj), we can obtain Qj as in equation (4).
According to auction policy, U0j = min{U0ij , i ∈ Mj}, Wj = min{Wij , i ∈ Mj}
and Lj = max{Lij , i ∈ Mj}. This also implies that each combination (U0kj ,
Wmj and Lnj), where k, m, n ∈ Mj , provides a candidate value set for class j.
Therefore, based on the bids in class j, we make all combinations in terms of U0ij ,
Wij and Lij . For each combination, which corresponds to one predetermined
set of value (U∗

0j , L∗
j and W ∗

j ) for class j, we sort out all the flows such that
U0ij ≥ U∗

0j , Wij ≥W ∗
j and Lij ≤ L∗

j ∀i ∈Mj . Record the number as k. So each
combination has a k value associated with.

Now, for each class j ∈ N , starting from mj=1 and L1j , check all the com-
binations of (U0ij , Wij). From these, the effective ones are those with k ≥ mj .
From our previous assumption that U0ij is a dominant pricing factor, which is
given the highest priority to choose the combinations with largest U values. From
among the largest U value set clients, choose the one with the highest W value.
Until now, we obtained values of U0j , Wj and Lj for each class j. Then we have
all inputs (U0j , mj , Lj , Wj ∀j ∈ N) for the solution of equation 2, and Qj ∀j ∈ N
can be calculated as in equation 4. We have specified earlier that each admitted
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flow in one class shares the same amount of bandwidth and this bandwidth has
to be greater than or equal to their bids. We are using that property to check
the validity of each possible solution. If and only if Qj/mj ≥ Lj ∀j ∈ N , the
solution is a qualified candidate. If so, by using those values as well as U0j , the
total revenue is computed. Otherwise, this set of solution values is abandoned.
Following the same steps by changing the value of mj and Lj , we can obtain
all the possible feasible solutions. Finally, the solution with the highest total
revenue is optimal.

So now we have the optimal solutions for calculating the best thresholds as
well as the assigned bandwidth to each class and client, in terms of maximizing
service provider’s revenue. The next question is how should we use the thresholds
to admit new flows. We know that the auction occurs with a fixed time interval.
During that interval, when new customers want to join in, they present their bids.
Then, if it is possible to admit them, they can get into the network. Otherwise,
they have to wait for the next auction to take place. How does the service
provider decide if letting them in is going to benefit him or not? We propose the
following property to explain what procedure the service provider should follow
in order to make a good judgment.

Property 1. If Qj and (U0j , Wj , Lj) are fixed, as long as Qj/mj>Lj , Uj is a
strictly increasing function of mj .

Proof:
The revenue function is:

Uj = mj ∗ U0j + mj ∗Wj log
Qj

mjLj
. (5)

Its derivative is:
∂Uj

∂mj
= U0j + Wj log

Qj

mjLj
−Wj . (6)

Since Qj/mj>Lj , and U0j is greater than Wj (which is our assumption), ∂Uj

∂mj
is

always greater than 0. That guarantees that Uj is a strictly increasing function
of mj .

Using property 1, the service provider can increase the revenue by admitting
any new flow i into class j as long as Lij < Lj , Wij > Wj and U0ij > U0j .
So, after the bidding thresholds have been decided, property 1 gives the service
provider a guideline as to how to admit new flows.

5 Simulation and Analysis

As an example, we may assume that the Best Effort (BE) class is charged $35
per client per month. Divide that by days and minutes, 0.00135 cents per minute
needs to be paid for BE traffic. Let a mcent (or a unit) be equal to 1/1000 cents,
so the charge for BE is 1.35 mcents. Based on this, we define EF traffic’s price as
twice as much as BE’s and AF’s price as 1.5 times as much as BE’s. These values
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Table 1. The assumptions that are used in the simulations

Parameters
FV 1 MV 2 SD 3

EF 2.7 mcents [2.7 - 5.4]mcents [1 - 2]mcents
AF 2.0 mcents [2.0 - 4.0]mcents [1 - 2]mcents

are the service provider’s price thresholds for each class. Any customer who bids
lower than the threshold price will be rejected. The customers’ valuations for
EF and AF are assumed to be normally distributed.

In the flat rate scenario, a customer is admitted if and only if his valuation
(which is same as the bid in the auction context) is greater or equal to the
fixed price set by the service provider. The revenue is the number of customers
multiplied by the price.

All the parameters given in Table 1 are used to determine the revenue gen-
erated by service provider. The customers’ mean valuation (MV) and standard
deviation (SD) are within a fixed range instead of a fixed number. This is be-
cause we vary the MV and SD in the simulations to show that our algorithm is
not sensitive to how those parameters are chosen.

To compare the optimal resource allocation results with traditional flat rate
pricing, we set the flat rate as an independent variable. We ran our algorithm
with a fixed set of parameters and compared the results with the revenue gener-
ated by a fixed rate pricing scheme. The rate for each class changes within the
range of (20%–220%)× MV where MV is the customers’ mean valuation. We
want to test and show that the algorithm’s performance is not sensitive to how
we choose the parameters. In other words, we want to show the auction scheme
that we propose is robust. We vary the offered network load from 70%, 100%
to 140% and vary the customers’ mean valuations. Figure 1 shows the revenue
comparison between our algorithm and flat rate pricing when the customers’
valuations are normally distributed with a mean of 2.7 mcents and a standard
deviation of 1 mcent for EF and a mean of 2.0 mcents and standard deviation
1 mcents for AF. The subgraphs (a), (b) and (c) show the results with network
load at 70%, 100% and 140% respectively. We then vary customers’ mean valua-
tion to 4.0 mcents for EF and 3.0 mcents for AF (standard deviation remains the
same as before). Figure 2 shows how the network behaves when the mean valu-
ation changes to 5.4 mcents for EF and 4.0 mcents for AF. From all the results,
we can see that the auction scheme predominantly outperforms fixed pricing.
In all cases, auctions generate more revenue than the fixed rates. The revenue
generated by the fixed rate pricing has similar curves because when the fixed
rate is very low, even when it wins all the customers, the sum of the payments is
low and when the rate is high, it loses customers which also reduces the service

1 FV: Floor Value
2 MV: Customers’ Mean Valuation
3 SD: Customers’ Standard Deviation
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Fig. 1. The revenue comparison (customers mean valuation is 2.7 and 2.0 mcents)

Fig. 2. The revenue comparison (customers mean valuation is 5.4 and 4.0 mcents)

provider’s profit. In some cases, the curve fluctuates. This is because when the
fixed rate increases, the number of admitted customers decreases. That causes
the revenue function to be nonlinear. Also, it shows the same trend that as the
network load increases, the gap between auctions and fixed price increases. This
shows that auctions performance improves when the system gets congested. This
is because auctions offer the service providers more options to choose the most
valuable customers and drop others. It also causes customers to compete for
bandwidth by raising their prices.

6 Conclusion

We considered a DiffServ network and studied the problem of maximizing the
service provider’s profit using pricing. We presented a novel pricing strategy of
maximizing the service provider’s revenue based on clients’ bids of price as well as
desired service. The scheme proposed in this paper gives customers the option
to choose how much they want to pay for along with their required services.
Our solution provides the thresholds for each service class according to network
resource availability. The thresholds can also be used as a future reference for
admitting new clients. We compared the revenue generated by auction and fixed
pricing. Our auction scheme generates the best result even when varying the
parameters. Our results show that the auction strategy beats the commonly
used fixed rate pricing scheme.
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Abstract. There is a growing need to support quality-of-service (QoS)
in mobile ad hoc networks. Supporting differentiated services (DiffServ)
in mobile ad hoc networks, however, is very difficult because of the dy-
namic nature of mobile ad hoc networks, which causes network conges-
tion. We propose DiffServ module to support differentiated service in
mobile ad hoc networks through congestion control. Our DiffServ mod-
ule uses the periodical rate control for real time traffic and also uses the
best effort bandwidth concession when network congestion occurs. We
evaluate our mechanism via a simulation study. Simulation results show
our mechanism may offer a low and stable delay and a stable throughput
for real time traffic in mobile ad hoc networks.

1 Introduction

Differentiated services (DiffServ) [1] has been widely accepted as the service
model to adopt for providing quality-of-service (QoS) over the next-generation
IP networks. DiffServ uses the concept of Per Hop Behaviors (PHBs), which
provide different levels of QoS to aggregated flows. This is done by classifying
individual traffic flows into various service levels desired before entering the
DiffServ network domain. Within the DiffServ domain, flows of the same class
are aggregated and treated as one flow. Each aggregated flow is given a different
treatment, in terms of network resources assigned, as described by the PHB for
that class.

There are three PHBs such as Expedited Forwarding (EF) [2], [3] service, As-
sured Forwarding (AF) service and Best Effort service. Service level agreements
(SLAs) contain delay and throughput requirements among others like reliability
requirements [4]. The EF PHBs provide low loss, low delay, and low jitter ser-
vices for real time traffic that represents traffic like video or voice. We will use
EF traffic as the same term with real time traffic within this paper.

� Correspondent author.
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A mobile ad hoc network is formed by a group of wireless stations without
infrastructure. There is a growing need to support real time traffic in mobile
ad hoc networks. This, However, is very challenging because mobile ad hoc net-
works represent dynamic nature, which causes unexpected network congestion
[6]. In this figure, we can see that network congestion is induced when a mobile
station moves, which may consequently cause high delay and low throughput.
Consequently, the QoS guarantee of real time flows is violated.

In this paper, we propose a DiffServ module to support differentiated service
in mobile ad hoc networks through congestion control. Our DiffServ module uses
the periodical rate control for real time traffic and the best effort bandwidth
concession when network congestion occurs.

The organization of this paper is as follows. In Section 2, we describe our
DiffServ module and congestion detection and congestion control mechanism.
In Section 3, we represent simulation model, simulation parameters and some
results. Finally, conclusions are offered in Section 4.

2 Proposed DiffServ Module for Mobile Ad Hoc
Networks

The most dominant factor of packet transfer delay in networks is queuing delay.
So, delay and jitter are minimized when queuing delays are minimized. The
intent of the EF PHB is to provide a PHB in which EF marked packets usually
encounter short or empty queues. EF Service should provide minimum delay and
jitter [2].

According to RFC 3246 [2] which discusses the departure time of EF traffic,
a node that supports EF on an interface I at some configured rate R must satisfy
the following condition for the j-th packet:

d(j) ≤ F (j) + E (1)

where d(j) is an actual departure time, F(j) is a target departure time, and E is
a tolerance that depends on the particular node characteristics. E provides an
upper bound on (d(j)-F(j)) for all j.

F(j) is defined iteratively by

F (0) = 0, d(0) = 0 for all j > 0 : (2)

F (j) = max[a(j), min(d(j − 1), F (j − 1) +
L(j)
R

. (3)

where a(j), L(j), and R denote an arrival time, the packet length, and the EF
configured rate, respectively.

The rate at which EF traffic is served at a given output interface should be
at least the arrival rate, independent of the offered load of non-EF traffic to that
interface [2]. The relationships between EF traffic’s input rate and output rate
in each node are represented in the following three cases:
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Fig. 1. DiffServ module

1. input rate > output rate
2. input rate < output rate
3. input rate = output rate

In case 1, it is difficult to support EF service because of the higher queuing
delay. In case 2, the queuing delay is minimal so that high quality is provided to
EF traffic. Non-EF traffic, however, is starved. Also, the delay and throughput
of EF traffic can fluctuate because the output rate of EF traffic is disturbed.
Finally, case 3 is considered as an ideal case for EF traffic. We assert that the
input and output rate of EF traffic should be the same.

The proposed DiffServ module exists in the IP layer together with routing
protocol as illustrated in Fig. 1. There is an interface between the DiffServ
module and MAC for their interoperation. The DiffServ module controls the
output rate of traffic using a MAC delay or bandwidth usage provided through
the interface. The objective of our DiffServ module is guaranteeing the QoS
requirement of already established real time traffic. The DiffServ module has
two main roles:

1. It periodically regulates the output rate of real time traffic to meet band-
width requirements. In other words, the output rate is maintained the same
as the input rate. This rate maintenance provides not only the ideal EF ser-
vice as previously described but also a stable throughput and delay of real
time traffic. The rate adjustment can be implemented by using the token
(leaky) bucket [9].

2. When congestion occurs, the bandwidth of best effort traffic is conceded to
real time traffic in order to prevent the QoS requirement penalty. Fig. 2
illustrates the conceding of best effort bandwidth to real time traffic.

Fig. 2. The concession of best effort bandwidth
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If queues remain short and empty relative to the buffer space available, packet
loss and queuing delay is kept to a minimum. Since EF traffic usually encounters
short or empty queues, and node mobility induces obscurity of queue utilization
(i.e., the queue length of node after moving reflects the queue length of at po-
sition right before moving), the conventional congestion detection method (e.g.,
drop tail, RED (Random Early Detection)) using a queue overflow or queue
threshold value is not appropriate for mobile ad hoc networks. For these rea-
sons, in our scheme, congestions are detected by monitoring when the delay and
bandwidth utilization of real time packets exceed a given threshold. Packet delay
and bandwidth utilization can be simply measured at the congestion node by
using the timestamp in a packet and counting amount of packet received per
second, respectively. Also, the recent research, BLUE [8] shows that RED con-
gestion avoidance algorithm using a queue length estimate to detect congestion
has inherent weakness. Queue lengths do not directly relate to the true level
of congestion in the real packet networks. BLUE use the packet loss and link
utilization history for congestion detection.

When a node detects congestion, it sends out congestion notification messages
in the direction of the source node of the real time flow as illustrated in Fig. 3.
The notification messages are broadcast because of wireless medium characteris-
tics. First, one-hop upstream nodes receiving the notification messages concede
the bandwidth allocated for their best effort flows to their real time flows to
relieve a congested situation. At this time, if the congestion is resolved, all con-
gestion control processes end and congestion notification messages are no longer
relayed in the direction of source nodes. Usually, the congestion can be solved
at one-hop upstream nodes of congestion node because many one-hop upstream
nodes (three nodes in Fig. 3) simultaneously reduce the rate of their best ef-
fort traffic. If the congestion is not relieved, however, the congestion notification
messages are continuously relayed in the direction of source nodes. So, two-hop,
three-hop, . . . , upstream nodes receiving the notification messages reduce their
output rates of their best effort flows. Through this process, if the congestion
is solved all processes successfully end, and if the congestion is not solved the
notification messages are continuously relayed in direction of source nodes until

Fig. 3. Congestion control in mobile ad hoc networks
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congestion is solved. So, light congestion is simply relieved at one-hop upstream
nodes, but the heavy congestion is relieved after many upstream nodes reduce
their best effort output rates.

3 Simulation

We evaluated our mechanism via simulation. Fig. 4 illustrates the network model
used in the simulation. We have modeled only one congestion node and it’s three
upstream nodes from network of Fig. 3 because only three one-hop upstream
nodes of congestion node can completely relieve the congestion in our simula-
tion. Also, the rate reduction amount of the best effort bandwidth at each node
can determine more relay of congestion notification message. This is network
design choice.

In Fig. 4, three nodes simultaneously access a channel in order to communi-
cate with a congested node. It is assumed that a contention-based service by the
IEEE 802.11 Distributed Coordination Function (DCF) [5] channel access mode,
based on the carrier sense multiple access with collision avoidance (CAMA/CA),
is used to contend for the medium for each packet transmission. When a packet
arrives at the MAC layer, the MAC listens to the channel and defers access to
the channel according to CSMA/CA algorithm. When the MAC acquires access
to the channel, then packets are exchanged.

We have simulated the 802.11 DCF as time slot based. The length of data
packet is assumed as 80 bytes which is equivalent to 26 μs at the channel bit rate
of 24 Mbps. The DCF and simulation parameters are reported in Table. 1. Each

Fig. 4. Network model

Table 1. DCF and simulation parameters

Channel bit rate 24 Mbps
Slot time 9 μs

SIFS 16 μs
DIFS 34 μs

Length (size) of contention window 0∼63 μs (8)
ACK transmission time 5 μs

Data packet transmission time 27 μs (80bytes)
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(a)Throughput (b)Delay

Fig. 5. The throughput and delay when the real time bandwidth requirement is 1 Mbps

node is modeled as a perfect output buffered device, that is, one which delivers
packets immediately to the appropriate output queue.

The focus of the experiments is whether our DiffServ module guarantees the
QoS requirements of real time traffics as the best effort traffic load is increased.

Fig. 5 shows throughput and delay when the output rate of real time traffic is
maintained the same as the input rate. The input rate of real time traffic is 1Mbps
that represents a bandwidth requirement. In the experiment, the best effort
traffic load continuously increased while the rate of real time traffic is maintained
at 1 Mbps. As a result of experiment, the throughput of the best effort traffic
increases up to some point and after that point, is saturated to almost 5 Mbps.
Furthermore, the delay of the best effort traffic suddenly increases after the
saturation point. We can see that the throughput of real time traffic is maintained

(a)Throughput (b)Delay

Fig. 6. The throughput and delay with no congestion control when the real time band-
width requirement is 3.027 Mbps
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(a)Throughput (b)Delay

Fig. 7. The throughput and delay with congestion control when the real time band-
width requirement is 3.027 Mbps

successfully meeting the bandwidth requirement. The delay performance of real
time traffic also shows a relatively stable pattern. Assuming that the bandwidth
requirement is 1 Mbps and the node-to-node delay requirement is 10 ms, then the
network is not congested. A congestion control mechanism for real time traffic
is not needed.

If the bandwidth requirement of real time traffic is changed to 3.027Mbps,
however, we can observe congestion as shown in Fig. 6. In this case, the band-
width requirement of real time is satisfied when the offered loads of best effort
are relatively low. As the best effort traffic load increases, however, the through-
put of real time traffic decreases and the delay also terribly increases, which
induces the QoS violation of real time traffic.

Fig. 7 shows the throughput and delay performances with our congestion
control mechanism. When the bandwidth requirement of real time traffic is
3.027Mbps, the throughput of real time traffic is stably maintained at 3.027Mbps
and the delay is also maintained at stably low values as a result of the best
effort bandwidth concession. In Fig. 7, the crooked points represent that con-
gestion control is performed. Whenever congestion is detected, the bandwidth of
best effort traffic is conceded to real time traffic through its rate reduction. As
previously described, congestion is detected by a delay threshold value of real
time packet.

4 Conclusion

In this paper, we proposed DiffServ module, supporting service differentiation in
mobile ad hoc networks through rate regulation and congestion control. In our
scheme, for real time traffic, we regulated its output rate the same as the input
rate. This regulation produced stable throughput and delays. The congestion
was detected by measuring the delay or bandwidth utilization of real time traffic
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and comparing it with some threshold values. The congestion was controlled by
conceding the best effort bandwidth to real time traffic. We verified our DiffServ
mechanism through simulation. The experiment results showed that our mech-
anism could offer stable throughput and stably low delays for real time traffic.

Acknowledgement. University Fundamental Research Program supported by Min-
istry of Information and Communication in Republic of Korea.
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Abstract. QoS-enabled networks consist of major functions: one is a
TCP congestion control (TCC) mechanism at a source/sink node and
the other is an active queue management (AQM) scheme at an inter-
mediate node. In this paper, we introduce the major TCC mechanisms
and AQM schemes, and provide analytical models and simulation-based
comparisons of these TCC/AQM schemes for the purpose of identifying
the reciprocal relationship between TCC mechanisms and AQM schemes
in QoS-enabled networks. The results show that the equilibrium and dy-
namics of the underlying network depends on the harmony between the
TCC/AQM pairs. The NewReno/PI pair, a feedback-based mechanism
encompassing both network and end-systems, can enhance the perfor-
mance of packet loss and delay sensitive applications. In our opinion,
an appropriate combination of active queue management from the net-
work and TCP source reaction would provide an effective solution to the
instantaneous network fluctuation which occurs on the Internet.

1 Introduction

Millions of users have started to use wired and/or wireless networks and the
amount of traffic has increased considerably. In addition, new peer-to-peer ap-
plications such as Napster, Kazza, and e-donkey have led to an increase in the
amount of traffic, and there has also been a significant rise in the amount of
multimedia traffic such as audio and video. One significant technological break-
through which facilitated this growth was the introduction of congestion control
[1], which allowed many users to share the network without causing congestion
collapse. Although the best-effort service, which was used in the early days of
the Internet, was adequate as long as the applications using the network were
not sensitive to variations in losses and delays, it is no longer adequate, due
to the explosion in the number of different applications. To solve this problem,
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in the last few years, there has been a wave of interest in providing network
services with performance guarantees and in developing algorithms supporting
different levels of services. The various solutions that have been proposed to
solve these problems can be summarized under the general heading of Quality-
of-Service (QoS).

QoS-enabled networks consist of major functions: 1) a TCP Congestion Con-
trol (TCC) mechanism at a source/sink node that dynamically adjusts the rate
(or window size) in response to congestion in its path, and 2) an Active Queue
Management (AQM) scheme at an intermediate node that updates, implicitly
or explicitly, a congestion measure, drops (or marks) some packets in order to
avoid network congestion, and sends these packets back, implicitly or explicitly,
to the source or sink.

In this paper, we introduce the major TCC mechanisms and AQM schemes
and describe the basic approaches that have been proposed. We also present
analytical models of these TCC/AQM schemes for the purpose of identifying
the reciprocal relationship between the TCC mechanisms and AQM schemes in
QoS-enabled networks.

The rest of the paper is organized as follows. In section 2, we briefly review the
major TCC mechanisms, such as TCP Tahoe [1], TCP Reno, and TCP Vegas
[2], and the major AQM schemes, such as DropTail, random early detection
(RED) [5], and Proportional Integral (PI) [6], and present analytical models of
these TCC/AQM schemes. In section 3, we describe how network simulations
are performed using NS-2 [7] simulator. In section 4, we presents simulation-
based comparisons of the TCC/AQM pairs. In the final section, we offer our
concluding remarks.

2 Current TCC Mechanisms and AQM Schemes

2.1 TCC Mechanisms

TCC has three important features. The first is the ”window” flow control feature.
A source node maintains a variable called the window size that determines the
maximum number of outstanding packets that have been transmitted, but not
yet acknowledged. When the window size is exhausted, the source must wait
for an acknowledgment before sending any new packets. In two features are
important. The second is the ”self-clocking” feature that automatically slows
down the source when the network becomes congested and acknowledgments
are delayed. The third is that the window size controls the source rate: roughly
one window of packets is sent during each round-trip. We will briefly review
the major TCC mechanisms and analytically model the average source rate of
these mechanisms.

To model the average behavior of the additive increase, multiplicative de-
crease (AIMD) mechanism, we assume the following expressions. Let wi(t) be
the window size. Let τi be the equilibrium round trip time (propagation plus
equilibrium queueing delay), which is constant. Let xi(t) defined by xi(t) =
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wi(t)/τi be the source rate at time t. Let qi(t) be the end-to-end marking prob-
ability to which source algorithm reacts. In period t, it transmits at rate xi(t)
packets per unit time, and receives (positive and negative) acknowledgments at
approximately the same rate, assuming every packets is acknowledged. Hence, on
the average, source i receives xi(t)(1−qi(t)) number of positive acknowledgments
per unit time and each positive acknowledgment increases the window wi(t) by
1/wi(t). It receives, on the average, xi(t)qi(t) negative acknowledgments (losses)
per unit time and each halves the window. Hence, in period t, the net change to
the window is roughly

xi(t)(1− qi(t))/wi(t)− xi(t)qi(t)wi(t)/2 (1)

Whereas, the Vegas source determines the queueing delay by monitoring its
round-trip time (the time between the sending of a packet and the receipt of its
acknowledgment) and subtracting from this the round-trip propagation delay.
Therefore, TCP Vegas is modelled as the following expression. Let di be the
round trip propagation delay for source i and assume αi = βi for all i. Then the
source rate is adjusted according to:

1
(di + qi(t))2

sgn
(

1− xi(t)qi(t)
αidi

)
(2)

where sgn(z) is -1 if z < 0, 0 if z = 0, and 1 if z > 0. Here, qi(t) is the sum of
link queueing delays in the path of i at time t, di + qi(t) is the round trip time
of i at time t, and xi(t)qi(t) is the number of packets that are buffered in the
queues in i’s path. Hence (3) says that the window (rate × round trip time) is
incremented or decremented by 1 packet per round trip time, according as the
number xi(t)qi(t) of packets buffered in the path is smaller or greater than the
target αidi. In equilibrium, each source i maintains αidi packets in its path.

The analytical models for each TCC mechanism are derived in [3] , as sum-
marized in Table 1.

Table 1. Analytical Models of TCC mechanisms

TCC Mechanism Analytical Model

Reno x̄ = 1−qi(t)
τ2

i

− 1
2qi(t)x2

i (t)

Vegas x̄ = 1
(di+qi(t))2

sgn
(
1 − xi(t)qi(t)

αidi

)
τi: equilibrium round trip time for source i
xi(t): source rate for source i at time t

Parameters qi(t): end-to-end marking probability for source i at time t
di: round trip propagation delay for source i
α: control gain
x̄: average source rate for source i at time t
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2.2 AQM Schemes

We provide a description of the basic schemes for IP network such as DropTail,
RED [5], and PI [6] and present analytic models of their dropping (or marking)
probability.

• DropTail. DropTail maintains exactly simple FIFO queues. There is no
methods, configuration parameter, or state variables that are specific to drop
tail queues.

• RED. RED [5] was presented with the objective to minimize packet loss
and queueing delay, avoid global synchronization of sources, maintain high
link utilization, and remove biases against bursty sources. To achieve these
goals, RED utilizes two thresholds, minth and maxth, and a exponentially-
weighted moving average (EWMA) formula to estimate the average queue
length, Qavg = (1−Wq)∗Qavg +Wq ∗Q, where Q is the current queue length
and Wq is a weight parameter, 0 ≤Wq ≤ 1. The two thresholds are used to
establish three zones. If the average queue length is below the lower threshold
(minth), RED is in the normal operation zone and all packets are accepted.
On the other hand, if it is above the higher threshold (maxth), RED is in
the congestion control region and all incoming packets are dropped. If the
average queue length is between both thresholds, RED is in the congestion
avoidance region and the packets are discarded with a certain probability Pa:

Pa =
Pb

(1− count · Pb)
(3)

This probability is increased by two factors. A counter is incremented every
time a packet arrives at the router and is queued, and reset whenever a
packet is dropped. As the counter increases, the dropping probability also
increases. In addition, the dropping probability also increases as the average
queue length approaches the higher threshold. In implementing this, RED
computes an intermediate probability Pb,

Pb =
maxp

maxth −minth
× (Qavg −minth) (4)

whose maximal value given by maxp is reached when the average queue
length is equal to maxth. For a constant average queue length, all incoming
packets have the same probability to get dropped. As a result, RED drops
packets in proportion to the connections’ share of the bandwidth.

• PI. PI [6] uses a feedback-based model for TCP arrival rates to let the
queue occupancy converge to a target value, but assumes a priori knowledge
of the round-trip times and of the number of flows traversing the router. It
improves responsiveness of the TCP flow mechanisms by means of propor-
tional control, stabilizes the queue length around target value qref by means
of integral control, and marks each packet with a probability, p,

p(t + 1) = p(t) + a(q(t + 1)− qref )− b(q(t)− qref ) (5)



822 J. Koo et al.

Two main functions are used in the PI algorithm: one is the congestion indi-
cator (to detect congestion) and the other is the congestion control function
(to avoid and control congestion). The PI-controller has been designed based
on (1) not only to improve responsiveness of the TCP flow dynamics but also
to stabilize the router queue length around Qref . The latter can be achieved
by means of integral (I)-control, while the former can be achieved by means
of proportional (P)-control using the instantaneous queue length rather than
using the exponentially weighted moving average (EWMA) queue length.

3 Simulation Method

In the previous section, we showed that Internet congestion control is an indepen-
dent but inter-related algorithm between TCC mechanisms and AQM schemes.
To compare the current TCC/AQM pairs via simulation, in this section, we ex-
plain how we simulated the different schemes discussed in the previous section.

We perform three simulation experiments. In the first experiment, we com-
pare the performance provided by the DropTail, RED [5], and PI [6] schemes,
at a single node. The first experiment focuses on the performance issues from
the point of view of the queueing information at a bottleneck link. In the second
experiment, we compare different TCC/AQM pairs, in order to determine which
pair of schemes provides the ”best” performance under the same conditions.

Setting Up the Single-node Topology for Experiment 1 - In this experi-
ment, we consider a bottleneck link with a bandwidth of 10 Mbps, a propagation
delay of 10 ms, and a queue size of 150,000 bytes. The remaining links (edge
links) all have a bandwidth of 100 Mbps and a propagation delay of 1 ms. Each
source node is connected to the corresponding sink node at the other side of the
network, i.e., source node Si is connected to sink node Ri, as shown in Figure 1.
Since numerous tutorials and manuals are available concerning the nodes and
link objects in NS-2, we will not provide any further discussion on this subject.
There are 3 TCP source/sinks and one UDP source/sink connected to each edge
node. Each TCP source is an FTP application on top of NewReno TCP. The
FTP packet size is 500 bytes. Each UDP source is a Pareto On-Off source with
a peak rate of 5,000 Kbps, a burst time of 10 ms, and an idle time of 10 ms. The
experiment lasts for 70 seconds of simulated time, and ECN is available in the
entire network.

• Drop-Tail. We use DropTail to have an estimate of the performance measure
encountered without AQM scheme. With DropTail queue, incoming packets
are discarded only when the queue is full.

• RED. RED utilizes two thresholds, minth and maxth, and an EWMA for-
mula to estimate the average queue length. RED is configured with a mini-
mum threshold minth = 30,000 bytes, and a maximum threshold maxth =
120,000 bytes. Also, the parameter maxp is set to 1, and the weight used in
the computation of the average queue size is set to Wq = 0.002.
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Fig. 1. Network topology with single node for per-node queueing behavior

• PI. We configure the PI algorithm with approximate RTTs and a tight upper
bound on the round-trip times R+ = 180 ms, with a sampling frequency of
160 Hz, and get a = 1.643e - 4 and b = 1.628e - 4. The target queue length
Qref is set to 70,000 bytes. Note that such a crude parameter tuning is to
account for the uncertainty on estimates of the RTTs and of the number of
flows at router configuration time.

Setting Up the TCC/AQM pair for Experiment 2 - In this experiment,
we use the same network topology and traffic pattern as those used in experiment
1. In addition, we implement the TCC mechanisms (i.e. TCP Tahoe, TCP Reno,
TCP SACK, and NewReno) at the source/sink nodes and AQM schemes (i.e.
DropTail, RED, and PI) at the core nodes.

4 Simulation Results

In this section, we present the simulation results for each queue discipline in
terms of the per-node queueing behavior.

For each AQM scheme, we monitor the link utilization, loss rate, average
delay, and average queue length at the bottleneck core link, as shown Figure 1,
and present our results in Figure 2. It was found that the DropTail and RED
schemes could achieve better link utilization than the PI scheme.

For each TCC/AQM pair, we monitor the end-to-end average loss rate and
average delay, and present our results in Table 2. Considering the average loss
rate, the AQM schemes under the NewReno mechanism provide relatively better
performance than the other schemes. Note that the PI scheme can achieve lower-
delay performance than the other schemes. Furthermore, the PI scheme was al-
most unaffected by the TCC mechanisms, as shown in the standard deviation of
Table 2. This means that PI, which provides a suitable feedback mechanism, can
help delay sensitive applications to adapt themselves dynamically to the under-
lying network and to stabilize the end-to-end QoS within an acceptable limit.
The simulations show that the equilibrium and dynamics of the network depend
on the harmony between the TCC/AQM pairs. In our opinion, an appropriate
combination of active queue management from the network and source reaction
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Fig. 2. Per-node queueing behavior with single node

Table 2. End-to-end performance results of TCP/AQM schemes

TCP/AQM Average Standard Deviation
Schemes Loss Rate (%) Delay (ms) Loss Rate (%) Delay (ms)

Tahoe/DT 0.369 48.39 0.418 7.791
Tahoe/RED 0.343 50.27 0.393 8.917
Tahoe/PI 0.400 14.69 0.091 6.499
Reno/DT 0.283 44.46 0.384 14.355

Reno/RED 0.237 48.16 0.325 13.822
Reno/PI 0.329 15.77 0.141 7.213

SACK/DT 0.409 48.95 0.450 5.624
SACK/RED 0.397 49.82 0.427 6.545
SACK/PI 0.383 14.98 0.158 6.650

NewReno/DT 0.174 52.27 0.238 12.458
NewReno/RED 0.171 51.07 0.230 11.454
NewReno/PI 0.226 14.67 0.082 5.487

in needed to provide an effective solution to the instantaneous network fluctua-
tions which occur on the Internet. The NewReno/PI pair, a feedback mechanism
encompassing both network and end-systems, can enhance the performance of
packet loss and delay sensitive applications.

In summary, the existing TCC mechanisms and AQM schemes have focused
on seven main issues: 1) avoid congestion, 2) reduce the packet transfer delay,
while keeping the queue lengths at low levels, 3) avoid the TCP global synchro-
nization problem, 4) achieve fairness among different traffic types, 5) deliver ser-
vice guarantees (guaranteed or differentiated), 6) reduce the program complexity,
and 7) increase the scalability. These issues, however, are all inter-related.
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5 Conclusion

We presented an analysis of the reciprocal relationship between TCC mecha-
nisms and AQM schemes, by considering the average packet loss rate and av-
erage delay. The analysis provided herein has two objectives. First, we describe
each algorithm’s design goals and performance issues. Second, we compare the
performance of the surveyed TCC/AQM pairs in QoS-enabled networks. To un-
derstand which pair of schemes in the most harmonious, we briefly reviewed
the major TCC/AQM schemes, described their analytical models, and provided
simulation-based comparisons of the TCC/AQM pairs under the same condi-
tions. In addition, the method of analysis presented in this paper could be used
as a basic means of identifying the behavior of network entities which are more
complicated and diversified in terms of their per-node queueing information and
per-flow end-to-end behavior.
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Abstract. More and more attention is focused on direct interconnection 
networks when designing the switching fabrics in the terabit routers. Various 
switching mechanisms are proposed for multi-computer systems, which also 
rely on direct interconnection networks between processors to support the 
messages passing mechanism. But it remains unknown which one is more 
suitable for fabrics in the terabit routers. Based on the requirements of terabit 
class routers we made analysis and simulations on various switching 
mechanisms, such as store and forward, wormhole switching, virtual cut 
through switching and pipelined circuit switching. The results show that virtual 
cut through exhibits superior performance characteristics over other switching 
mechanisms under various conditions. Simulations of the performances of 
virtual cut through shows that larger buffer, longer flit and more virtual 
channels help to sustain higher throughput at the cost of increasing latency. 

1   Introduction 

Historically, routers have used backplane bus and crossbar switches as their switching 
fabrics. However, bus architecture is not sufficient for more than very few Gbps speed 
ports. Crossbars cannot economically scale to large number of nodes since the cost 
grows as the square of the number of nodes. Direct interconnection network (DIN) [1] 
has drawn much interest recently as a promising candidate for high-speed and high-
performance fabrics in terabit class routers. For example, Avici Systems uses 3-D 
torus as switching fabrics in their terabit router AVICI TSR [2], while Pluris makes 
use of hypercube in TeraPlex20 [3]. 

Switching mechanism defines how messages propagate through the switching 
fabrics. A variety of switching mechanisms have been proposed [4], among which 
are: circuit switching (CS), store and forward (S&F), wormhole switching (WS), 
virtual cut through switching (VCT), pipelined circuit switching (PCS) and adaptive 
cut through switching (ACTS). These switching mechanisms are mainly designed for 
multi-computer systems while the core router presents a somewhat different set of 
requirements. For example, most commercial multi-computer systems implement WS. 
But it is not well suited for fabrics in terabit routers for its relatively low throughput. 
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In this paper, we make analyses of the five popular switching mechanisms based on 
the requirements of terabit class routers. The results show that VCT outperforms other 
switching mechanisms in many ways. The rest of the paper is organized as follows: In 
Section 2, comparisons of the switching mechanisms are presented. Attention is 
focused on advantages and disadvantages of the five type of switching mechanisms: 
CS, WS, VCT, PS and PCS. In section 3 we introduce the evaluation methodology, 
including the routing algorithm used in the simulations. Section 4 describes the 
different simulations performed, as well as the results obtained. In section 5 we 
conclude this paper and provide an outlook to future research. 

2   Comparisons of the Switching Mechanisms 

2.1   Various Switching Mechanisms  

In this section, various switching mechanisms are compared including circuit 
switching, store and forward, wormhole switching, virtual cut through switching and 
pipelined circuit switching. 

The oldest technique, which is not popular anymore in parallel computers, is circuit 
switching. In CS, messages are not divided into parts. Before a message is 
transmitted, a complete path will be established from source to destination by sending 
a probe. Once the transmission completes, the path will be torn down. The most 
notable feature of CS is its provision of guaranteed latency once the connection is set 
up. But link utilization is relatively low in CS, which lead to less use in modern multi-
compute systems. 

In S&F, a message is divided into packets that are independently routed towards 
their destinations. Each packet contains the destination address and alternative paths 
can be selected upon encountering network congestion or faulty nodes. Before it is 
forwarded to the next node, the entire packet has to be stored in the current node. 
Therefore, the time to transfer a packet from source to destination is directly 
proportional to the number of hops in the path.  

In WS, packets are sub-divided into a sequence of smaller units called flits. The 
first flit is used to determine the route and the remaining data flits follow in a pipeline 
fashion (the last flit releases the reserved connections). The network latency for WS is 
(Lf/B)D+L/B, where B is channel bandwidth, D is the number of hops and L, Lf is the 
length of the packet and the flit respectively. Thus, the latency of WS is insensitive to 
the distance D for Lf << L. 

VCT behaves in the same way as WS except when the requested outgoing channel 
is busy. VCT buffers the whole packet at the local node while WS stalls the packet at 
each node along the path up to the current node. Therefore, VCT can achieve higher 
throughput than WS for this reason. This effect becomes particularly evident with 
heavy network traffic. 

PCS is a combination of CS and WS. In PCS, the data flits are waiting in the source 
before a path is established from source to destination by the header flit. PCS is a 
reliable switching mechanism, since fault tolerant routing algorithm can be easily 
designed. The most notable advantage of PCS is its ability to provide messages with 
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an agreed upon service, e.g. guaranteed latency, once the connection is established. 
But the advantages of PCS are obtained at the expense of longer path-set-up time. For 
short messages, higher latency and low throughput will be the penalties from PCS. 

2.2   Choice of Switching Mechanisms in Terabit Router 

In several core routers, the switching fabrics internally operate on fixed-size data units. 
Examples of such routers and switches can be found in both commercial products and 
laboratory prototypes, such as Cisco GSR [5], the Tiny-Tera [6] and so on. Using 
fixed-size data units in the switch has many advantages. For example it can make the 
implementation much easier compared to the variable-length packets. Therefore, VCT, 
WS and PCS are preferred since they cut packets into fixed size data units. 

On the other hand, the terabit class routers have to handle a large number of high-
speed ports. So fabrics may be expanded to large scale. But the delay of S&F is 
proportional to the distance. Hence, higher delay is obtained for large-scale fabrics if 
S&F is used. The distance does not heavily affect the latency of WS and VCT, so 
delay-sensitive real time application will greatly benefit from VCT and WS because 
of their shorter latency. Therefore, they are suitable for the scalable fabrics in terabit 
class routers. However, considering the heavy traffic faced by the terabit router, VCT 
is more suitable than WS and PCS. 

Since VCT propagates a packet all the way to its destination, if a packet is 
corrupted, it may not be able to fully be removed from the network until it reaches the 
destination, thus wasting bandwidth. This is a disadvantage when cut through is used 
in Internet environment since the error rate is relatively high. But in switching fabric 
of terabit routers, the error rate for a data packet is very low. Hence, this disadvantage 
is no longer a big problem. 

From discussions above, we can see VCT performs efficiently while imposing less 
constraint. It is better suited for the terabit routers. To enhance our analysis, we have 
made different simulations as follows. 

3   Evaluation Methodology 

To evaluate the various switching mechanisms we use one of the most powerful 
software simulation package-OPNET [7]. OPNET provides a comprehensive 
development environment for the specification, simulation and performance analysis 
of communication networks. 

The simulations are carried on a 4×4×4 3D torus network due to the popularity of 
this topology in many systems [2, 4, 8]. The routing algorithm used in the simulations 
is proposed by Duato in [9]. It has been accepted by many real systems such as the 
Cray T3E [8], Reliable Router [10] and so on. In the case of 3D torus, the algorithm 
requires at least three virtual channels (VC), which are divided into two classes a and 
b. Class b contains two virtual channels, in which deterministic routing is applied. 
The rest virtual channels belong to class a, where fully adaptive routing is used. The 
messages can adaptively choose any virtual channels available from class a. If all the 
virtual channels of class a are busy, the message enter channels that belong to class b. 
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Each node operates asynchronously. They generate packets at time interval chosen 
from a negative exponential distribution. Unlike the traditional use of fixed-length 
packets [4, 8], we use two kinds of packet length distributions. One is uniform 
distribution, which ranges from 64 to 1500 bytes. The other is a specific distribution 
SP (Size and Percent) that is based on the IP (Internet Protocol) packet size and 
percentages sampled over a two-week period [11]: 40 bytes (56 % of all traffic), 1500 
bytes (23 %), 576 bytes (16.5 %) and 52 bytes (4.5 %). Recent studies have revealed 
that traffic in Internet can exhibit a high degree of burst, but the traditional Poisson 
arrival process is unable to model traffic burst. So we also use an on-off source in the 
simulation. To the best of our knowledge, ours is the first attempt to incorporate such 
source and packet length distributions into evaluating performance of direct 
interconnection networks. Such configurations of simulation environments are more 
close to reality, which makes the results more convincing. 

The performance of the switching mechanisms is measured in terms of ETE (End 
to End) delay and throughput.  Loss rate is used as the metrics of the throughput. In 
all the figures presented below, the horizontal axis represents the injected traffic into 
the network while the vertical axis shows the ETE delay or loss rate. 

 4   Simulation Results 

In this section, we show by analysis and simulations that, in the case of terabit class 
routers, VCT may provide performance advantages over other switching mechanisms. 
We first compare the performance of different switching mechanisms. Then we 
evaluate the performance of VCT under various working conditions. 

4.1   Comparisons of WS, VCT, PS and PCS 

Figure 1 depicts latency results of the four popular switching mechanisms under 
various conditions. The figures reveal that when the offered traffic is between 0.1 and 
0.2 T bit/s, WS and VCT have almost the same ETE delays. This is due to their 
similar behavior under light traffic load. The latency of PCS is greater than that of 
WS or VCT because of the path set up time. The reason for highest latency of S&F is 
that the packets are stored node by node. When the traffic increases, the performance 
merits of VCT become apparent since less contention occurs in VCT than those in 
WS. 

On the other hand, the four figures reveal that VCT can sustain higher traffic load 
than the other three. This is due to the fact that the blocked packets remained in the 
network and kept resources previously reserved. Therefore, VCT achieves lower ETE 
delay and sustains higher traffic load under different simulation environments among 
the four candidates. The feature of low latency of VCT meets the requirement of some 
real time traffic. Hence, VCT is a cost effective method to support QoS in the fabrics 
of the terabit class routers. On the other hand, since backbone routers are faced with 
heavy traffic, high throughput of VCT satisfies another requirement of the core 
routers. 
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(a)     (b) 

 

(c) (d) 

Fig. 1. Comparisons of the four switching mechanisms under different environments 

4.2   Performance of VCT Under Various Working Conditions 

Figure 2-Figure 4 show the results of the simulations with 3D torus topology by using 
VCT. We evaluate the effect of input buffer size, flit length and number of virtual 
channels on the network performance. The buffer size means the number of 
maximum-size packets (1500 bytes) that can be stored.  

Figure 2 shows the effect of input buffer size on the network performance. As the 
buffer size increases, the loss rate becomes lower. For example, when the offered 
traffic is equal to 0.8 T bit/s, the loss rate has been improved by 8% with the buffer 
size increasing from 1 to 5. On the other hand, the improvement of the throughput is 
at the cost of increase of the latency. In Figure 2(a), as the buffer size increases, the 
ETE delay increase too. Lager buffer store more packets and more contention occur, 
which leads to larger ETE delay. When the buffer is large enough, the performance 
cannot be improved much by adding more buffers. 
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(a) ETE delay    (b) Throughput 

Fig. 2. Effect of input buffer size on the network performance  

Figure 3 reveals the effect of flit length on the network performance. The flit length 
varies from 32, 64,128 to 256 bytes. Both the number of VC and the buffer size are 3. 
Observation from Figure 3 (a) is that the latency performance has been improved with 
shorter flits. For example, the latency performance has been improved by 24% at 
offered traffic 0.5T bit/s (moderate traffic load) when the flit length decreases from 
256 to 32 bytes. For the offered traffic of 0.8 T bit/s (heavy traffic load), the latency 
has been improved by14.5%. The reason is that sending a longer flit takes more time 
and thus increases the waiting time of other flits. What’ more, long flits are easily 
blocked by each other under heavy traffic load. 

In Figure 3 (b), the four curves almost overlap at moderate traffic load (0.6 T bit/s 
or less). As the traffic increases, longer flits can help to sustain higher throughput. In 
the simulation, the average packet size is 782 bytes. If the flit length is 32 bytes, the 
average number of flits will be about 24. If 256 bytes, there are just about 3 flits. The 
more flits, the more contention occurs, thus increasing the loss rate.  

 
(a) ETE delay    (b)Throughput 

Fig. 3. Effect of flit length on the network performance 
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Figure 4 shows the ETE delay and throughput when the number of the virtual 
channels is varied from 3 to 7. The input buffer is 3 and flit size is 128byte. With low 
traffic loads, the variation of the number of virtual channels has little influence upon 
the ETE delay. But as the traffic load increases, the latency gets higher with more 
virtual channels. In addition, Figure 4(b) reveals that increasing the number of VC 
decreases the loss rate. The latency increase from 3.1 to 5.5 and the loss rate drops 
from 12.8 % to 3.4% when the number of VC varies from 3 to 7(The offered traffic is 
1.1 Tbit/s). 

 
(a) ETE delay     (b) Throughput 

Fig. 4. Effect of the number of the virtual channels on the network performance  

Virtual channels allow new messages to bypass the blocked message, leading to 
better utilization of link bandwidth and thus increase throughput. But virtual channels 
arbitration and multiplexing introduce additional delays, so more virtual channels 
cause higher latency. 

5   Conclusions and Future Work 

Various switching mechanisms are proposed in literature such as circuit switching, 
store and forward, wormhole switching, virtual cut through and pipelined circuit 
switching. In this paper, we compare their advantages and disadvantages when used 
in fabrics of terabit router. The comparison results suggest that, contrary to the current 
designs in multi-computer system, VCT is better suited than other switching 
mechanisms for the terabit router.  

Our future study is to develop an analytical model of the four switching 
mechanisms. It will provide cost-effective and efficient tools that requires less 
computation time than simulation. On the other hand, the explosive increase in 
multimedia applications implies new requirements on the core routers. The routers 
must therefore provide different QoS requirements to offer efficient, predictable 
services to multimedia flows. Thus, hybrid switching is another topic in future 
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research, i.e., using connection-oriented switching like circuit switching to support 
delay sensitive traffic while use virtual cut through to support best-effort traffic. 
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Abstract. Shared-memory based packet switches are increasingly being used 
for high-performance Internet switches and routers. The shared-memory 
switches are known to provide better throughput and packet-loss performance 
for bursty data traffic in high-speed networks and Internets compared with other 
buffering strategies under conditions of identical memory resource deployed in 
the shared-memory switch. The scheme to share the common memory resource 
among various broadband lines has direct impact on the throughput and packet-
loss performance of the switch. In this paper, we compare the effect of unbal-
anced bursty traffic on commonly used memory-sharing schemes, namely the 
individual-static threshold based, global-static threshold based, dynamic thresh-
old based and SMDA based memory-sharing schemes. Index terms—Shared 
Memory, Packet Switch, Unbalanced bursty Traffic, Memory-Sharing 
Schemes. 

1   Introduction 

Switching systems employing shared memory have been known to provide highest 
throughput and incur the lowest packet-loss compared to that of packet switches em-
ploying input or output buffering strategies under conditions of identical memory size 
and bursty traffic. The memory-sharing schemes have direct impact on the throughput 
performance and utilization of its output ports [1]–[4]. This paper presents a perform-
ance comparison of commonly used memory-sharing schemes for the class of shared-
memory packet switches under conditions of unbalanced bursty traffic. 

2   Background 

A shared memory switch allows multiple broadband lines to share a common memory 
space for queuing packets bound for various output-ports of the switch. It is common 
to allow some kind of control on sharing of the common memory space among the 
                                                           
1  Authors are with the Networking Research Lab (NRL) at UTPA. The research work of Dr. 
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 Effect of Unbalanced Bursty Traffic on Memory-Sharing Schemes 835 

 

packets for different output ports of the switch. In the case of complete memory shar-
ing, it is possible for packets of a given output port or a group of output ports (mo-
nopolizing ports) to completely occupy the common memory space and in effect 
block the passage of packets belonging to non-monopolizing ports of the switch. Fur-
thermore, an unbalanced distribution of packets to the output ports could make the 
problem worse as packets of an output port arrive in bursts. In order to alleviate this 
problem of unfairness, it is common to restrict the occupancy of the common-memory 
space in order to always allow passage to packets of all input-output pairs. In this pa-
per, we compare the impact of various memory-sharing schemes on the throughput 
and packet loss performance of a shared-memory switch under conditions of unbal-
anced bursty traffic. 

3   Individual-Static Threshold Based Sharing Scheme 

This is a straightforward scheme used to control, on an individual basis, the output-
queue build-up inside the shared-memory switch. Under this scheme, a restriction is 
placed on the maximum length of the output queues [1] to a pre-determined value 
which is defined as the individual-static threshold value (ST). This ST value is set to a 
multiple  of the total buffer space (B). 

ST = ·B packets (where 0 <   1) (1) 

An individual output queue (Qi) inside the common memory-space is not allowed 
to exceed the ST value. The packets of the output-queues that exceed the ST value are 
dropped. This scheme prevents any individual output-queue from completely occupy-
ing the common memory space and hence attempts to improve fairness and switch 
throughput. This method of restricting the maximum length of individual queue works 
well in preventing a single output queue from completely occupying the common 
memory space. However, at higher loads, it is still possible for a group of output 
queues to completely occupy the common memory space and unfairly deny (drop) the 
packets belonging to other source-destination pairs to access the common memory 
space for switching purposes. 

4   Global-Static Threshold Based Sharing Scheme 

According to this scheme, a restriction is put on the occupancy status of the entire 
global memory space. In this scheme, a predetermined limit, called the global-static 
threshold (GT) is imposed on the occupancy of the global memory space (B). 

GT = (1- )·B packets (where 0 <   1) (2) 

If the occupancy of the global memory space reaches that threshold (GT) then the 
packets only from qualifying output ports are admitted to the remaining memory 
space = ( ·B) packets. A predetermined admittance policy is used to qualify the out-
put ports whose packets will be admitted in the remaining memory space. An example 
of an admittance policy is given in the section below. 
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A. Admittance Policy for Qualifying Output-Ports 

Once the global-static threshold (GT) is reached on the occupancy of the entire global 
memory space then the admittance policy accepts packets for only those output ports 
whose output-queue length is less than ( ·B) packets. Where B is the total shared 
memory space and  is a proportionality constant (where, 0 <   1) imposed on the 
occupancy of global memory space (B).  

5   Dynamic Threshold Based Sharing Scheme 

Dynamic threshold based memory-sharing scheme is described in detail in [3]. Ac-
cording to this scheme, the occupancy of the buffer that dynamically changes with the 
traffic conditions impose dynamically changing restrictions on the active output ports 
from entering the remaining memory space at any given time. Each queue length (Qi) 
inside common memory space is limited to a predetermined value called the dynamic 
threshold (DT) value. This DT value is function of the remaining buffer space and it 
could increase or decrease depending on the traffic conditions at time t. Let B be the 
total buffer space and Qi the sum of all queue lengths, (i.e., the total memory occu-
pied by packets) then the dynamic threshold DT value at time t is calculated: 

DT(t) = ·(B – Qi) packets (where  > 0) (3) 

Where  is proportionality constant of the available memory (B – Qi) space at 
time t. Packets belonging to output queue i whose queue-length (Qi) is less than DT 
are allowed to be stored in the remaining buffer space; otherwise packets are dropped. 
Dynamic threshold scheme is inherently adaptive and dynamically respond in time 
according to the unused memory space. If there is sufficient buffer space it allows ac-
tive output ports to increase their output queues as much as necessary. Contrary, if the 
buffer nearly overflows it imposes very restrictive conditions in a way that only 
packet for less active ports are accepted. DT scheme reduces queue lengths by block-
ing new arrivals for the active ports, and waits for the queues of active ports to reduce 
naturally by the work of the switching system. 

6   SMDA Based Memory Sharing Scheme 

Another memory-sharing scheme, namely the shared-memory with dedicated access 
(SMDA) is similar to scheme called sharing with minimum allocation (SMA) scheme 
mentioned in [2]. SMDA or SMA based memory-sharing scheme aims to guarantee 
full utilization of the output ports first, and then attempts to maximize the throughput 
for a given bursty traffic. Under this scheme, a packet switch uses both the shared 
memory and dedicated memory for its output ports. A small percentage of total mem-
ory is dedicated to each output port and the remaining memory is shared among all the 
ports. For a given output-port, the dedicated memory is first used to store the packets 
and when the dedicated portion of the memory is full then only the packets can access 
shared memory space of the switch.  Dedicated memory space for the SMDA scheme 
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represents the minimum number of packet locations within memory space allocated to 
each output port for its individual use and is calculated as following. 

Dedicated memory per port = ·B / N packets (4) 

A portion of the total memory space B is divided equally among all the N ports for 
its dedicated use. The amount of remaining memory space is shared among all the 
ports and is calculated as following. 

Shared memory space per port = (1- )·B packets (5) 

Here, B is the total memory space, and N is the number of I/O ports for NxN 
packet switch. Under this scheme, when the shared memory space is occupied due to 
traffic backlog then the inactive ports still have a dedicated memory to allow its pack-
ets a passage through the memory space. Unlike other memory-sharing schemes, the 
SMDA or SMA scheme guarantee full output-utilization even under the conditions of 
backlog that is common with bursty Internet traffic. 

7   Performance Evaluation 

For performance evaluation, the shared-memory switch is considered of size NxN = 
32x32 ports and the input and output ports are operated at same speed. The total 
memory-size in switch is considered 1024 packets. The memory-sharing schemes pre-
sented in this paper regulate the length of the logical queues inside the common 
memory space. A bursty source with an average burst length (ABL) = 16 packets is 
used to generate traffic for each input ports. The bursty traffic is generated using a 
two state ON-OFF model i.e. by alternating a geometrically distributed period during 
which no arrivals occur (idle period), by a geometrically distributed period during 
which arrivals occur (active period) in a Bernoulli fashion and vice versa. Because of 
the uneven distribution of bursts in the simulated unbalanced bursty traffic, some 
ports have a greater chance to receiving bursts than the others. This unbalanced bursty 
traffic scenario produces two classes of output ports: very active output ports and 
lightly active output ports. The 50% of the output ports, though a high number, are 
considered very active ports for this simulation. The probability that a burst of packets 
is designated to a very active port is four times greater than that of a lightly active port 
in this simulations study. 

Throughput versus  parameter is shown in Fig. 2 for all memory-sharing schemes 
under at 90% load. A high load (90%) intensifies the difference among the various 
memory-sharing schemes. The interval of  parameter extends in (0, 1) for all mem-
ory-sharing schemes except for the dynamic threshold scheme (where α could be any 
value greater than zero). Individual-static threshold and global-static threshold based 
sharing schemes have a higher throughput at small  value. Individual-static threshold 
scheme exhibit an acceptable performance for smaller values of α < 0.1. This interval 
is very small for the possible  values and indicates that a good throughput perform-
ance is obtained at high loads when the queue lengths inside memory space are lim-
ited to short values. Similarly global-static threshold scheme shows an adequate per-
formance for smaller values of α < 0.1.  For the applied load of 90% of unbalanced 
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bursty traffic, both schemes namely the individual-static and global-static schemes 
experience a rapid degradation in performance when the  value is increased. SMDA 
and dynamic threshold based sharing schemes are very stable in variations of  pa-
rameter. At high loads (90%) throughput increases slightly in SMDA scheme with 
greater  values, nevertheless this means that a large percentage of memory is dedi-
cated to each output port, which reduces the advantages of the sharing effect. Dy-
namic threshold scheme shows a better performance with variations in  parameter, 
where  value could be greater than one. Fig. 3 shows the throughput versus  pa-
rameter, for all memory-sharing schemes at 60% load. Decreasing the switch-load 
slow down the throughput variations with different  values compared to Fig. 2.  
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Fig. 1. Throughput vs.  for different memory sharing schemes at 90% load 

Throughput performance for individual-static threshold and global-static threshold 
schemes for 60% of applied load (Fig. 3) suffer a notable variation within the range 
they perform well at high load of 90% (Fig. 2). SMDA scheme for 60% of applied 
load (Fig.3) presents a decrease in throughput as  is incremented. This is in contrast 
to the throughput value at higher load of 90% (Fig.2). It is apparent that SMDA 
scheme performs well under overload conditions. However, for smaller loads of 60%, 
the SMDA throughput somewhat decreases with increase in α value. This phenome-
non occurs at low load because when  is incremented more memory space is re-
served for each output port (dedicated buffer), decreasing the advantages of shared 
memory and hence the chances are greater that some ports have idle buffer while 
other ports are discarding packets due to a lack of space to store incoming packets. 
Dynamic threshold scheme performs similarly at high and low loads. It adapts to the 
changing traffic conditions, while there is a high occupancy of the memory space only 
packets from underrepresented output ports are accepted to the remaining buffer 
space. Figures 4-6 in this paper present packet lost ratio (PLR) for each memory-
sharing scheme. Because of the unbalanced distribution of traffic to the output ports 
there are two classes of output ports, and packet-loss is evaluated individually for 
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each class. As expected very active output ports incur a higher packet-loss compared 
to lightly active output ports. 
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Fig. 2. Throughput vs.  parameter for different memory sharing schemes at 60% load 

A good sharing policy should allow packets for less active ports to have access to 
the memory resources despite the overload conditions in the switch, and hence in-
crease the fairness and utilization of the switching system. Fig. 4 presents PLR versus 
load using individual-static threshold scheme to control the sharing of the memory 
space.  
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Fig. 3. PLR versus load for individual-static threshold based sharing scheme 

Three different values of  parameter (  = 0.1, 0.2, and 0.3) are evaluated for both 
groups of ports. PLR at  = 0.1 shows a marked difference for very active and lightly 
active output ports. However there is packet-loss at low loads (10%) for very active 
port due to the fact that queue lengths are very restricted in size. Greater  values (  = 
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0.1, and 0.2) causes more packets for lightly active ports to be dropped and the PLR 
increases to levels similar to that present in very active ports. Compared to individual-
static threshold scheme, Global-static threshold scheme doesn’t suffer from packet-
loss at low loads (Fig. 5). Both sharing schemes present similar levels of packet-loss 
at higher loads. Fig. 6 shows PLR for SMDA based sharing scheme.  
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Fig. 4. PLR versus load for global-static threshold based sharing scheme 
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Fig. 5. PLR versus load for the SMDA based sharing scheme 

Packets for lightly loaded ports always have access to the switch due to its pre-
reserved memory per port. The levels of packet-loss for lightly active ports will de-
pend on the amount of memory reserved and the applied load. For unbalanced bursty 
traffic, the dynamic threshold scheme has a superior performance compared to other 
memory-sharing schemes. Packet-loss for lightly active ports is very low. This 
scheme provides the best access for packets of underrepresented ports. The dynamic 
nature of this scheme provides high performance at both, high and low loads. 
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Fig. 6. Packet-loss ratio (PLR) versus load for dynamic threshold based sharing scheme 

8   Conclusion 

In this paper, performance of commonly used memory-sharing schemes, namely the 
individual-static threshold based, global-static threshold based, dynamic threshold 
based and SMDA based memory-sharing schemes have been compared under condi-
tions of unbalanced bursty traffic and identical memory resources deployed in a 
shared-memory based switch. In individual-static threshold based and global-static 
threshold based memory-sharing schemes, it is difficult to find a fixed threshold value 
that works well both at high and low loads. SMDA based memory-sharing schemes 
provide a fair access to packets belonging to underrepresented output ports. Where 
dynamic threshold based scheme provides the lowest packet-loss for less active output 
ports and the best throughput performance under unbalanced bursty traffic. 
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Abstract. In this paper, we present new layouts for the multi-stage 
interconnection networks such as shuffle, baseline and banyan networks that are 
suitable for photonic switching. In these new layouts, we decrease the number 
of crossovers of the stage links and crossovers between inlet-outlet of stages, 
which are known as the main bottleneck for the increase in switch capacity 
when it is realized for integrated photonic switching fabric. 

1   Introduction 

Advances in the photonic switching systems have been reported in the literature and 
several new switch architectures are introduced to cope with the need of terabits/s 
volume of the future switches [1,2,3,4]. For example, Nishio et al. [5] has considered a 
photonic ATM switch using vertical to surface transmission electro-photonic devices 
(VSTEPs) to handle optical cell rates up to 1.6 Gbps in the optical buffer memory and 
self routing with priority controlled switches. Sawano et al. [6] has considered 
polarization independent LiNbOi matrix switches in their design with a maximum 
capacity of 128 lines photonic (circuit) switching systems. In both designs, the main 
bottleneck is the increase in the capacity, which is prevented by weakened optical 
signals from any inlet to any outlet in the switch fabric. Optical amplifiers have been 
used between the stages to compensate for the optical signal losses. Even this couldn’t 
completely solve the capacity problem of the photonic switch. Very recently, Yanik et 
al. have proposed an easy and practical way of storing optical signals [7],[8]. 

This paper presents new layouts for multi-stage interconnection networks by 
investigating the following two characteristics of the multi-stage shuffle, baseline and 
banyan interconnection networks that are shown in Figure 1. 

1. Minimization of the total number of crossovers in a switching network, which is 
related to the overall complexity of the fabrication process. 

2. Minimization of the maximum number of crossovers between an inlet-outlet pair, 
which is related to the worst case attenuation which then determines the required 
number of optical amplifiers. 

The outline of the paper is as follows. In section 2, we introduced crossover 
minimization via topological embedding and cyclical drawing of shuffle, baseline and 
banyan graphs. Finally, in section 3, some conclusions will be drawn. 
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Fig. 1. Conventional layouts for (a) Shuffle  (b) Baseline  (c) Banyan  networks 

2   Crossover Minimization via Topological Embedding 

In [9], a modular construction scheme was given to design directional-coupler-based 
switching networks with minimum number of crossovers, which is based on the 
permutation of stage node numberings without changing the conventional structure of 
the interconnection networks, such as shuffle, baseline and banyan. By the conventional 
drawing of an interconnection network, we comprehend that all input nodes in the plane 
are placed vertically on the left-side while all output nodes are placed also vertically on 
the right-side and links connecting internal stage nodes are drawn serially. In this paper, 
we adjust locations of the nodes in the interconnection network, so that all nodes can be 
placed in the plane provided that the adjacency relation of the links will remain the same 
as, in the shuffle, baseline or banyan interconnection networks. A free embedding of the 
interconnection network is called a topological embedding. If the resulting network is a 
multi-stage interconnection network, depending on the structure of the original network, 
it is called a banyan graph, a shuffle graph or a baseline graph. Our aim is to find 
suitable topologies in terms of crossover minimization without imposing restrictions on 
the location of input and output nodes. In order to find new layouts, we place the input 
nodes, denoted by the set {Ii} vertically starting from the top to the bottom while we 
place the output nodes, denoted by the set {Oi} horizontally starting from the left to the 
right, where i=1,2,...,2k. We call cyclical representation of the network for such an 
embedded multi-stage interconnection network. 

We note that, the exact minimum crossing number not only for the class of 
multipartite graphs but even for the complete bipartite graph Km,n includes several 
open problems [10],[11]. For example, R. Guy [12] showed the following theorem: 

Theorem 1: The crossing number of Km,n satisfies the inequality: 

( ) ( ) ( )−−≤
2

1

22

1

2,

nnmm
Kcr nm  (1) 

where m+n is the number of nodes of Km,n 
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In the above inequality, upper bound has only been proved when if m≤6 and n is 
arbitrary and then it is conjectured that inequality holds for all m and n.  

We use the notation N=2k to denote the size of the network, where k is the number 
of node stages. Each input node has two inlets and each output node has two outlets. 
Any node in the network consists of a 2-by-2 switching element.   

2.1  Cyclical Drawing of Shuffle Graphs 

Shuffle networks are widely used in the sorting and in the interconnection of multi-
processor computer systems. The topology of each link stage is the same, but it has 
more link crossovers than the other interconnection topologies. It can be verified that 
the shuffle graph shown in Figure 2 corresponds exactly to the conventional multi-
stage shuffle interconnection network.  

This can be realized by using the following input and output node numberings: 
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Property 1: Consider the bipartite graph ( )12 −kG  shown in the Figure 3 which consists 

of node disjoint union of twisted 2k-1 cycles of length 4. Then the number of crossovers 
of ( )12 −kG  is given by 

( )( ) ( )322 11
2 1 −= +−

−
kk

kGX  (3) 

Property 2: Let G(N) is the cyclical embedding of the N-by-N multi-stage shuffle 
network. Then the total number of crossovers is given by  

( ) ( )( )( )iGXNX
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Property 3: The maximum number of crossovers between an inlet s and an outlet d in 
a k-stage cyclical shuffle graph G(N) is given by  

( )( ) 232, +−= kdsX kk  

where 1≤s≤2k and 1≤d≤2k 

(5) 
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Fig. 2. A 6-stage 64-by-64 Cyclical Shuffle Graph      Fig. 3.  The Bipartite Graph kG
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2.2   Cyclical Drawing of Baseline Graphs 

Baseline networks have also applications in sorting and in many switching 
architectures. Cyclical embedding of baseline network is illustrated in Figure 4 for 5-
stage, 32-by-32 baseline interconnection network. As it can be seen from the graph, it 
is decomposed into four identical sub-graphs where each sub-graph is the baseline 
network of size 8-by-8. Node numberings for general N, for input and output nodes 
are given by 

Ii=i, i=1,2,...,2k, 
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Property 4:  The total number of the crossovers in a k-stage cyclical baseline graph is 
given by 

( ) ( ) 242 212 −− −−= kk kNX  (7) 
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Fig. 4. A 5-stage 32-by-32 Cyclical Baseline Graph 

Property 5: The maximum number of crossovers between an inlet s and an outlet d in 
a k-stage cyclical baseline graph is given by 

( )( ) 12, 2 +−= − kdsX kk  

where 1≤s≤2k and 1≤d≤2k 

(8) 

2.3  Cyclical Drawing of Banyan Graphs 

Banyan networks are widely used in the Fast Fourier transform in digital signal 
processing. Cyclical drawing of banyan network, illustrated in Figure 5, considerably 
reduces the number of crossovers. Input and output node numberings for these graphs 
are exactly the same as the mappings of the cyclical shuffle graphs (see Section 2.1). 

Property 6: The total number of crossovers in a k-stage cyclical banyan graph is 
given by 

( ) ( ) ( ) 222 23228/3 −− −−= kk kNX  (9) 

Property 7: The maximum number of crossovers between an inlet s and an outlet d  
in a k-stage cyclical banyan graph is given by 

( )( ) 12, 2 +−= − kdsX kk  

where 1≤s≤2k and 1≤d≤2k 

   (10) 
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Fig. 5. A 5-stage 32-by-32 Cyclical Banyan Graph 

3   Conclusion 

The number of crossovers between the stage-links in the interconnection networks has 
an impact on the integrated optical realization, particularly when they are realized 
with the directional-coupler-based devices. In this paper, we embedded the 
conventional multi-stage interconnection network in the plane in such a way that the 
crossovers are minimized. We have summarized in Table 1, the total number of 
crossovers and the maximum number of crossovers between the inlet-outlet pairs for 
the conventional multi-stage shuffle, baseline and banyan networks  and  for  the  new 

Table 1. Number of Crossovers in Conventional Drawing and Cyclical Drawing of Multi-stage 
Interconnection Networks 

Number  
of stages 

Conventional Drawing 
X(N), X(s,d) 

Cyclical Drawing 
X(N), X(s,d) 

 Shuffle Baseline Banyan Shuffle Baseline Banyan 

2 1, (1) 1, (1) 1, (1) 0, (0) 0, (0) 0, (0) 

3 12, (5) 8, (4) 10, (4) 0, (0) 0, (0) 0, (0) 

4 84, (16) 44, (11) 60, (11) 4, (1) 4, (1) 4, (1) 

5 480, (44) 208, (26) 296, (26) 48, (6) 32, (4) 40, (4) 

6 2480, (111) 912, (57) 1328, (57) 304, (19) 176, (11) 240, (27) 
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layouts of the corresponding cyclical interconnection graphs. From Table 1, it can be 
seen that the cyclical baseline graphs have lower crossover numbers than the others. 
Moreover, the reduction of the number of crossovers with respect to the conventional 
drawings is in the order of four. Although we have not attempted to show whether the 
proposed interconnection layouts result in the minimum number of crossovers, for 
small values of k (the number of stages) the layouts suggest that the crossover 
numbers are the minimum possible.  

Since many networks are based on shuffle, baseline and banyan networks’ 
topologies, the results of this paper can be applied extensively to the study of 
crossover minimization for many other switching networks.  

Arranging alternating fixed-size optical planes and electronic planes in a sandwich 
fashion can accomplish a package of the new interconnection network layouts to 
increase the capacity. Similar physical structures have already been implemented by 
using the three-dimensional optical interconnection concept [13-14].  
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Abstract. Recent developments in computer and communication networks re-
quire scheduling decisions to be made under increasingly complex system dy-
namics. We model and analyze the problem of packet transmissions through an
arbitrary network of buffered queues, and provide a framework for describing
routing and migration. This paper introduces an intuitive geometric description
of stability for these networks and describes some simple algorithms which lead
to maximal throughput. We show how coordination over sequential timeslots by
algorithms such as those based on a round robin can provide considerable advan-
tages over a randomized scheme.

1 Introduction

We consider the scheduling of service over generalized switch networks. In this paper we
develop methodology to analyze networks of queues where service resources must be
distributed over a network, and each queue may forward processed requests to another
queue. Besides theoretical interest, this work has immediate applied impact in the design
of multi-stage/multi-fabric switches (due to limited scalability of switching cores) as well
as controlling interconnection networks.

Consider a general network of queues, with arbitrary interrelations between the
queues. Packets, jobs or requests enter some queue in the network and remain there
until they are served. Upon completion, packets are either forwarded to other queues or
they depart the network. This model is a significant generalization to that presented in
[8] where there is no forwarding or feedback allowed, and packets served in any queue
immediately depart the network.

Several important results have been shown [6, 7, 4] on the stability of switches which
can be modeled as interacting queues competing for service. For networks of switches,
the potential for localized switching algorithms to lead to instability was shown in [2].
An early overview of queueing network theory is given in [9] and some recent work has
included the analysis of greedy algorithms in [1] and using an adversarial fluid model
approach in [5].

This paper proceeds as follows. In section 2, we describe in detail the model under
consideration. In section 3 we discuss system stability and throughput, and in section
4 we introduce throughput maximizing algorithms with examples of their performance.
Conclusions are outlined in section 5. Due to space limitations we have restricted the
content to model formulation and simple algorithms.
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2 The Network Model and Its Dynamics

In this section we develop the network model, using a sequence of definitions explained
via carefully chosen examples and figures.

We consider a processing system which is a network comprised of Q first-in-first-out
(FIFO) queues of infinite buffer capacity, indexed by q ∈ Q = {1, 2, ..., Q}. Time is
slotted and indexed by t ∈ {0, 1, 2, 3, ...}. Packets (jobs/tasks) may arrive at each queue
in each time slot. Upon receiving service and departing from that queue, they may be
routed to another queue, and then another, visiting several queues before eventually
exiting the network.

We use the term cell to denote a unit of packet backlog in each queue. For simplicity,
we assume that each packet can be ‘broken’ arbitrarily into cells or segments of cells,
and in each time slot a number of cells can be processed at each queue then forwarded
to another queue (or exit the network).

Vectors are used to encode the network backlog state, arrivals, and service in each
time slot. Specifically, X(t) = (X1(t), X2(t), ..., Xq(t), ..., XQ(t)) is the backlog state,
where Xq(t) is the integer number of cells in queue q ∈ Q at time t. The vector of external
arrivals to the network is A(t) = (A1(t), A2(t), ..., Aq(t), ..., AQ(t)) where Aq(t) is the
number of cells arriving to queue q at time t from outside the network (as opposed to
being forwarded from other queues). The following is assumed for each q ∈ Q

lim
t→∞

∑t
s=0 Aq(s)

t
= ρq ∈ [0,∞) (1)

that is, the long-term average external arrival load to each queue is well-defined, non-
negative and finite; there is at least one queue with strictly positive external load ρq > 0,
while several queues may have zero external load ρq′ = 0. The long-term average load
vector is ρ = (ρ1, ρ2, ..., ρq, ..., ρQ). We do not assume any particular statistics that may
generate the traffic traces, allowing for very general traffic loads to be applied.

At each time slot, the network may be set to one transfer mode. This is represented
by a matrix Tm and a corresponding vector Sm chosen from the set of available modes
m ∈ {1, 2, ..., M}.

Each Tm is a Q× (Q+1) matrix of transfer rates under mode m. It represents all of
the cell transfers in that mode. In particular, for q �= Q + 1,Tm

pq is the number of cells
sent from queue p to queue q in one timeslot when configuration mode m is used (with
Tm

pp = 0 for all p). For q = Q + 1,Tm
pq is the number of cells served in queue p and

then departing the system immediately under m.

For example if Q = 3 and the matrix T∗ =

⎡⎣0 2 0 3
0 0 0 0
0 0 0 1

⎤⎦ is used then two packets are

forwarded from queue 1 to queue 2, three packets are served in queue 1 and then exit,
and one cell exits from queue 3.

Corresponding to each matrix Tm are three service vectors Sm, Sm+ and Sm−.
These vectors reflect the total change in queue lengths for each queue in the system
when mode m is selected. In particular, Sm+

q =
∑Q+1

p=1 Tm
qp is the total number of

departures from queue q under mode m, Sm−
q =

∑Q
p=1 Tm

pq is the total number of
arrivals to queue q generated by mode m, and Sm = Sm+ − Sm− is the vector of total
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change in workload (service) to the system under mode m. According to our example
T∗ above we have S∗+ = (5, 0, 1), S∗− = (0, 2, 0), S∗ = (5,−2, 1).

At each timeslot, a mode m is selected from the available modes. If Sm+
q > Xq for

some q then more cells are scheduled to be served in queue q than are actually waiting.

(a)

1

2

3

(b) 1 2 (c) 1 2

(d)

1

2

3 (e)

1

2

3

Fig. 1. Service modes under various queuing structures

(a) Parallel queues. This is the simple case of a parallel queue network topology with no cell routing

interaction between queues; For example, the possible service transfer matrix T =

⎡
⎣0 0 0 2

0 0 0 0
0 0 0 1

⎤
⎦

would serve two cells from queue 1 and one cell from queue 3 when applied in a slot.

(b) Tandem queues. The transfer matrix T =
[
0 1 0
0 0 0

]
would correspond to one cell being served

in queue 1 and forwarded to queue 2.
(c) Queues with feedback. Cells served in one queue may be routed back to an upstream queue
even if they have previously been processed there. On return to the upstream queue, the cell is
either routed to the exact same queue or stored in a separate virtual tandem logical queue. Separate
queues must be utilized when cells need to be distinguished according to the number of times they
have already been processed there.
(d) Routing or splitting. There are two main scenarios covered by the model. In the first one, the

mode selects which downstream queue to send each cell to. The configurations T1 =

⎡
⎣0 1 0 0

0 0 0 0
0 0 0 0

⎤
⎦

and T2 =

⎡
⎣0 0 1 0

0 0 0 0
0 0 0 0

⎤
⎦ represent forwarding a cell from queue 1 to either queue 2 or 3 respectively.

In the other scenario, queue 1 produces/spawns several cells and forwards to both queue 2 and

queue 3. For example, T3 =

⎡
⎣0 1 1 0

0 0 0 0
0 0 0 0

⎤
⎦ would correspond to two cells served in queue 1 and

then sending one to queue 2 and the other to queue 3 (similar to cell multicasting).
(e) Merging. In this network topology, cells may be forwarded from different queues to the same

queue. For example, the configuration T =

⎡
⎣0 0 1 0

0 0 1 0
0 0 0 0

⎤
⎦ would allow both queues 1 and 2 to

forward to queue 3 simultaneously
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In this case the matrix Tm and vectors Sm must be adjusted to correspond to actual
transitions. This is done through a careful notational change, differentiating between the
selected mode at time t, labeled m(t), and the actual transition and service levels T(t)
and S(t) (which are based on Tm(t) and Sm(t) respectively). The updating of T(t) can
be by some rule reflecting the priorities of waiting cells and maintains the property that
the total workload forwarded under m is at most the number of cells waiting.

Assumption 1. At timeslot t, for a workload vector X(t) and a selected service mode
m(t), the matrix T(t) of actual workload transfer at time t is found by some function
T(t) = f(X(t), m(t)) which satisfies T(t) ≤ Tm(t). Corresponding actual service
vectors are S+

q (t) =
∑

p Tqp(t) ≤ Xq(t) and S−
q (t) =

∑
p Tpq(t) for each q ∈ Q.

One example of such a function would be Tpq(t) = Xq(t)
S

m(t)
q

Tm(t)
pq , which sends cells

in proportion to the scheduled transition matrix. Another example would be to reduce
Tpq(t) for each q in order of priority.

Using our example matrix T from earlier, if the workload vector is X(t) = (3, 5, 8)
then five cells are scheduled to depart from queue 1 but only 3 are waiting. The function

f may choose an alternative transfer matrix T(t) =

⎡⎣0 1 0 2
0 0 0 0
0 0 0 1

⎤⎦ ≤ Tm =

⎡⎣0 2 0 3
0 0 0 0
0 0 0 1

⎤⎦
Having defined carefully the terms in the workload evolution, the vectors representing

workload and workload change follow the simple evolution equation:

X(t + 1) = X(t)− S(t) + A(t) (2)

Fig. 1 shows various network topology features, and the way that this model would
describe each case.A general network topology would include multiple queues entangled
via various tandem and feedback cell routing paths.

By extension of (2), in the long term

X(t + 1) = X(0) +
t∑

s=0

A(s)−
t∑

s=0

S(s) (3)

where X(0) is the vector of initial backlog levels. The objective of this analysis is to
develop algorithms for these systems to select m(t) in each timeslot in a way that ensures
that all cells are served and no backlog queue will grow uncontrollably.

For simplicity, all queues are considered to be store-and-forward. Current cell arrivals
are registered at the end of the slot while cell service and departures during the slot.
Therefore, it is not allowed for any cells to both arrive and depart in the same slot.
Moreover, we assume per-flow queueing (or per-class) in the sense that if packets/cells
are differentiated by class/flow they are queued up in separate (logical) queues in the
system. Such class/flow differentiation may reflect distinct paths/routes of nodes that
various packets/cells need to follow through the network or diverse service requirements
they might have at the nodes.
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3 Stability and Throughput

The vector backlog framework described here leads to an intuitive geometric under-
standing of stability. We say that an arrival rate is stable if there exists a sequence of
configurations to match the arrival rate, and an algorithm is throughput-maximizing if
it finds such a sequence for any such stable arrival rate.

We utilize the concept of rate stability in our throughput analysis of the system. In
particular, we seek algorithms which ensure that the long-term cell departure rate from
each queue is equal to the long-term arrival rate. Such algorithms must satisfy

lim
t→∞

∑t
s=0 Sq(s)

t
= lim

t→∞

∑t
s=0 Aq(s)

t
= ρq (4)

for each q ∈ Q, that is, there is cell flow conservation through the system.
In section 2 we described the transfer matrix Tm (or T(t)) and the service vector

Sm (or S(t)). For any set of modes available there is a finite set of possible vectors S(t)
which could be realized. We call this set S. Note that the set {Sm}M

m=1 is itself a subset
of S.

Definition 1. The stability regionR of the switching system described is the set of all
load vectors ρ for which rate stability in (4) is maintained under at least one feasible
scheduling algorithm. The stability region can be expressed [3, 7] as

R =

{
ρ ∈ �Q

+ : ρ ≤
∑
S∈S

φSS, for some φS ≥ 0 with
∑
S∈S

φS = 1

}
(5)

where S is the set of possible vectors that S(t) can take on.

ρ1

ρ2

S1

S2

S3

S4S5

R

S6

Fig. 2. The stability region of allowable rate
vectors ρ

Intuitively speaking, a load vector ρ is in
the stability region R if it is dominated (cov-
ered) by a convex combination of the service
vectors S ∈ S. This is illustrated in Fig. 2. No-
tice that some service vectors are themselves
outside of the stability region due to their neg-
ative components. The stability region turns
out to be the intersection of the convex hull
of available configurations with the positive
quadrant.

If ρ /∈ R it is impossible to maintain rate
stability and flow conservation in all queues no
matter what feasible schedule we use; hence,
at least one queue will suffer an outflow deficit
compared to the cell inflow. That is shown by
the following proposition.

Proposition 1 (Instability outside ofR). If ρ /∈ R then it is always true that

limt→∞
∑t

s=0 S(s)
t �= limt→∞

∑t
s=0 A(s)

t = ρ and the system is unstable for any
scheduling algorithm.
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Proof:
Proceeding by contradiction, assume that limt→∞

∑t
s=0 S(s)

t = limt→∞
∑t

s=0 A(s)
t = ρ.

Now from (3),

X(t) = X(0) +
t∑

s=0

A(s)−
t∑

s=0

S(s) =
t∑

s=0

A(s)−
∑
S∈S

t∑
s=0

S1{S(s)=S} (6)

Rearranging, and taking the limit as t→∞, this implies the relationship giving∑
S∈S limt→∞ 1

t

∑t
s=0 S1{S(s)=S} = ρ. Setting φS = limt→∞ 1

t

∑t
s=0 1{S(s)=Sm′ }

it follows that
∑

S∈S SφS = ρ with
∑

S∈S φS = 1 which contradicts stability
from (5).

4 Throughput Maximizing Algorithms and Their Performance

We are interested in scheduling algorithms which maintain rate-stability as in (4) for all
ρ ∈ R. Here we present two such classes of algorithms and compare their structure and
performance.

Randomized and round robin algorithms are simple algorithms which can achieve
maximum throughput by using each configuration S the fraction φS of the total time.
Consider the fraction of time corresponding to each particular mode. Let φm =

∑
S|m φS

be the fraction of time in mode m (under these stabilizing schemes), where S|m is the
set of possible S(t) values that derive S(t) from Sm.

Definition 2. Randomized algorithms use the policy in every timeslot t to

Select mode m with probability φm

Randomized algorithms are very simple to implement, requiring only a ’coin-flip’op-
eration at each timeslot. Round robin algorithms, described below, use the same principle,
but with a deterministic ordering of configurations instead of a randomized selection.

Definition 3. Round robin algorithms use the following for some fixed batch size T .

For each m, use mode m for φmT timeslots

If φmT is not an integer number of timeslots, then rounding should be done in such
a way to ensure that the long term average fraction of time spent using configuration Sm

is φm.
From (5), it is easily seen that both randomized and round robin algorithms guarantee

rate stability for the known arrival rate vector ρ.
We compare the performance of randomized algorithms and round robin algorithms

in Fig. 3. Both algorithms were applied to a simple network with four queues and both
tandem and parallel features. The backlog trace under each algorithm is shown when
applied to the same randomly generated sequence of arrivals.

The round robin algorithm is seen to perform significantly better over time. This is
due to the coordination of service, meaning it is less likely that the round robin algorithm
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Fig. 3. Performance Comparison We compare the workload performance of randomized and
round robin algorithms in the network illustrated in (d) above. At each timelot, the sched-
uler determines which one of the four queues to serve in each timeslot. Each of the ’front’
queues can forward to either of the ’back’ queues, and the back queues send the cells out
of the network. This network allows six different service configurations on the four queues,

T1 =

⎡
⎢⎢⎣

0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎦ ,T2 =

⎡
⎢⎢⎣

0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎦ ,T3 =

⎡
⎢⎢⎣

0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎦ ,T4 =

⎡
⎢⎢⎣

0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎦ ,

T5 =

⎡
⎢⎢⎣

0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

⎤
⎥⎥⎦, and T6 =

⎡
⎢⎢⎣

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1

⎤
⎥⎥⎦.

(a) The performance of randomized and round robin algorithms is compared. The total backlog
over 1000 timeslots is recorded. The round robin performs better than the randomized algorithm
due to its periodic sequence of forwarding to then serving the back queues. Both algorithms are
known to be stable in the long term and apply the same proportion of service to each queue. How-
ever, coordinating that service more effectively gives the round robin algorithms an advantage.
(b) and (c): These figures show the performance of each algorithm over the front and back queues.
Observe that the round robin algorithm keeps tight control on the back queues. This is due to the
logical ordering of service which coordinates arrivals in one slot with service in the next
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will choose to serve an empty queue. For example, in each batch service to downstream
queues follows forwarding from an upstream queue. The middle two plots in Fig. 3 show
the performance of each algorithm separated into the front and back queues. The round
robin algorithm is very efficient at serving the back queues since each cycle involves
forwarding cells to the back and then serving them.

5 Conclusions and Further Research

We have introduced a general methodology for modeling networks of queues with dis-
tributed service. This methodology allows arbitrary combinations of queues to be con-
nected and service applied to any combination of queues. Cells may be forwarded from
one queue to others in the network, and feedback is also incorporated into this model.

In comparing randomized and round robin algorithms it is clear that great benefit can
be gained by coordinating service over sequential timeslots. This is particularly useful
intuition for developing more complex algorithms.

Both of the algorithm classes described here rely on prior knowledge of the long
term arrival rates to each queue. We conjecture that throughput maximizing algorithms
which do not rely on this information will also be found, and ongoing research in this
area will be presented in the future.
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Abstract. In this paper a high performance and simple scheduling algorithm for 
combined input-crosspoint crossbar switches, called exhaustive round-robin 
(ERR), is presented and analyzed. We propose using of this scheduling system 
for arbitration at inputs and crosspoints. If the virtual output queue (crosspoint 
buffer) becomes empty, the input (crosspoint) arbiter updates its pointer to the 
next location in a fixed order. Otherwise, the pointer remains at the current vir-
tual output queue (crosspoint buffer). It is shown that this new solution achieves 
100% throughput for several admissible traffic patterns, including uniform and 
unbalanced traffic, using only one-cell crosspoint buffers. ERR-ERR ensures 
service to the queues with high load using the exhaustive service and to the 
queues with low load using RR selection. Also, the performance of proposed 
CICQ under unbalanced traffic pattern increases and converges to output buff-
ered switch performance as the crosspoint buffer increases. This scheduling algo-
rithm is based only on the information about cell existing in virtual output queue 
(crosspoint buffer). Therefore, it requires much less hardware than the proposed 
algorithms.  These results show the advantage of the ERR-ERR CICQ switch as 
a competitor for the next generation of high-performance packet switches. 

1   Introduction 

The amount of traffic carried over the Internet has been dramatically increasing with 
the tremendous popularity of World Wide Web (WWW). Because of that, high speed 
switches and routers have to be designed in a way to enable high throughputs (more 
than 1Tb/s) in a cost-effective manner. An attractive cell switching fabric is a non-
blocking switch with input queuing due to easy hardware implementation. On the 
other side, it is well known that this switch is throughput limited [1], due to the head-
of-line (HOL) blocking effect. 

There are many techniques that have been suggested for HOL blocking reduction 
[2]. One of them is based on a simple buffering strategy where each input port main-
tains multiple queues (m) for a selected set of outputs. This queuing discipline is 
known as multi-input queuing (MIQ) [3]. If there is a separate queue for each of N 
outputs (m=N), MIQ becomes Virtual Output Queuing (VOQ). VOQ is technique 
where in each time slot, the iterative matching algorithm chooses a matching of input 
and output ports to schedule the switch matrix. Each input port is connected to at most 
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one output port and vice versa. Such a VOQ solution enables complete elimination of 
HOL blocking. Various maximum weight/size matching, randomized (with linear 
complexity) or derandomized algorithms have been proposed for the VOQ architec-
ture. In order to achieve not only the elimination of HOL blocking, but also high 
throughput in a cost effective manner, a NxN buffered crossbar switching fabric can 
be combined with VOQs as shown in Fig. 1. 

VOQ1,1

VOQ1,N

Input 1

VOQN,1

VOQN,N

Input N

Output 1 Output N

CPQ1,1 CPQ1,N

CPQN,1 CPQN,N

 

Fig. 1. A combined input-crosspoint buffered cell switch 

This switch is known as the combined input-crosspoint queued (CICQ) switch [4]. 
The implementation of small Crosspoint Queues (CPQ) (with one or few cell length) 
allows multiple input ports to match with the same output port simultaneously, thus 
enabling all buffers (input and crosspoint) to operate at only twice of the input/output 
port rate. Using a credit flow control [4], the input and output (crosspoint) schedulers 
operate independently based on the states of the crosspoint buffer. It has be shown 
that these switches, with only one-cell crosspoint buffer and Round-Robin (RR) 
scheduling algorithm for arbitration at input and output ports, provide 100% through-
put under uniform traffic [5]. But, it was shown that it is not true under admissible 
traffic patterns with nonuniform distributions [6].  

Different scheduling algorithms as possible solutions for the input and crosspoint 
schedulers have been proposed. The oldest cell first (OCF) scheduling algorithm for 
each input and output scheduler was proposed in [4]. The longest queue First (LQF) 
scheduling algorithm for input scheduler and round-robin (RR) scheduling algorithm 
for output schedulers were implemented, as it is shown in [6]. In [7] we focused our 
research on these scheduling algorithms impact (input and crosspoint) on combined 
input-crosspoint buffered switch performance. Thus, our analyses enabled the exten-
sion of the previous results from [4] and [6], with novel performance evaluations 
under different traffic conditions. The most critical buffer first (MCBF) have been 
proposed in [8]. This solution has been proven to outperform solutions [5] and [6] for 
crosspoint buffer size of eight cells. Weight-based algorithms (LQF, OCF and MCBF) 
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need to perform comparisons among all contenting queues (LQF,OCF) or internal 
buffers (MCBF), which number can be large. As the queueing structures tend to be 
flow-based, the number of comparisons is expected to increase. These algorithms may 
starve some queues to provide more service to the congested ones [9]. Many RR algo-
rithms have been shown to provide fairness and implementation simplicity as no com-
parisons are needed among queues [9]. Recently, the round robin selection with 
adaptable-size frame (RR-AF) have been proposed in [10]. This RR-AF scheme and 
one-cell crosspoint buffers provides nearly 100% throughput under uniform and un-
balanced traffic models. This RR based scheme does not need to compare status of 
other queues or weights. Each time that VOQ (or crosspoint buffer) is selected by the 
arbiter, the VOQ gets the right to forward a frame, where a frame is formed by one or 
more cells. The frame is adaptively determined (without intervention for the frame 
size selection) by the serviced and unserviced traffic.  

Also, great effort was done in investigation of hardware design and burst stabiliza-
tion protocol for the RR–RR combined input-crosspoint buffered switch in [11][12]. 

All previous switches suppose internally fixed cell switching. On the contrary, ar-
chitecture, a chip layout and cost analysis, and a performance evaluation of a 300Gbps 
RR CICQ switch operating on variable-size have been presented in [13]. This architec-
ture, using no speedup, has been shown to perform very close to ideal output queueing 
system and outperform practical unbuffered crossbar architectures with speedup less 
than 2x. Analytically description of the speed-up value needed for a packet-to-cell 
segmentation and new method of segmentation have been proposed in [14]. 

In this paper, we propose a new scheduling algorithm for CICQ that uses RR se-
lection with exhaustive service. In each time slot, if VOQ (or crosspoint buffer) is 
selected corresponding cell will be transferred. After that, if the VOQ (crosspoint 
buffer) becomes empty, the input (crosspoint) arbiter updates its pointer to the next 
location in a fixed order. Otherwise, the pointer remains at the current VOQ (or 
crosspoint buffer). This is called the exhaustive service policy [15]. It is more feasi-
ble solution than  RR-AF. We suppose internally fixed cell switching, but it is very 
easy to extend this concept on variable length packet switches. We show that this 
scheduling algorithm achieves nearly 100% throughput under a nonuniform traffic 
pattern, the unbalanced traffic model, with only one-cell crosspoint buffers. We 
prove, through simulations, that this scheduling algorithm offers a very high per-
formance. 

The paper is organized as follows. In Section 2, we present ERR scheduling algo-
rithm. Section 3 contains a simulation study of the delay performance and stability of 
ERR-ERR CICQ switch under uniform and nonuniform traffic patterns. Finally, the 
conclusions and directions of future work are given in Section 4. 

2   ERR-ERR CICQ Switch Operation 

This section presents CICQ switch operation, as well as ERR scheduling algorithm. 
Regarding Fig.1, we consider NxN buffered crossbar switch with a small buffer at 

each crosspoint. Every input port buffer has N VOQs, each of infinity length. The 
virtual output queue VOQi,j holds cells arriving at input i addressed for output j 



860 I. Radusinovic and Z. Veljovic 

 

(i=1,2,…N, j=1,2,…N). Particular crosspoint queue (CPQ), CPQi,j , is associated with 
one VOQi,j in a way that cells stored in VOQi,j will be sent to crosspoint queue CPQi,j,, 
each of cp length. We assume that the time is slotted and the cells arrive at the switch 
at the beginning of a time slot. If VOQi,j is selected, incoming cell will be stored in 
corresponding CPQi,j immediately without waiting.  

In every time slot the scheduling operation consists of independent crosspoint and 
input scheduling phases. A form of credit flow control is used between input and 
crosspoint schedulers. We choused credit-based flow control because the popular 
start/stop flow control requires an additional RTT window (plus a hysteresis safety 
margin) of buffer space per crosspoint [13].  Each CPQ and corresponding VOQ has 
an associated credit, used as a flag for the state of CPQ (1=not full, 0=full). It indi-
cates to input i whether CPQi,j has available place for a cell or not, as described in [5] 
and [10]. 

During the crosspoint (or input) scheduling phase, RR crosspoint (or input) sched-
ulers at each output j (or input i), select one nonempty CPQi,j (or nonempty VOQi,j 

whose credit state is 1) based on the ring arbitration. The cell from selected CPQi,j (or 
VOQi,j) departs switch (or VOQi,j and enters CPQi,j). The selected CPQi,j (or VOQi,j) 
gets right to forward until it becomes empty or exhausted. When any CPQi,j becomes 
full crosspoint schedulers set its credit state to 0. It is simpler than RR scheduling 
algorithm with adaptable-size frame [10] because there is no need for a frame-size 
counter and a current service counter. Cell transmission from buffers (input or cross-
point) occurs at the end of a time slot.  

3   Performance Analysis  

In this section, we present a number of properties of the ERR-ERR architecture. We 
show that 100% throughput is achieved with a  simple round-robin arbitration, with 
exhaustive selection policy for independent uniform traffic. A stability and delay 
performance were carried out. We do not take into account packet to cell segmenta-
tion and reassembly delay. The performance evaluation is done through two traffic 
models: bursty uniform and Bernoulli nonuniform (unbalanced). 

In the bursty uniform traffic model, the traffic at each input is modeled as Inter-
rupted Bernoulli Process. Output port addresses are uniformly distributed. Each of the 
inputs is described by the same ON-OFF model where both busy and idle periods are 
geometrically distributed. Cells of the same burst are destined for the same output 
(model of fragmented packet). We suppose that the average burst size equals bs for 
the considered 32x32 switches. We simulate interval of 1000000 cell slots. 

In the unbalance model, the cells arriving at each input at each time slot follow the 
same Bernoulli process with the same probability p (input load) of having a new cell. 
The incoming cells are distributed not-uniformly to all output ports [8], [10]. When 
w=0, the offered traffic is uniform. Otherwise, when w=1, traffic is completely unbal-
anced. This means that all the traffic of input ports is destined for output port j only, 
where i=j. We simulate interval of 100000 cell slots. 
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Despite one-cell CICQ with ERR scheduling algorithm for input scheduler and  
crosspoint schedulers, we studied the performance of five combined 32x32 input-
crosspoint buffered crossbar switches: RR-RR (a CICQ fabric with a simple RR in-
put/crosspoint arbitration and one-cell crosspoint), LQF-RR (a one-cell crosspoint 
CICQ switch using LQF scheduling algorithm for input scheduler and RR scheduling 
algorithm for crosspoint schedulers), OCF-OCF (a CICQ fabric using OCF schedul-
ing algorithm for input scheduler and  crosspoint schedulers), MCBF (a ten-cell cross-
point (due to stability reasons under unbalanced traffic [8]) CICQ fabric using the 
shortest internal buffer first at the input side and the longest internal buffer first at the 
output side) and OB (output buffered switch). 

Similar to [6] we vary the average rates for a 2x2 switch with unbalanced loading, 
λi,j of the connections and measure the maximum queue of each VOQ and its HOL 
cell delay  for 10 consecutive intervals of 10000 cell slots. If the maximum value for a 
VOQ increases every interval or HOL cell delay reaches 1000, the switch is consid-
ered unstable.  

Fig. 2 shows the instability regions for five scheduling algorithm under Bernoulli 
arrivals. Fig.4 illustrates that the RR-RR algorithm produces an instability region for 
admissible loads, but it doesn’t intersect the λ1,2 ≤ ½ region. LQF-RR, OCF-OCF, 
MBCF  and ERR-ERR produce instability for inadmissible loads. We had to intro-
duce additional criteria for HOL cell delay, because we obtained that ERR-ERR was 
stable in wide range of inadmissible region in sense of criteria with increase of maxi-
mum queue of each VOQ.     
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Fig.  2. Instability regions for unbalanced traffic on a 2x2 switch 

Similar to [6] and [8], the input queues occupancies can serve to prove the stability 
of the scheduling algorithm. That is, if under a service policy X, we can show that 

( )( ) ∞<nLE , then we can conclude that X is stable. ( )nL is defined as l-two norm 
vector representing the occupancy of the VOQs at time n and is defined as follows: 

λ1,1 

λ1,2= λ2,1 
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Fig.3 shows simulation results of CICQ switches with ERR-ERR, LQF-RR, OCF-
OCF and MBCF (with ten-cell crosspoint queue) under uniform traffic with Bernoulli 
arrivals (bs=1) and bursts with average lengths of 8 (bs=8) and 32 (bs=32) cells. The 
simulation shows that the ERR-ERR scheduling algorithm has similar stability per-
formance as other algorithms, despite the fact that it is the simplest one. 
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Fig. 3. The l-two norm vector under bursty uniform traffic for different average burst size bs 

Fig 4. illustrates that ERR-ERR with one-cell crosspoint buffer provides near 
100% throughput irrespective of the unbalanced coefficient. We can see that ERR-
ERR has throughput always higher than RR-RR (CIXB-1 [5]) and very close to OQ, 
LQF-RR, OCF-OCF and MBCF (cp=10). This results in a feasible implementation of 
ERR-ERR CICQ switch. ERR-ERR ensures service to the queues with high load 
using the exhaustive service and to the queues with low load using RR selection. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
w

T
h

ro
u

g
h

p
u

t

MCBF,cp=10

LQF-RR

OCF-OCF

RR-RR

ERR-ERR

Output

 

Fig. 4. Stability under nonuniform traffic 
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Fig.5 depicts the average delay performance under bursty uniform traffic with burst 
lengths equal 1 (bs=1), 8 (bs=8) and 32 (bs=32). ERR-ERR exhibits the average delay 
performance between LQF-RR and OCF-OCF. MCBF with ten-cell crosspoint buff-
ers has almost always (except in uniform case bs=1) greater average delay than other 
switches. For all considered CICQ switches increase of the average burst length 
means growth of the average cell delay. 
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Fig. 5. Performance under bursty uniform traffic 

4   Conclusions 

We have proposed and investigated a new RR scheduling algorithm with exhaustive 
service to make RR based CICQ feasible and stable for the unstable region of ordi-
nary RR-RR CICQ identified in [7]. We prove through simulations that this schedul-
ing algorithm offers a high performance. We show that this scheduling algorithm 
achieves nearly 100% throughput under a nonuniform traffic pattern, the unbalanced 
traffic model, with only one-cell crosspoint buffers. The queues with large occupancy 
will have a higher opportunity to send cells. The queues with small occupancy will 
not be starved because of RR selection. The performance of ERR-ERR increases and 
converges to output buffered switch performance as the crosspoint buffer increases. 
Furthermore, our algorithm does not need to compare status or weights of other in-
put/crosspoint queues as well as to take some counters (service and frame) into ac-
count. ERR-ERR exhibits the delay performance very close to LQF-RR and OCF-
OCF and much better than MCBF with ten-cell crosspoint buffers under bursty uni-
form traffic no matter on burst lengths. In addition to high throughput and excellent 
delay performance, the switch provides timing relaxation that allows high-speed 
scheduling and scalability. 
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Abstract. Input Queued switches have been very well studied in the recent past. 
The Maximum Weight Matching (MWM) algorithm is known to deliver 100% 
throughput under any admissible traffic. However, MWM is not practical for its 
high computational complexity O(N3). In this paper, we study a class of ap-
proximations to MWM from the point of view of local search. Firstly, we pro-
pose a greedy scheduling algorithm called GSA. It has the following features: 
(a) It is very simple to compute the weight of a neighbor matching. GSA only 
needs to compute the weight of two swapped edges instead of the weight of all 
the edges. (b) The computational complexity of GSA is O(c_max), where c_max 
denotes the maximum number of iterations. Hence we can adjust the value of 
c_max to achieve low computational complexity. Secondly, we observe that: (a) 
Local search is well suitable for parallel computing. (b) Each line card of high 
performance router has at least one processor. Based on the two important ob-
servations, we develop the second algorithm PGSA. Compared with GSA, 
PGSA significantly reduce the number of iterations. Simulation results show 
that PGSA with three iterations outperforms algorithms in [1] under different 
switch sizes. 

1   Introduction 

Input Queued (IQ) switch architecture has been very attractive due to its low memory 
bandwidth requirements compared to other known architectures. The well known 
head-of-line blocking on performance can be reduced or completely eliminated by 
virtual output queueing (VOQ) [2] at input line cards, and by controlling the switch 
operations with a scheduling algorithm. 

The problem faced by scheduling algorithms with virtual output queues can be 
formalized as a maximum size or maximum weight matching on the bipartite graph in 
which nodes represent input and output ports and edges represent cells to be switched. 
The weight of edge connecting input i and output j is often chosen to be queue lengths 
or the ages of packets. We refer in this paper to queue lengths as edge weights. 

The well known maximum weight matching (MWM) scheduling algorithm finds 
the matching (schedule) with maximum weight among all N! matchings. MWM is 
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known to deliver 100% throughput for any admissible traffic [3],[4],[5]. But it is too 
complicated for implementation. The best known implementations of MWM exhibit a 
computational complexity O(N3). This has led to several randomized approximations 
[1],[6] to MWM. 

In [6], Tassiulas developed an adaptive scheduling method which can provide 
100% throughput with low computational complexity. But it can induce a large aver-
age delay. In order to reduce the average delay, Giaccone et al. [1] proposed several 
algorithms, including APSARA, LAURA, and SERENA. For APSARA, it needs to com-
pute all neighbors of the current matching, and then chooses a neighbor matching 
with the largest weight for next time slot. Because there are N(N−1)/2 neighbors of a 
matching, it is time-consuming to compute all the neighbors. Besides, much space is 
needed to store all the neighbors. Therefore APSARA is not practical when the switch 
size is very large. In order to reduce the number of neighbors, two variants of 
APSARA were proposed in [1]. One is APSARA-L and the other is APSARA-K. There 
are only N neighbors of a matching in APSARA-L. Simulation results in [1] show that 
APSARA-L performs quite competitively with APSARA. For APSARA-K, it chooses K 
neighbors at random and uses the heaviest of these. Note that K is much smaller than 
N. Obviously APSARA-K is more practical than APSARA and APSARA-R. But it was 
shown in [1] that APSARA-K does not perform as well as APSARA-L. Authors in [1] 
found that it is more important to remember the heavy edges than to remember the 
matching itself. This simple observation motivated the next algorithm LAURA, which 
iteratively augments the weight of the current matching by combining its heavy edges 
with the heavy edges of a randomly chosen matching. The computational complexity 
of LAURA is O(I⋅N⋅log2N + N), where I denotes the maximum number of iterations. 
LAURA seems to be impractical because of its high computational complexity. For 
SERENA, it uses the randomness in the arrivals process for finding good matchings to 
provide low average delays. However SERENA uses a complicated MERGE proce-
dure to generate a heavy matching. 

In this paper, we propose two algorithms for input queued switches using local 
search technique. Our first algorithm GSA tries to find a neighbor whose weight is 
larger than current matching. If such neighbor exists, the neighbor matching will be 
the new searching point. Notably, one nice feature of local search technique is that it 
can compute solutions in parallel on several processors. On the other hand, each line 
card of high-speed router has its own processor. Based on the above observations, we 
develop the second algorithm called PGSA. As a result of using parallel computing 
technique, PGSA significantly reduce the number of iterations compared with GSA. 
Note that PGSA with constant iterations works very well under different switch sizes. 
The simulation results PGSA with 3 iterations achieves very good delay performance 
compared with algorithms in [1]. 

The rest of the paper is organized as follows. In section 2, we describe the input-
queued switch crossbar architecture and some notation related to input-queued 
switches. In Section 3-A, we describe the basic idea of local search. In Section 3-B 
and Section 3-C, GSA and PGSA algorithms are described respectively. In Section 4, 
we measure the performance of GSA and PGSA. Finally, in Section 5 we conclude the 
paper. 
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2   Model and Notation 

In this section we describe the model of an input-queued switch that is the main archi-
tecture studied in this paper. 

Consider the N×N crossbar switch. We assume that the time is slotted and at each 
time slot, at most one packet can arrive at each input in one time slot. Fixed size 
packet is called a “cell”. Cells arriving at input i and destined for output j are stored in 
a FIFO buffer called “virtual output queue”(VOQ), denote here by VOQi,j. Let λi,j 
denote the arrival rate at VOQi j. The incoming traffic is called admissible if (a) 

, 1i jj
λ <∑ , ∀i, and (b) , 1i ji

λ <∑ , ∀j.  

VOQ1,1

 VOQ1,N

VOQN,1

  VOQN,N

Input 1

Input N

  Output 1

     Output N

Switching Fabric

..

.
..
.

 

Fig. 1. Basic input-queued switch architecture 

A matching1 is represented by an N×N matrix m = [mi,j] where if input i is con-
nected to output j, we have mi,j = 1, otherwise mi,j = 0. The set of all possible match-
ings is denoted by . The matching matrix can be represented equivalently as a per-

mutation (π(1), π(2),…, π(N)) via the equation π(i) = j iff mi,j = 1. For instance, the 
matching  

                        m = 
1 0 0

0 0 1

0 1 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

is equivalent to the permutation  
(π(1), π(2), π(3)) = (1, 3, 2). 

3   Scheduling Algorithms Using Local Search Technique 

In this section, we first introduce the basic idea of local search, and then we describe 
the parallelized scheduling algorithm based on local search. 

                                                           
1  Throughout this paper, we will use the words schedule, matching, permutation and solution 

interchangeably. 
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Recall that the goal of MWM is to find a matching with largest weight among the 
whole matching space. Hence it is natural to ask such a question if we can find a sub-
optimal solution efficiently in a small part of matching space. This motivates us to 
study local optimization to find the answer. 

A. Local Optimization 

Local search, or local optimization, is a primitive form of continuous optimization in 
the discrete search space. Given a maximization problem with objective function ƒ 
and feasible region R, a typical local search algorithm requires that, with each solution 
point xi ∈ R, there is associated with a predefined neighborhood Ν (xi) ∈ R. Given a 
current solution point xi ∈ R, the set Ν (xi) is searched for a point xi+1 with ƒ(xi+1) > 
ƒ(xi). If such a point exists, it becomes the new current solution point, and the process 
is iterated. Otherwise, xi is retained as a local optimum with respect to the neighbor-
hood structure. 

B. A Greedy Scheduling Algorithm Based on Local Search (GSA) 

Before we present GSA algorithm, we define the structure of neighborhood of a 
matching. 

Definition 1: Given a matching m, let π = (π(1), π(2),…,π(N)) be the corresponding 
permutation, where π(i) = j iff mij = 1. A matching m' is said to be a neighbor of m iff 
there are exactly two inputs, say i1 and i2, such that m′ connects input i1 to output π(i2) 
and input i2 to output π(i1). All other input-output pairs are the same under m and m′. 

According to Definition 1, a neighbor of matching m can be generated by swapping 
two edges of m, leaving the other (N−2) edges unchanged. All the neighbors of 
matching m constitute the neighborhood Ν(m). For instance, matching m for a 3×3 
switch and its three neighbors m′1, m′2, and m′3 are given below 

m = (2,1,3) m′1 = (1,2,3) m′2 = (3,1,2) m′3 = (2,3,1). 

Given a matching m(t) for time slot t. GSA algorithm determines matching m(t+1) 
for time slot t+1 as follows. 

1) At the beginning of local search, GSA will choose a starting point (matching) for 
searching. As mentioned early in Section 1, a heavy matching will continue to be 
heavy over a few time slots. Hence m(t) is selected for the starting point. 
2) In order to find a heavy matching for next time slot, it is necessary to do some 
iterations. During each iteration, GSA tries to find a neighbor whose weight is more 
than that of current matching. To ease the presentation, we assume the current match-
ing is Xbest. The initial value of Xbest is set to the matching m(t). Next step the algo-
rithm will randomly generate a neighbor of Xbest. Let neighbor denote such matching. 
If the weight of neighbor is more than that of Xbest, then Xbest is replaced with 
neighbor. The next iteration will begin with neighbor. Otherwise, the current match-
ing Xbest is still used for the next iteration. 

Notably, for high speed switching systems, there is little time left for scheduling. 
Therefore it is critical to limit the number of iterations during one time slot. For GSA, 
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we use variable c_max to control the maximum number of iterations. After finishing 
the limited iterations, Xbest will point to a matching whose weight is no less than that 
of m(t). 
3) Finally, we obtain 

m(t+1) = Xbest 

GSA has the following features: (a) During each iteration, only one neighbor of 
current matching is generated not the whole neighborhood. On the other hand, the 
neighbor of a matching is randomly selected from its neighborhood. (b) It is rather 
simple to compute the weight of neighbor matching. According to Definition 1, we 
only need to compute the weights of two newly swapped edges instead of the weights 
of all the edges. (c) The computation complexity of GSA is O(c_max). Hence we can 
adjust the value of c_max to achieve low time complexity of the algorithm. 

C. Parallelized Greedy Scheduling Algorithm Based on Local Search  

One nice feature of local search technique is that it can compute solutions in parallel 
on several processors. Fortunately, each line card of high speed router has its own 
processor. The two nice features motivate us to design a parallelized greedy schedul-
ing algorithm called PGSA. We describe here how PGSA works. 

Input: matching m(t) at time slot t. 
Output: matching m(t+1) at time slot t+1.  

Variable Description: 

(a) Scheduler Gi is corresponding to the line card i, where i = 1, 2,…, N−1. 
(b) Scheduler G*

 is corresponding to the line card N. 

Algorithm Description: 

1) Each scheduler Gi (i=1, 2, … , N−1) runs GSA algorithm in parallel. Note that 
matching m(t) is selected as the starting searching point of each scheduler. On the 
other hand, each scheduler runs the same number of iterations which are dominated 
by variable c_max. After finishing iterations, each scheduler can achieve a matching. 
Let bi be the matching obtained by scheduler Gi. 
2) Scheduler G* randomly chooses a matching R from the matching space . Note 

that this scheduler is essential to prove the stability of PGSA. 

3) m(t+1) =  
1 2 1{ , ,..., , }

arg max weight( )
Ns b b b R

s
−∈

. 

That is, m(t+1) is the matching which has the largest weight among the candidate 
set {b1,b2,…,bN−1,R}.  

Theorem 1: PGSA can achieve 100% throughput under Bernoulli i.i.d admissible 
traffic.  

Proof: Because scheduler G* randomly selects a matching from the matching space 
, Theorem 1 can be proved by applying Proposition 1 in [6].  
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4 Simulation Results 

In this section, we study the average delay performance of GSA and PGSA compared 
with algorithms in [1]. Under different input traffic patterns mentioned below, we 
have studied the performance of the above algorithms with switch size 16, 32, 64, and 
128. For each switch size, we got the similar comparing results. Due to space limita-
tions, we only present a subset of simulations with switch size 32. 

A. Input Traffic 

We adopt same input traffic patterns used in [1]. That is, all inputs are equally loaded 
on a normalized scale. And ρ∈ (0, 1) denotes the normalized load. In convention, let 
λi,j denote the arrival rate of Bernoulli i.i.d. Let |j| = (j mod N). Two different input 
traffic patterns are described below. 

a) Uniform Traffic: λi,j = ρ / N, ∀i, j.  
b) Diagonal Traffic: λi,i= 2ρ / 3, λi,|i+1| = ρ / 3 ∀i, and λi,j = 0 for all other i and j. Di-
agonal traffic is a very skewed loading. It is more difficult to schedule than uniform 
traffic. 

B. Performance Measures  

1) Performance Measures of GSA 

In our experiments for GSA, we set c_max = N. Fig. 2 shows the average delay of 
GSA compared with APSARA-L, LAURA and SERENA under uniform traffic. It can be 
seen that the average delay of GSA is much smaller than that of LAURA and APSARA-
L. Besides, GSA performs quite competitively with SERENA. Fig. 3 compares the 
average delay induced by GSA, APSARA-L, LAURA, and SERENA under the diagonal 
traffic. Clearly GSA outperforms APSARA-L and LAURA. Note that SERENA per-
forms a little better than GSA under moderate load. But under heavy load (especially 
ρ ≥ 0.96) GSA has better performance than SERENA. 
2) Performance Measures of PGSA 

To ease presentation, we use PGSA-K to represent PGSA algorithm running K itera-
tions during one time slot. As shown in Fig. 4 and Fig. 5, the performance of PGSA-N 
is close to MWM under both uniform and diagonal traffic. Obviously, PGSA-N per-
forms the best among LAURA, APSARA-L, and SERENA. With the increasing of line 
speed, little time is left to make arbitration. For the reason of scalability, it is neces-
sary to reduce the number of iterations. Therefore we shall study the performance of 
PGSA-K where K = 3 and K = log2 N. According to simulation results illustrated 
above, it can be seen that SERENA outperforms LAURA and APSARA-L. Therefore 
we only compare the performance of PGSA with that of SERENA in the following 
simulations. Fig. 6 compares the average delay induced by PGSA-K (K = 3, log2 N), 
SERENA and MWM under diagonal traffic. We can see that PGSA-log2 N and PGSA-
3 have the similar performance with SERENA under moderate load. However, PGSA-
log2N and PGSA-3 perform much better than SERENA under high load (ρ > 0.9). 
Especially when the traffic load is close to100%, the average delay of SERENA is 
almost 3 times of PGSA-3. Note that the number of iterations for PGSA-3 is constant 
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which is independent of the switch size. It is meaningful to examine the performance 
of PGSA-3 under different switch sizes. Due to space limitations, we only present the 
simulation results of PGSA-3 compared with SERENA under 100% diagonal traffic in 
Fig. 7. It is shown that the performance of PGSA-3 is much better than that of 
SERENA under different switch sizes. 
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Fig. 7. Comparison on the performance of 
PGSA-3 and SERENA under 100% diagonal 
traffic load and different switch sizes 

Fig. 6. The average delay of 
PGSA-log2 N, PGSA-3, SERENA 
and MWM 

Fig. 5. The average delay of 
PGSA-N under diagonal traffic 

Fig. 3. The average delay of GSA 
under diagonal traffic

Fig. 2. The average delay of 
GSA under uniform traffic 

Fig. 4. The average 
delay of PGSA-N under 
uniform traffic 
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5   Conclusion 

In this paper, we considered approximations to MWM using local search technique. 
Two algorithms were proposed in this paper. The first algorithm (GSA) reveals the 
basic idea of local search. The second algorithm (PGSA) makes full use of advantages 
of parallel computing. As a result of this, PGSA significantly reduces the number of 
iterations compared with GSA algorithm. On the other hand, PGSA has better scalabil-
ity than GSA. PGSA works very well under different switch sizes. 
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Abstract. Streaming of multimedia content, i. e. the transmission of
audio and video data in real-time gains more and more importance due
to the increasing availability of digital audio/video devices. In a typi-
cal home environment several networks can be used for that purpose.
This paper gives an overview of the available technologies pointing out
the features of IEEE1394 and IP based networks. Furthermore it covers
principal concepts for coupling of several streaming networks.

1 Introduction

Since the network bandwidth available in typical home environments has been
increasing steadily, it is feasible to distribute multimedia content like video and
audio digitally within the home using these networks. The topic of this work is
streaming. That means multimedia data is transmitted at same (at least average)
speed it should be presented at the sink device, the stream is transmitted in “real-
time”. In contrast to download-and-play the target device does not have to store
a complete file, but it only buffers small parts in advance of presentation and
discards them afterwards. Therefore it is usually not possible to replay a scene
or to pause. The content can either be live (radio, television) or on demand (e. g.
video clips).

One kind of network often installed in modern homes are field bus systems
(for instance EIB, LonWorks etc.), which are used for home automation. They
are used for control and monitoring purposes, offer rather low bandwidth and
are therefore not well suited for multimedia streaming.

Another kind of network is IEEE 1394, which is integrated in many consumer
electronic devices and becomes more and more important. This network tech-
nology is perfectly suited for multimedia streaming and will be evaluated more
in detail later.

The most widespread class of networks installed in homes are IP based net-
works (mostly based on Ethernet). They are usually used to connect personal
computers, but consumer electronic devices can be integrated into these net-
works as well. Most networks are still based on version 4 of the Internet Protocol
(IP), but the successor (version 6) offers features that make it more suitable for
streaming.

USB (Universal Serial Bus) might be mentioned as another kind of network.
It could in principle be used for multimedia streaming (especially for audio, but
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as of version 2.0 also for video), but its main purpose is the connectivity between
one personal computer and its peripherals. It is not used in a home networking
concept, and therefore it is not covered here.

The aim of this paper is to give an overview of the available technologies and
to outline the main features, advantages and disadvantages of various networks
concerning streaming of multimedia content. It will also outline concepts of inter-
networking between the various networks.

2 Requirements

A network that should be used for multimedia streaming has to fulfil several re-
quirements. Some are absolutely essential, whereas others might be a bit relaxed.

2.1 Quality of Service

There are many different interpretations of the term “Quality of Service” (QoS)
[1]. But the general meaning is, that in contrast to “best effort” services, some
transmission parameters are guaranteed. Which parameters are guaranteed de-
pends on the network type and the service it is used for. This guarantee usually
involves some kind of reservation mechanism. A discussion of QoS parameters
can be found in [2].

Parameters relevant concerning streaming of multimedia content are:

– Sufficient bandwidth must be available. Audio/video data streams often have
a fixed data rate, that is known in advance (it is also possible that a stream
adapts the data rate, if the available bandwidth changes).

– In case of interactive two way communication (e. g. video conferences) la-
tency, i. e. the average transit delay, should be below a certain limit. However,
for one way transmission latency is usually no problem.

– The transit delay variation (jitter) should be limited. The limit depends on
the buffer used by the sink device to compensate the jitter.

– Error rate and packet loss should be low. Depending on the format of the
data stream it might be more or less sensitive concerning data corruption.

If those parameters are guaranteed, Quality of Service is provided. If they are
not guaranteed, streaming can be performed, but disruptions are to be expected
in case these requirements are not met all the time.

2.2 Multicast

Since multimedia data usually has rather high bandwidth requirements, the
available network bandwidth should be used economically. A major issue is
that, if there is more than one sink for a stream within a network, it should
be avoided to transmit the stream several times and therefore utilise a multiple
of the necessary bandwidth. Some networks only support unicast transmission
that is directed to one specific sink. In this case one connection for each sink is
required leading to a waste of bandwidth.
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For small networks in the home a possible solution could be the use of broad-
cast transmission, i. e. transmission targeting all nodes in the network. The major
drawbacks thereof are the fact that also nodes not interested in the stream have
to handle it and in case of networks consisting of more segments bandwidth is
used on all segments, even on those without an interested sink device.

The ideal solution is multicast, transmission to a group of targets. This is
usually done by use of special “group addresses”. In this case the stream is trans-
mitted exactly once on the network segments needed. In segmented networks the
coupling units between them (usually routers or bridges) need some additional
“intelligence” to figure out, on which segments the data has to be replicated.

Transmission that is targeted towards more than one device is usually not
reliable. The data is transmitted once and there is no retransmission in case of
errors. This exactly matches the requirements of streaming: An erroneous packet
should not be retransmitted, because it would then probably be too late and
therefore useless. The source should rather try to send the following packets in
time than dealing with the erroneous packets. Timing is much more important
than data integrity. The sinks must be able to cope with a certain (limited)
amount of errors.

3 IEEE1394

IEEE 1394 [3], also known as FireWire or i.Link, is a serial bus designed to con-
nect up to 63 consumer electronic devices (like camcorders, CD players, satellite
tuners etc.), but also personal computers and peripherals like hard disks, scan-
ners etc. It supports up to 400 Mbit/s (the newer version 1394b supports up to
1600 Mbit/s and has architectural support for 3200 Mbit/s [4]), has an automatic
configuration mechanism allowing hot plugging of devices and is very well suited
for streaming of multimedia content [5].

It supports two different transmission modes: asynchronous and isochronous.
The isochronous mode is designed to meet the requirements of streaming. There
are 64 isochronous channels. Such channel can be regarded as a multicast group.
In fact the packets are transmitted to each node on the network1, but the hard-
ware usually filters the packets and discards packets of isochronous channels that
are not of interest. Bandwidth and channel can be reserved at the isochronous
resource manager and are then guaranteed2. That means, that quality of service
is provided. The source can send one isochronous packet every 125 s. The al-
lowed size of the packet corresponds to the reserved bandwidth. In case of errors
no retransmission occurs, so timing is guaranteed, but not delivery.

1 There are restrictions, if some nodes on the network do not support the transmission
speed used by the source.

2 The isochronous bandwidth is only guaranteed, if all nodes obey the rules of
IEEE1394 and reserve bandwidth and channel before they are used. Since this is
not enforced by hardware or software, nodes violating these rules can compromise
QoS.
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Real-time transmission of audio and video data is well standardised by the
series of IEC 61883. [6] defines general things like a common format for isochro-
nous packets as well as mechanisms for establishing and breaking isochronous
connections. This also includes timestamps, that are used for intra-media syn-
chronisation and inter-media synchronisation [7]. The time base for these times-
tamps is the cycle time, which is synchronised between all nodes automatically
by IEEE 1394. This is a very valuable feature of IEEE 1394: There is a clock that
is automatically synchronised between all nodes and therefore does not drift.

Transmission of data in the DV (digital video) format used on video cassettes
(and therefore typically provided by VCRs and cameras) is specified in [8, 9, 10].
An advantage of this format is the high quality and a low complexity of encoding
and decoding, because it does not use the sophisticated inter-frame compression
techniques known from MPEG-2. On the other hand it imposes rather high
bandwidth requirements (about 25 Mbit/s for an SD format DV video stream,
together with audio and other information it yields about 36 Mbit/s).

To distribute audio [11] gets involved. It is used by consumer electronic
audio equipment like CD players, amplifiers, speaker systems etc. Usually au-
dio is distributed as uncompressed audio samples at 44100 or 48000 Hz sample
rate.

The transmission of MPEG-2 transport streams [12] over IEEE 1394 is spec-
ified in [13]. This allows the distribution of digital television over IEEE 1394,
since both DVB and ATSC use MPEG-2 transport streams. MPEG-2 provides
a good trade-off between quality and utilised bandwidth. A typical PAL TV
program requires about 6 Mbit/s. [14] specifies how to distribute the content
of a DVD over IEEE 1394 according to [11] and/or [13]. The alternate digital
TV standard DirecTV system/DSS can be distributed according to [15]. So the
ideal solution to distribute digital multimedia content is to use [11] for high
quality audio data, whereas [13] should be used, if there is also video to dis-
tribute.

The working group P1394.1 is developing a standard for IEEE 1394 bridges
[16]. That would allow to connect up to 1023 IEEE 1394 busses (each containing
up to 63 nodes) to a network. An advantage of those networks is that traffic
tends to be isolated on one bus. That includes isochronous traffic and bus resets.
Bandwidth is therefore used very economically. If there is a listener on another
bus than the corresponding talker (IEEE 1394.1 uses this terminology), there
is a special protocol to setup the bridges in-between to forward isochronous
packets.

It is also possible to transmit IP data on an IEEE 1394 bus. IPv4 over
IEEE 1394 is specified in [17] and [18] specifies the transmission of IPv6 pack-
ets over IEEE 1394. Therefore it is possible to treat it as an ordinary IP based
network and use the corresponding protocols described in the following section.
However, this approach would not take advantage of the very special features of
IEEE 1394 concerning real-time A/V streaming. The specifications of the series
IEC 61883 are very well customised for IEEE 1394, so an IP based solution must
have drawbacks (beside introducing additional protocol layers).
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4 IP Based Networks

IP is a very widely used network protocol. The main reason is that it can be
used on top of almost every lower layer networking system (Ethernet, token
ring, IEEE 1394 etc.). In many homes (as well as offices) IP over Ethernet can
be found, where usually still version 4 of IP is used. These networks were not
designed to allow multimedia transmission and therefore have some weaknesses
with regard to real-time data transmission (multicast is just an add-on, that
is not widely supported, Quality of Service is very limited). Nevertheless these
networks are very common. Since they are available almost everywhere and fulfil
the basic requirements needed for audio and video transmission (although they
are usually not guaranteed), it is very desirable to use these networks for that
purpose. One problem concerning IP networks is, that transmission of audio
and video is not very well standardised. There is a wide variety of data and
transmission formats, open and proprietary ones, which are not compatible with
each other.

In IP based networks many different protocols are commonly used for real-
time transmission of multimedia. The most primitive one is HTTP. There are
implementations that use HTTP to stream real-time audio data (e. g. icecast,
shoutcast to mention two streaming server programs, that are freely available
in the Internet). But besides some advantages (it is very simple and works well
with proxies and firewalls) it also has many disadvantages. It does not support
multicast, only unicast. Therefore, if more than one node is listening to the
stream, several connections have to be established, that use the corresponding
multiple of the necessary bandwidth. Furthermore HTTP is based on TCP, which
is a reliable protocol, i. e. it does perform retransmission of packets, that were not
transmitted correctly. This is completely inadequate for real-time transmission,
because the retransmitted data will be late and therefore useless. In fact the
use of HTTP is just an extension of progressive download (the presentation
of a multimedia file starts while downloading), but it was never designed for
real streaming.

A much more suitable protocol is RTP (Real-time Transport Protocol) as
proposed by [19], which is usually based on UDP and in principle supports
multicast as well as unicast, for transmission of multimedia data. It also includes
timestamps, which are used for synchronisation purposes, but it has to deal with
the fact that in IP networks there is no global time base which is synchronised
automatically. RTSP (Real Time Streaming Protocol) can be used for setting up
the transmission [20]. There are also proprietary protocols like MMS (Microsoft
Media Server) or Real Delivery Transport (RDT) and others. They have similar
features and are used by the tools of the corresponding companies (Microsoft,
RealNetworks etc.). But the preferred protocols within the Internet are the open
standards by the IETF.

Unfortunately there is no common format for audio and video data used in
this context. Many different (open and proprietary) formats for audio and video
exist and can be transmitted in an RTP stream. Concerning audio the most im-
portant open formats are uncompressed audio 16 bit, 20 bit or 24 bit [21, 22] and
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MPEG compressed audio streams [23]. For video [23] specifies how to transmit
MPEG video elementary streams. If audio and video are to be transmitted in
one stream, MPEG-2 transport streams can be used as specified by [23], but
the concept of RTP is to transport each media in a separate stream rather then
using multiplexes. The most important proprietary formats are RealAudio and
RealVideo.

There are mechanisms for QoS in IP networks, but they provide only soft
guarantees and furthermore are not yet widely used in home environments.
RSVP (Resource Reservation Protocol) is the standard protocol to reserve re-
sources in IP networks [24, 25]. Multicast is supported in IP (on Ethernet IP
multicasts are mapped to Ethernet multicasts), but if more then one subnet is
involved, the routers in-between must be multicast-enabled.

IPv6, the successor of IP version 4, is not yet widely used, but has some
advantages concerning multimedia streaming [26]. Multicast is integrated into
IPv6, so every compliant implementation will support multicast. There are fea-
tures (especially the flow labels should be mentioned) that make the provision
of QoS for streams easier. The functionality of IGMP (Internet Group Manage-
ment Protocol) is integrated into ICMPv6 (Internet Control Message Protocol)
under the name “Multicast Listener Discovery” (MLD).

5 Interconnection

If there are several networks with streaming sources or sinks, it would be a benefit
to the user to couple them [27]. This can easily be achieved, if two networks of the
same type are to be coupled. IP networks can be coupled by using routers (if the
lower layers are compatible, even bridges, switches or repeaters can be used, but
that in fact would lead to one network). IEEE 1394 busses can can be coupled by
the use IEEE 1394.1 bridges3 [16]. These bridges are more powerful then bridges
in the IP world, they do some kind of address translation, synchronisation of
clocks a. s. o.

But the general problem is coupling of different kinds of network. There are
three major approaches to achieve this, which are shown in Fig. 1. One approach
is to set up a gateway that transforms the data in a way that on both networks
multimedia data is carried in a format that is commonly used on that network.
This means that for instance on an IEEE 1394 bus data is transmitted according
to the series IEC 61883, whereas on IP data should be transported using RTP.
The data format within that packets has to be transformed as well: While on IP
audio is often compressed using RealAudio or some other (mostly proprietary)
format, on IEEE 1394 it is usually transmitted as uncompressed PCM samples.
The main advantage of this approach is, that conventional devices can be used
as sources or sinks without the need for special adaptations. An example of such
gateway for audio data between IP and IEEE 1394 is given in [7]. The gateway
should of course also map the mechanisms for setting up a connection between

3 These bridges are not yet available, there is a working group developing the standard.
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Fig. 1. Concepts for gateways between IEEE1394 and IP based networks

the two networks, that means the use of the connection management procedures
specified in [6] on IEEE 1394 and the use of RTSP on IP.

Another approach is to capsule the packets received on one network and re-
transmit that capsule on the other network. That would mean putting isochro-
nous IEEE 1394 packets into IP packets (RTP packets or plain UDP packets).
On the other hand RTP packets received from the IP network could be put into
IEEE 1394 packets (asynchronous stream packets would be the most suitable
type for that purpose). This is the easiest solution to couple the networks, but
has the major drawback, that ordinary devices cannot handle them; IEEE 1394
enabled amplifiers can only handle isochronous packets containing data accord-
ing to [11], but no RTP packets capsuled in IEEE 1394 packets. There is one
scenario, in which such mechanism makes sense: If there is a second gateway
which transforms the data back and transmits it again on a network of the same
type as the source network, the intermediate network would just be used as a
transit network. Devices on the intermediate network would not make use of
the data, but on the sink network conventional devices can use the data. This
mechanism could be referred to as “tunnelling”. In essence that has the same ef-
fect as building a distributed IEEE 1394.1 bridge, where the two half-bridges are
connected via an IP links. A similar approach is used for wireless IEEE 1394.1
bridges [28] with the difference that IEEE 1394 packets are not tunnelled through
an IP network, but through IEEE 802.11 (so it is one layer below IP, on data link
layer). It should be mentioned that a real IEEE 1394.1 compliant bridge also syn-
chronises clocks (the IEEE 1394 cycle time) between both IEEE 1394 networks.
In case of a tunnel consisting just of two separate gateways those clocks and
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therefore the isochronous cycles will drift. The other way round is even easier:
Since IP can be carried in IEEE 1394 packets [17, 18], IP routers can be used to
couple IP networks via IEEE 1394.

A third approach is a mixture between the above solutions. On each network
the usual packet format is used, i. e. RTP on IP and CIP (common isochronous
packet according to [6]) on IEEE 1394. But within those packets media data is
coded as it was in the source network, which might be MPEG, DV, RealAudio
etc. Such solution is described in [29]: Here DV (which is common on IEEE 1394,
but unusual in IP networks) is transported in IP networks in form of RTP
packets.

6 Conclusion

There are many types of networks within a typical home. Nevertheless with
respect to streaming of multimedia data, there are two major systems: IEEE 1394
and IP based networks. In this article the main features of them were given as
well as an overview over the standards involved into streaming on those networks.
Since both kinds of network are used for streaming and have sources and sinks
of the streams, there is a demand to couple them. A few concepts of gateways
to couple the networks were given, where the most promising type of gateway
is the one that ensures that on each network data is carried in a form that is
commonly used on that network. Only that kind of gateway ensures that devices
on both networks can make use of the multimedia data.
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Abstract. In this paper we revisit strategies for joint radio link buffer
management and scheduling for wireless video streaming. Based on previ-
ous work [1], we search for an optimal combination of scheduler and drop
strategy for different end–to–end streaming options. We will show that a
performance gain vs. the two best drop strategies in [1], ie drop the HOL
packet or drop the lowest priority packet starting from HOL, is possible:
Provided that basic side-information on the video stream structure is
available, a more sophisticated strategy removes packets from an HOL
group of packets such that the temporal dependencies usually present in
video streams are not violated. This advanced buffer management scheme
yields significant improvements for almost all investigated scheduling al-
gorithms and streaming options. In addition, we will demonstrate the
importance of fairness among users when selecting a suitable scheduler.

1 Introduction

Optimization and adaptation of video streaming strategies to both wired and
wireless clients, eg for High–Speed Downlink Packet Access (HSDPA), has be-
come a challenging task. The heterogeneous network structure results in a num-
ber of conflicting issues: On the one hand, significant performance gains for video
transmission over wireless channels can be achieved by appropriate adaptation.
On the other hand, optimization of the media parameters or streaming server
transmission strategies exclusively to wireless links will result in suboptimal per-
formance for a wired transmission and vice versa. Hence, cross-layer design of
the following components is required: Streaming server, wireless streaming client,
media coding, intermediate buffering, channel resource allocation and schedul-
ing, receiver buffering, admission control, media playout, error concealment, etc.
Since the search for an optimal joint set of all parameters is usually not feasible,
suboptimal solutions have to be considered, which yield sufficient performance
gains by jointly optimizing a subset of the above parameters.

In this work we focus once again on strategies for joint radio link buffer
management and scheduling for incoming IP–based multimedia streams at the
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radio link layer. Based on the wireless shared channel scenario in [1], we search
for an optimal combination of scheduler and drop strategy for different end–to–
end streaming options. In addition to the previously proposed drop strategies at
the radio link buffers, we will investigate the gains achievable by incorporating
basic side-information on the structure of the video stream. Our advanced drop
strategy removes elements from an HOL group of packets such that the temporal
dependencies usually present in video streams are not violated. We will assess
the performance gain of this new scheme for an HSDPA scenario, and we will
demonstrate the importance of fairness among users when selecting a scheduler.

2 Preliminaries for Wireless Video Streaming

2.1 End–to–End Streaming System

As stated in [1], assume that the media server stores a packet–stream, defined
by a sequence of packets called data units, ie P = P1,P2, . . . . Each data unit Pn

has a certain size rn in bits and an assigned Decoding Time Stamp (DTS) tDTS,n

indicating when this data unit must be decoded relative to tDTS,1. After the server
has received a request from a client it starts transmitting the first data unit P1 at
time instant ts,1 and continues with the following data units Pn at time instants
ts,n. Data unit Pn is completely received at the far–end at tr,n and the interval
δn � tr,n − ts,n is called the channel delay (we assume that data units are
either received correctly or lost in the network due to bit errors or congestion).
The received data unit Pn is kept in the receiver buffer until it is forwarded to
the video decoder at decoding time td,n. Without loss of generality we assume
that tDTS,1 = td,1. Neglecting for now the session setup phase, the initial delay is
defined as δinit � td,1 −ts,1. Then, data units which fulfill ts,n +δn ≤ tDTS,n can
be decoded in time. Small variations in the channel delay can be compensated for
by this receiver-side buffer, but long–term variances result in loss of data units.
Several advanced streaming techniques have been proposed in the literature to
cope with this “late-loss” [2]. However, most streaming systems available on the
market do not apply any of them yet. Hence, we will not consider them here, but
we note that their use is feasible in our framework and is currently investigated.

2.2 Source Abstraction for Streaming

According to [1], the video encoder Qe maps the video signal s = {s1, . . . , sN}

onto a packet–stream P � Qe (s). We assume a one–to–one mapping between
source units sn, (ie video frames) and data units (ie packets). Encoding and
decoding of sn with a specific video coder Q results in a reconstruction quality
Qn � q(sn,Q(sn)), where q(s, ŝ) measures the rewards/costs when represent-
ing s by ŝ. We restrict ourselves in the following to the Peak Signal–to–Noise
Ratio (PSNR), as it is accepted as a good measure to estimate video perfor-
mance. According to [3], the result of the encoding is a set of data units for
the presentation which can be represented as a directed acyclic graph. If such
a set is received by the client, only those data units whose ancestors have all
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been also received can be decoded. In case of a lost data unit, the correspond-
ing source unit is represented by the timely–nearest received and reconstructed
source unit (ie a direct or indirect ancestor). If there is no preceding source
unit, eg I–frames, the lost source unit is concealed with a standard representa-
tion, eg a grey image. In case of consecutive data unit loss, the concealment is
applied recursively. The concealment quality Q̃n,ν (i), if sn is represented with
si, is defined as Q̃n (i) � q(sn,Q(si)). We express the importance of each data
unit Pn as the increase in quality at the receiver if sn is correctly decoded, ie

In � 1

N

⎛⎝Qn − Q̃n (c (n)) +

N∑
i=n+1
n � i

[
Q̃i (n) − Q̃i (c (n))

]⎞⎠ , (1)

with c (n) the number of the concealing source unit for sn, and n & i indicating
that i depends on n. Additionally, Q̃n (0) indicates concealment with a standard
representation. The overall quality for a sequence of length N is then

Q =
1

N

N∑
n=1

Qn = Q0 +

N∑
n=1

In, (2)

with Q0 the minimum quality, if all frames are presented as grey. Hence, quality
is incrementally additive w.r.t. to the partial order in the dependency graph.

2.3 Streaming Parameters and Performance Criteria

The video decoder might experience the absence of certain data units Pn due
to loss related to bit errors or congestion in the network (δn = ∞), late-loss
at the client (δn > tDTS,n − ts,n), or the server not even having attempted
to transmit the unit. Whereas the former two reasons mainly depend on the
channel, the latter can be viewed as temporal scalability and a simple means for
offline rate control and is not used here. Another important parameter in our
end–to–end streaming system is the initial delay at the client. On the one hand,
this value should be kept as low as possible to avoid annoying startup delay to
the end user. On the other hand, longer initial delay can compensate for larger
variations in the channel delay and reduce late-loss. Since we have ruled out more
advanced streaming strategies, the single-user performance can be determined
using a sequence of channel delays δ = {δ1, . . . , δN} for each data unit and a
predefined initial delay δinit as (1 {A} equals 1 if A is true and 0 otherwise)

Q(δ, δinit) = Q0 +

N∑
n=1

In1 {δn ≤ δinit}

n−1∏
m=1

m ≺ n

1 {δm ≤ δinit} . (3)

2.4 Streaming in a Wireless Multiuser Environment

We assume that M users in the serving area of a base station in a mobile system
have requested to stream multimedia data from one or several streaming servers.
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We assume that the core network is over–provisioned such that congestion is not
an issue on the backbone. The streaming server forwards the packets directly
into the radio link buffers, where packets are kept until they are transmitted
over a shared wireless link to the media clients. A scheduler then decides which
users can access the wireless system resources bandwidth and transmit power,
and a resource allocation unit integrated in the scheduler assigns these resources
appropriately. Obviously, for the same resources available different users can
transmit a different amount of data, eg a user close to the base station can use
a coding and modulation scheme which achieves a higher bit–rate than one at
the boundary of the serving area. In general, the performance of the streaming
system should significantly depend on many parameters such as the buffer man-
agement, the scheduling algorithm, the resource allocation, the bandwidth and
power share, the number of users, etc. As done in [1], we have concentrated on
the first two aspects in our investigations. Hence, the performance criterion for
the single user system has been extended by averaging (3) over all users, ie

Q(M, δinit) =
1

M

M∑
m=1

Q(δm, δinit). (4)

3 Scheduling and Buffer Management Strategies

3.1 Scheduling

Several scheduling algorithms for wireless multiuser systems have already been
proposed in the literature [5, 6, 7, 8]. We will briefly characterize them here:

1. Basic scheduling strategies: Well–known wireless and fixed network
scheduling algorithms include, for example, the Round Robin scheduler,
which serves users cyclically without taking into account any additional in-
formation.

2. Channel–State Dependent Schedulers: The simplest, but also most ap-
pealing idea for wireless shared channels – in contrast to fixed network sched-
ulers – is the exploitation of the channel state of individual users. Obviously,
if the flow of the user with the best receiving conditions is selected at any
time instant, the overall system throughput is maximized. This scheduler
is therefore referred to as Maximum Throughput (MT) scheduler and may
be the most appropriate if throughput is the measure of interest. However,
as users with bad receiving conditions are blocked, some fairness is often
required in the system. For example, the Proportional–Fair policy schedules
the user with the currently highest ratio of actual to average throughput.

3. Queue–Dependent Schedulers: The previously presented algorithms do
not consider the buffer fullness at the entrance of the wireless system ex-
cept that flows without any data to be transmitted are excluded from the
scheduling process. Queue–dependent schedulers take into account this in-
formation, eg the Maximum Queue (MQ) scheduler selects the flow whose
Head-Of-Line packet in the queue currently has the largest waiting time.



886 G. Liebl et al.

4. Hybrid Scheduling Policies: It might be beneficial to take into account
both criteria, the channel state information and the queue information, in the
scheduling algorithm. In [8] hybrid algorithms have been proposed under the
acronyms Modified Largest Weighted Delay First (MLWDF) and Exponential
Rule, which yield the most promising results among the standard solutions.

3.2 Radio Link Buffer Management

For better insight into the problem, we assume that a single radio link buffer
can store N data units, independent of their size. If the radio link buffers are not
emptied fast enough because the channel is too bad and/or too many streams
are competing for the common resources, the wireless system approaches or even
exceeds its capacity. When the buffer fill level of individual streams approaches
the buffer size N, data units in the queue have to be dropped. We will discuss
several possible buffer management strategies in the following:

1. Infinite Buffer Size (IBS): Each radio link buffer has infinite buffer size
N = ∞, which guarantees that the entire stream can be stored in this buffer.
No packets are dropped resulting in only delayed data units at the client.

2. Drop New Arrivals (DNA): Only N packets are stored in the radio link
buffer. In case of a full queue, new packets are dropped, which is the standard
procedure applied in a variety of elements in a wired network, eg routers.

3. Drop Random Packet (DRP): Similar to DNA, but instead of dropping
the newly arrived packet we randomly pick a packet in the queue to be
dropped. This strategy is somewhat uncommon, but we have included it
here since all other possibilities are only specific deterministic variants of it.

4. Drop HOL Packet (DHP): Same as DNA, but here we drop the Head–
Of–Line (HOL) packet, ie the packet which resides longest in the buffer.
This is motivated by the fact that streaming media packets usually have
a deadline associated with them. Hence, to avoid inefficient use of channel
resources for packets that are subject to late-loss at the client anyway, we
drop the packet with highest probability of deadline violation.

5. Drop Priority Based (DPB): Assuming that each data unit has assigned
a priority information, we drop the one with the lowest priority which resides
longest in the buffer. Our motivation here is the fact that sophisticated media
codecs, like H.264/AVC [4], provide options to indicate the importance of
elements in a media stream on a very coarse scale. Hence, those packets are
removed first which do not affect the end-to-end quality significantly.

6. Drop Dependency Based (DDB): We propose the following new strategy
to avoid the major drawback of both DHP and DPB: Starting from the HOL
of the buffer when dropping medium to high priority packets is suboptimal
due to the temporal dependency within the media stream. For example, if I-
or P-frames in a Group–of–Pictures (GOP) are removed, all the remaining
frames in the GOP cannot be reconstructed at the media decoder. Thus, leav-
ing them in the buffer and transmitting them leads to inefficient utilization
of the scarce wireless resources. Provided that basic side-information on the
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structure of the media stream is available to the buffer management (eg the
GOP structure and its relation to packet priorities), an optimized strategy
operates on the HOL group of packets with interdependencies: While all
low priority packets can be deleted starting from the beginning of the HOL
group, any medium or high priority packets should be first removed from the
end of the HOL group to avoid broken dependencies. Since the structure of
the media stream is usually fixed during one session, the buffer management
only has to determine this information once during the setup procedure,
which we believe to be feasible at least in future releases of wireless systems.

3.3 Streaming Server Rate Control

As in [1], we only consider two basic streaming server rate control models:

1. Timestamp–Based Streaming: In case of TBS the data units Pn are
transmitted exactly at sending time ts,n. If the radio link buffer is emptied
faster than new data units arrive, then it possibly underruns. In this case,
this flow is temporarily excluded from the scheduling.

2. Ahead–of–Time Streaming: In case of ATS, the streaming server is noti-
fied that the radio link buffer can still accept packets. Hence, the streaming
server forwards data units to the radio link buffer even before their nominal
sending time ts,n such that the radio link buffer never underruns and all
flows are always considered by the scheduler. However, the streaming server
eventually has to forward a single data unit no later than at ts,n regardless
of the fill level notification. Thus, a drop strategy at the radio link buffer
is still required. Note that this mode requires pre-recorded streams at the
server and a sufficiently large decoder buffer at the media client.

4 Experimental Results

4.1 Definition of Test Scenario

We have used the same HSDPA scenario as in [1] for our performance evalua-
tions, which consists of one serving base station and 8 tiers of interfering base
stations. We omit the detailed system parameter settings here and refer the in-
terested reader to the above publication. A total of M = 10 randomly distributed
users are attached to the serving base station and each of them has requested
a streaming service for the same H.264/AVC–coded QCIF sequence of length
N = 2698 frames (looped six times) as in [1], with QP = 28, 30 fps, and no
rate control. The GOP structure is IBBPBBP..., with an I–frame distance of 1 s.
The PSNR results in Q(N) = 36.98 dB, and the average bit–rate is 178.5 kbit/s.
We have evaluated the performance in terms of average PSNR Q(M = 10, δinit)
vs. initial delay δinit for selected parameter settings. All presented results with
limited buffer size assume a restriction of N = 30 packets (ie 1 second of video).
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Fig. 1. Average PSNR versus initial delay for different buffer management strategies
under MT (a,b) and MLWDF (c,d) scheduling

4.2 Buffer Management Performance for MT and MLWDF Policy

In Fig. 1a,b we compare all the different buffer management strategies under MT
scheduling for both TBS and ATS. Regardless of the drop and streaming strategy,
the system performance increases with larger initial delay as the probability of
late-loss decreases. As the system is overloaded (about 30%), in case of IBS the
fullness of the radio link buffers increases over the length of the streams. Since no
dropping is performed, users with bad channel conditions experience significant
HOL blocking and excessive initial delay at the media client is required for
sufficient performance for both TBS and ATS. Nevertheless, due to the maximum
throughput scheduler at least some users, namely those close to the base station,
are served with good quality, but the worse users experience too high channel
delays for this setup. This fact is especially evident in Fig. 1b, where due to
the persistent occupation of the channel by the good users (who always have
data to be sent in case of ATS) the quality for very short initial playout delay
is already quite high, but then only increases very slowly. Hence, for improving
the overall system performance it is beneficial to drop data units already at the
radio link buffers (irrespective of the strategy) to reduce the excess load at the
air interface and convert late-loss into controlled packet removals, ie achieve an
in–time delivery of a temporally scaled version of the video stream. The simplest
strategy DNA shows some gain, but is worse than dropping packets randomly.
The by far best performance for both TBS and ATS is obtained by applying our
newly proposed DDB algorithm: While DHP and DPB intersect at relatively
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Fig. 2. a),b) Average PSNR versus initial delay for different schedulers and optimal
buffer management strategy. c),d) Results for the best, worst, and average user

large initial delay, the curve for DDB shows good performance over the whole
range of delay values, especially in case of ATS. Furthermore, an interesting
observation can be made for all drop strategies and TBS: If the radio link buffer
size is larger than the initial delay, an almost linear gain can be achieved by
increasing the latter. However, soon after the initial delay matches the radio link
buffer size, the PSNR curve runs into saturation, since the majority of packets
is now dropped due to the finite buffer size and not due to deadline expiration.

If we evaluate the performance of our drop strategies for a hybrid scheduler,
like MLWDF, which has been designed to account for some fair trade-off be-
tween channel and queue state, we observe that IBS should never be used: Both
Fig. 1c,d show disastrous consequences for the average PSNR. Hence, considering
the HOL delay in the scheduling metric leads to large performance degradations
for all users, if the amount of HOL blocking is not limited. On the other hand,
if the radio link buffer size is limited, applying our new DDB algorithm either
yields close to optimum (TBS) or strictly optimum (ATS) performance.

4.3 Scheduler Comparison and Fairness

Figures 2a,b contain the average PSNR for six different combinations of scheduler
and optimal drop strategy under TBS and ATS. Albeit for the MQ scheduler with
TBS, optimal buffer management is achieved by our new DDB algorithm. The
question which scheduler to use, however, is not as simple, but largely depends on
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the initial playout delay: For very short values, the MT scheduler performs best,
while all other schedulers with queue-based metrics are not very efficient. For
reasonable initial playout delays larger than one second, the MLWDF scheduler
would be the better choice. However, the type of scheduler has to be chosen upon
system startup without knowing individual initial playout delays. Therefore, the
fairness among the users in the system has to be considered by looking at the
PSNR of the best, worst, and average user depicted in Fig. 2c,d for both MT and
MLWDF. While MT favors both the best and the medium user by suppressing
the bad user significantly, MLWDF tries to achieve a trade-off between maximum
throughput of the system and fairness. Hence, the best and medium user quality
is slightly reduced, while the system tries to supply the bad user with sufficient
quality as well. This is especially evident for ATS, where the gain of the bad user
is large compared to the decrease of the other two. Obviously, for reasonable
initial playout delays, this support of the bad users also results in an increase in
average quality over all users, since more of them contribute to it.

5 Conclusion

In this paper we have revisited strategies for joint radio link buffer manage-
ment and scheduling for video streaming over wireless shared channels. As a
straightforward extension to previous work we have proposed a more sophisti-
cated drop strategy at the radio link buffer that incorporates side-information
on the temporal dependency structure in typical video streams. Albeit for one
combination of scheduler and streaming mode, our newly proposed algorithm
provides optimal performance over the whole range of (unknown) initial play-
out delays. Since the side-information only has to be determined once during
the setup phase, we consider it to be feasible within future releases of wireless
systems like HSDPA. Furthermore, our investigations have gained us some valu-
able insight into the applicability of certain types of schedulers for wireless video
streaming: In particular, we showed that the combination of a queue-state de-
pendent scheduler with infinite radio link buffer size leads to disastrous results
for all users. However, DDB combined with a hybrid scheduler seems to yield
a good trade-off between average quality of all users and fairness among indi-
vidual users. Since including side-information on the video stream in the buffer
management has proven to be successful, making part of it also available to the
scheduler is the subject of ongoing research at our institute. First results already
show that priority– and/or deadline–based scheduling policies yield significant
improvements.
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Abstract. In this contribution, we investigate the performance of the
output buffer of a video streaming server. We assume that the server
encodes the video stream in a scalable way. When the output buffer gets
congested, one may choose to drop the transmission of some of the layers
in the packets, thus reducing the packet transmission time and expedit-
ing the restoration of the buffer size to normal levels. A discrete-time
finite capacity queueing model with buffer size dependent transmission
times is constructed and analysed using a probability generating func-
tions approach. We conclude with some numerical examples.

1 Introduction

Scalable video coding is capable to cope with bandwidth fluctuations in the
network, see a.o. [1, 2, 3] and the references therein. A scalable video stream
consists of a base layer and one or more enhancement layers that may or may
not be sent depending on the available bandwidth in the network. In this way,
the video quality can be reduced gracefully if this is required by the network
conditions.

In this contribution, we focus on the performance evaluation of an output
buffer of a video streaming server with scalable coding capabilities. The packets
generated by the scalable video codec contain the information of the base layer
and of all of the enhancement layers when they arrive in the buffer. However,
if there are a lot of packets waiting in the buffer, it may be beneficial not to
transmit some of the layers in the packets. By dropping one or more of the
upper enhancement layers, the transmission time of the packets is reduced and
the packets are temporarily transmitted at a faster rate. As such, the scalable
structure of the video packets allows us to prevent packet loss and to maintain an
uninterrupted flow of video packets to the end user. The quality of the received
video stream dynamically adapts to the congestion level in the output buffer in
a controlled way.

In our performance model, the scalability of the video stream is captured by
means of buffer length dependent transmission times. That is, the transmission
time of a packet (and therefore also the video quality) depends on the number
of packets in the buffer when the transmission of this packet starts. Using a
probability generating function approach, we investigate the characteristics of
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the busy and idle period. The latter allow us to determine performance measures
such as the packet loss ratio and the mean packet transmission time.

Different authors have investigated the characteristics of the busy period of
queueing systems before, see a.o. [4, 5, 6, 7, 8] and the references therein. Both
Zwart [4] and Baltrūnas et al. [8] focus on the tail behaviour of busy periods of
GI/G/1 type queues. Ohta [6] and Agarwal [5] consider finite capacity queues.
The former considers the discrete-time M/G/1/N queue whereas the latter con-
siders the GI/M/1 queue. The busy-period for multi-server queueing systems is
investigated by Artalejo and Lopez-Herrero [7]. None of these authors however
allow buffer size dependence of the transmission times.

2 Performance Model

We consider a discrete-time system. That is, we assume that time is divided
into fixed length intervals called slots. During the consecutive slots, multimedia
frames – say packets – arrive at a finite capacity buffer and are transmitted on a
first-in-first-out basis. The buffer can store up to N packets simultaneously, addi-
tional packets are dropped. The numbers of arrivals during the consecutive slots
constitute a series of independent and identically distributed random variables
with common probability mass function a(n) (n ≥ 0) and with corresponding
probability generating function A(z).

Transmission of packets is synchronised with respect to slot boundaries. This
implies that arriving packets cannot start transmission during their arrival slot.
To capture the dynamic adaptation of the multimedia quality to the congestion
level, we assume that the transmission times of the consecutive packets depend
on the number of packets present in the buffer when the transmission starts.
Or, equivalently, the transmission times of the consecutive packets depend on
the number of free buffer spaces when the transmission starts. Therefore, it is
clear that the transmission times of the consecutive packets are not independent.
However, we assume that the transmission times of those packets for which there
are n free buffer spaces at the start of their transmission are independent and
identically distributed. The probability mass function of the transmission times
(expressed in terms of slots) given that there are n free buffer spaces when the
transmission starts is given by s(k|n) (k > 0). The corresponding conditional
probability generating function is denoted by S(z|n) for 0 ≤ n ≤ N − 1. Note
that there is at least one packet – or N − 1 free buffer spaces – in the buffer
when a packet’s transmission starts.

3 Idle and Busy Period Analysis

The system under consideration is busy during a slot whenever a packet is being
transmitted during this slot and is idle whenever this is not the case. As such, the
system alternates between being idle and being busy. Due to the independence in
the arrival process, one easily shows that the consecutive idle and busy periods
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constitute two series of independent and identically distributed random variables.
As the system remains idle as long as there are no arrivals (with probability
a(0)), one may further observe that the length of the idle period is geometrically
distributed. The common probability generating function I(z) of the idle periods
is given by,

I(z) =
(1− a(0))z
1− a(0)z

. (1)

We now determine the joint probability generating function of the length of a
busy period and the number of packets that are transmitted during such a busy
period. We first focus on sub-busy periods, sometimes referred to as fundamental
periods.

Let the sub-busy period C of a (tagged) packet denote the number of slots
between the beginning of the slot where this packet starts transmission and the
beginning of the slot where the buffer contains one packet less than at the start
of this transmission for the first time. As such, the sub-busy period includes
the transmission time S of the packet and a number of sub-busy periods Ck

equal to the number of packet arrivals during the transmission time S (excluding
packets that are lost). Analogously, the number of packet transmissions Q during
a tagged packet’s sub-busy period equals one, augmented with the number of
packet transmissions Qk during the sub-busy periods Ck. That is,

C = S +
AS∑
k=1

Ck , Q = 1 +
AS∑
k=1

Qk , (2)

where AS denotes the number of arrivals (excluding lost packets) during the
tagged packet’s transmission time,

AS = min

(
F,

S∑
k=1

Ak

)
. (3)

In the former expression, F denotes the number of free buffer spaces at the start
of a packet’s sub-busy period and Ak denotes the number of packet arrivals dur-
ing the kth transmission slot of this packet. The former equations are illustrated
in figure 1.

The random variables C and Q depend on the number of free buffer spaces
F at the start of the sub-busy period. Also, the consecutive (Ck, Qk) (k =
1 . . . AS) given the number of free buffer spaces Fk (k = 1 . . . AS) at the start
of the sub-busy periods constitute a series of independent random variables.
Let Ω(x, z|n) denote the joint probability generating of the number of packet
transmissions during and the length of a sub-busy period that starts when there
are n unoccupied spaces in the buffer,

Ω(x, z|n) = E[xQzC |F = n] . (4)

There are Fk = F − AS + k free buffer spaces at the start of the sub-busy
period Ck (see figure 1). Taking this into account, we find that plugging equations



Performance Analysis of a Video Streaming Buffer 895

�

�

�

�

�

�

� �

�

�

�

�

�

�	

F1 = F − AS +1F

AS

N

1
{

S C1

FAS
= F

CAS

F2 = F −AS + 2

. . .

. . .

. . .

. . .
. . .

time

buffer content

C

Fig. 1. The sub-busy period of a packet

(2) to (3) into the former expression leads to the following expression by means
of some standard probability generating functions techniques:

Ω(x, z|n) =
n∑

j=0

Γ (z, j|n) x

n∏
k=n−j+1

Ω(x, z|k) . (5)

The partial conditional probability generating function Γ (z, j|n) is here de-
fined as,

Γ (z, j|n) = E
[
zS 1(AS = j)

∣∣F = n
]

, (6)

where 1() denotes the indicator function. As such, Γ (z, j|n) is the probability
generating function of the packet transmission time given that there are j packet
arrivals (excluding lost packets) in the buffer and conditioned on the fact that
there are n free buffer spaces at the start of the transmission. Plugging equation
(3) into (6) then leads to,

Γ (z, j|n) =
1
j!

dj

dxj
S(zA(x)|n)

∣∣∣∣
x=0

for j = 0 . . . n− 1, (7)

= S(z|n)−
n−1∑
k=0

Γ (z, k|n) for j = n, (8)

for n = 0 . . . N − 1.
In view of the former expressions, equation (5) expresses Ω(x, z|n) in terms

of Ω(x, z|j) (j = 0 . . . n) and known functions. Solving for Ω(x, z|n) then yields,

Ω(x, z|n) =
x Γ (z, 0|n)

1− x
∑n

j=1 Γ (z, j|n)
∏n−1

k=n−j+1 Ω(x, z|k)
, (9)

for n = 0 . . . N − 1. Recursive application of the former expression then allows
us to determine Ω(x, z|n) explicitly for all n = 0 . . . N − 1.

We are now ready to focus on the probability generating function of the busy
period. The busy period starts after a slot where a packet arrives at an empty



896 D. Fiems, S. De Vuyst, and H. Bruneel

buffer. One easily verifies that the probability mass function of the number of
arrivals in the buffer (excluding dropped packets) during a slot where there is
at least one arrival is given by ã(n) = a(n)/(1 − a(0)) for n = 0 . . . N − 1. The
probability ã(N) = 1 −∑N−1

j=0 ã(j) follows from the normalisation. Given that
the busy period is initiated by n packets, it takes n sub-busy periods before the
buffer is empty again. Further, there are N − n free buffer spaces when the first
packet starts transmission, N −n+1 free buffer spaces (just) after the sub-busy
period of the first packet, and so on. Therefore, we find following expression for
the joint probability generating function of the number of packet arrivals during
a busy period and the length of a busy period,

Ψ(x, z) =
N∑

n=1

ã(n)
N−1∏

k=N−n

Ω(x, z|k) . (10)

The probability generating functions of the busy period B(z) and of the number
of packet transmissions during a busy period P (z) are then given by B(z) =
Ψ(1, z) and P (z) = Ψ(z, 1) respectively. These generating functions will allow us
to retrieve a number of performance measures as we will see further.

4 Performance Measures

Let μB and μI denote the mean length of a busy and an idle period respectively
and let μP denote the number of packet transmissions during this busy period.
Using the moment generating property of probability generating functions we
find from equations (1) and (10),

μB =
N∑

n=1

ã(n)
N−1∑

k=N−n

μC(k) , μI =
1

1− a(0)
, μP =

N∑
n=1

ã(n)
N−1∑

k=N−n

μQ(k) .

(11)

Here μC(k) and μQ(k) (k = 0 . . . N − 1) denote the mean length of a sub-
busy period and the mean number of packet transmissions during a busy period
respectively, given that there are k free buffer spaces when the sub-busy period
starts. Equation (9) and the moment generating property yield following set of
recursive equations for these mean values,

μC(k) =
γ(0|k)

(
1−∑k

i=1 Γ (1, i|k)
)

+ Γ (1, 0|k)
∑k

i=1 γ(i|k)(
1−∑k

i=1 Γ (1, i|k)
)2

+
Γ (1, 0|k)

∑k
i=1

∑k−1
j=k−i+1 Γ (1, i|k)μC(j)(

1−∑k
i=1 Γ (1, i|k)

)2 , (12)
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μQ(k) = Γ (1, 0|k)
1 +

∑k
i=1

∑k−1
j=k−i+1 Γ (1, i|k)μQ(j)(

1−∑k
i=1 Γ (1, i|k)

)2 , (13)

with γ(j|k) = d
dz Γ (z, j|k)

∣∣
z=1. Similar expressions may be retrieved for higher

order moments.
Apart from moments of the idle- and busy-period, we can also determine a

number of other performance measures. The packet loss ratio (PLR) is defined
as the fraction of all packet arrivals that are lost. Consider a random busy
period followed by an idle period, say a random cycle. There are no transmissions
during the idle period. Therefore μP also denotes the mean number of packet
transmissions during a cycle. Further, if we denote the mean number of packet
arrivals per slot by μA = A′(1), the mean number of arrivals during a cycle equals
(μB +μI)μA. As packets that arrive in the system are either lost or transmitted,
the packet loss ratio is given by, PLR = 1− μP /[(μB + μI)μA].

Another performance measure is the channel utilisation η, defined as the
fraction of slots that a transmission is on-going. As a transmission is on-going
only during busy-slots, one easily finds, η = μB/(μB + μI).

Finally, the mean packet transmission time m is given by m = μB/μP . The
latter quantity is a measure for the average quality of the video stream as the
video quality is related to the number of transmitted layers and hence also to
the size of the transmitted packets.

5 Numerical Examples

We now illustrate our results by means of some numerical examples. We here
assume that the video packets are generated according to a Poisson process. As
such, the number of packets generated during a slot follows a Poisson distribu-
tion. The probability generating function A(z) is given by A(z) = exp(λ (z−1)).
Here λ denotes the mean number of packet arrivals per slot, say the arrival in-
tensity. Further, given the buffer size at the start of transmission, the packet
transmission times are deterministically distributed. That is, S(z|n) = zNn ,
where Nn (n = 0 . . . N − 1) denotes the packet transmission time for a given
number of free buffer spaces n. The packet transmission time decreases step-
wise for decreasing values of the available buffer space. That is, a set of thresh-
olds Ti (i = 1 . . . K, T1 = N − 1, TK = −1 and Ti > Tj for i < j) is in-
troduced and Nn = Ñi for Ti ≤ n < Ti+1 (i = 1 . . . K − 1 and Ñi > Ñj

for i < j). As such, the performance model under consideration is completely
specified by the arrival intensity λ and by the series Ti (i = 1 . . . K) and Ñi

(i = 1 . . . K − 1).
In figure 2, we investigate the influence of the buffer size on the performance

of the video buffer. In particular, we depict the channel utilisation η (left) and
the packet loss ratio PLR (right) versus the buffer size N . The transmission time
is fixed to Ñ1 = 32 slots, independent of the buffer size and different values of
the packet intensity λ are assumed as depicted. The channel utilisation increases
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Fig. 3. The mean packet transmission time m (left) and the packet loss ratio PLR
(right) vs. the arrival intensity λ

for increasing values of the buffer size and converges to min(1, ρ) for N → ∞.
Here ρ = λÑ1 denotes the offered load. That is, the utilisation tends to one if
the system is overloaded (ρ > 1) and tends to the offered load if this is not the
case. The packet loss ratio on the other hand decreases for increasing values of
the buffer size as more packets can be stored in larger buffers. For increasing
values of the buffer size, the packet loss ratio tends to 1 − 1/ρ if the system is
overloaded and decreases exponentially if this is not the case.

Figure 3 depicts the mean packet transmission time m (left) and the packet
loss ratio PLR (right) versus the arrival intensity λ. The buffer size equals 20
and there is a single threshold T2 (K = 2). Different values of the threshold
are assumed as depicted and the packet transmission time equals Ñ1 = 32 or
Ñ2 = 8 slots depending on the number of unoccupied buffer spaces when the
transmission starts. For low values of the arrival intensity and for all values of
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T2, the mean packet transmission time almost equals 32. The buffer occupancy
is typically small if the arrival intensity is low. As such, the transmission time of
the majority of the packets equals 32. If the arrival intensity increases, more and
more packets start transmission when the buffer occupancy is high. As such, the
transmission times of more and more of the packets equal 8 slots. Therefore, the
mean packet transmission time converges to 8 for increasing values of the arrival
intensity. The rate at which the mean packet transmission time converges to 8
depends on the value of T2. Further, the packet loss ratio increases and tends
to one for increasing values of the arrival intensity λ as expected. One observes
that the reduction of the transmission time when there are less than T2 free
buffer spaces mitigates packet loss. The packet loss ratio is smaller for higher T2,
i.e., when the transmission time is decreased earlier (when there is more buffer
space available).

6 Conclusions

In this contribution the performance of an output buffer of a video streaming
server was investigated. For this, we constructed a queueing model with buffer
size dependent transmission times. A busy period analysis led to expressions
for performance measures such as the packet loss ratio and the mean packet
transmission time. We showed by means of some numerical examples that a
reduction of the transmission times can lead to lower values of the packet loss
ratio.
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Abstract. cdma2000 EV-DO service was deployed in Korea in 2004. Even 
though it provides a bandwidth up to almost 2 Mbps, channel quality is time-
varying so that service quality should be controlled adaptively. This paper dis-
cusses the measurement and analysis of the EV-DO channel quality. Based on 
the analysis, it proposes a proxy node that is located in the base station, informs 
the corresponding node of current channel quality. And information from the 
lower layer is also useful because it can be used to adapt the channel state more 
quickly and accurately . The proposed feedback control can be used well with 
scalable video coding. 

1�� Introduction 

In South Korea, cdma2000 EV-DO service, which supports HDR(High speed Data 
Rate) is widely deployed. Theoretically, the EV-DO downlink is as wide as 2 Mbps. 
Apart from the costs, MMS(Multimedia Message Service), VOD(Video On Demand), 
and MOD(Music On Demand) services can be supported. However, since the IP-
based core network of EV-DO service uses a best-effort protocol and the condition of 
the wireless channel can vary with time, real-time multimedia services can not yet be 
adequately supported in the current EV-DO network.. 

2   Experiment Test-Bed 

Figure 1 shows the test-bed used for our measurements. A cdma2000 1x EV-DO mo-
bile terminal is connected to a notebook computer in a passenger car. The channel 
was measured for about 20 minutes between 12:00 and 14:00. 

                                                           
1  This work was supported by grant No. R01-2003-000-10149-0 from the Basic Research Pro-

gram of the Korean Science & Engineering Foundation. 

,
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Fig. 1. Test-bed with proposed proxy node, Node A

Delay and packet loss rate between the server and Node A can be defined as dI and 
PI and those between Node A and mobile terminal can be defined as dR and PR. Then, 
total delay and packet loss rate can be described as d= dI + dR, P= PI+PR — PIPR.. 

RTCP sessions between the server and Node A, and between Node A and the mobile 
terminal, are defined as SP-RTCP and SC-RTCP, respectively.
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Fig. 2. Measurement of available bandwidth, RTT, speed of vehicle 

2.1   End-to-End Measurements 

Figure 2 shows the results of our experiment. We found that dynamic ranges of RTT 
and available bandwidth are much wider than expected. Such a wide variation makes 
it difficult to model channels for multimedia transmission in mobile networks. Aver-
age bandwidth and RTT are 389kbps and 390msec, respectively (the larger RTT, the 
smaller the available bandwidth).  

2.2   Analysis of Measured Data Extraction of Gilbert Parameters 

In order to obtain Gilbert parameters from the experiment, we define the channel con-
dition in which RTT is longer than 400msec as good state, and shorter than 400msec 

PI PR

SP-RTCP 

SC-RTCP 

dI dR 
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as bad state. In the experiment, IDT(Inter Departure Time) is 20msec and packet size 
is 2000 bytes. From Gilbert model, we can calculate the state transition probabilities 
by using algorithm used in [1]. Compared to wired networks, mobile networks have 
special characteristics, including a long time delay and burst loss, which can create a 
time delay in receiving feedback information. 

Table 1. Gilbert Model parameters from experimental results 

 Holding-time packet time 

Good State 3.885sec 0.064 0.005 

Bad State 0.92 0.272 0.022 

packet Num.

m
se

c

Downlink delay

Uplink delay

RTT

 

Fig. 3. Measurement of uplink and downlink delay of cdma2000 EV-DO channel 

2.3   One Way Delay Analysis 

Radio channel in cdma2000 EV-DO networks is asymmetric. Since RTT information 
in RTCP header can not distinguish downlink delay from uplink delay, it is not useful 
for feedback control. For a streaming service, status of downlink is more significant 
than that of uplink because downlink channel is used for streaming requiring high 
bandwidth. In Figure 3, RTT of Packet 9 is 547msec. If this value is used for feedback 
control as in RTCP based feedback control, server may consider that current channel 
state is bad and will lower streaming bit-rate even though downlink delay is 47msec 
and channel state is good enough. 

3�� Trace Generation Algorithm 

We propose an approach to cdma2000 1x EV-DO networks based on the results of 
our experiment. Currently, there are two type of loss in mobile networks. One is due 
to fading and the other one is due to buffer overflow in the base-station. Because such 
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losses force retransmissions of data, RTT is increased and available bandwidth is de-
creased.  

Fig. 4. Queue model and end-to-end channel modeling for generating new trace 

Because the base-station knows its own buffer level and whether the mobile station 
is in a region susceptible to fading, it can report this information to the server. This in-
formation can be used to increase the effectiveness of the multimedia service. Figure 
4 shows a queuing model that describes the buffer occupancy over time and channel 
modeling procedure that generates the trace, based on our experiment. 

Because the base-station knows its own buffer level and whether the mobile station 
is in a region susceptible to fading, it can report this information to the server. Figure 
4 shows a queuing model that describes the buffer occupancy over time and channel 
modeling procedure that generates the trace, based on our experiment. The number of 
users with access to the queue can be determined as a Poisson process every minute. 
Each user will remain in the queue for a period set by exponential distribution. If 
buffer occupancy reaches buffer capacity, the buffer overflows. From the Gilbert pa-
rameter, we determine whether the terminal location is in a region susceptible to fad-
ing. If it is, packets will be lost according to fading PLR, and RTT will be increased 
because of packet retransmission. If the retransmitted packets are also lost, retrans-
mission will be repeated until R_LIMIT (the limit of the number of retransmissions). 
If the number of retransmissions exceeds R_LIMIT, the packet will be lost (due to 
fading). Next, using the Queue Model, we determine whether the buffer in the base-
station can be used. If it can, the packet will be transmitted successfully. But other-
wise, the retransmission mechanism will be used again because of buffer overflow. 

Table 2. Gilbert parameter from new traces 

 Holding-time packet time 
Good State 3.393sec 0.074 0.006 
Bad State 0.586 0.426 0.034 
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Table 2 shows the Gilbert parameter set of the newly generated traces. We generate 
10000 trace packets using our trace generator. Each new packet has lower-layer in-
formation about loss, RTT, available bandwidth, the number of retransmissions. Be-
cause transition probabilities in Table 2 are close to transition probabilities in Table 1, 
we can say that our trace generator can generate the traces considered channel state. 
Using the information from the new generating trace, we can obtain the buffer occu-
pancy in the base-station. 

4   Proposed Transmission Architectures 

4.1   Transport Layer Feedback 

In general, end-to-end RTCP feedback is used in the transport layer for scalable video 
coding. But it’s better than single-layer video streams under time-varying channel 
states.�But when existing RTCP feedback is used, such a gain is decreased during the 
state transition period because of end-to-end delay. The server is sometimes also in-
formed of the current channel state after RTT is passed. Because of such a delay, after 
state transition moments, the current state of the channel will be different from the 
state perceived at the server.. We refer to it as a ‘false alarm’ when the current chan-
nel state is good while the server perceives that it is still bad. The opposite case is de-
fined as ‘overflow.’ 

4.2  Feedback Control with the Proxy Node (Node A) 

The server predicts the channel condition based on accumulated end-to-end feedback 
information. By using a proxy node, Node A, as shown in Figure 1, end-to-end infor-
mation can be decomposed into wire-line Internet network information and that of the 
wireless channel. Error control and bit-rate control policies must be determined by 
source of QoS deterioration such as delay and packet loss.

There are two possible reasons for packet losses in a wireless channel; fading and 
congestion. The base station is aware of current channel conditions. During a fading 
state, available bit-rate is kept constant while PLR becomes higher. If VSF(variable 
spreading factor) is controlled dependently on path gain (i.e. SNR), available bit-rate 
can be lowered. Congestion means that since the wireless channel is shared with new 
comers (calls), allocated bandwidth is lowered.  

Table 3. Adaptation policy of an audio/video traffic 

state fading congestion Proposed control 
Good No No OK 
Bad Yes No Lower bit-rate, Increase FEC 
Bad No Yes Lower bit-rate 
Bad Yes Yes Audio Service Only 
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Since wired networks are shared by large number of users, decrease of bandwidth 
at times of congestion does not enhance QoS immediately. A decrease of bandwidth 
for individual service is recommended, to lower congestion of the total network in 
TCP-friendly flow control. At congestion of wired network, however, FEC is helpful 
for individual real-time service, while it is not recommendable as a citizen of net-
work.Loss prevention policy depends on loss pattern. If packet loss is randomly 
spread, FEC is helpful, while if bursty, retransmission or interleaving, FEC is helpful. 

GilbertModel

Feedback

 

Fig. 5. Matching probability of the proposed (Gilbert) Model compared to previous feedback 
mechanism 

4.3   Effect of Channel Prediction 

Compared with cdma2000 1x networks, EV-DO networks provide a better environ-
ment for QoS control because RTT is much shorter. But for adaptive feedback con-
trol, enough feedback information has to be received on time. There is a tradeoff be-
tween accuracy of feedback information and delay of the information. In this paper, 
we argue that less accurate, but, faster information is more useful for bit-rate control 
and error control for real-time multimedia service. Figure 5 shows performance of the 
proposed feedback control compared to that of previous feedback mechanism. In [1], 
when bad state holding time is 1.5 times longer than RTT, feedback control becomes 
effective. 

Since the proposed prediction method reduces feedback delay virtually, the per-
centage of duration of effective feedback control can be increased. For real-time ser-
vice over wireless channel, delay of feedback information is more critical than accu-
racy of the information. The proposed prediction method reduces the delay while 
sacrificing (unneeded) accuracy.

4.4   Feedback Control of Layered Video Service 

Adaptive control technique is very effective to control a layered multimedia service. 
A video can be encoded into multiple bitstreams so that it can be adapted to time 
varying network condition. For layered coding, the traffic controller is supposed to 
just select how many bitstreams to send. The layered approach is more useful in traf-
fic control in routers in the middle of a network since they are not supposed to know 
video codecs.  
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Fig. 6. Effect of faster feedback by using circuit switching channel for feedback information 
during the transition period 

Cdma 2000 EV-DV allows both a packet-switching channel and a circuit-switching 
channel in a call. We propose that SP-RTCP be sent through the circuit switching 
channel so that the server can receive the report immediately. We compare previous 
feedback control systems with our proposed one using MPEG-4 scalable video. 
‘Foreman’ is used for video data and frame rate is 15 frame/sec.  

Figure 6 shows that, compared with previous feedback control, the PSNR gain can 
be observed at the moment after state transition. PSNR of existing feedback control is 
41.66dB on average and average PSNR of proposed feedback control is 41.80dB. 
Loss in of PSNR because of false alarms and overflows can be reduced using the pro-
posed feedback control at the moments of state transition 

5   Conclusions 

In this paper, we propose more effective feedback control techniques for real-time 
multimedia services in cdma2000 1x EV-DO. We use data gathered from the experi-
ments. Using the traces from the experiment, we model the mobile network condi-
tions and generate traces. As opposed to [2], [3], [5], we use the accumulated infor-
mation to predict the channel state in order to reduce the temporal gap between 
control action decisions and channel use. This temporal gap is reduced by using a 
proxy node. We also propose to use the circuit-switching channel for feedback from 
the proxy node to the server. Performance of three approaches is demonstrated by us-
ing layered MPEG-4 video service.   
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Abstract. In spite of the Internet design principle of putting the com-
plexity on the end-to-end entities, this work contributes to demonstrate
what benefits can be expected by adding some processing capabilities to
the network nodes for the class of interactive audio streaming applica-
tions. In particular, we deal with the bursty-error-prone nature of the
Internet by proposing and evaluating a new multiflow block interleaver
algorithm. After the conducted simulations, we show that our algorithm
can efficiently mitigate the negative impact of long bursts. And what it
is more, it is achieved by fulfilling the end-to-end audio time constraint
requirements.

1 Introduction

Interactive multimedia streams, such as data from audio conferences, by defini-
tion must reach their destination hosts before a tight time limit (e.g. 300 ms for
voice streams). In this context, the use of end-to-end recuperation techniques to
face packet losses is highly restricted. That is, recovering a lost packet potentially
can introduce a delay that in many cases is not affordable.

For any streaming application, besides of losing packets, the bursty-error-
prone nature of the Internet has a supplementary negative impact in the final
end-to-end provided quality. It is well established that in streaming applications
packet losses are more harmful as they are consecutive, given that the subjective
quality degradation increases as the burst length increases [1]. Therefore, to
improve the quality of the provided service, some procedures must be considered
to combat the unwished burstiness effect. To this end, it is desirable to scatter
the pattern of losses, ideally without increasing both the bandwidth consumption
and the end-to-end delay.

Traditionally, error control techniques operate end-to-end ([2]). However,
with the advent of the Active Networks (AN) technology [3], and the Over-
lay Networks (ON) approach [4], new promising router and node functionalities

� This work has been partially financed by the Spanish Science and Technology Min-
istry under Research Project TIC2002-02978 (with 70% of FEDER funds) and Span-
ish MECD under National Program PNFPU (reference AP2002-3895).
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can be envisaged. Active routers, or overlay network nodes, are able not only
to switch packets but also to process the ongoing information. In this new tech-
nology framework, a number of studies worth mentioning have experimentally
confirmed the performance improvements that AN and ON technologies can
introduce in real-time multicast applications (e.g. [5], [6], [7], [8], [9] and [10],
among others).

In this work, we focus our interest on the burstiness of the packet losses prob-
lem. We take up again the packet interleaving approach but now by considering
the new processing capabilities of the network elements. Because of intermediate
network nodes can use different multimedia flows, we propose an interleaver algo-
rithm that take advantage of that fact. Furthermore, given the router processing
capabilities, the interleaver can be adapted to the network condition dynamics.
We claim that our algorithm efficiently combat the bursty-error-prone nature
of the Internet. After a number of simulations, we evaluate what performance
improvements can be expected. For comparison purposes, we also simulate a
single flow end-to-end interleaver. We experimentally demonstrate, under some
circumstances, that if the number of different flows available to interleave is
less than the expected burst length, our algorithm improves the so considered
reference system with light impact in the end-to-end packet delay.

To this end, this paper has been organized into the following structure: in
Section 2, we set out the notation and describe the basic interleaving theory. In
Section 3 we propose the new multiflow block interleaver. After the conducted
simulations, we present and discuss the performance of the proposed scheme in
Section 4. Section 5 provides the main conclusions of this work. Finally, biblio-
graphical references are also provided.

2 Basic Block Interleaving Theory

Let us define an interleaver as a device whose input is a sequence of symbols of a
given alphabet, and whose output is a reordered sequence of the same input sym-
bols. More specifically, if the input sequence is denoted by . . . , a−1, a0, a1, a2, a3, . . .,
and the output sequence is . . . , b−1, b0, b1, b2, b3, . . . the interleaver defines a per-
mutation π : ZZ �→ ZZ such that ai = bπ(i). This permutation is one-to-one map.
Associated to π there is the corresponding de-interleaver defined simply by the
inverse π−1.

An (n2, n1) interleaver reorders the input sequence so that no contiguous
sequence of n2 symbols in the output sequence contains any symbols separated
by fewer than n1 symbols in the input sequence [11]. Therefore, it is verified that

|π(i)− π(j)| ≥ n1, |i− j| ≤ n2 − 1 (1)

An interleaver is said to be periodic if it verifies that π(i + p) = π(i) + p, being
p its period.

For interactive audio streaming applications, to reduce the end-to-end delay
is a must. Therefore, an audio packet interleaver design must carefully consider
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the packet delay problem. An interleaver has an spread s, if any two symbols
in an interval of length s are separated by distance of at least s at the output.
Given an spread of n1 = s there is not block interleavers with period less than
s2 [12]. This means that the associated block interleaver matrix must be squared
(s× s). Therefore, for getting the minimum delay packet reallocation, given an
spread s, the algorithm (hereafter referred to as Type I (s))must be:

1. Arrange the symbols corresponding the input packets in a (s× s) matrix in
rows, from left to right and from top to bottom.

2. Read the matrix by columns from bottom to top and from left to right, and
accordingly send the packets.

In this case, the maximum delay in terms of number of symbols that any packet
will suffer, Dmax, will be equal to

Dmax = s · (s− 1) (2)

3 Multiflow Block Interleavers

Although packet interleaving has been already considered for single audio flows
[13], the introduced delay can make it potentially unfeasible for dealing with
large spreads. More precisely, a single audio interleaver will be limited to s such
as (s · (s− 1)) · tf < dmax, where tf is the inter-packet period, and dmax is the
maximum end-to-end delay that any packet can tolerate. For example, for typical
values of dmax = 300 ms and tf = 22 ms, no isolated losses can be obtained if
bursts length are expected to be longer than 4 packets.

However, if one notes that at any intermediate router more than one flow
will be available, if we interleave more than just one flow, a reduction in the
end-to-end packet delay can be potentially achieved.

Based on this idea, to deal with packets losses bursts shorter than s + 1
packets, we propose two packet interleavers by using nf different flows. In our
proposal the reading process will remain unchanged, but the writing algorithm is
somehow slightly different. Implicitly, to work properly, all the flows are assumed
to have the same period tf , and of course, they must share some common path.

To fill the interleaver matrices, as a general rule, each flow will maintain the
relative order with respect to the others. That is, the first flow will occupy the
first rows, the second one will follow them, and so on. Additionally, for a given
flow each row will be written from left to right according to the packet sequence
number.

Let (f1, f2, . . . , fnf ) be the nf available audio flows, and let s be the max-
imum expected burst length. To describe the writing matrix procedure, let us
additionally define Ri

j , with i = 1, . . . , nf and j = 1, . . . , nm, as the number
of consecutive rows that the flow f i will be assigned for filling the interleaver
matrix j, being nm the number of matrices.
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Depending on nf and s, we will consider two different cases.

1. Whenever nf ≥ s, the interleaver will be based on just one (nf × 1) matrix
(nm = 1), in which Ri

1 = 1,∀i = 1, . . . , nf . For this particular case, the
interleaver output will be given by . . ., f1

i , f2
j , . . ., f

nf

k , f1
i+1, f2

j+1, . . ., f
nf

k+1,
. . ., where the subscripts i, j, . . ., k denote the sequence number for flows
f1, f2, . . ., fnf . We refer to this interleaver as Type II (nf ).

2. If nf < s, we will refer to this interleaver as Type II (nf , s). Under this
condition, two different cases will be considered.
– If s = nf · i, i ∈ IN ⇒ nm = 1. That is, if the expected burst length is

any integer multiple of the number of audio flows, only one interleaver
s× s matrix will be used;

– Otherwise, nm = nf square (s× s) matrices will be required.
Going ahead, if we denote rem(x, y) as the remainder of the integer division
x/y, the writing matrices algorithm will be as follows:
– For the first matrix, we will set Ri

1 =
⌊

s
nf

⌋
, for i = {1, 2, . . . , (nf −

rem(s, nf ))}. That is, the first (nf − rem(s, nf )) flows occupy
⌊

s
nf

⌋
rows each. And similarly, we will set Rj

1 =
⌊

s
nf

⌋
+ 1, for j = {(nf −

rem(s, nf ) + 1), . . . , (nf − 1), nf}. In other words, the last rem(s, nf )

flows will be assigned with
⌊

s
nf

⌋
+ 1 rows each.

– If applicable, for the next j = 2, . . . , nf additional matrices, and for

i = 2, . . . , nf flows, if Ri
(j−1) = (

⌊
s

nf

⌋
+ 1) and R

(i−1)
(j−1) =

⌊
s

nf

⌋
then

Ri
j =

⌊
s

nf

⌋
and R

(i−1)
j = (

⌊
s

nf

⌋
+ 1).

As it can be checked, no burst of length less or equal to s at the input will
make two consecutive packet losses at the de-interleaver output.

3.1 Interleaver Analysis

With the aim to shed some light in the evaluation of the proposed algorithms, let
us calculate the worst case incurred delay. In so doing, we will check whether the
goal of reducing the burstiness effect is achieved without violating the end-to-end
time constraint.

The maximum packet delay Dmax can be expressed as:

Dmax =
{

s · (r · (dnf + 1)− 1− (r − 1) · dnf) if r ≤ (nf − r)
s · (r · (dnf + 1)− 1− ((r − 1) · dnf + 2 · r − nf − 1)) if r > (nf − r)

where r = rem(s, nf ), and dnf = (s− r)/nf .
For a given burst length equal to s, the lower maximum delay that we can ob-

tain is achieved when nf = s − 1, and when s/nf = 2 and r = 0. That delay
corresponds to Dmax = s, that is to say s · tf ms. Therefore, the maximum toler-
ated s, given a flow with a maximum per packet time to live dmax and a period of
tf must satisfy that s < dmax

tf
. For the previously provided numerical example, in
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which s · tf < dmax, tf = 22 ms and dmax = 300 ms, it yields that s < 14, which
is significantly less demanding compared to the upper bound of s < 5 for the Type
I (nf , s) end-to-end interleaver. The period of the proposed Type II (nf , s) inter-
leaver is equal to p = s

nf
· s, if s ≡ 0 (mod nf ), and p = s2 in the other case.

4 Experimental Results

Experimental results are provided by means of simulations. Several scenarios
have been tested in order to compare the suitability and benefits of the multiflow
interleaving, using several error models which exhibit different error patterns.

4.1 Simulation Framework and Error Models

A simple scenario is set, where periodic packets from nf flows arrive into a
router with period equal to tf = 22 ms. After the router, we suppose that the
unwished packet losses take place. We assume that the throughput of the router
and the output bandwidth are enough to dispatch the packets with no additional
switching delay.

A number of error models have been proposed in the literature but only a
few of them model the burst of losses distribution and the interloss distance.
In our experiments, we will use a simple model which takes into account both
behaviors. It is based on a Markov chain trained with collected traces described
in [14]. In the simulations we will use the exact model proposed in [14], hereafter
referred to as error model traceA. Besides of that, we will use one additional 6th
order Markov chain (traceB) trained with our own collected traces. CDFs of the
traces obtained from the trained models are shown in Fig. 1.

4.2 Simulation Results

To evaluate the proposed schemes we use the objective measure given by the
burst length at the output of the de-interleaver system. Perceived subjective
audio quality will strongly depend on the length of the bursts for each flow.

Fig. 1. Burst losses and interlosses CDFs
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Table 1. De-interleaver bursts for trace traceB and nf = 4 flows

Scheme Dmax(sec) 1 2 3 4 5 6 > 6
generated losses 59.872 19.265 10.152 7.594 1.599 1.439 0.080

Type II (4) 0.0000 86.755 10.396 2.639 0.158 0.053 0.000 0.000
Type II (4, 8) 0.1760 92.439 7.512 0.049 0.000 0.000 0.000 0.000

Type I (8) 1.2320 99.223 0.731 0.046 0.000 0.000 0.000 0.000

The maximum burst length s for the interleavers is chosen based on the error
model CDF, in such a way that the interleaver intends to isolate the 90%− 95%
of the expected bursts. For this purpose, for traceA we set s = 10, and for
traceB we use s = 8. Obviously, in an real scenario, the expected s value, can
be actively estimated on-line, in order to be adapted to the network dynamics.

In Table 1 we show the average bursts distribution at the output for all the
flows. The maximum delay, Dmax expressed in seconds, experimented by any
packet for error model traceB with nf = 4 and s=8 is also shown. The following
6 columns show the percentage of bursts of length 1 to 6 and, finally, the ninth
column shows the percentage of bursts longer than 6. The label generated losses
refers to as the packet losses experimented at the de-interleaver input.

Even though the Type I scheme seems to result in better redistribution of
losses, and even reaching the higher percentages of isolated losses, it is not suit-
able for any s longer than 4, since the maximum packet delay exceeds the allowed
threshold, as it can be checked by using expression (2). Note that Type I (8)-
interleaver surpasses the end-to-end delay constraint of 300 ms.

We also can see how the Type II (nf )-interleaver is not suitable for cases
where nf << s. In fact, this scheme exhibits bursts of length equal to 5, while
the Type I (s)-interleaver and the Type II (nf , s)-interleaver exhibit less than a
0.05% of bursts longer than 2 consecutive packet losses.

Anyway, we must point out that the Type II (4, 8)-interleaver obtains fair
distributions of losses, by just consuming an affordable amount of time, with
a maximum delay per packet equal to 176 ms. In Table 2 we can verify how
the Type II (nf ) interleaver does not work properly when nf << s, resulting
in a 3.840% of bursts longer than 6 onsecutive packets. Although Type I (10)-
interleaver features the best output distribution, its Dmax = 1.9810 sec surpasses
the maximum threshold of dmax = 300 ms.

Therefore, the Type II (nf , s)-interleaver achieves the best performance trade-
off: a tolerable Dmax = 220 ms, with just 71.190% of isolated losses. In addition,
just the 0.5% of the bursts are longer than 3 consecutive lost packets.

Table 2. De-interleaver bursts for trace traceA and nf = 5 flows

Scheme Dmax (sec) 1 2 3 4 5 6 > 6
generated losses 56.905 13.235 3.342 4.280 1.909 3.226 17.103

Type II (5) 0.0000 57.028 19.101 9.205 5.773 3.547 1.507 3.840
Type II (5, 10) 0.2200 71.191 18.185 5.562 4.549 0.468 0.000 0.044

Type I (10) 1.9800 87.981 11.281 0.718 0.020 0.000 0.000 0.000
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Table 3. De-interleaver bursts for trace traceA and nf = 12 flows

Scheme Dmax (sec) 1 2 3 4 5 6 > 6
generated losses 56.898 13.358 3.295 4.302 1.850 3.240 17.057

Type II (12) 0.000 70.533 18.930 7.268 2.893 0.235 0.094 0.047
Type II (12, 13) 0.2860 74.562 16.250 7.662 1.502 0.015 0.010 0.000

Type I (13) 3.4320 88.427 10.755 0.803 0.014 0.000 0.000 0.000

Finally, in Table 3 it is shown how the nf×1-interleaver scheme is preferred in
cases where nf ≈ s. It can be seen that although the Type II (12, 13)-interleaver
results again in a better distribution of bursts, getting 74.562% of the losses
isolated, it needs 0.2860 sec, nearly the maximum threshold. However, Type
II(12)-interleaver reduces the percentage of bursts longer than 5 from the orig-
inal 20.297% packets to the 0.141%, with a maximum theorical added delay
equal to 0. This trade-off between resulting output loss distribution and the
maximum delay introduced, must be considered in order to decide dinamically
which inteleaver should be chosen in the case of nf ≈ s.

5 Conclusions

In this paper the block interleaving problem is revisited for audio applications.
To increase the final audio quality we aim to scatter long bursts of packet losses.
Our algorithm is designed to interleave packets from different flows which exhibit
the same characteristics. To work properly, the interleaver must be placed in a
common node before the path where losses are expected to occur.

Our proposed interleavers diminish the per packet delay compared to the end-
to-end single flow interleaver. We show that the use of the end-to-end interleaver
for audio streaming is very restricted to small bursts. However, the new proposed
schemes can be efficiently used by using different nf flows. We experimentally
demonstrate that in this case, longer burst length can be dispersed.

We also show that the use of the classical minimum delay block interleaver
(the Type I (s)-interleaver), although resulting in a great number of isolated
losses, is restricted to network conditions in which the expected burst length is
shorter than a given low threshold. To break this strong limitation, the multiflow
interleavers are proposed.

Type II (nf ) and (nf , s) interleavers diminish the packet interleaving delay.
Although the Type II (nf ) interleaver is designed to work properly when nf ≥ s,
it is also well suited when nf ≈ s, without introducing any additional delay.
Compared to Type II (nf ), the Type II (nf , s) interleaver behaves similarly. It
scatters a high percentage of losses patterns, and reduces the maximum length
of the bursts at the de-interleaver output. Furthermore, Type II (nf , s) can be
used under conditions that Type II (nf ) does not tolerate (long burst length and
low number of different flows), however it introduces additional delay.

In this paper we have considered just the case in which the interleaving
process is applied to packets from nf different flows. However, it still remains,
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as an open question for future work, to include additional aggregated traffic
with different characteristics (that is to say, with different inter-packet period).
The additional aggregated traffic should be used to decrease the resulting bursts
length taking into account the bursts and interloss distances distributions.
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Abstract. This paper introduces a dynamic bandwidth allocation algorithm in a 
video streaming multicast system. The approach is to introduce the vibration of 
received video quality into the QoS metric and make the receivers more 
negative in subscribing higher layers when bandwidth increases. A simulated 
annealing algorithm is applied in the server side to find the optimal allocation 
schema within the concurrent network situation at run time. Simulated 
experiments on NS-2 have been carried out to validate the algorithm. The result 
shows an improvement of 6.8 percents increase in received data rate and 6.0 
percents decrease in data loss rate. 

1   Introduction 

The Internet has been experiencing explosive growth of audio and video streaming. 
Researchers have developed layered video multicast to provide video streaming to a 
large group of users. Various devices such as PDA, desktop, laptop, even mobile 
phones are widely used in various network conditions, as diversely as network 
conditions, such as LAN,ADSL,GPRS and etc. Layered video codec is used to suit 
the heterogeneous environment[1].  

As we have mentioned above, the perceptual quality of a video is determined by 
many factors, such as image size and frame rate. Besides, Internet applications desire 
asymptotically stable flow controls that deliver packets to end users without much 
oscillation[2]. In a best-effort network, most of the video streaming systems use flow 
control mechanisms like AIMD to be fair to other applications. AIMD is known for 
drastically decrease of accept window when timeout or data loss occurs. The 
oscillation of bandwidth makes it even more difficult to get a stable video streaming 
over Internet. Recently, many approaches of congestion control have been raised to 
avoid fluctuation in video quality [2, 3]. Some others devised reschedule mechanisms 
of the buffered data to compensate the network delay or jitter [11]. In a layered video 
streaming system, comparing to network congestions, the bandwidth allocation 
mechanism have greater impact on the traffic. As far as we know, no work has been 
ever done in exploring the feasibility of improving the allocating mechanism to gain 
more stable video streaming. 

1
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The rest of this paper is organizing as the following. Part two introduces related 
works. The third part discusses the metric of continuous QoS. Then, the bandwidth 
allocation algorithm which uses simulated annealing is presented in part four. Then 
part five gives out the experimental result on NS-2 simulation to validate the 
allocation algorithm. In Part six, the paper ends with future work and conclusion. 

2   Related Works 

To transmit video packets over Internet, researchers have extensively explored many 
possibilities.  

At first, sender-driven-congestion-control for adaptively encoded video was 
proposed and developed in unicast filed. The key point of the method is to adjust its 
encoding data rate in accordance with the network condition. [5,6,7]. The sender-
driven algorithms are also extended to multicast, but as the video has only one layer, 
if the group has a low bandwidth node the whole multicast group will be impacted. 

Receiver-driven adaptation algorithms were proposed after the emergence of 
layered video. The video source generates a fixed number of layers, and each user 
attempts to subscribe as many layers as possible. With the development of layered 
codec, it is possible to dynamically adjust the amount of layers as well as the data rate 
of each layer. Algorithms that take advantage of this improvement came into scene, 
such as SAMM (Source-Adaptive Multilayered Multicast Algorithms) [8]. Some of 
the layered algorithms set priority on layers and expect the network nodes selectively 
drop the higher layers when congestion occurs. Some other approaches just admit the 
concurrent infrastructural Internet as a QoS unaware network and try to compensate it 
in the application level. One of them is proposed by Liu [1, 4]. The paper describes a 
method to find the optimal allocation schema by a recursive function within an 
acceptable overhead. But the algorithm doesn’t consider bandwidth vibration. It 
always try to make full use of the bandwidth. 

As to perceptive QoS, many other aspects left unconsidered in the most QoS 
metrics, such as intra-frame synchronization and constant quality of video streams. 
Reza [9] managed to reveal the important impact of buffer and congestion on the 
perceptual QoS of video streaming. Reza points out that in order to gain smooth 
video, the buffer should always have enough data and can survive at least a TCP 
back-off in the near future. Therefore, when bandwidth increases, instead of simply 
joining a higher layer, the author proposes that the allocation algorithm should make 
sure that buffers should always have enough data to survive at least a TCP back-off. 
They also propose a method to allocate bandwidth among the active layers to prevent 
buffer underflow. 

As it discusses above, the bandwidth allocation algorithm is designed to make full 
use of the available bandwidth, but they usually failed to consider some temporal 
requirements that intrinsically lay in streaming video. While researchers in congestion 
control reveal to us the relationship between jitter and bandwidth utilization, but the 
method of congestion control is not direct and may cause some side effects. Based on 
this, we propose a bandwidth allocation algorithm that integrates temporal characters. 
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3   Historical QoS Metric 

3.1   QoS of Streaming Video 

The quantitative metric of QoS is the basic of the allocation algorithm. In a dynamic 
environment such as the Internet, both user and service-provider factors are variable. 
The end-user wants to make full use of the bandwidth while the service provider 
pursues cost-effectiveness of bandwidth resources and the end-systems’QoS. It is a 
trade-off to decide which one to use. Some peer-to-peer systems use received data as 
QoS metrics. Nevertheless, multicast applications usually take the overall cost-
effectiveness as the metrics. Usually, the computation resources and the output 
bandwidth of the server are limited. The server should be fair and efficient in 
allocation resources. One example of the cost-effective metric is the bandwidth utility 
[1,4]. In this paper, bandwidth utility is used as the basic QoS metric. 

 

r
q

b
=

 

(1)

 
where r  is the received data rate and b is the available bandwidth of the receiver.  

3.2   Continuous Video Quality 

Usually in video streaming systems, the end-user has a data consumption rate. The 
consumption rate is decided by the decoder and not necessarily constant. When the 
received data rate is lower than the consumption rate, a jitter will take place. In the 
best-effort Internet, the vibration on bandwidth happens constantly.   

The continuality of video streaming also has much to do with history, which refers 
to the QoS performance in the past. Apparently, if the video quality increases 
drastically and decrease abruptly, it will cause discomfort change to users. In a 
multicast video streaming system, changes in QoS are mainly caused by the change of 
video layers. To introduce a history factor into QoS metric in such a system is our 
attempt.  

3.3   Streaming System Model 

Firstly, a system model is introduced as the basis for further discussion. It is real-time 
video streaming system using a TCP friendly application level multicast protocol. The 
server uses a layered codec to produce M  layers. The cumulative data rate vector of 

M layers is '
0 1{ , ,... }Mp p pρ = . There are N receivers i{ | 0 }R i N≤ < connected 

in through heterogeneous networks. At time t, receiver iR  subscribes ( )ic t  layers 

and has a received data rate ( )i tω . Totally, a source data flow with the rate of 

( ) 1ic tp +  would be sending to user i at time t. In addition, in every time span tΔ , each 

receiver iR  measures its own bandwidth ( )i tΓ  and reports it to the server. 
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Meanwhile, the server detect its bandwidth capability B(t) every tΔ . Based on these 
reports, the server adjusts the allocation schema to get an optimal overall QoS: 

 
1

0

( , ) Q ( , )
n

i i
i

M t L t l
−

=

= ∑  (2) 

where 0 1 1{ , ... ... }i nL l l l l −=  is the vector of the new allocation schema and Q ( , )i it l  

is the estimated QoS of receiver iR  with il  layers. The QoS metric will be discussed 

below. After the server finds out an optimal allocation schema, it will send 
notifications to receivers who need to drop or join a layer.  

3.4   Bandwidth Burst 

Consider the condition when a bandwidth burst happens, according to best-effort 
allocation algorithms, the user will subscribe a high layer immediately. After a while, 
the bandwidth drops to its average level then the user has to drop the highest one or 
two layers. This short-term subscribe-drop pair not only brings fluctuation in 
receiver’s QoS but also intrigues buffer underflow and overflow at the receiver’s side. 
What’s more, during this subscription and drop process, the server sends out more 
data than what the receiver can receive. So sometimes when bandwidth bursts occurs, 
the best-effort bandwidth allocation algorithms will cause a short time of high QoS 
video and latter a jitter in client’s side, we call this saw tooth in QoS, which is not 
desired by the receivers. 

3.5   Historical QoS Metric  

We introduce a historical factor into the QoS metric to avoid saw tooth. Suppose 

( )iq t  is the QoS value of user i . We use bandwidth utility as the QoS metric as in 

(1). The historical QoS metric we defined is composed of a basic QoS metric and a 
historical effect factor: 

 i( , ) ( , )* ( ( ))i i i iQ t l q t l tχ η=  (3) 

Where i

( ) ( 1)
( )

( 1)
i i

i

t t
t

t
η Γ − Γ −=

Γ −
 and ( , )i iq t l is the basic metric, i ( )tη  is the 

bandwidth change variation. ( )χ κ  is the effect function of i ( )tη . The goal of this 

function is to reduce the possibility of subscribing higher-level layer when the 

bandwidth increases. When i ( ) 1tη > , the history effect factor of ( )χ κ  should be 

less than one. The higher i ( )tη  is, the less the effect factor is. 

Now with the new QoS metric, iR  has a much lower estimated QoS value when 

bandwidth bursts. The historical factor is the changing rate of the bandwidth.The 
more the bandwidth increases, the little the historical factor is. When bandwidth burst 

happens, i ( )tη  in (3) is smaller than 1. It is more likely that the bandwidth allocation 
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algorithm will choose not to add a layer. If in the next time span tΔ , bandwidth 
drops, the receiver will not change the subscription layer. If bandwidth does not drop, 
it is likely that it is not a burst. Then in the next tΔ , the historical effect factor would 
be one and likely get the opportunity to add a layer. Therefore, and the historical 
factor makes the allocation algorithm more stable to avoid some short-term subscribe-
drop pairs.  

As mentioned above, the effect function ( )χ κ  in (3) should increase slowly when 

1κ >  and remain “1” when 1κ < . We found 
( 1) ( 1)

( )
1( 1)

ae κ κχ κ
κ

− −⎧ >
= ⎨

<⎩
is a simple 

function fulfilling the requirements: 

 

Fig. 1. Effect function of Vibration on QoS 

According to (1) and (3), the quantitative QoS metric of user i at time t is  

( ) ( 1)
*

( 1)

( ) ( )
( ) ( 1)

( ) ( 1)

( ) ( )
( ) * ( 1)

( ) ( 1)

i i

i

i i
i

i i

t t
a

ti i
i

i i

r t t
Q t

b t t

r t t
Q t e

b t t

Γ −Γ −
−

Γ −

Γ⎧ = ≤⎪ Γ −⎪
⎨

Γ⎪ = >⎪ Γ −⎩  

(4)

 

It means that when bandwidth does not increase, the QoS equals the bandwidth 
utility; if the bandwidth increases, the historical factor is less than 1 and the QoS is 
less than the bandwidth utility. 

4   Dynamic Allocation Algorithm  

In dynamic allocation algorithm, we use the QoS metric in (4) to measure the QoS. 
The problem is to find out a subscription schema to get the maximal overall QoS. For 
that purpose, a simulated annealing algorithm is used to search for optimal allocation 
schema. According to (4), the optimization goal of the simulated anneal algorithm is:  

( ) ( 1)

( 1)

( ) ( )
{ 1} { 1}

( 1) ( 1)

( )( )
*

( ) ( )

i i

i

i i

i i

t t
j ti

t ti ji j
t t

r tr t
e

b t b t

Γ −Γ −
−

Γ −

Γ Γ
∈ ≤ ∈ >

Γ − Γ −

+∑ ∑
   

(5)
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The searching space S  is the entire possible subscription schema in the current 
network condition: 

 
0 1 ( )

1

{ ( ( )... ( )... ( )) | ( )}
i

n

t i n c t
i

S C c t c t c t p B t−
=

= ≤∑
 

(6)

 
While, in this algorithm, we have a constraint on the server side bandwidth: 

 

1

0

( ) ( )
n

i
i

r t B t
−

=
≤∑

 

(7)

 
The method to find the next point is important to the efficiency of the algorithm. It 

can choose a new point as well as examined points. In the experiment, we found that if 
the possibility of choosing a new point is equal to the possibility of choosing an old one, 
the algorithm would spent a lot of time hovering between several points and it needs a 
large MARKOV value to get the optimal point. Therefore, we set different possibility 
value at new points and old points, the algorithm can get to the optimal very fast.  

5   Simulation on NS-2 

NS-2 simulation is carried out to validate the algorithm. In the experiment, all the 
links are duplex links with the delay of 2ms. Queues with FIFO drop-tail and 
maximum delay of 0.5 sec are used. The maximal package size is set to 1000 bytes. 
To simulate the layered video streaming, we use a video trace file of a temporal 
scalable video with three layers. The data rates of three layers are [210.78, 110.92, 
60.575kbps]. The transport protocol is UDP.  

The simulation topology is like the figure 2 as below. In which, node2/4/5/6/7 are 
all receivers of the layered video streaming. A FTP flow is set between node0 and 
node3. The allocation algorithm executes on the server side every 4 seconds. All the 
simulations run for 500 seconds to get stable results.  

The simulated annealing algorithm is used to search for an optimal allocation 
schema at run-time. In order to demonstrate the effect of the historical QoS factor, we 
carry out two comparative experiments, A and B. They are all the same except that in 
A, a historical effect function is used. 

In order to get the available bandwidth, we use Packet Pair algorithm [10, 12].  

    

    Fig. 2. Topology of the simulation scenario        Fig. 3. Available bandwidth of experiment A 
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a)     b) 

Fig. 4. Subscription Record of Experiment A and B 

In Fig. 4, B has much denser fluctuations than A has. That is because in A, the 
bandwidth incensement means lower QoS than B does. The historical effect factor is 
usually lower than “1” when bandwidth increases. Therefore, the possibility for the 
allocation algorithm to add the layers is lower than B. Fig. 3 is the estimated available 
bandwidth in experiment A. In Fig. 4, the bandwidth reaches a stable status after a 
period of adjustment. In Fig. 4 A), subscribed layers increases and decreases as the 
bandwidth does. For example, in time 0~50, the bandwidth increases and hold for a 
while. In 30s, bandwidth decreases. Correspondingly, in Fig. 4 A) all the four 
receivers add a layer in the time span. Then decrease after 30s.  

From the statistics in Table 1, A have higher average successfully received data 
rates than B. In addition, generally data loss ratio is lower in A than in B. Except that 
in B, Node2 has a lower loss ratio and a slightly higher data rate. Node2 is connected 
with Node1 through a connection of 200bps, which is lower than the data rate of the 
first layer. Therefore, the feasible choice of Node2 is to subscribe the first layer or to 
subscribe nothing. The effect of the historical factor is to reduce the possibility of 
adding a layer when the bandwidth increases. Moreover, for Node2, sometimes, the 
bandwidth utility is zero and the historical factor multiple does not have any influence 
to it.  

Table 1. Statistics of experiment result A and B. The shadowed column is the statistic of A and 
the other is B’s. Sending rate is calculated in the server side according to the subscribed layers. 
Data Rate is calculated according to the successfully received data packet in each node 

Node Bandwidth(kbps) Sending Rate(kbps) Loss Rate(%) Data Rate(kbps) 
N2 200 143.748 145.408 12.508 9.2 125.779 132.030 
N4 250 209.043 202.402 3.252 3.583 202.245 195.150 
N5 300 275.264 242.915 6.287 8.349 257.958 222.634 
N6 350 342.639 308.413 5.139 6.57 325.031 288.150 
N7 400 388.490 365.277 3.998 4.473 372.958 348.938 
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In above, the result shows that historical effect factor improves the video streaming 
by increasing the data rate by 6.89 percents and decreasing the loss rate by 6.07 
percents. 

6   Future Work and Conclusion 

In this paper, we introduce a historical factor into QoS Metic to get a smoother video. 
The allocation algorithm is more conservative and helps the multicast video streaming 
system to maximize the overall QoS through the optimizing of subscribing schema. 
Simulated annealing algorithm is used to get an optimal allocation schema at run-
time. Experiments on NS-2 are conducted to demonstrate the algorithm. Experiment 
results show that in most cases, the historical effect factor can avoid frequent 
fluctuation of subscribed layers and improve video streaming QoS.  

Further work would include a real implementation with layered codec and 
heterogeneous network condition. Besides, mobile network connections are not stable 
and the capability of the mobile device varies. Layered video streaming on mobile 
network is also widely discussed. The algorithm would be extended to mobile 
network scenarios.  
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Zöls, Stefan II-781
Zou, Tao I-740

Guo-kai,Zeng II-377

Hong-yi,Yu II-353

Jianping,Wu II-75

Jun,Zhao II-353

Ke,Xu II-75, II-202, II-480

Ming,Zeng I-784

Ming-wei,Xu II-202, II-480

Rui,Zhao I-784

Xi,Wang II-377

Xinyu,Yang I-784

Ya-feng,Wu II-377

Yin-long,Xu II-377


	Frontmatter
	GRID
	Mobile-to-Grid Middleware: An Approach for Breaching the Divide Between Mobile and Grid Environments
	On the Influence of Network Characteristics on Application Performance in the Grid Environment
	A Client-Side Workflow Middleware in the Grid
	General Architecture of Grid Framework with QoS Implementation

	Optical Networks (I)
	Centralized Versus Distributed Re-provisioning in Optical Mesh Networks
	The Role of Meshing Degree in Optical Burst Switching Networks Using Signaling Protocols with One-Way Reservation Schemes
	Analytical Model for Cross-Phase Modulation in Multi-span WDM Systems with Arbitrary Modulation Formats
	Low-Cost Design Approach to WDM Mesh Networks
	A New Path Protection Algorithm for Meshed Survivable Wavelength-Division-Multiplexing Networks

	Wireless Networks (I)
	Application Area Expansion in Quasi-Millimeter Wave Band Fixed Wireless Access System
	A Robust Service for Delay Sensitive Applications on a WLAN
	17 GHz Wireless LAN: Performance Analysis of ARQ Based Error Control Schemes
	Performance Analysis of MAC-hs Protocol
	Distributed k-Clustering Algorithms for Random Wireless Multihop Networks

	QoS (I)
	Call Admission Control with SLA Negotiation in QoS-Enabled Networks
	Enhancing QoS Through Alternate Path: An End-to-End Framework
	A Comparison on Bandwidth Requirements of Path Protection Mechanisms
	Quality of Service Solutions in Satellite Communication
	QoS-Oriented Packet Scheduling Schemes for Multimedia Traffics in OFDMA Systems

	Optical Networks (II)
	Packet Delay Analysis of Dynamic Bandwidth Allocation Scheme in an Ethernet PON
	Inter-domain Advance Resource Reservation for Slotted Optical Networks
	Virtual Source-Based Minimum Interference Path Multicast Routing with Differentiated QoS Guarantees in the Next Generation Optical Internet
	Multiple Failures Restoration by Group Protection in WDM Networks
	Wavelength Assignment in Route-Fixed Optical WDM Ring by a Branch-and-Price Algorithm

	Wireless Networks (II)
	M-MIP: Extended Mobile IP to Maintain Multiple Connections to Overlapping Wireless Access Networks
	Light-Weight WLAN Extension for Predictive Handover in Mobile IPv6
	Algorithms for Energy-Efficient Broad- and Multi-casting in Wireless Networks
	Converting SIRCIM Indoor Channel Model into SNR-Based Channel Model
	CAWAnalyser: Enhancing Wireless Intrusion Response with Runtime Context-Awareness
	Evaluation of Transport Layer Loss Notification in Wireless Environments
	End-to-End Wireless Performance Simulator: Modelling Methodology and Performance

	QoS (II)
	Client-Controlled QoS Management in Networked Virtual Environments
	UML-Based Approach for Network QoS Specification
	Modeling User-Perceived QoS in Hybrid Broadcast and Telecommunication Networks
	Holistic and Trajectory Approaches for Distributed Non-preemptive FP/DP<Superscript>*</Superscript> Scheduling
	Evaluating Evolutionary IP-Based Transport Services on a Dark Fiber Large-Scale Network Testbed
	Pareto Optimal Based Partition Framework for Two Additive Constrained Path Selection

	Optical Networks (III)
	Joint Path Protection Scheme with Efficient RWA Algorithm in the Next Generation Internet Based on DWDM
	On Integrated QoS Control in IP/WDM Networks
	Optical Hybrid Switching Using Flow-Level Service Classification for IP Differentiated Service
	Delay Constraint Dynamic Bandwidth Allocation for Differentiated Service in Ethernet Passive Optical Networks

	Wireless Networks (III)
	An Architecture for Efficient QoS Support in the IEEE 802.16 Broadband Wireless Access Network
	A Pragmatic Methodology to Design 4G: From the User to the Technology
	Integrating WMAN with WWAN for Seamless Services
	Towards Mobile Broadband
	Emulation Based Performance Investigation of FTP File Downloads over UMTS Dedicated Channels
	Uni-source and Multi-source {\itshape m}-Ary Tree Algorithms for Best Effort Service in Wireless MAN

	WPAN
	High Rate UWB-LDPC Code and Its Soft Initialization
	Cube Connected Cycles Based Bluetooth Scatternet Formation
	Design of UWB Transmitter and a New Multiple-Access Method for Home Network Environment in UWB Systems
	Bluetooth Device Manager Connecting a Large Number of Resource-Constraint Devices in a Service-Oriented Bluetooth Network

	Sensor Networks (I)
	ESCORT: Energy-Efficient Sensor Network Communal Routing Topology Using Signal Quality Metrics
	On the Security of Cluster-Based Communication Protocols for Wireless Sensor Networks
	An Energy-Efficient Coverage Maintenance Scheme for Distributed Sensor Networks
	A Cluster-Based Energy Balancing Scheme in Heterogeneous Wireless Sensor Networks
	An Optimal Node Scheduling for Flat Wireless Sensor Networks

	Traffic Control (I)
	A Congestion Control Scheme Based on the Periodic Buffer Information in Multiple Beam Satellite Networks
	Real-Time Network Traffic Prediction Based on a Multiscale Decomposition
	Provisioning VPN over Shared Network Infrastructure
	Potential Risks of Deploying Large Scale Overlay Networks
	Utility-Based Buffer Management for Networks

	Communication Architectures
	Design and Implementation of a Multifunction, Modular and Extensible Proxy Server
	Pass Down Class-LRU Caching Algorithm for WWW Proxies
	Delay Estimation Method for N-tier Architecture
	A New Price Mechanism Inducing Peers to Achieve Optimal Welfare

	Sensor Networks (II)
	A Study of Reconnecting the Partitioned Wireless Sensor Networks
	Application-Driven Node Management in Multihop Wireless Sensor Networks
	Power Management Protocol for Regular Wireless Sensor Networks
	Information Fusion for Data Dissemination in Self-Organizing Wireless Sensor Networks
	An Efficient Protocol for Setting Up a Data Dissemination Path in Wireless Sensor Networks

	Traffic Control (II)
	Active Traffic Monitoring for Heterogeneous Environments
	Primary/Secondary Path Generation Problem: Reformulation, Solutions and Comparisons
	A Discrete-Time HOL Priority Queue with Multiple Traffic Classes
	SCTP over High Speed Wide Area Networks
	Improving a Local Search Technique for Network Optimization Using Inexact Forecasts
	Distributed Addressing and Routing Architecture for Internet Overlays

	Audio and Video Communications
	On Achieving Efficiency and Fairness in Video Transportation
	Quality Adapted Backlight Scaling (QABS) for Video Streaming to Mobile Handheld Devices
	Video Flow Adaptation for Light Clients on an Active Network
	Frequency Cross-Coupling Using the Session Initiation Protocol
	IP, ISDN, and ATM Infrastructures for Synchronous Teleteaching -- An Application Oriented Technology Assessment

	Sensor Networks (III)
	Two Energy-Efficient Routing Algorithms for Wireless Sensor Networks
	An Energy Constrained Multi-hop Clustering Algorithm for Wireless Sensor Networks
	Maximizing System Value Among Interested Packets While Satisfying Time and Energy Constraints
	An Optimal Coverage Scheme for Wireless Sensor Network
	Routing Protocols Based on Super Cluster Header in Wireless Sensor Network

	Traffic Control (III)
	An Automatic and Generic Early-Bird System for Internet Backbone Based on Traffic Anomaly Detection
	On Network Model Division Method Based on Link-to-Link Traffic Intensity for Accelarating Parallel Distributed Simulation
	Network Traffic Sampling Model on Packet Identification
	An Admission Control and Deployment Optimization Algorithm for an Implemented Distributed Bandwidth Broker in a Simulation Environment
	Impact of Traffic Load on SCTP Failovers in SIGTRAN
	A Novel Method of Network Burst Traffic Real-Time Prediction Based on Decomposition

	Differentiated Services
	An EJB-Based Platform for Policy-Based QoS Management of DiffServ Enabled Next Generation Networks
	Determining Differentiated Services Network Pricing Through Auctions
	A Congestion Control Scheme for Supporting Differentiated Service in Mobile Ad Hoc Networks
	Models and Analysis of TCC/AQM Schemes over DiffServ Networks

	Switching
	Choice of Inner Switching Mechanisms in Terabit Router
	Effect of Unbalanced Bursty Traffic on Memory-Sharing Schemes for Internet Switching Architecture
	New Layouts for Multi-stage Interconnection Networks
	Packet Scheduling Across Networks of Switches
	New Round-Robin Scheduling Algorithm for Combined Input-Crosspoint Buffered Switch
	Scheduling Algorithms for Input Queued Switches Using Local Search Technique

	Streaming
	Multimedia Streaming in Home Environments
	Joint Buffer Management and Scheduling for Wireless Video Streaming
	Performance Analysis of a Video Streaming Buffer
	Feedback Control Using State Prediction and Channel Modeling Using Lower Layer Information for Scalable Multimedia Streaming Service
	Low Delay Multiflow Block Interleavers for Real-Time Audio Streaming
	A Bandwidth Allocation Algorithm Based on Historical QoS Metric for Adaptive Video Streaming

	Backmatter


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




