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Preface 

This volume contains papers selected for presentation at the 7th Asia Pacific 
Conference on Web Technology (APWeb 2005), which was held in Shanghai, China 
during March 29–April 1, 2005. APWeb is an international conference series on 
WWW technologies and is the primary forum for researchers and practitioners from 
both academia and industry to exchange knowledge on WWW-related technologies 
and new advanced applications.  

APWeb 2005 received 420 submissions from 21 countries and regions worldwide, 
including China, Korea, Australia, Japan, Taiwan, France, UK, Canada, USA, India, 
Hong Kong, Brazil, Germany, Thailand, Singapore, Turkey, Spain, Greece, Belgium, 
New Zealand, and UAE. After a thorough review process for each submission by the 
Program Committee members and expert reviewers recommended by PC members, 
APWeb 2005 accepted 71 regular research papers (acceptance ratio 16.9%) and 22 
short papers (acceptance ratio 5.2%). This volume also includes 6 keynote papers and 
11 invited demo papers. The keynote lectures were given by six leading experts: Prof. 
Ah Chung Tsoi (Australia Research Council), Prof. Zhiyong Liu (National Nature 
Science Foundation of China), Prof. John Mylopoulos (University of Toronto), Prof. 
Ramamohanarao (Rao) Kotagiri (University of Melbourne), Prof. Calton Pu (Georgia 
Tech), and Prof. Zhiwei Xu (Chinese Academy of Sciences). 

The conference was co-organized and supported by the National Institute of 
Information and Communications Technology (NICT), Japan, Shanghai Jiao Tong 
University, China, Victoria University, Australia, and it was also financially 
sponsored by National Natural Science Foundation of China, ARC Research Network 
on Enterprise Information Infrastructure (Australia), Microsoft Research Asia, the 
WISE Society, and the Database Society of China Computer Federation. 

We wish to thank the APWeb conference Steering Committee, the APWeb 2005 
Organizing Committee, and the Program Committee members and external reviewers 
for their dedication in promoting the conference and for their expertise in selecting 
papers. We wish also to thank the authors for submitting high-quality work to the 
conference. 

With the large number of submissions, we received enormous help from many 
colleagues and volunteers. In particular, we thank Prof. Qing Li, Ms. Miranda Lee, 
Ms. Chengqin Ji and Ms. Zhihua Su for their support and help in registration, 
accommodation and local arrangements, and Dr. Hao Shi, Mr. Cameron Giles, Mr. 
Mike Ma and Mr. Guangdong Xu for their support in maintaining the paper review 
system. 

Finally, we wish to pay our tribute to our Honorary General Chair, the late Prof. 
Yahiko Kambayashi, who was heavily involved in the early stage of planning of this 
conference. Prof. Kambayashi passed away on Feb. 6, 2004 after a short illness. Prof. 
Yahiko Kambayashi made many outstanding contributions to the Web information 
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systems community. He was a cofounder of the Web Information Systems 
Engineering (WISE) Society and the WISE conference series, and a Co-editor-in-
Chief of World Wide Web: Internet and Web Information Systems. We have lost a 
pioneer, whose expertise, sage advice, and deep insights helped many of us. Those of 
us who knew him well lost a friend and will miss his generous hospitality and 
support. Prof. Yahiko Kambayashi had been elected a WISE Fellow in early 2004 for 
his outstanding contribution to Web information systems research and his services to 
the WISE Society.  
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Abstract. Two panels, held at SIGMOD’98 (Seattle, June 4) and CAiSE’98 (Pisa,
June 11), discussed the topic of data semantics and its place in Databases research
in the next millennium. The first, titled “Next Generation Database Systems Won’t
Work Without Semantics” included as panelists Philip Bernstein, Umesh Dayal,
John Mylopoulos (chair), Sham Navathe and Marek Rusinkiewicz. The second
one, titled “Data Semantics Can’t Fail This Time!” included as panelists Michael
Brodie, Stefano Ceri, John Mylopoulos (chair), and Arne Solvberg.

Atypically for panels, participants to both discussions generally agreed that
data semantics will be the problem for Databases researchers to tackle in the near
future. Stefano Ceri summed up well the sentiments of the discussions by declaring
that

“ . . . The three most important research problems in Databases used to be ‘Per-
formance’, ‘Performance’, and ‘Performance’; in years to come, the three most
important and challenging problems will be ‘Semantics’, ‘Semantics’, and ‘Se-
mantics’. . . ”

What is the data semantics problem? In what sense did it “fail” in the past?
. . .And why did the experts agree – unanimously – that the situation was about to
change?

We review the data semantics problem and its long history in Databases re-
search, noting the reasons why solutions of the past won’t work in the future.
We then review recent work on the Semantic Web and the directions it is taking.
Finally, we sketch two new directions for research on data semantics.
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Abstract. Aspect-oriented programming (AOP) is a promising field for 
reducing application complexity. However, it has proven difficult to implement 
weavers for general purpose languages. Nevertheless, we felt some 
functionality for our information flow abstraction, Infopipes, might be best 
captures in aspects. In this paper, we describe a weaver built for domain 
specific languages (DSLs) related to Infopipes around an off-the-shelf XSLT 
processor. Aspects are written in XSLT, XML annotations are added to existing 
DSL generation templates, and XML directives are added to our Infopipes 
specification. Finally, we successfully demonstrate a generated+woven 
application that adds the quality of service (QoS) dimension CPU usage 
awareness to an image streaming application. 

1   Introduction 

Web services are gaining momentum in industry as a paradigm for building and 
deploying applications with a strong emphasis on interoperability between service 
providers. Inherent in this movement is the need to codify and monitor performance 
of applications or application components which are administered or purchased 
from another party. This has lead to the recognition and proposal of service level 
agreements (SLAs), which can capture expectations and roles in a declarative 
fashion [1,2]. One view of such agreements is that they constitute a domain specific 
language. As with any language, then, the question becomes how to map the “high” 
abstraction of the SLA language into a lower-level implementation. This amounts to 
run-time measurement, feedback, and adaptation interspersed into a web service-
enable application. 

In addition to viewing SLAs as a domain specific language, it is helpful to 
consider them as an aspect of a web-based application in the sense of Aspect 
Oriented Programming (AOP)[3]. This follows from noting that SLAs typically 
describe some application functionality that crosscuts application implementation 
which means that given a complete implementation of the application including 
service monitoring, then the SLA implementation code will be found in multiple 
components of the main application, and furthermore, the crosscutting code is 
heavily mixed, or tangled, in components where this crosscutting occurs. 

AOP centers on the use of source code weavers to attack this problem 
crosscutting an tangling in an organized fashion. Currently, the most significant 



 DSL Weaving for Distributed Information Flow Systems 3 

 

AOP tool has been the AspectJ weaver [4], developed after several years of effort, 
which supports the addition of aspect code to general Java applications. Applying 
the same techniques to C and C++ code, however, has been harder. The question 
arises, then, as to whether it is difficult to implement weavers for any language. 

We built the AXpect weaver into the existing code generation framework, the 
Infopipe Stub Generator [5,6]. The ISG has three important parts: the intermediate 
representation, XIP; a repository of types and Infopipe descriptions; and a 
collection of templates written in XSLT.  

This paper describes the architecture and implementation of the AXpect weaver 
in detail, as well as discusses a prototypical example application whereby a WSLA 
document is used to specify CPU usage policy between a server and client of a 
media stream. In section 2, we introduce the Infopipes abstraction for distributed 
applications. In section 3, we discuss the pre-existing code generator for our 
project, the ISG. In section 4, we present a close look at how we implement AOP in 
our system, and in section 5, we evaluate the weaver in the context of an example 
media application. 

2   Infopipes 

It has been long-recognized that RPC, while promising, has problems as a 
distributed programming paradigm. This mainly stems from the fact that a 
distributed application may have to deal with comparatively vast time scales, less 
security, and much greater divergence in resource availability than when operating 
on a single machine, even if it is a parallel machine. Consider that memory access 
and procedure call times may be measured in nano- or micro-seconds, but that web 
applications must address millisecond latencies – three to six orders of magnitude 
longer. 

Infopipes are designed to take these differences into account, particularly for 
information flow applications. One reason for targeting information flow 
applications is that they are difficult to capture abstractly using RPC because their 
normal operation, sending a continuous stream of data, is innately mismatched to 
RPC’s request/response scheme. Second, such applications often involve multiple 
processing steps, a concept that is again not addressed by RPC’s encouragement of 
the client-server style. Finally, RPC completely obscures the communication taking 
place in the application, so that if latency, bandwidth, security, or some other 
property is needed then a developer must “uncover” the communication and insert 
new code to recover lost data about connection performance, and add any new 
functionality by hand which may be particularly difficult if some sort of end-to-end 
property is desired to be enforced. As we stated before, Infopipes expose the 
communication step, and make it much easier for a developer to capture connection 
information and implement properties around needed communication boundaries. 

The Infopipes architecture is service-oriented – it encapsulates granules of 
distributed computation which are intended to be composited together [7] – just like 
those proposed for web service applications. While the ISG does not currently 
explicitly support XML as a wire format as is currently required to be Web Service 
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compliant, it in no way excludes such a possibility, and even some previous 
unpublished Infopipe experiments have used XML as an ad hoc wire format. The 
ISG, in fact, already supports two completely different wire formats – PBIO, which 
is the wire format for ECho, and x86 byte-ordered data, as might come directly 
from a C program. 

We have devised a prototype application to demonstrate Infopipes. The 
application is a video-streaming example in which the receiver of the video stream 
has Quality of Service requirements; it is constrained by its CPU resource and must 
provide feedback to the sender of the stream to control image arrival rate. Our code 
generator creates the communication setup, binding, and marshalling code and then 
automatically incorporates the QoS code which is parameterized in an external 
WSLA document. In the next section, we describe the implementation of our ISG to 
generate the base communication code. For this example, we will denote as our 
base application the sender and receiver’s communication code with no QoS 
supporting code. 

Fig. 1. The QoS-aware application 

We can see that there the application requires several functions to be implemented 
to support its QoS needs: a control channel, for feedback information; timing tags and 
code to monitor the CPU usage from times gleaned; and a rate control channel which 
implements the actions to take based on observations from the CPU monitor. 

3   The ISG 

The ISG toolkit has been developed for the Infosphere project to automate the 
programming of Infopipes code for developers. It consists of a human-friendly 
descriptive language Spi (Specifying Infopipes), an intermediate descriptive language 
XIP (XML for Infopipes), a repository for persistence of defined Infopipes structures, 
and a hybrid C++/XSLT code generation engine. 

For a developer, converting a Spi specification to compilable source code is a 
three-step process: 

1. Create a Spi document to describe the information flow system. 
2. Compile the Spi into XIP. 
3. The XIP is then processed with the ISG. 
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The ISG can read the XIP, and as shown in Fig. 2 below (which also includes the 
AXpect weaver), it proceeds through multiple stages to generate the communication 
code for the application: 

 

Fig. 2. ISG with support for AXpect weaving 

<pipe class="ImagePipelinePlain"> 
   <subpipes> 
     <subpipe name="imagesSource" 

                     class="SendingPipe"/> 
     <subpipe name="imagesReceive" 

                     class="ReceivingPipe"/> 
   </subpipes> 
   <connections> 
     <connection comm="tcp"> 
       <from pipe="imagesSource" 

                     port="out"/> 
       <to pipe="imagesReceive"  

                   port="in"/> 
     </connection> 

                   </connections> 
               </pipe> 

Fig. 3. Example XIP Infopipe specification 

1. The XIP is processed; new specifications go to the repository. 
2. Previously defined specifications are retrieved and ISG constructs a full 

specification for a generated, termed a XIP+ document because it has a 
similar format, but is augmented with additional data. 
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3. Once the XIP+ document is completed, the XIP+ document is processed 
with our XSLT code generation templates. The result is another XIP+ 
document that also includes all the information from the source XIP+. 

4. Code weaving can now be performed (see Section 4). 
5. Code is written to directories and files ready for compilation. 

The choice of XML for our intermediate format has proven to be beneficial even 
though XML’s primary role is in the data connections between organizations. Instead 
of only inter-organizational data interchange, however, we use it for data interchange 
during the building of an application. This provides important advantages. First, it 
allows us to retain and add to semantic information that might otherwise be lost from 
stage-to-stage within the code generator. In particular, it allows us to capture domain 
information injected by virtue of operating in the Infopipes domain and with the 
Infopipes suite of domain languages. Such information is not readily preserved by 
general purpose programming languages. Second, it allows us to have one common 
wrapper format for multiple languages. Using XML, we can treat our code as data 
(which it is), and that fact allows us to modify the code after the generation phase. 
This technique is already widely used in programming languages, but is only recently 
catching on in code transformation. Examples in general purpose languages include 
LISP macros, C++ templates, and Java generics. Each of those, in some fashion, 
allows the programmer to create a type of data-code hybrid. Later, as needed, certain 
parameters can be changed and custom code can be created for an application.  

4   Weaving 

Weaving is a concept from AOP in which new pieces of code are executed in a 
controlled and automatic fashion near, around, or instead-of code in a core 
application. We devised a source-level weaver to insert new functionality on top of 
video application. The weaving integrates code to measure CPU statistics, provide 
feedback, and adapt to changing transmission environment. It has a goal of 
maintaining CPU usage receiver-side below a given level. 

There are three key concepts that enable the weaver. First, we attach semantic tags 
to the source code that we generate. Second, we use XSLT describe the weaving 
process in the aspect, and third, we insert weaving directives into the Infopipes 
description file. 

Any weaver must have some points in the target code that it can identify. These are 
the “joinpoints.” In our case, we benefit from our domain specific arena. Because of 
this, we know that specific activities occur within each Infopipe with known ordering. 
For example, we know that each pipe has a start-up phase that includes starting up 
each inport and each outport, resolving bindings and names, and actually making 
connections. During these initializations, our pipe may initialize data structures for 
each inport or outport. In the code generation templates, there is template code for 
each of these “common tasks.” 

AOP has three types of advice: before, after, and around. A developer chooses a 
joinpoint using a pointcut, and then designates by keyword whether aspect code 
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should execute before, after, or around (which subsumes instead-of) the selected 
joinpoint. One interesting subtlety is that in AXpect the explicit XML tags denote a 
semantic block of code, and not just a single point. This most closely relates to 
AspectJ “around” semantics. Still, we retain the before and after capability of the 
weaving, without loss of “power.” One could also view it another way, in which the 
XML opening tag marks “before,” the closing tag marks “after,” and taken together 
the tags make up “around” semantics. 

For a concrete example, consider a fragment of template for generating C code 
Infopipes. This template excerpt generates a startup function for the Infopipe. The 
startup function name is based on the name of the Infopipe. The XSL commands are 
XML tags which have the xsl namespace prefix (like the element xsl:value-of 
which retrieves the string representation of some XML element, attribute, or XSLT 
variable). The added joinpoint XML tag is bolded, and it denotes the beginning and 
ending of the code block that implements the startup functionality. We have reverse-
printed the joinpoint XML for clarity, and printed the C code in bold to distinguish it 
from the XSLT. 

// startup all our connections                                       
int infopipe_<xsl:value-of select="$thisPipeName"/>_startup()        
{                                                                    
  // insert signal handler startup here                              
  <jpt:pipe point="startup">                                         
  // start up outgoing ports <xsl:for-each select="./ports/outport"> 
  infopipe_<xsl:value-of select="@name"/>_startup(); </xsl:for-each> 
. . . 
  </jpt:pipe>                                                        
  return 0;                                                         
} 

Sometimes a joinpoint does not denote code but language artifacts that are needed 
for code to be written correctly. In following example, we see that we can denote the 
header file for an inport. This allows the C developer of new aspect code to insert new 
function definitions at the appropriate scope. 

#ifndef INFOPIPE<xsl:value-of select="$thisPortName"/>INCLUDED 
#define INFOPIPE<xsl:value-of select="$thisPortName"/>INCLUDED 
 
<jpt:header point="inport"  pipename="{$thisPipeName}" portname="{$thisPortName}"> 
int drive(); 
// init function  
int infopipe_<xsl:value-of select="$thisPortName"/>_startup(); 
int infopipe_<xsl:value-of select="$thisPortName"/>_shutdown(); 
void infopipe_<xsl:value-of select="$thisPortName"/>_receiveloop(); 
// data comes in to this struct 
extern <xsl:value-of select="$thisPortType"/>Struct  
          <xsl:value-of select="$thisPortName"/>; 
. . . 
</jpt:header>  
#endif // Infopipe<xsl:value-of select="$thisPortName"/>INCLUDED 

Joinpoints remain with the code until the files are written to disk. After the 
generation phase, they serve as signposts to the weaver and aspects. If we consider 
our first example, then after generation for the pipe called “imageReceiver” there is 
this startup code: 
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// startup all our connections 
int infopipe_imageReceiver_startup()
{  
  <jpt:pipe point="startup">   
  infopipe_inp_startup();    
  infopipe_inp_receiveloop();  
  </jpt:pipe>  
  return 0;  
}    

At this point, obviously, the code looks very much like pure C ready for 
compilation, and most importantly, we and the AXpect weaver know what the code 
does in the context of the Infopipes domain. Interestingly, we find that so far only 
about 26 joinpoints are necessary for quite a bit of flexibility with respect to actions 
we can perform on the generated code. These joinpoints have evolved into some 
broad categories as evidenced in Table 1, below. 

“Language Artifacts” help a developer structure his code properly. “Data” 
joinpoints relate to the structures that hold incoming/outgoing data. “Pipe” joinpoints 
define actions that occur during the overall running of the pipe. Communication layer 
joinpoints are needed because it is common for these packages to need to perform 
initialization, set-up, or tear down functionality only once per-application start, and 
some applications may need to build on this communication layer behavior or modify 
it. Last, we have joinpoints on the inports and outports themselves.  

Table 1. Catalog of joinpoints in the C templates. These are expressed in a shorthand such that 
in the table below type:point equates to <jpt:type point=“point”> in the XML/XSLT  

Language 
Artifacts 

Data Pipe Comm 
Layer 

Inport Outport 

make:rule 
header:pipe 
source:pipe 
header:inport 
source:inport 
header:outport 
source:outport 
source:userdeclare

data:define 
data:initialize 

pipe:userfunction
pipe:startup 
pipe:shutdown 

socket:socket
socket:bind 
comm-startup 
comm-shutdown

inport:startup 
inport:read 
inport:unmarshall
inport:callmiddle
inport:shutdown 

outport:marshall 
outport:push 
outport:startup 
outport:shutdown 

The second ingredient of the AXpect weaver is an XSLT file that contains aspect 
code. Every AXpect file has two parts. First, the aspect has some pattern matching 
statement, written using XPath and utilizing the XSLT pattern matching engine, to 
find the proper joinpoint and the code to be inserted. This corresponds to the role of 
the pointcut in an AOP system like AspectJ.  The pointcut in AXpect is an XPath 
predicate for an XSLT match statement in a fashion similar to this: 

//filledTemplate[@name=$pipename][@inside=$inside]//jpt:pipe[@point='shutdown'] 

We can dissect the elements of the pointcut XPath statement: 

//filledTemplate[@name=$pipename][@inside=$inside]  – 

structure-shy specification to find a filledElement template, which is a block of 
generated code and predicates to narrow filled templates returned to one for a 
particular pipe. 

//jpt:pipe[@point='shutdown'] – a specific joinpoint  
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Instead of keywords like AspectJ, the AXpect developer uses placement. The 
actual joinpoint and its contents are copied over by XSLT’s xsl:copy instruction. 
A simple aspect for AXpect looks like this (the C code is bolded for distinction from 
the XSLT): 

<xsl:template match="//filledTemplate[@name=$pipename] 
          [@inside=$inside]//jpt:pipe[@point='shutdown']">
  fclose(afile); 
  <xsl:copy> 
    <xsl:apply-templates select="@*|node()"/> 
  </xsl:copy> 
</xsl:template> 

It is now easy to see how aspect code, pointcuts and joinpoints, and advice mesh. 
The pointcut (in reverse print) we have already discussed, and it is contained in the 
match attribute to the xsl:template element. We can see the C code to close a file 
(fclose(afile)) is located before the xsl:copy command, which means that it will be 
executed before the rest of the shutdown code. The xsl:apply-templates is boilerplate 
XSLT that ensures the processor continues to pattern match to all elements and 
attributes of the generated document that lie inside the joinpoint element. (It is our 
plan, in fact, to eliminate having to write XSLT for aspects, and the accompanying 
boilerplate like the xsl:copy elements and to generate them from a higher level 
description.) 

As a second example, we can examine a case where around is helpful: 

<xsl:template match="//filledTemplate[@name=$pipename] 
         [@inside=$inside]//jpt:source[@point='pipe']">
static  FILE *afile; 
  <xsl:copy> 
    <xsl:apply-templates select="@*|node()"/> 
  </xsl:copy> 
#include &lt;unistd.h&gt; 
int main() 
. . . 

In this case we are structurally bound by the standards of C coding which advocate 
placing variable definitions at the top of a file and having functions declared at file 
scope. This means we weave on the joinpoint that defines the source file of the 
Infopipe. The declaration of the variable occurs before the main code of the Infopipe, 
and the definition and declaration of the main function occur after. Since main() is 
not generated by default we add it using an aspect and then call the Infopipe startup 
code which spawns a thread to handle service our incoming Infopipes connection. 

One of the interesting results of using XSLT and XML for this system is that 
aspects can introduce new joinpoints in the form of new XML tags. This means that 
one aspect can build upon an aspect that was woven into the code earlier (order of 
aspect weaving will be discussed shortly). In our example scenario, we insert timing 
code to measure how long various pieces of Infopipe code take to run the user 
function which can be used later in calculating CPU usage.  
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<xsl:template match="//filledTemplate 
                       [@name=$pipename][@inside=$inside]//jpt:inport"> 
  <jpt:time-probe point="begin"> 
  // take timing here 
  gettimeofday(&amp;inport_<xsl:value-of select="@point"/>_begin,NULL); 
  </jpt:time-probe>  
  <xsl:copy> 
    <xsl:apply-templates select="@*|node()"/> 
  </xsl:copy> 
  <jpt:time-probe point="end"> 
  gettimeofday(&amp;inport_<xsl:value-of select="@point"/>_end,NULL); 
  </jpt:time-probe> 
</xsl:template> 

The timing code is bracketed with XML that declares it, and the CPU monitoring 
code can then select it with a pointcut just like any other joinpoint: 

<xsl:template match="//filledTemplate[@name=$pipename][@inside=$inside] 
                     //jpt:inport[@point='callmiddle'] 
                     //jpt:time-probe[@point='end']"> 

This brings us to the third part of the AXpect weaver – specifying the aspects to 
apply in the XIP specification. This is a very simple process in which we add 
<apply-aspect> statements to the pipe descriptions: 

<pipe class="vidSink" lang="C"> 
  <apply-aspect name="rate_controller.xsl" targetPct="20"> 
    <apply-aspect name="control_receiver.xsl" target="ppmIn"/>
    <apply-aspect name="cpumon.xsl" target="ppmIn"> 
      <apply-aspect name="timing.xsl"/> 
      <apply-aspect name="sla_receiver.xsl" doc="uav.xml"/> 
    </apply-aspect> 
  </apply-aspect> 
  <ports> 
    <inport name="ppmIn" type="ppm"/> 
  </ports> 
</pipe>  

Note that we can nest the apply-aspect elements to declare dependencies of 
one aspect upon another. Since we invoke the XSLT processor multiple times, and 
neither the XSLT standard nor Xalan-C supports self-invocation, the evaluation of 
these statements is handled in a C++ program using Xerces-C, which is the platform 
the ISG is built around. The weaver proceeds recursively through the following steps 
on each pipe: 

1. Retrieves the first <apply-aspect> element from the pipe 
specification. 

2. If the aspect contains more <apply-aspect> statements, then the 
AXpect applies those aspects first, and re-enters the process of weaving at 
this step. 

3. The weaver retrieves the aspect code from disk (aspects are kept in a well-
known directory). 

4. Apply the aspect to the code by passing the aspect XSLT stylesheet, the 
generated code with joinpoints, and system XML specification to the 
Xalan-C XSLT processor. The result is a new XIP+ document that again 
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contains the specification, woven code, and joinpoints The weaving result 
serves as input for any aspects that follow the current aspect. This includes 
aspects which depend on the current aspect's functionality, or functionally 
independent aspects that are simply applied later. 

5. Once all aspects are applied, the entire XML result document is passed to 
the last stage of the generator. 

This algorithm implementation only required an additional 79 lines of C++ code be 
added to the generator application. The bulk of the weaver complexity is contained by 
the XSLT weaver. 

5   Our Sample Application 

We used the AXpect weaver and Infopipes to implement the sample application 
which we described earlier in the paper. We now discuss the implementation of 
aspects to fulfill the QoS requirements of the rate-adaptive image-streaming 
application. 

The timing aspect hooks on to all join points that designate an executable block of 
code. This can be done in an efficient fashion by using the pattern matching to select 
entire sets of joinpoints around which to install timing code around. Complementing 
this is creating new variables to hold the timing measurements which we do by 
creating their names at aspect-weaving time.  

On top of this we install the CPU monitoring code. This code installs around the 
join points for timing, specifically the timing points that designate the call to the 
middle-method code. Instead of using start-to-end elapsed time which would only 
provide a measure of how long it took to execute a joinpoint, we measure end-to-end 
so that we have a measure of the total time for the application to complete one 
“round-trip” back to that point. We can compare this to the system-reported CPU time 
to calculate the percentage of CPU used by this process. 

The control channel sends data between the two ends of the Infopipe. We used a 
socket independent of the normal Infopipe data socket both to avoid the overhead of 
demultiplexing control information and application data and to piggyback this 
functionality on top of the OS demultiplexing which would be performed, anyway. 
Also, separating these two flows of information should improve the general 
robustness of the application as there is no possibility of errant application data being 
interpreted as control data or of misleading data being injected as control data 
somehow. 

Finally, there is the SLA aspect. During weaving, it reads an external SLA 
document which specifies the metrics and tolerances of the values the SLA needs to 
observe and report. At run time, the SLA reads the CPU usage values and sends them 
through the control channel to the video; once received, the SLA acts based on the 
returned value. In our example, the SLA can set a variable to control if and for how 
long the sender enters usleep() to adjust its rate control. 

We compiled the sample application and ran it with a “strong” sender, a dual 
866MHz Pentium III machine and a “weak,” resource-constrained receiver, a Pentium  
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II 400MHz. Running without any controls on resource usage, the video sender is able 
to capture roughly 36% of the receiver’s CPU. Using the CPU control, we are able to 
bring the CPU usage back to a target 20±5% range. 

We have observed so far that our aspect files are generally larger than they amount 
of code they actually generate. However, this tradeoff is appropriate considering the 
increase in locality of code and reusability (some of these aspects, such as timing and 
CPU monitoring, have been reused already in another demo). In fact, when we 
examine the files altered or created by the aspects in this application, we see that an 
aspect such as the sender-side SLA code can alter four of the generated files and then 
add two more files of its own. In all, the QoS-aware application is 434 lines longer 
than the base application that is not QoS aware. Without support from a weaver to 
help manage code, it would obviously be more difficult to keep track of these 434 
lines if they are handwritten into the base set of 18 files versus the six AXpect files. 

(See also http://www.cc.gatech.edu/projects/infosphere/online_demos/WeaveDemo) 

6   Related Work 

The AOP and code generation community is actively exploring the new possibilities 
in combining the two including SourceWeave.NET [8], Meta-AspectJ[9], two-level 
weaving [10], and Xaspects [11]. 

Before that, The AOP community has worked diligently on weavers for general 
purpose languages such as Java and C++. This has resulted in tools such as AspectJ, 
AspectWerkz, JBossAOP, and AspectC[4,13,14,15]. Generally, development of 
weavers for these platforms requires continual and concerted effort over a fairly long 
period of time. Other work has tackled separation of concerns for Java through language 
extensions, such as the explicit programming approach of ELIDE project [16]. 

DSLs have also often been implemented on top of weavers. Notable in this area is 
the QuO project, which uses a DSL then generates CORBA objects which are called 
from the execution path to run and be evaluated at the join point to implement quality 
of service. However, the QuO project does not weave source code. Instead, it alters 
the execution pathof the application therefore imposes invocation overhead [17]. 
Bossa uses AOP ideas to abstract scheduling points in OS kernels, but again does not 
do source weaving; each joinpoint triggers an event and advice registers at events in 
order to run [18]. Because of the use of aspects in conjunction with DSLs, the 
XAspects project is studying the use of aspects to implement families of DSLs. Still, 
this project uses AspectJ as the source weaver and therefore focuses only on Java as 
the target language [11]. The Meta-AspectJ package also targets enhancing the power 
of code generators and using code generation plus AOP to reduce complexities for 
implementing security and persistence [9]. Work has been done using XML in the 
AOP arena; however, this work has concentrated on using XML to denote the abstract 
syntax tree [18]; conversely, it has been used as the aspect language syntax as in 
SourceWeave.NET to weave aspect code in the bytecode of the .NET the Common 
Language Runtime (CLR) [8]. 



 DSL Weaving for Distributed Information Flow Systems 13 

 

7   Conclusion and Ongoing Work 

We have shown that even adding a relatively simple QoS requirement can entail 
widespread changes to an application and that those changes can be spread throughout 
the entire application. To address this, we described the AXpect weaver. The AXpect 
weaver can use information from a WSLA and integrate new code into source code 
generated from an Infopipes XML specification. Our target application used the 
weaver to add new functionality to a C program which realized an image-streaming 
with responsiveness to CPU usage constraints on the sender end of the image stream. 
For future work, we are continuing to explore the space of applications for weaving, 
and we have already demonstrated early application of the weaver to C++ programs 
with further plans for Java. Also, we are investigating Infopipes support for Web 
Service applications. 
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Abstract. The vector space model (VSM) of information retrieval suf-
fers in two areas, it does not utilise term positions and it treats every
term as being independent. We examine two information retrieval meth-
ods based on the simple vector space model. The first uses the query term
position flow within the documents to calculate the document score, the
second includes related terms in the query by making use of term corre-
lations. Both of these methods show significant improvements over the
VSM precision while keeping the query time to speeds similar to those
of the VSM.

1 Introduction

Information retrieval has been examined from many different angles. There have
been many methods of retrieval designed to obtain precise results in a fast time
from a simple key word based query. Of all of the methods, the most used
during the last half century was the vector space method. It’s simplicity provides
it with great speed and little storage needed and its precision has been used
as the baseline for many experiments. The vector space method of document
retrieval suffers from two main problems: 1) Its disregard of term positions. 2) Its
assumption of term independence. Term positions should be taken into account
during the document scoring process. As a simple example, we will examine the
documents:

Document 1: “The smell of the bakery first appeared at five in the morn-
ing. The maroon delivery trucks passed through the town ten minutes
later.”
Document 2: “The smell of diesel first appeared at five in the morning.
The bakery delivery trucks passed through the town ten minutes later.”

Given a query of “bakery trucks” each of these documents would be given the
same score using the vector space method. The simplest method of distinguishing
between the two is by observing the term positions. Only then can we see that
document 2 is better suited to the query.

The former problem arrives from the document vector creation process. When
documents are converted into vectors, we only examine the term occurrences

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 15–26, 2005.
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though the document rather than the term positions. There have been many
efforts to try to include term positions [4, 1, 5, 8]. These term proximity meth-
ods calculate the document scores based on the distances between the query
terms within the document. These methods provide high precision results for
specific cases, but have trouble trying to incorporate the term occurrence in the
document scores and have also resulted in an increase in the query time and
data storage.

In the former section of our paper, we present our new spectral based docu-
ment retrieval system which is able to use term position information and present
the results to the user in a time comparable to the vector space method.

The latter of the two problems is also found during the document vector
creation. When creating our term space, we choose to assign the count of each
unique term to a separate dimension, resulting in a vector space of M dimensions,
where M is the number of unique terms in the document set. Our document score
is based on the inner product of the query and document vectors, therefore all of
the terms are treated as independent entities, which they are not. If our query
is given as “red vehicles”, neither of the previously examined documents would
be retrieved, simply because they do not contain the query terms. If we were to
somehow remove the term independence, we would want document 1 obtaining a
higher score than document 2. Document 1 has terms related to both of the query
terms (“maroon” and “truck”), while document 2 has terms related to only one
of the query terms (“diesel” and “truck”). There have been many attempts to
remove this term independence assumption. Manual and automatic thesauruses
have been used [7], many versions of latent semantic analysis have been tried
[2, 6], and more recently language models have been constructed [16, 3]. Each of
these have their own method of removing the independence assumption but they
all add to the query time and the document storage.

In the latter part of our paper, we present a novel method of breaking the
term independence assumption which is a combination between the thesaurus
method and the latent semantic analysis method and also allows us to retrieve
documents in a time comparable to the vector space method.

The paper will proceed as follows: Section 2 will introduce our spectral based
document retrieval method and discuss such aspects as term signal creation and
use of phase in document scoring; Section 3 will follow by introducing our query
mapping structure and how we can perform fast query term expansions using
latent semantic analysis and speed ups used in the vector space method.

2 Spectral Based Retrieval

To make use of the positions of query terms in document, many have tried
observing the features such as the query term proximities. If query terms occur
frequently through the document, we must make many comparisons and take into
account many positions in the document. Once we have made calculations based
on the term proximity, we are left with the problem of how to incorporate the
count of each term in the document. Relative to the vector space method, each
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of these calculations increases the query time and storage of the term positions
increases the data storage.

Spectral based document retrieval [11, 15, 12, 14, 13] compares patterns of posi-
tions rather than individual positions. The patterns are set by our choice of spec-
tral transformation. If we apply the spectral transformation to a document, we
move from the term position domain to the term spectral domain. Each spectral
component is independent of the others, therefore we only have to compare the
one spectral component for each term in a document to obtain a score based on
the query term positions. Therefore, by comparing query term spectra rather than
query term positions we reduce the amount of comparison that need to be made.

In this section we will describe the spectral based retrieval process and each
of its elements and provide experimental results showing the benefits over the
vector space method.

2.1 Term Signals

The vector space method assigns a single number to each term-document ele-
ment, the term occurrence in the document. This value contains no information
about the position of the term in the document, only the amount of times it ap-
pears. Our spectral based retrieval method uses term signals in the place of the
term occurrence value. A term signal is a sequence of numbers that represent
the occurrence of the associated term in particular sections of the document.
This is similar to providing the term count for each paragraph, but in our case
we find the term count within a certain range of terms depending on the desired
term signal length. If we choose to have term signals of length B (containing B
elements) then the bth element of the term signal f̃d,t will be the count of term
t in document d from words Nb/B to N(b+1)/B− 1, where N is the document
length in words. In other words, we split the document into B equal portions
and term signal element b is the count of term t in document d’s bth portion.
The term signals are shown as:

f̃d,t = [ fd,t,0 fd,t,1 . . . fd,t,B−1 ] (1)

Once we have our term signals, we can see that they are a sequence of val-
ues that represent the approximate positions of each term in a document. The
greater the value of B, the higher the accuracy of the term positions1. Since
each term signal is a sequence, we are able to apply signal processing transfor-
mation to them to map them into a spectral domain. Transforms which we have
investigated are the Fourier transform, the cosine transform, and the Wavelet
transform using the Haar wavelet and Daubechies-4 wavelet.

2.2 The Spectral Domain

Once we have our set of term spectra for each document (ν̃d,t), we can now pro-
ceed with the query. When a query is given, the user generally wants the retrieval

1 Note that if B = 1, the spectral method produces the same results as the vector
space method.
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system to return documents which have many occurrences of the query terms
and the query terms should be within a small proximity within the document.
Now that we have a set of term spectra, we cannot measure term proximity
directly. We must take advantage of the complex nature of each spectrum. If we
used the Fourier transform to obtain our term spectra, the resulting complex
signal could be split into magnitude and phase signals. The magnitude of the
term spectrum corresponds to the term count in the corresponding term signal.
The phase of the term spectrum corresponds to the relative position of the term
in the term signal.

Magnitude. The magnitude of the term spectrum f̃d,t is related to the oc-
currence of the tth term in the dth document, so it is important that we use
this information in our document score calculations. The spectral transformation
that we use is a linear transform, therefore each of the spectral component mag-
nitudes is equally as important as the other. If a certain component magnitude
is dominant in the spectrum, it implies that the term signal followed a certain
pattern which is represented in the used transform. We take the magnitude of
the term spectrum to be the sum of each of the spectral component magnitudes:

Hd,b =
∑
t∈Q

Hd,t,b (2)

Phase Precision. We have mentioned that we would like to give a high score
to documents that have high magnitudes and similar phase for each spectral
component of each query spectrum. If we have a set of query terms Q and each
query term spectrum contains the elements:

νd,t,b = Hd,t,b exp (iθd,t,b) (3)

where νd,t,b is the bth spectral component of the term spectrum from term t
in document d, Hd,t,b is its magnitude, θd,t,b is its phase and i =

√
−1. Then,

for any given magnitude, we would want the highest score to be attributed to
the document that has the same phase in each spectral component for all of the
query terms. So the highest score is given in the case:

θd,ti,b = θd,tj ,b ∀i, j ∈ Q (4)

As the phase of each component shifts, we want the score to reduce. Therefore if
the spectral components are totally out of phase, we should assign a low score.

A good measure of similarity is variance, where low variance implies that
each of the elements are similar. Unfortunately, we cannot use variance because
phase is a radial value (2π = 0). Therefore we must look towards phase precision.

To find how similar vectors are, we an simply average them and observe the
magnitude of the average vector. If the vectors are facing the same direction,
the magnitude of the average will be large. If the vectors are facing in different
directions, the averaging will cause the vectors to cancel each other, providing
a small magnitude of the average. We can use this concept with our phases. If
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Fig. 1. A graphical example of phase precision. The left and right unit circles contain
four unit vectors with assigned phases. The four vectors in the left unit circle face in a
similar direction. Therefore the average magnitude of these will be close to 1. The four
unit vectors in the right circle face in different directions. Therefore they will cancel
each other when added and their average magnitude will be close to 0

we attach a unit magnitude to each of the phases, we can average them and
take the magnitude of the average, called phase precision. If all of the phases
are the same, the phase precision will be 1. If all of the phases are different, the
phase precision will be close to zero (shown in figure 1). The phase precision
equation is:

Φd,b =
∣∣∣∣
∑

t∈Q exp (iθd,t,b)
#(Q)

∣∣∣∣ (5)

where Φd,b is the phase precision of spectral component b in document d.

Combining Magnitude and Phase Precision. The magnitude and phase
precision values are obtained for each spectral component, therefore we must
combine them to obtain a single document score. The magnitude represents the
occurrence of the query terms in the document and the phase precision is a
measure of how similar query term positions are. We use the phase precision as
a weighting factor to the magnitude calculation. This implies that is the query
terms are in approximately the same positions, we will use the full magnitude
values (since the phase precision weight will be 1) and as the query term position
difference grows the phase precision weight will reduce and we will be using only
a fraction of the magnitude values. We give the document score as:

sd =
B−1∑
b=0

Hd,bΦd,b (6)

2.3 Experimental Results

Some experimental results are shown in table 1. The precision obtained after 5,
10, 15 and 20 documents is shown for the vector space model and our spectral
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Table 1. Experiments using the AP2WSJ2 document set from TREC showing the
precision at the top 5,10,15 and 20 documents. We can see that the spectral retrieval
method obtains better precision than the Vector space methods for several different
weighting schemes. This is due to the unique way in which the spectral document
retrieval method uses term position information

Method Weight Precision 5 Precision 10 Precision 15 Precision 20
Spectral Lnu.ltu 0.4960 0.4613 0.4391 0.4227
VSM Lnu.ltu 0.4693 0.4493 0.4356 0.4180
Spectral BD-ACI-BCA 0.4867 0.4647 0.4440 0.4193
VSM BD-ACI-BCA 0.4440 0.4247 0.4142 0.3953
Spectral AB-AFD-BAA 0.4947 0.4673 0.4493 0.4220
VSM AB-AFD-BAA 0.4880 0.4493 0.4404 0.4217

based method for three high ranking weighting schemes [17]. The experiments
were run on the AP2WSJ2 document set from TREC using the titles of queries
51 to 200. We can see that the spectral based method provides significantly
better precision results for each weighting scheme.

3 Latent Semantic Query Mapping

To remove the assumption of term independence, methods such as thesauruses
have been employed which expand the users query to include terms related to
the original query terms. Other methods, such as latent semantic indexing, map
the documents and query from the terms space into a reduced dimensional topic
space. Documents and queries are compared as usual (using the inner product)
in this topic space.

Our method [10] combines the two mentioned methods to produce a query
expansion using latent semantic analysis. The query expansion data is placed
in a mapping which occurs before the documents and query are compared. In
this section we will describe the mapping creation process and display results of
experiments of the vector space method with and without the query expansion.

3.1 Latent Semantic Analysis

If a word has latent semantics, it implies that there is a hidden meaning behind it.
Latent semantic analysis (LSA) is the process which we follow in order to find the
hidden meanings. LSA was first performed using singular value decomposition
(SVD) [2] of the document-term index and later performed using maximum
likelihood methods [6]. In each of the methods, we receive a mapping matrix
which is able to map a vector from the term domain to the latent topic domain.
If we focus on the SVD method, the decomposition gives us:

A = UΣV ′ (7)

where A is our document-term index, U is the set of orthonormal left singular
vectors, Σ is the set of singular values, and V is the set of orthonormal right
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singular vectors. From this equation, we take our new set of document vectors
to be UΣ and our term to topic mapping as the matrix V . We can show that
the mapping of the document-term index give us the set of mapped document
vectors in the topic space:

Â = AV = UΣ (8)

where Â is the set of document vectors in the topic space. Queries are mapped
into the topic space in the same way:

q̂ = qV (9)

where q̂ is the query in the topic space. Once all of our vectors are in the topic
space, we compare them for similarity using the inner product:

s = Âq̂′ = AV (qV )′ (10)
= AV V ′q′ (11)

where s is the set of document scores. We know that V is an orthonormal matrix,
therefore V V ′ = I (the identity matrix).

The SVD arranges the elements of the singular vectors in such a way that we
can ignore the last few elements of each vector and still obtain similar results.
If we take only the first n elements of the document and query vectors mapped
into the topic space (Â and q̂) we are obtaining the best least squares estimate of
the vectors in n dimensions. The magnitude of the singular values give us insight
into the importance of the corresponding dimension of the singular vectors. If
the singular value is zero, the corresponding dimension can be ignored with no
change to A.

3.2 Latent Semantic Space

By reducing the dimensionality of the topic space, we are reducing the number
of elements that we need to store and use in calculations. A typical reduction
would take a document vector from its 100,000 dimension term space to a 100
dimensional topic space. But as the saying goes ‘there is no free lunch’. The doc-
ument vectors in the term space are very sparse, we can see that if there were
only 100 unique terms in a document, 99.9% of the document vector elements
would contain zeros and the majority of non-zero elements would contain the
value of 1. This statistic leads to very high compression and also allows the sys-
tem designer to implement fast scoring algorithms based on this knowledge. The
query vector is also very sparse, usually containing only two or three non-zero
elements. The document scores are based on the inner product of the document
and query vector, therefore, the most number of multiplications required to ob-
tain the score will be equal to the number of non-zero elements in the query
vector. By mapping the document and query vectors to the latent topic space,
we are mapping our sparse high dimensional vectors in to dense low dimensional
vectors. By obtaining a dense query vector, we have to perform many more mul-
tiplications during the query process and hence, receive a longer query time. The
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Fig. 2. To use the query map, the query selects the rows from the map corresponding to
its query terms and combines these to obtain a modified query term set. This modified
query is then applied to the document collection index in the usual fashion

compression of the stored document vectors in the reduced topic space would not
be as compact as it was in the term space due to the unexpected data patterns.

Therefore an attempt to increase the precision by mapping into the topic
space has caused an increase in query time and storage.

3.3 Latent Semantic Query Map

If we examine the equation where we have used the dimension reduced singular
vectors to map our documents and query into the topic space (equation 10), we
can see that it is possible to obtain the document scores by using the original
sparse document vectors:

s = (AV )(V ′q′) = A(V V ′q′) = A(Mq′) (12)

where M = V V ′. This equation shows that we are able to leave the document
vectors in the term space and apply a simple mapping to the query to obtain the
related query terms in the term space. By combining the term-topic mapping (V )
with itself, we are creating a mapping which takes data from the term space to the
topic space and then back to the term space. This will take the users query and
map it to a set of weighted terms (shown in figure 2) where the weight reflects
the query term’s relevance to the query. This combined mapping benefits the
retrieval process by: 1) leaving the documents in the sparse term space which
allows us to use fast querying techniques. 2) providing us with an expanded
query containing weighted terms, not unidentifiable topics. The second point is
an important one, because it allows the user to review the expanded query and
select terms which are appropriate for the query. The query can also be pruned
automatically by setting a cutoff weight or choosing a set number of query terms.
By reducing the number of query terms, we are also reducing the calculations
required during the query process and the time required to complete the query.

We have reduced the query time and the storage required to store the docu-
ment vectors, but we must also store the mapping.

3.4 Storing the Query Map

The query map (M) is a m×m matrix, where m is the number of unique query
terms in the document set. It created by multiplying the term to topic mapping
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by the transpose of itself, therefore it is a dense square matrix, which is as
compressible as Â.

To reduce the size of this matrix, we can examine the terms that occupy it. If
we go back to the construction of the V matrix, we can recall that it is through
the SVD of A. This leads to the following set of equations:

A = UΣV ′ (13)
A′A = (UΣV ′)′(UΣV ′) (14)

= V ΣU ′UΣV ′ (15)
= V Σ2V ′ (16)

(A′A)V = V Σ2 (17)

The last line shows that V is the set of eigenvectors for the matrix A′A which is
the covariance matrix of A′ or the covariance of the terms found in the document
set. To establish a good estimate of the covariance of two variables, we need to
take many samples. Therefore, if there are only a few occurrences of a term
in the document set, its estimated covariance with other terms would not be
accurate. This implies that we should remove the under sampled terms from the
document term matrix before calculating the SVD.

Terms that appear in many documents provide us with little information as
well. If they are included in the calculation of V , we will find that they would be
about equally distributed amongst all topics and hence related to all terms. By
including terms that appear in most documents into the query would not benefit
the query since the term would simply add to the score of most documents (just
as if we added a constant value to the document scores). Therefore we can reduce
the query mapping size by excluding the terms that appear in many documents
before the calculation of the SVD.

3.5 Fast Mapping

If we review the scoring process using the query mapping, we will observe that
the mapping stage is exactly the same as the document score calculation stage.
The two stages are: 1) Multiply the query vector with the mapping to receive
the expanded query vector. 2) Multiply the expanded query vector with the
document index to receive the document scores. This implies that all of the
compression and fast querying techniques that are found while calculating the
top document scores (such as quantisation and early termination [9]) can also
be used to obtain the top weighted query terms related to the original query.

3.6 Experimental Results

We have provided a few experimental results showing the query mapping method
and the Lnu.ltu vector space method using the titles of queries 51 to 200 from
the TREC document set. Figure 3 shows results from three sets of experiments.
The top four plots have precision on the y-axis and the number of documents a
term must appear in to be included in the mapping (e.g. 200 implies that only
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Fig. 3. Experimental results showing the precision of the vector space method using a
query map

terms that appeared in more that 200 documents were included in the mapping)
as the x-axis. The first two plots compare the precision at 10 documents and the
average precision obtained by adjusting the number of expansion terms in the
query. We can see that the 1000 term expansion provides only a slight improve-
ment over the 50 term expansion. The second two plots provide the precision
at 10 documents and the average precision obtained when changing the number
of topic dimensions chosen. We can see that the 100 dimensional topic space
provides a greater precision with a smaller mapping when compared to the 400
dimensional topic space.

The last two plots have precision on the y-axis and the number of query
accumulators on the x-axis. They show the precision at 10 documents and the
average precision obtained when the number of query term accumulators are
varied. We can see that the Continue method provides higher precision, and if
we choose 400 or more accumulators we achieve the best precision.
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4 Conclusion

We have presented two separate methods of extending the vector space model
in information retrieval and addressing the problems of including term position
information and using term dependencies.

The first method labelled ‘spectral based information retrieval’ allows us to
easily utilise the term positions by taking into account their term spectra. By
combining query term spectra, we can produce greater document scores for those
documents that have query terms within a smaller proximity when compared to
those that span a larger proximity.

The second method entitled ’latent semantic query mapping’ lets us perform
query expansions on the users query based on the term relationships in the doc-
ument set. The term relationships are found using singular value decomposition.
This mapping can be stored in a fast retrieval index such as those found in the
vector space model.

Each of these methods extends on the basic vector space model to obtain a
generalised vector model of information retrieval. We have presented an extensive
investigation of these methods in the papers [11, 15, 12, 14, 13, 10].
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Abstract. In this paper, we will provide an overview of some of the more
recent developments in web graph processing using the classic Google
page rank equation as popularized by Brins and Page [1], and its modifi-
cations, to handle page rank and personalized page rank determinations.
It is shown that one may progressively modify the linear matrix stochas-
tic equation underlying the Google page rank determinations [1] to one
which may contain neural network formulations. Furthermore the capa-
bility of these modifications in determining personalized page ranks is
demonstrated through a number of examples based on the web reposi-
tory WT10G.

1 Introduction

The internet has grown to become ubiquitous in our daily lives. From a humble
beginning in the early to mid 1990’s, the internet has sustained a tremendous
growth rate of approximately 1 million web page per day and it currently contains
over 3 billion web pages.

From an information retrieval point of view, the internet presents an inter-
esting case. It is one of the largest data repositories known to man, constantly
growing and changing. Each web page may contain text, images, sound, video
clips. Very few web pages contain intentionally coded metadata1 which may fa-
cilitate their easy retrieval. Each web page is coded in a common format and
language, known as the hypertext markup language (HTML). The specification
of HTML is quite loose, and “forgiving”. Thus, web pages containing some non-
critical errors nevertheless still can be displayed when viewed by a user using
a browser. Most web pages contain links to other web pages, which serve as
“containers” of information. Such pointed web pages may contain the informa-
tion itself, or they may in turn point to other web pages, which may serve as

1 Each web page contains some metadata, e.g., anchor texts. However, such metadata
are not designed specifically for information retrieval purposes.

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 27–38, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



28 A.C. Tsoi et al.

their “containers” of information. Thus, from a graph-theoretic point of view,
each web page may be considered as a node, with incoming links from other
nodes, and outgoing links pointing to other nodes. This is commonly known as
web graphs.

There are two ways in which web pages may be retrieved from a user query:
(a) matching the query to the content of web pages, and (b) through links. In
approach (a), one simple way would be to match keywords from the user query
with those occurring in the text in the web page; the one with the most matches
will be ranked closest to the query. A common example is the Shared Point
Portal c© of Microsoft, in which sophisticated ways were used to weigh the words
according to their occurrence in the total number of documents/web pages in the
repository [2]; whether the word is a commonly occurred word, etc. In approach
(b), an incoming link is considered as a “vote” of confidence from another web
page. Thus, a web page with many incoming links, each of these links is coming
from pages which themselves may have many incoming links would be considered
as important as it is “most popular” from a “voting” point of view. One of the
most celebrated formulations of the second approach is the work of Brins and
Page [1] which is one of the mechanisms underlying the way in which the popular
search engine: Google arranges query results and presents them to users. In this
paper we will concentrate on approach (b) and we will not discuss approach
(a) further.

The arrangement of this paper is as follows: in Section 2, we will provide a
brief introduction to the page rank determination as given in [1]. In Section 3, we
will show how Google’s page rank equation can be modified to find personalized
page ranks by the introduction of a forcing function term which can be considered
as a basis expansion function, each basis being an identified topic which a person
wishes to consider. In Section 4, we will show how the generalized linear matrix
stochastic equation introduced in [1] discussed in Section 3 can be modified to
become a multi-layered feedforward neural network. In Section 5 we will show
a number of indicative experiments based on the web repository WT10G which
demonstrate the potential of the proposed modifications to the Google page rank
equation. Some conclusions are drawn in Section 6.

2 Page Rank Determination

The page rank, or page importance, as provided in [1], is independent of the
content of the web pages, but solely dependent on the links among the web
pages, and thus their topological structure. According to [1]:

xi = d
∑

j∈pa[i]

xj

hj
+ (1− d)ei .

Here xi is the page rank of the i-th web page, i = 1, 2, . . . , n, the total number
of web pages in the web repository is assumed to n. pa[i] is the set of pages
pointing to i, ei is the default authority assigned to page i, hj is the outdegree
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of j, and d ∈ (0, 1) is a dumping factor. When stacking all the xi into an n-
vector X, we obtain

X = dWX + (1− d)E , (1)

where W ∈ Rn×n is a matrix called transition matrix with elements wi,j = 1/hj

if there is a hyperlink from node j to node i, and hj is the total number of
outlinks of node j, and wi,j = 0 otherwise. Thus, W is a non–null stochastic
matrix, where each column either sums to 1 or to 0. In [1], the forcing factor
E = [e1, . . . , en]′ is a vector having all the elements equal to 1, i.e. ei = 1 for
each i, and ′ denotes the transpose operator.

It may be shown that the solution to the page rank equation Eq(1) is unique
and exists provided ‖dW‖1 < 1 holds, where ‖ · ‖1 denotes the norm 1 operator,
i.e. ‖W‖1 = maxj(

∑
i |wi,j)|. When the W satisfies the above hypothesis, the so-

lution is given by X = (1−d)(In−dW)−1E, where In denotes the n–dimensional
identity matrix.

3 Personalized Page Rank Determination

The page rank as determined by Eq(1) is valid for the entire web repository.
Once the topology of the web repository is given, and d fixed, then the page
ranks are fixed. There are circumstances where a user may wish to modify such
page ranks. This is often referred to as personalized page ranks. The main idea
underlying the approaches to personalized page ranks is that the concept of
“page importance” is not absolute, but it depends on the particular needs of a
user or a search engine. For example, the homepage of a large directory may
be authoritative for a general purpose search engine, but not important for a
portal specialized on the topic “Wine”. Thus, the suggested solution consists of
building different page ranks, each one specialized on a topic [3], a user [4] or a
query [5].

One way in which the personalized page ranks can be constructed is to pa-
rameterize the page rank in Eq(1). We assume that a set of specialized page
ranks x1, . . . ,xm is available. These page ranks, which may be built using differ-
ent kinds of features (e.g. the page content, the URL, etc.), should capture some
of the page properties which are useful to estimate the authority of a document
for a given user2. We will assume that a parameterization of the page rank can
be obtained using a linear combination of these specialized page ranks. In other
words, a parameterized page rank x(p) is constructed as follows:

x(p) =
m∑

h=1

αhxh (2)

where αh ∈ R are parameters which satisfy
∑m

h=1 αh = 1, and p′ = [α1, . . . , αm]′.
In fact, x(p), called adaptive page rank, can be personalized by varying the

2 We will show how these specialized page ranks can be constructed in practice in
Section 5.
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parameter set p. In the following, we will denote by M ∈ Rn×m the matrix
[x1, . . . ,xm] so that adaptive page rank is also defined by x(p) = Mp.

Let us assume that there exist e1, . . . ,em, such that, for each h, xh is the
solution of (1) when the forcing function is eh and the transition matrix is the
original W used in the page rank equation (1). Since xh = (In − dW)−1eh,
x(p) = (In − dW)−1 (

∑m
h=1 αheh) holds. It follows that x(p) is the solution of

x(p)t+1 = dWx(p)t +
m∑

h=1

αhxh . (3)

= dWx(p)t + Mp (4)

Thus, x(p) is by itself a specialized rank whose default authorities are a linear
combination of those used for computing x1, . . . ,xm.

The adaptive page ranks can be obtained by solving a quadratic programming
problem [6], involving a quadratic cost function, e.g., expressing the square of
difference of the distance between the page ranks as given by Eq(1), and those
of Eq(4); a set of linear constraints which expresses user requirements, and the
linear dynamical constraint Eq(4). Such solutions can be obtained quite quickly
using common quadratic programming solution software [6].

4 Neural Network Formulations

It is interesting to ask the question: is it possible to replace the linear equation in
Eq(1) by a nonlinear equation, e.g., a multi-layered feedforward neural network.
The intuition is that a nonlinear forcing function may produce a better result
than those provided by Eq(4), as there is no inherent reason why the underlying
graph mapping function is linear. Indeed there are reasons to suspect that the
underlying mapping function is nonlinear. It is noted that the page importance
of each web page is a function of the page importance of those pages pointing
to the page. The topology of the internet is such that there are relatively only a
very small number of web pages pointing to a particular web page. In turn, these
web pages are pointed to by a relatively small number of web pages, and so on.
Hence, intuitively, it would be useful if we encode this limited neighborhood3

dependency information in terms of a graph-dependent model. The page ranks
as determined by Eq(1) on the other hand, does not have this graph-dependent
notion. It assumes that potentially all web pages in the web graph can influence
the page rank of an individual web page, or more generally one another. It
depends on the topology of the web graph as encoded in the transition matrix
to limit the influence of the other web pages which may not have any direct
connections to the particular web page concerned or its parents, grand-parents,
etc. Thus instead of relying on the transition matrix W, in the graph-dependent

3 Neighborhood here means the web pages pointing to a particular web page and their
parents, and grand-parents, etc.



A Neural Network Approach to Web Graph Processing 31

approach, it explicitly encodes the information in a graph-dependent fashion by
only considering the parents, grand-parents, and generations before. In other
words, the page importance is a function of where the web page is located in
relation to its parents, grand-parents, etc. As we will implement the nonlinear
dependency using a multi-layered feedforward neural network, we will call this
a graph neural network.

To be more precise we will modify Eq(3) as follows:

x(p)t+1 = N (dWx(p)t +
m∑

h=1

αhxh) (5)

where N (·) denotes a matrix nonlinear function. The implementation of this
function can be realized using a multilayered feedforward neural network. In
general, there is only one hidden layer, as it is known that such an architecture
is a universal approximator to an arbitrary degree of accuracy provided that
there is a sufficient number of hidden layer neurons [7].

The parameters of the multilayered feedforward neural network can be ob-
tained by minimizing a quadratic cost function which, e.g., may express the
square of the distance of the difference between the page ranks as determined
by Eq(1) and those obtained by Eq(5), while satisfying the nonlinear equa-
tion Eq(5). The derivation is tedious though easy conceptually and hence omit-
ted here.

5 Experimental Verifications

In this section, we will show a number of experiments using the web repository
WT10G. The WT10G data set is provided by CSIRO, Australia and was pre-
pared as a benchmark for the Text Retrieval Conference (TREC). The WT10G
presents a snapshot of a portion of the World Wide Web. The collection paid
special attention to the connectivity among the Web pages. Hence this set of
Web collection is suitable for evaluations of search engine algorithms based on
connectivity concepts. There are 1,692,096 documents from 11,680 servers con-
tained in the dataset.

Nine topics have been considered: “Linux”, “Windows”, “Cooking”, “Wine”,
“Sport”, “Tennis”, “Hockey”, “Surgery”, and “Cancer”. The association of pages
to topics was carried out by a naive Bayesian classifier [8, 9]. Bayesian text classi-
fication consists of a learning and a production phase. During the learning phase
some documents (about 20 in our experiments) which are known to address a
topic are collected in order to produce a statistical analysis of the word occur-
rences. In the production phase, a classifier estimates, for each document in the
dataset, the probability that it belongs to the topic by comparing the statistical
data and the words of the document. The classifier assigns a document to a class
when the probability is larger than a predefined threshold. In our case, the topic
thresholds are defined by human inspection of the highest scored documents
returned by the classifier. A more general approach was suggested in [10].
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Since the presence of a huge number of different words affects the qual-
ity of the statistical analysis, both learning and production phases may in-
clude a feature extraction process which decreases the number of words con-
sidered for each document, selecting only the most useful ones [2]. In our case,
feature extraction consists of three parts: (a) most common words (i.e. stop
words) were removed; (b) a stemming procedure was applied4; and (c) during
the production phase only the 20 most promising words were considered by
selecting from the document those having the highest frequency in the train-
ing set5.

Note that our feature extraction mechanism allows to recognize also the doc-
uments which discuss a number of topics at the same time, because the presence
of many irrelevant words for the topic does not impair the extraction of the
most relevant ones. Multi–topic documents are usually news wires, directories
and other general content pages. Since, they play a different role with respect
to documents dealing with a single topic, a special class “General” was built
for them. We simply decided to include into topic “General” all the pages that
were previously inserted in 3 or more topics. Finally, the topic “Other pages”
was considered which includes all the documents not belonging to any classes
indicated.

Table 1. The number of pages and the page rank (PR) average for each selected topic

Windows Linux Cooking Wine Sport Tennis Hockey Surgery Cancer General Other
Pages 4, 457 513 4, 202 953 1, 536 549 1, 195 5, 030 3, 748 1, 265 1, 672, 631
PR avg. 9.81 12.18 10.82 11.74 5.6 6.37 13.1 7.56 7.88 36.26 5.5

The first row of Table 1 shows the number of pages and the second row
the mean of the page rank for each topics. Page rank is maximal on the class
“General”, where the average is much higher than those on other topics. This
observation confirms the claim that the class of “general” pages plays a different
role on the Web and contains directories and other well referenced documents.

Table 2 depicts the intersection of the topics. Element in row i and column j
denotes the percentage of pages of topic i which have been classified also in topic
j. Notice that some apparently unrelated topics have a non void intersection, e.g.
Windows and Surgery. A manual inspection of the web pages concerned shows
that the pages in these intersections are partially due to documents that actually
discuss the two topics (e.g. pages about software for medical applications) and

4 A stemmer produces word stems by removing the suffixes (e.g. in English “ing”, “s”,
“es”, “ed”, and so on). The Porter stemmer [11] was used in our experiments.

5 With respect to other feature extraction approaches, the selection of the most fre-
quent words with respect to the training set produces a higher level of recall, i.e.
Nc
N

, where Nc is the number of documents found by the classifier and N the total
number of documents on the topic. In fact, to find the few documents that discuss
a specific topic in a very large dataset is a challenging problem.
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Table 2. The distribution of the topics on the dataset. Cell in position i, j displays
the percentage of the pages of topic i belonging also to topic j. By definition, classes
“General” and “Other” (not displayed) do not intersect other classes

Windows Linux Cooking Wine Sport Tennis Hockey Surgery Cancer
Windows 100 8 2 0 1 0 0 0 1
Linux 71 100 0 0 0 0 0 0 0
Cooking 2 0 100 15 2 0 0 2 2
Wine 1 0 66 100 1 0 0 0 0
Sport 4 0 5 0 100 2 11 3 2
Tennis 2 0 3 0 50 100 3 0 1
Hockey 1 0 3 0 15 2 100 0 0
Surgery 1 0 2 0 1 0 2 100 35
Cancer 1 0 3 0 1 0 0 47 100

partially due to general documents which our method was not able to move to
the class “General”6.

On the basis of these topics, eleven specialized page ranks x1, . . . ,x11 were
computed, one for each topic. For each specialized rank, we used the same transi-
tion matrix W as Google’s page rank and a forcing function E′

i = [ei,1, . . . , ei,n]′,
where

ei,h =
{ 1

Q if h belongs to topic i

0 otherwise

and Q is a normalizing factor such that ‖Ei‖1 = N and N is the number of
pages in the topic dataset. The normalization of the ei allows to derive ranks
with comparable values and simplifies the optimization process.

Table 3 shows the results of a statistical analysis carried out on specialized
page ranks. Each row of the table compares a specialized page rank to the
page rank as obtained in Eq(1), while the columns specify the set of pages
where the comparison was carried out. For example, the cell of row “Wine” and
column “Windows” displays the ratio of the average of the specialized page rank
“Windows” on the pages of class “Wine” by the mean of page rank. Formally,
cell in row i and column j is ri,j

prj
, where ri,j is the mean of the i–th specialized

page rank on the pages of j-topic and prj is the mean of page rank on the pages
of j-topic. Thus, the cells displaying values larger than one define the classes
where the specialized ranks are larger than page rank.

The statistical analysis shows that specialized page ranks largely improve the
scores of the pages about the corresponding topic and about related topics (see,
for example, wine and cooking). The data also confirms that the improvement
is large for smaller topics, where the rank is concentrated in a few pages. In

6 A further analysis has shown that the number of those spurious intersections de-
creases when class “General” is allowed to include more documents. For example,
this can be achieved by using smaller topic thresholds, i.e. when counting the number
of topics a document belonging to a topic, we consider also those topics for which
the probability returned by the classifier is smaller but close to the topic threshold.
However, since the classification accuracy is not important for the purposes of this
paper, we skip over these refinements.
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Table 3. The mean of specialized page ranks on the topics. Specialized page ranks are
displayed in rows, the topics in columns. Cell in row i and column j is ri,j

prj
, where ri,j

is the mean of the i–th specialized rank on the pages of j-topic and prj is the mean of
Google’s page rank on the pages of j-topic

Windows Linux Cooking Wine Sport Tennis Hockey Surgery Cancer General Other
Windows 57.16 35.22 2.58 1.15 4.01 3.03 1.02 1.55 1.51 1.77 0.75
Linux 42.47 355.22 1.14 0.64 0.3 0.02 0.24 2.25 2.48 2.03 0.7
Cooking 2.35 0.71 53.73 44.85 7.56 3.81 2.2 2.45 3.07 1.91 0.71
Wine 1.4 0.55 44.01 214.68 3.57 2.96 1.48 1.79 1.63 2.55 0.7
Sport 2.63 0.33 4.08 1.56 243.24 109.85 20.45 2.21 2.26 2.04 0.67
Tennis 2.14 0.32 2.54 1.8 124.77 542.94 7.65 1.34 1.75 2.92 0.66
Hockey 1.96 0.39 2.85 0.99 54.92 14.76 163.19 1.12 0.76 2.73 0.68
Surgery 0.93 0.29 1.86 1.3 2.96 1.32 0.66 60.16 30.6 1.45 0.79
Cancer 0.86 0.31 2.31 1.22 2.75 1.78 0.39 30.82 74.48 1.35 0.79
General 2.2 1.92 2.89 2.23 9.76 6.13 3.28 3.91 4.85 49.25 0.74
Other 0.85 0.88 0.86 0.85 0.76 0.81 0.88 0.81 0.82 0.96 1.003

the limiting case of the class “Other”, which contains most of the pages of the
dataset, the improvement is very close to 1. Note also the scores of documents in
apparently unrelated topics may be affected: the magnitude of the change, which
is however much smaller than the modification which affects the related topics,
is probably due to the web connectivity and the “closeness” of the topics on the
web graph. For example, the rank of pages on “Linux” was improved because
the rank on pages of “Windows” was improved.

In order to have more details on the distribution of each specialized page rank,
the pages were sorted from the most important to the least important. Figure 1
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Fig. 1. The distribution of the page rank and the specialized page ranks on “Windows”,
“Linux”, “Cooking” and “Other”. The pages are represented on horizontal axis and
the rank values on vertical axis
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shows the distribution of the values of the page rank and the specialized page
ranks on “Windows”, “Linux”, “Cooking” and “Other” pages7.

The distribution displayed by the plots in Figure 1 is consistent with the
intuitive idea underlining the concept of specialized page rank: it depends on
the number of the pages of the topic. In fact,“Linux” is the topic with the
smallest number of pages (see Table 1), “Cooking” and “Windows” are topics
with moderate number of pages. On the other hand, Google’s page rank can
be seen as the specialized page rank of the topic which includes all the pages
(e′ = [1, . . . , 1]′), and, “Other”, which contains most of the pages, has similar
magnitude as page rank. In topics with a small number of pages, the rank is
concentrated in few pages, while in topics with larger number of pages, it is
more widespread. The rank of the most important pages of topics with small
number of pages may be up to 10 times larger than the corresponding ones of
topics with large number of pages (see Figure 1).

However, the rank decreases faster for topics with small number of pages and
becomes soon close to 0. In fact, specialized page ranks may be 0, since the pages
not belonging to the topics have been assigned a zero default rank, i.e. eh = 0. On
the other hand, Google’ page rank is never very close to zero, because eh = 1 for
each h, and the behavior of specialize page rank in the category of “Other” pages
is similar to that of Google’s page rank (the two plots overlap almost everywhere).

The goal of the next experiment is to study the basic properties of the pro-
posed method of obtaining personalized page ranks. Acting as a user, interested
in wine, we selected four pages on wine and designed three constraints to in-
crease their scores. The constraints consisted of inequalities which require the
adaptive page rank to be at least a 50% larger than their respective Google’s
page rank8. Moreover, in order to keep the scores of the documents that are not
about wine as close as possible to their Google’s page ranks, the optimization
problem contained also the linear function and the constraints.

Table 4 shows the results achieved by the proposed algorithm. The table
confirms that the scores of the three pages were actually augmented by 50%.
Moreover, for each page, the absolute position in the ordering established by
the adaptive page rank versus the position determined by Google’s page rank
is shown in Figure 2. Each point in the graph represents a page. The diagonal
dashed line corresponds to the line y = x, and the points above such a line
represent pages whose adaptive page rank is greater than the corresponding
Google’s page rank, whereas points under it represent pages whose adaptive
page rank has decreased.

The top left hand graph in Figure 2 plots all the pages, the other graphs plot
the pages which belong to the individual topics of interest. The “Wine” plot

7 Other topics have been omitted to avoid cluttering of the graph, since their plots
are similar.

8 Note that it may be possible that the constraints may contain non self-consistent
constraints. This can be resolved by using a modification of the theory considered
in Section 3.
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Table 4. The ranks, before and after optimization, of the constrained pages. Axis
labels denotes the position of pages

page 1 page 2 page 3 page 4
pagerank(score) 14.33 17.02 9.55 7.96
Adaptive(score) 26.01 25.54 16.19 14.58
pagerank(absoluteposition) 86, 751 70, 295 142, 839 182, 227
Adaptive(absoluteposition) 42, 281 43, 268 74, 855 85, 085
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Fig. 2. Absolute position of pages before versus absolute position after optimization

shows that most of the pages on this topic gained a higher rank. On the other
hand, for “Cooking”, which is a related topic, there are different kinds of behav-
iors. There is a set of pages whose distribution closely resemble those observed
on “Wine”. In fact, some pages on “Cooking” belong also to the class “Wine”
and received the same scores. Moreover, there are pages displayed above the line
y = x which are not related to the “Wine” pages. Finally, some documents are
not about “Wine”, but they are pointed to by pages on “Tennis”. In fact, they
have an intermediate behavior and lay just between the diagonal dashed line
and the pages similar to “Cooking”.
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Table 5. Effect of the number of on-topic pages on the network performance

40 On-topic 60 on-topic 2 80 on-topic
% on target 99.30% 99.58% 99.94%

We have also carried out a simple experiment to push the page rank up for
pages which fall within a selected topic using the neural network approach. A
training set of 20 pages is selected from the topic of interest and 3880 web pages
are selected randomly outside the topic of interest. This forms a training set
with just 3900 web pages. The neural network version of the page rank equation
Eq(5) is then trained for 2500 epochs.

The experiment achieved more then 99% accurately with an error rate < 5%
on the test set which consists of 1, 688, 196 web pages. We consider a node is on
target if the computed page rank differs from the target page rank by less then
5%. For example, a computed page rank of 9.6 is considered on target with the
target rank as 10.

We have also run experiments with the number of on topic pages of 40, 60, 80
respectively and increased the training iterations to 5000 epochs to investigate
the impact of some of the training parameters. The results are shown in Table 5.
This shows that variation of these parameters does not have a significant impact
on the final results.

This result is interesting in that it confirms our intuition as indicated in
Section 4.

6 Conclusions

In this paper, we considered the page rank equation underlying the Google search
engine [1] and considered two concepts, viz., modifying the forcing function by
introducing a basis decomposition, and using a nonlinear version of such an
equation. Through simple experiments using the web repository, WT10G, we
have demonstrated that our proposed approaches work well.

There are a number of possible extensions of the proposed approaches. For
example, it would be interesting to consider other types of neural network ar-
chitectures in the place of multi-layered feedforward neural networks, e.g., Ko-
honen’s self organizing map [12]. The self organizing map is one way in which
training examples can be clustered into groups which are topologically close
in the high dimensional feature space. It may be possible to replace the naive
Bayesian method introduced in Section 3 by the self organizing map.

References

1. Brin, S., Page, L.: The anatomy of a large–scale hypertextual Web search engine.
In: Proceedings of the 7th World Wide Web Conference (WWW7). (1998)



38 A.C. Tsoi et al.

2. Sebastiani, F.: Machine learning in automated text categorization. ACM Comput-
ing Surveys 34 (2002) 1–47

3. Diligenti, M., Gori, M., Maggini, M.: Web page scoring systems for horizontal
and vertical search. In: Proceedings of the 11th World Wide Web Conference
(WWW11). (2002)

4. Jeh, G., Widom, J.: Scaling personalized web search. In: Proceedings of the 12th
World Wide Web Conference. (2003)

5. Haveliwala, T.H.: Topic sensitive pagerank. In: Proceedings of the 11th
World Wide Web Conference (WWW11). (2002) Available on the Internet at
http://dbpubs.stanford.edu:8090/pub/2002-6.

6. Tsoi, A.C., Morini, G., Scarselli, F., Hagenbuchner, M., Maggini, M.: Adaptive
ranking of web pages. In: Proceedings of the 12th WWW Conference. (2003)

7. Cybenko, G.: Continuous valued neural networks with two hidden layers are suffi-
cient. Technical report, Department of Computer Science, Tufts University, Med-
ford, MA (1988)

8. Mitchel, T.: Machine Learning. McGraw Hill (1997) Chapter 6.
9. McCallum, A., Nigam, K.: A comparison of event models for naive bayes text

classification. In: Proceedings of AAAI-98 Workshop on Learning for Text Cate-
gorization. (1998)

10. Tsoi, A.C., Frosali, D., Gori, M., a.H., Scarselli, F.: A simple focused crawler. In:
Proceedings of the 12th WWW Conference. (2003)

11. Porter, M.: An algorithm for suffix stripping. Program 14 (1980) 130–137
12. Kohonen, T.: Self–organized formation of topologically correct feature maps. Bi-

ological Cybernetics 43 (1982) Reprinted in [?].



 

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 39–50, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Languages for the Net:  
From Presentation to Collaboration 

Zhiwei Xu1, Haozhi Liu1, 2, and Haiyan Yu1 

1 Institute of Computing Technology, Chinese Academy of Sciences, 
100080 Beijing, China 

{zxu, yuhaiyan}@ict.ac.cn 
2 Graduate School, Chinese Academy of Sciences, 

100039 Beijing, China 
liuhaozhi@software.ict.ac.cn 

Abstract. Grid technology aims to solve the resource and knowledge sharing 
problem. But Most of nowadays user interfaces are inherently serial with a sin-
gle IO stream that they limit the users’ creativities. In this article, we review ex-
isting languages for Internet applications, from presentation and collaboration 
viewpoints. Then we discuss basic requirements for collaboration and present a 
programming model associated with our user-level programming language 
GSML, which has intrinsic support for collaboration. We outline the key fea-
tures of GSML and its implementation architecture, and compare GSML with 
other models. 

1   Introduction 

With the advent of Internet, the resources which could be accessed by a user are not 
limited to his/her own computer anymore. HTML, which meets the need of static re-
sources sharing and presentation over the Internet, came into fashion. “The more you 
have, the more you want”. People’s needs always increase faster than what technol-
ogy could provide. Web services, which can integrate static resources to provide more 
sophisticated functions, emerged. An important research area is to develop new lan-
guages for collaboration over the Internet, instead of relying on special collaboration 
solutions packages.  

Many new language technologies are invented to give users more freedom to util-
ize network resources. These technologies can describe the interaction between man 
and computer, the cooperation between services and even collaboration in some spe-
cial cases. However, most of them are limited in dealing with the human-computer re-
lationship. Furthermore, most of the user interfaces are “inherently serial, turn-taking 
dialogues with a single IO stream. Even when there are several devices, the inputs are 
treated conceptually as a single multiplexed stream, and interaction proceeds in half-
duplex, alternating between user and computer” [7]. 

The goal of grid technology is to solve the problem of resource and knowledge 
sharing [5, 13]. To enable effective grid programming, we are developing a suite of 
software, called the GSML suite [11], which includes a GSML language and a set of 
tools.  GSML (Grid Service Markup Language) is an XML-based markup language 
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for users to access resources and collaborate with one another. GSML defines a ge-
neric functional sub-module, called “pipe” (not the Unix pipe), to deal with grid re-
sources and to support interaction between a user and the grid. A GSML document (a 
GSML page) can describe control and data flows between pipes, and then unite them 
into an integrated GSML application. We implement knowledge sharing through us-
ers’ collaboration. GSML applications can be defined recursively, so that different us-
ers can include existing GSML applications in their own GSML pages to implement 
sharing and collaboration. 

This article is organized as follows: In Section 2, we present the related projects of 
our work. In Section 3, we outline the basic requirements for GSML. The role of Sec-
tion 4 is to discuss several key features related with our design and implementation. 
We evaluate the advantages and disadvantages of GSML in Section 5. Finally, we 
draw the conclusion in Section 6. 

2   Related Works 

During the design and implemenhtation process of GSML, we investigated existing 
programming languages for the Internet, especially for sharing and collaboration. The 
following parts present several languages which enlightened the design of GSML.  
We focus on languages, not special solution software packages for collaboration. 

2.1   HTML 

HTML has become the most popular form of presentation in the Internet. The essen-
tial property of the World Wide Web is its universality which is enabled by hypertext 
links whose power is that “anything can link to anything” [2].  

HTML is originally designed as a language for static Web contents. Later, many 
server-side extension techniques emerged to generate HTML documents dynamically, 
such as CGI, JSP, PHP etc. The client-side HTML browser can also accommodate 
dynamic contents. JavaScript is a wide-used script language which can handle user’s 
actions to change presentation of HTML. These extensions lose the simplicity and 
ease of use of the original HTML. 

2.2   Web Service Composition Languages 

Web service composition languages try to describe the interaction of distributed ser-
vices and integrate them to a new one according to users’ demand. Two representative 
compositional languages are WSFL and BPEL.  

Web Service Flow Language (WSFL) [8] is an XML-based Web service composi-
tion language. There are two models of compositions: for particular business process 
(Flow Model) and for description of interaction patterns between a collection of Web 
Services (Global Model). WSFL supports recursive composition. 

 Business Process Execution Language (BPEL) [9] is the upgrade version of WSFL 
used in business area. BPEL represents a convergence of ideas in the WSFL and 
XLANG [10]  which can track the states and detect the errors of protocols in an auto-
mated business process. BPEL is based on the model for business interactions that 
“assume sequences of peer-to-peer message exchanges, both synchronous and 
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asynchronous, within stateful, long-running interactions involving two or more par-
ties” [9], while the WSDL interaction model is “essentially a stateless model of 
synchronous or uncorrelated asynchronous interactions” [9]. The common hierarchy 
model of Web Service composition language is shown in Figure 1. 

 

 

Fig. 1. Hierarchy Model of WS composition language 

All the Web Service composition languages share several common characteristics: 
they can define a new WSDL-based Web Service according to users’ demand; they 
are not designed for normal users, but serve as intermediate components for business 
process; they emphasize the interaction, combination and cooperation between Web 
Services, but ignore the interaction between user and service at client side. Further-
more, they all do not support collaboration between users. 

2.3   XAML & XUL 

The Extensible Application Markup Language (XAML) [4] allows mixing XML tags 
and executable scripts written in C# language together. XML tags are used to describe 
displaying widgets while C# script can access platform-depend objects. XAML itself 
can be compiled into C# codes and execute on the Microsoft Longhorn System. 

The XML User Interface Language (XUL) [6] aims to developing a UI description 
language which is OS-independent. Now XUL is mainly used in Mozilla projects 
such as Firefox and Thunderbird. It allows users to edit their favorite UIs (Theme) 
and develop complex plug-ins (Extension) by using XPCOM to access system native 
objects. 

2.4   DPML 

Discovery Process  Markup Language (DPML) [1] is a data-flow management lan-
guage developed by  the Discovery Net project.  Discovery Net  has designed  and 
implemented a data-process  infrastructure whose goal is to help scientists to plan, 
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manage and execute complex knowledge discovery and real-time data analysis proce-
dures as remote services. A data process unit is called a “node” and several nodes can 
be composed to a new “super node”. Users can only see the node’s inputs, outputs and 
properties. 

DPML is based on the theory of  calculus. It can meet the need of data resources 
composition and flexible programming. But  calculus lacks the operator of interaction, 
so it does not support the collaboration between users. Moreover, nodes are not suitable 
for general-purposed resources composition because they are data process units. 

2.5   Object Oriented Programming Languages 

Object Oriented Programming Languages like Java can be used to write expressive 
“Rich Client” applications. But the application logics and the resources operated by 
the languages have some limitations. The languages do not support programming on-
demand at client side. The changes of application requirements usually lead to recon-
struction of application at programming language level. 

2.6   Comparison 

Table 1. Comparison between several programming languages. We compare the popular pro-
gramming languages from several aspects (The phrase “Ad hoc” means that whether the lan-
guage supports collaboration is determined by special applications) 

 HTML WSFL/B
PEL 

XAML XUL DPML JAVA 

Target User Normal 
User 

Business 
Staff 

Pro-
grammer 

Pro-
grammer 

Scientist Pro-
grammer 

Running 
Constraint 

Browser None Longhorn 
OS 

Mozilla’s 
Projects 

Special 
C/S 

None 

OS 
Independent 

Yes Yes No Yes Yes Yes 

Presentation 
Power 

Strong Weak Very 
Strong 

Very 
Strong 

Very 
Weak 

Very 
Strong 

Service 
Oriented 

No Yes No No Yes No 

Collaboration
Support 

No No Ad hoc No No Ad hoc 

Functionality Very 
Weak 

Medium Very 
Strong 

Strong Weak Very 
Strong 

3   Requirements 

Having described some of the related work, we can summarize the requirements for 
GSML. We describe these requirements along three aspects while bearing in mind 
that the main goal of GSML is to help  users  efficiently construct application logic 
using resources, providing a simple but flexible mechanism to operate these resources 
and allow users collaborating with each other to accomplish complex tasks. 
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3.1   Resources Composition 

A first requirement is to compose the resources efficiently and flexibly. The effi-
ciency problem includes: how to locate and acquire the resources, how to verify the 
functionality of the resources and then add them to particular applications seamlessly. 
The flexibility problem includes: how to develop, deploy and use self-defined re-
sources, how to compose the resources according to application logic instantly and 
how to encapsulate the application logic into a new resource. The Vega GOS project 
[12] provides the low-level support of the resource locating, acquiring, using, devel-
oping and deploying problems. So the main concern of GSML in resources composi-
tion is how to organize the control and data flow of resources. 

3.2   Program at Client-Side 

GSML is a programming language for ordinary users. Because it is easy to make mis-
takes while writing the markup languages, there is a need of GSML that provides the 
users a simple and visualized composing tool to help them reduce the mistakes. 

3.3   Collaborative Environment 

We also need to provide a collaboration infrastructure for users. Collaboration is a 
key problem that grid technology tries to solve [5]. In many cases, accomplishing a 
complex application requires the negotiation and communication between different 
users. Some existing applications implement collaborating work for some special ar-
eas. There has no generic infrastructure that can support different types of collabora-
tion for any user who need not consider the low-level problems such as network 
transporting etc. 

4   Key Features 

A prototype of GSML and its tool suite have been implemented using Java and 
Eclipse’s SWT. In this section, we will present salient features of the GSML language 
itself and the associated implementation architecture. 

We start with an application example. Figure 2 shows a snapshot of a GSML ap-
plication: the GSML-Based Education Grid Platform. There are two GSML browsers 
which are browsing their own GSML documents. Each GSML document contains 
four local pipes and one remote pipe which is the delegate of the other browser. Local 
pipes includes a white-board at the top part of the browser, a HTML browser at the 
bottom-left part, a real-time video-meeting pipe at the bottom-right part and an invisi-
ble Web Service invoker used to call the reasoning service. 

When two GSML documents are loaded, their local pipes will be initialized. Then 
the two browsers will send a request to the other. After receiving the request, each 
browser will raise a connection, and then the remote pipes will be initialized. We or-
ganized the event flow so that: when any side draws something on the white-board, all 
the user’s actions will be recorded and sent to the remote browser. The remote 
browser will parse the event, and then draw the same figure on its own white-board. 
Events from different pipes are organized into event-sets which implement the barrier 
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and reconstruction of event. In this example, there are four event-sets in each GSML 
application: the first contains events transmitted from white-board to remote browser; 
the second contains events from remote browser to white-board; the third are com-
bined by events from white-board to reasoning service invoker and the last event-set 
is made up of events from service invoker to HTML browser to display the result. 

 

 

Fig. 2. A Snapshot of the GSML-based Education Grid Platform 

This is a simple example. But it already shows the basic characteristics of GSML-
based collaboration. Furthermore, there is no constraint that both sides must run the 
same GSML applications. The notions of “Event”, “Event-Set”, “Pipe” and “GSML 
Application” will be described in the following parts. 

4.1   Concepts 

Like other markup languages, GSML has its own characteristics. These characteristics 
can be categorized by the concepts listed here. This categorization of concepts is 
based on the schema of GSML. 

– Event 
Event is the basic message unit transmitted in GSML. Event has two attributes: the 
identifier of the event and a set of parameters, each of which is a pair of name and 
value. The identifier can be regarded as an operation name and the parameters are the 
arguments of the operation. The destination of event transmission can do some execu-
tion according to the information contained in events or just ignore them. 

– Target 
Target describes what, where and when the event will be transmitted. So it has three 
attributes: a description of event, the identifier of destination and a Boolean expres-
sion to determine whether or not the transmission occurs. 

– Event-Set 
Event-Set is made up of a set of events and several targets. The event-set occurs when 
all its events occurred. Then all its targets will be tested according their Boolean ex-
pression by events’ parameters. If one target’s expression results in True, a event then 
will be sent to the destination. 
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– Pipe 
Pipe can be understood as the source and destination of events. Unlike the UNIX’s 
pipe IPC, our pipe is an independent function module which can be either a simple 
atomic action or a very complicated application. In GSML specification, pipes are de-
scribed by their identifiers. Particularly, in the formal model of GSML, pipe is de-
fined recursively to implement abstraction and collaboration. 

– GSML Application 
GSML application is a user-defined application which is described by GSML docu-
ment and run in GSML browser. GSML application contains a set of pipes and event-
sets. The pipes are organized as a table for displaying. The recursive definition of pipe 
guarantees that GSML application can be encapsulated into a new pipe. 

4.2   Recursive Definition 

The recursive definition of pipe and GSML application is an important hypothesis and 
constraint in our work. A pipe must be either prescribed by a GSML document or just 
an atomic action. 

There are three main benefits which can be drawn from the recursive definition. 
Firstly, GSML application can be abstracted to a pipe, and then be reused in other 
GSML applications. Secondly, WSDL can merely specify the interface of Web Ser-
vices, so it is impossible that users could trace one web service’s internal status and ex-
ceptions. As every pipe can be described by a GSML document, we can unfold one 
GSML application to a recursively enumerable structure which only contains atomic ac-
tions and events. The recursive definition makes it possible that users can test the reli-
ability of one GSML application. Finally, the recursive definition is the basis of collabo-
ration. GSML-based collaboration is implemented between several different GSML 
applications by adding other applications’ abstraction into one’s own application. Only 
when the GSML application can be encapsulated into a pipe, these pipes could be used 
as the agents through which GSML application can transmit events to others. 

4.3   Architecture 

In order to obtain collaboration feature, we must consider the following four levels of 
problems in our implementation. 

– Sharing Problem  
Pipe is a standard-based component ranging from simple atomic action to complex 
application. Pipes use events as their communication medium while GSML only need 
to manage the event flow. Pipe is defined recursively, so users can abstract a GSML 
application to a new pipe and add it into other GSML applications. There are two 
types of pipes: local pipe and remote pipe. The local pipe can be loaded by local 
browser, so the problem focus on how to load distributed pipes. In GSML architec-
ture, we use the GSML browser not only as the event manager and the container of 
local pipes, but also as a peer-provider of remote pipes for other browser. 

– Connection Problem  
The transmission of events needs a reliable connection from the source to the destina-
tion. Since the source and the destination often locate in different machines, socket is 
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suitable as the channel of events. Every pipe can be described by its input and output 
events sets. There is no strong time causality between sending and receiving the 
events. So we need an asynchronous socket to do events exchange. Now we use Java 
2 NIO to be IO foundation that can implement efficient asynchronous event transmis-
sion. The GSML browser implements a peer-server which can listen to other brows-
ers’ request then load local pipes and order them to connect remote browsers. 

– Interaction Problem 
Interaction occurred in GSML browser can be divided into two parts: man versus pipe 
and pipe versus browser. GSML browser is not responsible for handling user’s action 
from input device. Man-pipe interactions are implemented by pipe’s internal logic. In-
teractions between pipes are described in GSML document by using event transmis-
sion. But if we consider the problem in another point of view, the pipe is also can be 
described by GSML. If the whole GSML application is unfolded recursively, the dif-
ference between two types of interaction will disappear. All the interactions can be 
described and verified by GSML. 

– Collaboration Problem  
As the main goal of GSML, we pay most of our attention to the collaboration prob-
lem. After getting the solution of sharing problem, we further encapsulate the GSML 
browser, which is running a GSML application, as a remote pipe. When users need to 
collaborate with each other, they can simply load other’s browser pipe and organize 
the event flow. All the local and remote pipes except remote browser treat the browser 
pipe equally. Events can be sent to and received from the browser pipe which acts like 
other normal pipes. By using this mechanism, users can implement heterogeneous 
collaboration on their demand. 

After addressing and solving above four problems, the architecture of GSML ma-
tures naturally. Figure 3 shows this architecture. 

5   Evaluation 

The evaluation of our work should be divided into two parts: one is for GSML itself, 
the other is for GSML-based collaboration. 

5.1   GSML 

Table 2. Characteristics of GSML. We will use same criterions in Section 2 to evaluate GSML 

 GSML 
Target User Normal User 
Running Constraint All the GSML application must be run in GSML browser. 
OS Independent Yes. GSML tool suite is implemented by Java language. 
Presentation Power Medium. GSML only implements a GUI container. Pipes 

do all the displaying works. 
Service Oriented Yes. Because pipe can be regarded as a kind of service. 
Collaboration Support Yes. This is the main goal of GSML. 
Functionality Medium. The pipe’s recursive definition limits the power 

of GSML. 
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Fig. 3. Architecture of GSML. Resource layer is made up of the raw resources from local files 
to Web services. Pipe layer includes local pipes that can operate the raw resources. Event layer 
is used to solve connection problem. It creates the event transmission channel according to 
GSML document. Application logic layer presents the interaction between pipes. There are two 
dot-lined parts in the figure. Every part is a GSML browser which crosses three layers. The bot-
tom part is a peer-server that can load local pipes, and let them connect to other browser. The 
middle part is an event bus. And the top part is a logic view of GSML application which also 
provides GUI container that arranges every pipe’s presentation 

5.2   GSML-Based Collaboration 

In Boyd’s article [3], he described seven characteristics of business systems and pre-
sented four engineering model patterns. The engineering models are: Online, Messag-
ing, Batch and Stream IO. We use the similar approach that analyzes GSML-based 
collaboration from the pattern view to evaluate our work. 
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– Motivation 
In grid environment, a large-scaled science problem usually requires many staffs, in-
struments, data and software. These grid applications need not only the service-typed 
resources based on open standards, but also a great deal of traditional resources with-
out standards. Grid applications are not the simple composition of services, but the 
collaboration among multi-parts of staffs and many kinds of software components. 
Our goal is to provide a general-purpose technology platform for the CSCW (Com-
puter Supported Cooperative Work) community to build and run its applications. 

– Context 
Consider the operational business systems discussed in Boyd’s paper. Many user in-
teractive functions may not be completed without other’s help. For example, in China, 
most people choose to travel by trains. Many travelers like to arrange their plan well 
before set out. But when they discover some interesting travel program temporarily, 
they often want to change their schedule. At that time, collaboration is required be-
tween them, their original travel agency and their new travel agency. 

– Solution and Example 
We have discussed the design and implementation details in Section 4, and give a 
GSML-based Education Grid Platform example. 

– Known Uses & Related Patterns 
GSML-based collaboration is a second level pattern built on messaging model. This 
pattern is used to solve problems which required several attendants working together 
to complete a complicated task. Collaboration needs two directions of messaging: one 
is from local GSML application to remote; another is from remote to local. 

Table 3. Comparison between five patterns using Boyd’s characteristics 

 Online Messaging Batch Stream IO GSML-based 
Collaboration 

User 
Interaction 

Very 
Highly 

Partial None None Very Highly 

Predictability 
of Access 

Not 
Predictable 

Some 
Predictable

Highly 
Predictable

Highly 
Predictable

Some 
Predictable 

Object Model
Structure 

Complex Complex Simple Simple Complex 

Throughput Relatively 
Low 

Relatively
Low 

High High Medium 

User Response
Time 

Relative 
High 

Medium Low Medium Medium 

Process 
Initiation 

User 
Driven 

User 
Driven 

Scheduled Event 
Driven 

User & Event 
Driven 

Distributed 
Processing 

Highly 
Distributed 

Some 
Distributed

None Little Highly 
Distributed 
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6   Conclusion 

Grid is dynamic, open society of heterogeneous users and resources. We cannot pre-
determine user requirements and resource space. User requirements are always chang-
ing. Users and resources can join or leave grid at any time. Users in grid need both a 
flexible resource sharing mechanism and an effective knowledge sharing infrastruc-
ture. In grid environment, human-computer relationship is not limited to man-
computer interaction any more, but also includes man-man collaboration. 

GSML is collaboration oriented markup language. It can change the application 
logic on user’s demand. GSML defines pipe as a standard-based function unit to  
operate versatile resources. There are two types of pipe: local and remote. Socket-
based asynchronous events are used to be the medium of data and instruction. Events 
are organized into event-set to implement event barrier and pipes synchronization. 
GSML has similar characteristics with message passing programming languages in 
distributed systems. 

In order to obtain collaboration, GSML applications are defined recursively so that 
different applications can import others as their own remote pipes. Events then can be 
sent to the remote applications. GSML provides a general-purposed collaboration in-
frastructure. We also develop a GSML tool suite to help users run GSML applications 
and edit GSML documents. GSML tools suite includes a composer and a browser. 
The composer gives users an easy way to organize the event flow visually. The 
browser includes a peer-server for local pipes, an event bus for pipes connection and a 
display container. 

GSML is an important part of VEGA project. VEGA [12] stands: versatile  
resources, enabling intelligence, global uniformity and autonomous control. GSML 
focus on V and E problems. It uses pipes to represent and operate all kinds of re-
sources and GSML-based collaboration to help users promoting their work efficiency. 
Together with VEGA GOS which aims to deal with G and A problems, GSML has 
made some significant progress. 
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Abstract. Some background information for fundamental research in 
information sciences conducted in China will be introduced. Basic information 
of the topics and considerations for fundamental research supported by the 
National Natural Science Foundation of China (NSFC) will be emphasized in 
this talk. First, the state of the research and development of information 
technology will be introduced and analyzed with a comparison between China 
and some other countries. The comparison is in three aspects, including extent of 
the use of modern information facilities, development of computing 
technologies, and the state of development of IT devices in China. Secondly, hot 
topics of fundamental research on information sciences will be introduced, and 
some research areas supported by NSFC with priority with be described briefly. 
Thirdly, some research activities and achievements will be talked about, 
especially, research activities and achievements on some technologies and 
applications of the Internet and the Web will be described. In this talk, 
considerations and policies, including the policies for encouraging international 
coordination, of the NSFC will also be explained. The information of the 
prioritized areas of fundamental research will cover the next generation 
communication systems, networked computing, security, high performance 
computing, advanced information processing, micro- and nano- technologies, 
and technologies for opto- and opto-electronic devices. 
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Abstract. The dramatic growth in the number and size of on-line information 
sources has fueled increasing research interest in the incremental subspace 
learning problem. In this paper, we propose an incremental supervised subspace 
learning algorithm, called Incremental Inter-class Scatter (IIS) algorithm. 
Unlike traditional batch learners, IIS learns from a stream of training data, not a 
set. IIS overcomes the inherent problem of some other incremental operations 
such as Incremental Principal Component Analysis (PCA) and Incremental 
Linear Discriminant Analysis (LDA). The experimental results on the synthetic 
datasets show that IIS performs as well as LDA and is more robust against 
noise. In addition, the experiments on the Reuters Corpus Volume 1 (RCV1) 
dataset show that IIS outperforms state-of-the-art Incremental Principal Com-
ponent Analysis (IPCA) algorithm, a related algorithm, and Information Gain in 
efficiency and effectiveness respectively. 

1   Introduction 

In the last decades, the emergence of the daily growth of databases on the Web classi-
fication or the face recognition has revived the old problem of incremental and on-line 
algorithm of subspace learning [5, 14]. Principal Component Analysis (PCA) and 
Linear Discriminant Analysis (LDA) are two most popular linear subspace learning 
algorithms [2, 6, 10-12, 18].  

PCA is an unsupervised subspace learning algorithm. It aims at finding out the 
geometrical structure of data set and projecting the data along the directions with 
maximal variances. However, it discards the class information which is significant for 
classification tasks. Through Singular Value Decomposition (SVD)[9], PCA can find 
an optimal subspace in the sense of least square reconstruction error. Its computa-
tional complexity is 3( )O m , where m is the minor value between the sample number 
and the data dimension. LDA is a supervised subspace learning algorithm. It searches 
for the projection axes on which the data points of different classes are far from each 
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other and at the same time where the data points of the same class are close to each 
other. Unlike PCA which encodes information in an orthogonal linear space, LDA 
encodes discriminating information in a linear separable space whose bases are not 
necessarily orthogonal.  

The original PCA is a batch algorithm, which means that the data must be given 
once altogether. However, this type of batch algorithms no longer satisfies the appli-
cations that the data are incrementally received from various data sources, such as 
online sensors [13]. Thus, an incremental method is highly desired to compute adap-
tive subspace for the data arriving sequentially. Incremental Principal Component 
Analysis (IPCA) [1, 16] are designed for such a purpose and have been studied for a 
long time. However, IPCA ignores the valuable class label information of the training 
data and the most representative features derived from IPCA may not be the most 
discriminant ones. The Incremental Support Vector Machine (ISVM) techniques have 
been developed fleetly. But most of them are approximate and require several passed 
through the data to reach convergence. Researchers [3, 4] have proposed incremental 
supervised learning based on neural network [4], but the algorithm convergence and 
stability still remain questionable.  

In this paper, we propose an incremental supervised subspace learning algorithm 
based on statistical efficiency by incrementally optimizing the Inter-class Scatter 
criterion, so-call IIS. It derives the online adaptive supervised subspace using data 
samples received sequentially and incrementally updates the eigenvectors of the inter-
class scatter matrix. IIS does not need to reconstruct the inter-class scatter matrix 
whenever it receives new sample data, thus it is very fast computationally. We also 
proved the convergence of the algorithm in this paper.  The experimental results on 
the synthetic datasets show that IIS can learn a subspace similar to but more robust 
than LDA; and the experimental results on a real text dataset, Reuters Corpus Volume 
1 (RCV1) [8], compared with IPCA and Information Gain (IG) demonstrate that IIS 
yields significantly better micro F1 and macro F1 than two baseline algorithms – 
IPCA and Information Gain (IG).  

The rest of the paper is organized as follows. We present the incremental subspace 
learning algorithm IIS and the proof of convergence in section 2. Then, we demon-
strate the experimental results on the synthetic datasets and the real word data, the 
Reuter Corpus Volume 1 in Section 3. We conclude our work in Section 4. 

2   Incremental Supervised Subspace Learning 

As Introduced above, IPCA ignores the class label information and the most represen-
tative features found by IPCA are not always the most discriminating features. This 
motivates us to design a supervised subspace learning algorithm that efficiently util-
izes the label information.  In this work, we consider the scenario to maximize the 
Inter-class scatter criterion that aims to make the class centers as far as possible.  

Denote the projection matrix from original space to the low dimensional space 
as d pW R ×∈ . In this work, we propose to incrementally maximize the Inter-class  
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scatter (IIS) criterion T
s bJ W S W= , where

1
( )( )

c
T

b i i i
i

S p m m m m
=

= − −∑ is the inter-class 

scatter matrix the same as in LDA. It is obvious that W is the first k leading eigenvec-
tors of the matrix bS  and the column vectors of W are orthogonal to each other.  

In the following subsections, we will present the details on how to incrementally 
derive the leading eigenvectors of bS ; then the convergence proof and algorithm 

summary are also presented.  

2.1   The First Eigenvector 

Lemma-1: if lim n
n

a a
→∞

=  then
1

1
lim

n

i
n i

a a
n→∞ =

=∑ . 

Assume that a sample sequence is presented as{ ( )}
nl

x n , where n=1, 2…. The purpose 

of IIS is to maximize the Inter-class scatter criterion ( ) T
s bJ W W S W= . Here k is the 

dimension of transformed data, i.e. the final subspace dimension.  
The Inter-class scatter matrix of step n after learning from the first n samples can 

be written as below, 

1

( )
( ) ( ( ) ( ))( ( ) ( ))

c j T
b j j

j

N n
S n m n m n m n m n

n=
= − −∑  

From the fact that lim ( )b b
n

S n S
→∞

= and the lemma-1, we obtain 

1

1
lim ( )

n

b b
n i

S S i
n→∞ =

= ∑  (1) 

The general eigenvector form is Au uλ= , where u is eigenvector corresponding to 
the eigenvalue λ . By replacing the matrix A with the Inter-class scatter matrix at step 
we can obtain an approximate iterative eigenvector computation formulation with
v uλ= : 

1

1 1

1 1

1
( ) ( ) ( )

( )1
( ( ) ( ))( ( ) ( )) ( )

1
( ( ) ( ) ( ) ) ( )

n

b
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n c j T
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i j
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j j j
i j

v n S i u i
n

N i
m i m i m i m i u i

n i

p n i i u i
n

=

= =

= =

=

= − −

= Φ Φ

∑

∑ ∑

∑ ∑

 

where ( ) ( ) ( )j ji m i m iΦ = − , ( )v n is the thn step estimation of v and ( )u n is the thn step 

estimation of u .  Once we obtain the estimate of v , eigenvector u  can be directly 
computed as /u v v= . Let ( )u i = ( 1) / ( 1)v i v i− − , we have the following incremental 

formulation:  

1 1

1
( ) ( ( ) ( ) ( ) ) ( 1) ( 1)

n c
T

j j j
i j

v n p n i i v i v i
n = =

= Φ Φ − −∑ ∑  
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i.e.         
1

1 1
( ) ( 1) ( ( ) ( ) ( ) ) ( 1) ( 1)

c
T

j j j
j

n
v n v n p n n n v n v n

n n =

−= − + Φ Φ − −∑  

the formula can be rewritten as: 

1

1

1 1
( ) ( 1) ( ( ) ( ) ) ( 1) ( 1)

1 1
( 1) ( ) ( ) ( )

c
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j j
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n n
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v n p n n n
n n

α
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=

−= − + Φ Φ − −∑
−= − + Φ∑

 

where ( ) ( ) ( 1) ( 1)T
j jn n v i v iα = Φ − −     , 1,2,...,j c= .         

For initialization, we set (0)v as the first sample. Through this way, the subspace di-
rections, i.e. the eigenvectors to be solved at time step n could be computed by the 
eigenvectors at time step n-1 and the new arrived data at time step n. 

2.2   Higher-Order Eigenvectors 

Notice that eigenvectors are orthogonal to each other. So, it helps to generate “obser-
vations” only in a complementary space for computation of the higher order eigenvec-
tors. To compute the ( 1)thj + eigenvector, we first subtract its projection on the esti-

mated thj eigenvector from the data, 

21( ) ( ) ( ( ) ( )) ( ) / ( )
n n n

j j j T j j j
l l lx n x n x n v n v n v n+ = −  

where 1 ( ) ( )
n nl lx n x n= . The same method is used to update ( )j

im n and 

( )jm n 1,2,...,i c= .Since ( )j
im n and ( )jm n are linear combination of ( )

i

j
lx i , where 

1,2,...,i n= , 1,2,...,j k= , and {1,2,..., }il C∈ , iΦ are linear combination of im and m , 

for convenience, we can only update Φ at each iteration step by 
21( ) ( ) ( ( ) ( )) ( ) / ( )

n n n

j j j T j j j
l l ln n n v n v n v n+Φ = Φ − Φ  

In this way, the time-consuming orthonormalization is avoided and the orthogonal-
ity is always enforced when the convergence is reached, although not exactly so at 
early stages.  

Through the projection procedure at each step, we can get the eigenvectors of 

bS one by one. It is much more efficient compared with the time-consuming orthonor 

malization process. 

2.3   Convergence Proof 

Lemma-2: Let ( ) ( )bA n S n= , bA S= , then for any large enough N 

( )
lim {sup ( 1) } 0

( 1)n

A n A
p v n

v n
ε

→∞

− − ≥ =
−

 

Lemma-3: ( )v n is bounded with probability 1. 
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Theorem: Let *v be a locally asymptotically stable (in the sense of Liapunov) solu-
tion to the Ordinary Differential Equation bellow:  

( )
A

v I v
v

•
= −  

with domain of attraction *( )D v . If there is a compact set  *( )D vϕ ∈  such that the 

solution of the equation (**) below satisfies { ( ) } 1P v n ϕ∈ = , then ( )v n converges to 
*v almost surely. Note: 

1 1
( ) ( 1) ( ) ( 1) ( ( ) ) ( 1) **

1 1
( 1) ( ) ( ) ( 1) ( 1) 1T

v n v n A I v n A n A v n
n n

n
v n u n u n v n if v n

n n

= − + − − + − −
−= − + − − =

 

The convergence is a classical result from the theorems of stochastic approxi-
mation [7]. From the lemmas and theorem we can draw the conclusion of conver-
gence [20]. 

Table 1. Algorithm Summary 

 

2.4   Algorithm Summary 

Suppose that at Step n , ( )
nl

x n  is the input sample, which belongs to class nl , 

{1,2,..., }nl c∈ ,. ( )iN n  is the total sample number of class i . ( )im n is the mean of class  

i . ( )m n is the mean of all samples. K is the dimension of subspace to be found by our 
algorithm. Set ( ) ( ) ( )j ji m i m iΦ = − . The full algorithm is as table 1. The solution of step 

n is ( )jv n , 1,2,...,j K= . 

for 1,2,...n = , do the following steps, 
Update ( ), ( ), ( ), ( )i i iN n m n n m nΦ following the aforementioned steps; 

   1( ) ( )i in nΦ = Φ       1,2,...,i c=  

for 1,2,..., min{ , }j K n=  

if  j = n  then  
       ( ) ( )j

j iv n u n= ,  

else 
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End  
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2.5   Algorithm Property Analysis  

The time complexity of IIS to train N input samples is ( )NcdpO , where c is the num-

ber of classes, d is the dimension of the original data space, and p is the target dimen-
sion, which is linear with each factor. Furthermore, when handling each input sample, 
IIS only need to keep the learned eigen-space and several first-order statistics of the 
past samples, such as the mean and the counts. Hence, IIS is able to handle large scale 
and continuous data. 

IIS is also robust since IIS focuses on the mean of each class and all samples. That 
means that a little amount of mislabeled data could not affect the final solution. In 
fact, the robustness is determined by the criterion itself.  

3   Experimental Results 

We performed two sets of experiments. For intuition, in the first set of experi-
ments, we used synthetic data that follow the normal distribution to illustrate the 
subspaces learned by IIS, LDA, and PCA, along with performance in a noise data. 
Since the web documents are large scale text data, thus to demonstrate the per-
formance of our proposed algorithm on large scale text data, in the second set of 
experiments, we applied several dimension reduction methods on the Reuters 
Corpus Volume 1 (RCV1) dataset, and then compare the classification perform-
ance and the time cost. Reuters Corpus Volume 1 data set [8] contains over 
800,000 documents. Moreover, each document is represented by a vector with the 
dimension about 300,000. 

3.1   Synthetic Data 

We generated a 2-dimension data set of 2 classes. Each class consists of 50 samples 
by following normal distribution with means (0, 1) and (0,-2), respectively; and the 
covariance matrix of them are diag(1, 25) and diag(2, 25). Figure 1 shows a scatter 
plot of the data set, along with the 1-d subspace learned by IIS, LDA, and PCA,  
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Fig. 1. Subspaces learned by IIS, LDA, and PCA 
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represented by the straight line, the dash dotted line, and the broken line, respectively. 
We can see that IIS can outperform PCA and yield comparable performance to LDA 
for classification. 

To demonstrate the robustness of IIS against noise, we generated a 3-d data set of 3 
classes each of which consists of 200 samples that follows the normal distribution 
with means (0, 5, 5), (0, 5, 10), and (5, 5, 10) and the same covariance matrixes 
Diag(5, 5, 5), where we performed IIS and LDA to learn the 2-d eigenspaces. We 
randomly provided several abnormal samples, and then compared the correlation 
between the “noise” eigenvectors and the “original” eigenvectors of each algorithm. 
Since ' 2(1 ')v v v v− = − ⋅ , and 'v v= iff ' 1v v⋅ = , the correlation between two unit ei-

genvectors is represented by their inner product, and the larger the inner product is, 
the more robustness against noise. The results are shown in Table 2. 

Table 2. Correlation between the “noise” eigenvectors and the “original” eigenvector learned 
by IIS and LDA 

MISLABELED DATA PER CLASS 5 10 15 20 
1ST

 EIGENVECTOR OF IIS 1 0.9999 0.9970 0.9963 
2RD

  EIGENVECTOR OF IIS 1 0.9999 0.9990 0.9960 
1ST

 EIGENVECTOR OF LDA 0.9577 0.8043 0.7073 0.6296 
2RD

  EIGENVECTOR OF LDA 1 0.9992 0.9968 0.9958 

We can see from table 1 that IIS is more robust against noises than LDA. With 20 
mislabeled data (=10%) for each class, IIS can keep the inner product bigger than 
99.6%. The intuitive reason for LDA being sensitive to noise comes from that LDA 
processes the matrix 1

w bS S− . A small amount of mislabeled data can make wS change, 

and even very little change of wS  makes 1
wS −  change a lot. In other words, 1

w bS S− is 

very sensitive to the change of samples’ label, and therefore the eigenvectors of 
1

w bS S− are very sensitive to abnormal data. 
Though the IIS has good performance on the synthetic data, our motivation to de-

sign it is to reduce the dimension of very large scale web documents or other large 
scale data sets, we conduct it on the widely used large scale text data RCV1 to intro-
duce IIS.  

3.2   Real World Data 

To compare the effectiveness and efficiency of IIS to that of other subspace learning 
algorithms, we constructed classification experiments on the Reuters Corpus Volume 
1 (RCV1) data set [8] which contains over 800,000 documents. We choose the data 
samples with the highest four topic codes (CCAT, ECAT, GCAT, and MCAT) in the 
“Topic Codes” hierarchy, which contains 789,670 documents. Then we split them 
into 5 equal-sized subsets, and each time 4 of them are used as the training set and the  
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remaining ones are left as the test set. The experimental results reported in this paper 
are the average of the five runs. In these experiments, we use a single computer with 
Pentium(R) 4 CPU 2.80GHz, 1GB of RAM, Microsoft Windows XP Professional 
Version, to conduct the experiments. The coding language used by us is C++ 7.0. The 
most widely used performance measurement for text categorization problems are 
Precision, Recall and F1. Precision is a proportion which could be computed by the 
number of right categorized data over the number of all testing data. Recall is a pro-
portion which could be computed by the number of right categorized data over the 
number of all the assigned data. F1 is a common measure in text categorization that 
combines recall and precision. We use two different F1 measurements, i.e. micro F1 
and macro F1 in our paper. 

3.2.1   Experiment Setup 
The dimensionality reduction algorithms are applies in the following manner: 

 Apply the dimensionality reduction algorithm on a specific size of the training 
data to learn a subspace; 

 Transform all the training data to the subspace; 
 Train SVM by SMO [15]; 
 Transforming all the test data to the subspace; 
 Evaluate the classification performance, using F1 value, on the transformed 

test data. 

The dimension reduction algorithms applied are: 

 The proposed IIS generating a 3-d subspace. We applied IIS on the first 10, 
100, 1,000, 10,000, and 100,000 training data to study the convergence speed. 

 Information Gain (IG). This is a state-of-the-art text classification method 
[17]. In this paper, we applied IG on all training data to generate 3-d and 
500-d subspaces, denoted by IG3 and IG500, respectively. With the same 
dimension, IG3 performs as effective as ISBC; while IG500 will yields al-
most best classification performance, since SVM is insensitive to the number 
of feature [19]. 

 IPCA following the CCIPCA algorithm [16]. We also used IPCA to generate 
both 3-d and 500-d subspaces.  

3.2.2   Effectiveness of IIS 
The classification performances are summarized in Figure 2 and Figure 3. From these 
figures, we can infer that the eigenspace learned by IIS on 100 input samples is sig-
nificantly better than the ones learned by IPCA and IG3; and after learning 100,000 
input samples (<20%), IIS can generate a comparable eigenspace to the one generated 
by  IG500 in terms of classification performance. Hence, IIS is an effective subspace 
learning algorithm for classification tasks. On the other hand, we can see that IIS 
generated a near optimal eigenspace after just learning 10,000 samples. This indicates 
that in practice, the convergence speed of IIS is very fast.  
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The F1 value of each class is shown in Table 3. The inferior classification perform-
ance of ECAT is probably due to the uneven class distribution, as shown in Table 3. 
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Fig. 2. Micro-F1 after reducing dimension by several subspace learning algorithms 
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Fig. 3. Macro-F1 after reducing dimension by several subspace learning algorithms 

3.2.3   Efficiency of IIS 
The time spent of each algorithm in dimension reduction and classification training is 
reported in Table 4. We can see that the dimension reduction time of IIS is almost 
linear related to the number of input samples. Although the IG is faster than IIS, Its 
classification training time is much longer than that of IIS. The reason for IG500 
being near square time complexity of SVM; while the possible reason for IG3 is that 
the optimization process of SVM is  very slow if the margin between different classes 
is small which is unfortunately the case in the eigen-space of IG3. 
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Table 3. F1 values of each class using different dimension reduction algorithms 

 CCAT ECAT GCAT MCAT 
IIS 3@10 0.596 0.117 0.443 0.192 
IIS 3@100 0.711 0.213 0.762 0.793 
IIS 3@1000 0.744 0.430 0.877 0.759 
IIS 3@10000 0.873 0.443 0.875 0.850 
IIS 3@100000 0.846 0.491 0.881 0.882 
IG 3@ALL 0.696 0 0.524 0.451 
IG 500@ALL 0.835 0.716 0.843 0.869 
IPCA 3@ALL 0.632 0 0.376 0 
IPCA 500@ALL 0.782 0.180 0.858 0.802 
# SAMPLES (*105) 3.74 1.18 2.35 2.00 

Table 4. Time costs (in seconds) of each dimension reduction algorithms 

 DIMENSION REDUCTION TIME CLASSIFICATION TRAINING TIME 

IIS 3@10 1.85 1,298 
IIS 3@100 17.1 11,061 
IIS 3@1000 177 6,474 
IIS 3@10000 2,288 7,560 
IIS 3@100000 26,884 3,343 
IG 3@ALL 136 52,605 
IG 500@ALL 137 312,887 
IPCA 3@ALL 28,960 25,374 
IPCA 

500@ALL 
3,763,296 9,327 

4   Conclusion and Future Works 

In this paper, we proposed an incremental supervised subspace learning algorithm, IIS, 
which is a challenging issue of computing dominating eigenvectors and eigenvalues 
from incrementally arriving sample stream without storing the knowing data in ad-
vance. This proposed IIS algorithm is fast in convergence rate, low in the computa-
tional complexity, efficient, effective and robust. Experimental results on synthetic 
dataset and real text dataset demonstrate that it outperforms IPCA on classification 
tasks. It can be theoretically proved that IIS can find out the same subspace as LDA 
does if every class is uniformly distributed in all directions. In real word applications, 
this assumption can not always be satisfied; therefore intra-class scatter matrix in LDA 
is also very important for classification tasks. In the future work, we plan to extend the 
incremental supervised learning to consider both the inter-class and intra-class scatter 
matrices and we are currently exploring these extensions in theory and practice. 
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Abstract. Along with the increasing accessibility of the Web, services available 
on the Web have expanded into several aspects of our lives. As a relatively new 
comer, Web-based legal services have become another front in the arena. For 
instance, through such services, people obtain rough pictures of the lawsuits of 
interest before they decide whether and how to approach their counselors. As a 
step toward offering online legal services, we propose algorithms for classifying 
criminal charges in Chinese based on the alleged criminal violations that the 
district attorney used to prosecute the defendants. The classification is not trivial 
because some prosecutions involve violations of multiple articles in the criminal 
law, and we wish to classify lawsuits as precisely as possible. We employ tech-
niques of instance-based classification and introspective learning for the classi-
fication task, and achieve satisfactory initial results for classifying charges of 
larceny and gambling. 

1 Introduction 

Along with the quick expansion of the Web in the past decade, governments around the 
world have begun to offer services via the Web. Projects of e-governments in both 
developed and developing countries have proliferated in recent years [ 1]. In addition to 
accessing documents published by the governments, people are able to file relatively 
simple procedural applications on the Internet, and government agencies may reply and 
even return official documents in electronic formats, thereby saving time and costs of 
the whole society.  

Providing legal information is a new comer among these Web services. This de-
layed offer is partially because the release of legal information may involve privacy 
problems. Nevertheless, modern techniques are available for releasing legal informa-
tion without compromising privacy of individuals, and legal information services are 
available in the Chinese community already [ 2]. People in Taiwan may search for 
judicial documents of the past lawsuits via the Web using an interface similar to that of 
Google but more tailored for the needs of searching for judicial documents.  

Despite this recent progress, there is still room for improving the current services. 
Purely offering judicial documents in their original forms does not help ordinary people 
very much, because understanding the contents of the judicial documents may not be a 
simple task for everyone. Providing a precise set of keywords to the search engines may 
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require professional training in law in the first place. Hence, we believe that a 
user-friendly interface for ordinary people should allow users to simply provide a 
judicial document and ask for supports of users’ interest. More specifically, we study 
methods that would analyze contents of prosecution documents and infer the infringed 
legal articles implied by the alleged actions in the contents. By doing so we allow users 
of our system to place queries with prosecution documents directly, avoiding the needs 
to first figuring out a set of keywords for querying our system. 

Computer supports for legal applications are not new to the research community. In 
the past two decades, researchers have applied artificial intelligence techniques to a 
variety of applications in the legal domain, including computer-assisted sentencing; 
drafting, abstraction, and classification of legal documents; and education of legal 
practitioners [ 3]. However, we were not able to find many published results for proc-
essing legal documents that are written in Chinese. Lai and Huang use a small Chinese 
legal corpus in demonstrating the applicability of the Dependency Grammar for an-
notating Chinese documents [ 4]. Brown builds the CHINATAX system for inference 
problems that are related to the Commercial law of China [ 5]. In the past few years, we 
have been working on classification of judicial documents in Chinese for supporting 
legal consultation [ 6,  7,  8], and this paper reports some strengthening methods for our 
previous approaches. 

In previous work, we apply techniques of k-nearest-neighbor (kNN) [ 9] for clas-
sifying lawsuits of criminal summary judgments. We train and refine our classifiers 
with real-world judicial documents to obtain a database of instances [ 8], and apply kNN 
methods for classifying query documents.† Under the constraint that each query docu-
ment belongs to only one prosecution category, our system correctly classifies more 
than 85% of the query documents into one of the 13 prosecution categories. Although 
the past achievements look satisfactory, there are needs to improve the previous 
systems. Criminal summary judgments involve relatively simple lawsuits, and we can 
expand the applicability of our system into lawsuits involving general criminal law. In 
addition, classifying lawsuits based on the violated law articles will be more helpful 
than classifying lawsuits only based on the prosecution categories. Lawsuits belonging 
to a prosecution category may involve violation of multiple law articles, and we can 
classify these lawsuits into finer grains based on the violated articles. 

In this paper, we deal with query documents that involve general criminal laws, and 
classify query documents based on the involved law articles. The classification task is 
distinctly more difficult than the previous one. Documents of lawsuits that belong to the 
same prosecution category contain similar descriptions of the criminal actions, and 
classify them into different combinations of violated law articles require professional 
training even for human experts. Consequently, the previous system did not perform 
well in such tasks. To confront this barrier, we employ concepts of introspective 
learning [ 10] for fine-tuning the influences of the leaned instances on the classification 
of the query documents. We run tests over query documents that involve larceny and 
gambling. When measured by the F measure, that will be explained in Section 4,  

                                                           
†  We use query documents to refer to the documents that someone asks our system to classify. 
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experimental results indicate that the new system achieves 80% in the averaged F 
measures, outperforming its predecessor by about 10%.  

We provide more background information about this research in Section  2, elabo-
rate on the methods that we propose for enhancing the previous system in Section  3, 
report results of experimental comparison and evaluation of the previous and the cur-
rent classifiers in Section  4, and wrap up this paper with discussions in Section  5. 

2 Background 

We provide more background information for this research, including the law articles 
that are of concerned in this paper and how we process judicial documents in Chinese. 
Since the current system aims at improving a previous system, we look into some 
details about the predecessor system for motivating the current research. 

2.1 Laws Governing Larceny and Gambling in Chinese 

Once judges determine the prosecution categories of the defendant, they have to decide 
what articles are applicable to the defendants. Not all prosecution categories require 
detailed articles that subcategorize cases belonging to the prosecution category, but 
some prosecution categories require more detailed specifications of the prosecutable 
behaviors than others. We concern ourselves with three articles for gambling and three 
articles for larceny in the criminal law in Taiwan [ 2].  

Articles 266, 267, and 268 are for cases of gambling. Article 266 describes ordinary 
gambling cases, article 267 describes cases that involve people who make a living by 
gambling, and article 268 describes cases that involve people who provide locations or 
gather gamblers for making profits. Articles 320, 321, and 322 are for cases of larceny. 
Article 320 describes ordinary larceny cases, article 321 describes more serious larceny 
cases, and article 322 describes cases that involve people who make a living by steal-
ing. A larceny case is considered as serious cases when the cases involve breaking in 
houses or relying on the use of weapons.  

Applicability of these articles to a particular case depends on details of the facts 
cited in the prosecution documents. Very simple cases violate only one of these articles, 
while more complex ones call for the application of more articles. In addition, some 
combined applications of these articles are more normal than others in practice. Let A, 
B, C, D, E, and F denote types of cases that articles 266, 267, 268, 320, 321, and 322 
are applied, respectively, and concatenated letters denote types of cases that articles 
denoted by each letter are applied. Based on our gathering of the published judicial 
documents, we observe some common types: A, C, AB, AC, D, DE, and DF. The cases 
of other combinations are so rare that we cannot reasonably apply and test our learning 
methods. Hence we will ignore those rare combinations in this paper. 

2.2 Preprocessing Judicial Documents in Chinese 

Unlike most western languages such as English, words in Chinese are not separated by 
spaces. This special feature requires computer software that does Chinese information 
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processing to segment Chinese strings into words. A machine readable dictionary such 
as HowNet [ 11] is necessary and helpful, but does not solve all the problems. When 
there are multiple ways to segment a string, it is the de facto practice to segment a string 
into fewer numbers of words, all else being equal. Nevertheless, even with this 
so-called “preferring longer words” heuristic, it is not guaranteed that one can segment 
Chinese text correctly without the help of syntactic and even semantic level informa-
tion. In some special cases, different segmentation of the same text string converts the 
original string to different meanings. The string “Kai Fa Zhong Guo Jia” is one of such 
peculiar examples.‡ We can treat “Kai Fa Zhong Guo Jia” as either the combination of 
“Kai Fa Zhong Guo (develop China) and “Jia” (expert) or the combination of  
“Kai Fa Zhong (developing) and “Guo Jia” (country). The first segmentation inter-
prets “Kai Fa Zhong Guo Jia” as “an expert for developing China” while the second  
“a developing country.” 

We adopt the wisdom collected from the research work in Chinese information 
processing for processing the judicial documents in Chinese. Since HowNet is not 
designed particularly for applications in the legal domain, some common legal terms 
are not available in HowNet. Hence we have to customize HowNet by augmenting it 
with some legal terms. We rely on the customized HowNet for segmenting Chinese 
strings, and employ the “preferring longer words” heuristic when necessary. If there are 
still ambiguities, we will choose one of the alternatives arbitrarily.  

2.3 An Instance-Based Approach to Case Classifications 

Instance-based learning [ 9] is a technique that relies on past recorded experience to 
classify future problem instances. KNN methods are very common among different 
incarnations of the concept of instance-based learning. By defining a distance measure 
between the past experience and the future problem instance, a system selects k past 
experiences that are most similar to the future problem instance, and classifies the 
future instance based on the classes of the selected k past experiences. 

The quality of the distance measure is crucial to the success of a kNN-based system. 
Given a segmented Chinese text as we explained in Section  2.2, we can treat each past 
experience as a vector of Chinese words. The distance measure can be defined in ways 
similar to the vector models used in typical approaches to information retrieval [ 12], 
but we take a different approach particularly for legal reasoning. 

Figure 1 provides a flowchart of our previous work. Major contributions of the 
previous work include an algorithmic way of generating instances for instance-based 
legal reasoning and a modification to the standard distance measures that are used in 
vector models for classifying judicial documents [ 8]. The first achievement allows us to 
relieve the concerns brought up by Brüninghaus and Ashley that relying on manually 
constructed cases instances constituted a major barrier for applying instance-base  
 

                                                           
‡  We romanize Chinese characters for LNCS publication requirements: 

Kai( ) Fa( ) Zhong( ) Guo( ) Jia( ).  
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reasoning systems to real-world problems [ 13,  14]. We will not review details on how 
our algorithms simplify instances that are generated from judicial documents as it is not 
the main theme of this paper [ 8]. The simplification step removes relatively unimpor-
tant words from the learned instances for improving efficiency of the classifier. Since 
the published judicial documents include information about the finalized conviction, 
we can augment each instance with the finalized prosecution reason. 

To classify a query document with an unknown prosecution reason, we preprocess 
the document with the segmentation methods we reported in Section  2.2, compare the 
similarity between the instances stored in the instance database and the query instance, 
and choose qualified instances from the instance database to vote on the prosecution 
reason of the query instance using a kNN method. The preprocessing step converts the 
query document to the same format of instances that are stored in the instance database, 
leaving the prosecution reason unspecified. For simple referrals, we call the instance 
that is converted from the query document as the query instance henceforth. In 
computing the distance between the query instance and the instances in the instance 
database, we consider not only the occurrences but also the orders of words. The orders 
of matched words must also match for the matched words to be used in the calculation 
of the similarity between the instances in the instance database and the query instance. 
In the previous work, we call the matched words with the same order as ordered 
common words or OCWs in short. When there are multiple choices of the OCWs, we 
choose the longest OCW for computing similarity between instances. The degree of 
similarity between instances is defined as the averaged portions of the OCW in the 
instances being compared, while we compute portion based on numbers of words in the 
instances of interest. 

Let Ii=(τ i, κ i) denote the i-th instance in the instance database, where τ i is the 
prosecution reason of the instance and κi is the list of ordered keywords that were con-
verted from the original judicial document. Let Len(κ) be a function that returns the 
number of words in an ordered list of words κ, and OCW(Ii, Ij) a function that returns the 
longest OCWs of  κi and κ j . The degree of similarity between instances Ii and Ij is defined 
as follows. 
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Example 1. Let X-Y-Z-W-R represent the ordered word list containing five words in an 
instance, and X-K-Z-W-R-Y-W the ordered word list containing seven words in another  
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instance. There are different OCWs between these instances, e.g., X-Z-W-R, X-R, and 
X-Y-W. The longest OCW is X-Z-W-R, and the degree of similarity between the in-
stances that include these word lists is (4/5+4/7)/2. 

3 Introspective Learning 

The design sketched in Section  2.3 provides pretty good performance for differentiat-
ing query documents under different prosecution reasons, such as gambling and lar-
ceny-related cases. When we attempted to apply the same methods to further classify 
gambling cases based on the violated articles as those explained in Section  2.1, the 
performance became less satisfactory. The main reason is mostly because lawsuits that 
belong to the same prosecution reason often share a significant number of words, so the 
differences between such cases are more subtle than the differences between cases of 
different prosecution reasons. As mentioned in Section  2.3, a key feature in our pre-
vious work is the algorithmic generation of instances that would then be used in a 
kNN-based classification. The downside of the past approach is that words in the seg-
mented text have equal influence on the computation of similarity in (1). Some words 
should in fact be minimally relevant to the final judgments, some have weak influences, 
and some should have strong influences. It is clear that appropriate assignments of 
weights to keywords in κ in the instances will help to identify the subtle differences, and 
we resort to the concept of introspective learning [ 9,  10] for strengthening our 
classifier. 

3.1 Learning Weights of Keywords 

We expand the representation for an instance by adding two elements related to the 
correctness of an instance when it votes. Each instance comprises of four parts, Ii=(τ i, κi, 
υi,  ωi), where υi records the percentages of correct votes in different rounds of the training 
process and ωi the vector of weights for each keyword in  κi. Notice that the field τ i con-
tains the cited articles for the instances. For jumpstarting the training process, the very 
first value in υi is set to zero, and results of any additional training steps will be added to 
υi. Since weights of keywords reflect their relative importance in computing similarity 
between instances, we confine weights of all keywords to the range of [0, 1]. The initial 
weights for all keywords in every instance are set to 0.5. Figures 2 and 3 show the 
procedures for training the instances. 

Figure 2 shows the main procedure. We split the acquired judicial documents into 
three sets. We use the first set to generate the original instances, the second set to 
evaluate the results of tuning weights of the instances, and the third set for final 
evaluation of our approach. We create the original instances with the procedures de-
scribed in Section  2, and initialize values of  υi and ωi of each instance, except that in-
stances are tagged with the violated articles not the prosecution reasons that are re-
corded in the training documents. The procedure introlearn takes the original set of 
instances and the second set of judicial documents as input. The second step in  
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introlearn adjusts 
the weights in the 
original instances, 
and we explain the 
details of the
procedure adjust 
shortly. The third 
step evaluates the 
adjusted instances 
by adopting the 
updated instances 
to classify docu-
ments of the sec-
ond set. The clas-
sification will consider the weights of the keywords, and the new formula for com-
puting similarity is provided in Section  3.2. If the overall quality of the classification in 
step 3 improves over the previous round of update, the training will continue; otherwise 
the training will terminate. We will provide the exact definition of “quality of classi-
fication” in Section  4.1. 

Figure 3 shows how 
we adjust the weights of 
the instances. The first 
step embraces the
leave-one-out principle
[ 9] to probe the effec-
tiveness of the instances 
in . We use one of the 
instances in  as the 
query instance, classify 
this instance with other 
instances in , and re-
cord both correctness of 
the voting instances and 
the OCWs that qualify 
these instances for voting. Again, the classification will consider the weights of the 
keywords using the formula provided in Section  3.2. After using each instance in  as 
the query instance exactly once in step 1, we can compute the percentage of correct 
votes for each instance in , and record this statistic in  υi. An instance with degrading 
performance between rounds of calling adjust or an instance that votes correctly less 
than 50% of the time in the most recent execution of adjust will not be allowed to vote 
at step 3 in introlearn.  

The third step in adjust modifies the weights for each keyword in the instances, 
based on the data recorded at the first step. We modify the weights of keywords of an 
instance, if the keywords belong to the OCWs that qualify the instance for casting a  
 

Fig. 3. Procedure for adjusting weights: adjust 

Fig. 2. Procedure for weight assignments: introlearn 

Input: an instance database I, a set of judicial documents D 
Output: an instance database with adjusted weights I’ 
Local variables: lJ1, lJ2 
Steps: 
1. lJ1 = I; classify documents in D with instances in lJ1  
2. lJ2 = adjust(lJ1) 
3. Classify documents in D with qualified instances in lJ2 
4. If the overall performance improves, lJ1= lJ2 and return

 

to step 2; otherwise, return the contents of the current lJ1
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vote on a query instance. If the cited articles of the instance are the same as those of the 
instance that is temporarily used as a query instance at step 1, we increase weights of all 
words in the OCWs; other wise we decrease their weights. We hope to improve the 
performance of the classifier by increasing/decreasing the weights of the keywords that 
participate in correct/incorrect voting of the instances. 

The magnitudes of adjustment differ among keywords, and is defined as δ ( )= η /  
( ), where φ ( ) depends on the distributions of the occurrences of a keyword  in the 
training documents with different cited articles, and η is the learning rate similar to that 
used in learning weights of artificial neural networks [ 9]. We borrow the concept of 
inverse document frequency that is commonly employed in information retrieval sys-
tems A term that appears in many different topics of documents is less useful for 
classifying documents. Let Pr  be the percentage of occurrences of κ in instances that 
are tagged with article  αi, where αi is a combination of cited articles for a particular 
prosecution reason as explained in Section  2.1. Let Α be the set of all such αi under 
consideration. We  set  Pmax(κ) to the largest Pr  for all αi in Α, and φ(κ) to the number of 
αi in Α such that Pr /Pmax(κ) 0.1. We consider the occurrence of κ as ignorable when 
the relative frequency Pr max(κ) is small.  

As we adjust the weights at step 3 in adjust, the weights might leave the range of [0, 
1]. We will normalize the weights in the instance when this situation occurs. Let ωmax 
and  be the maximum and minimum weights of the instance before normalization. 
We readjust each weight ω of the instance to (ω - )/( ωmax - ωmin). 

3.2 kNN Classification 

Once we have finished training of the weights of the instance, we may classify query 
documents with a kNN method. The determination of similarity between instances 
takes the weights of keywords into consideration as shown below. The new score 
function is actually a generalization of the old formula given in (1), where we give 
equal weights to all words. 
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In the experiments, we choose 10 instances that are most similar to the instance of the 
query document, compute the total scores in terms of similarity between the voting in-
stances and the query instance, and set the cited articles that receive the highest total 
score. Take the classification of cases for gambling for instances. There are four types of 
cited articles: A, C, AB, and AC, as we explain in Section  2.1. Let VA, VC, VAB, VAC 
denote the set of voting instances of type A, C, AB, and AC, respectively, and q the query 
instance. The score of type A is defined in (3), and scores of type C, AB, and AC are 
defined analogously. We take the square of the similarity between the instances in the 
summation so that more similar instances have larger influences on the results of voting. 
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3.3 Selecting System Parameters 

We decided to take 10 votes in the classification in a less scientific way. We ran a small 
scale experiment, and found that using about 10 most similar instances led to the best 
final results. Hence we continued to select 10 most similar instances in main experi-
ments. Analogously, we set the learning rate η mentioned in Section  3.1 to 0.02 based 
upon results of small-scale experiments. 

4 Experimental Evaluations 

4.1 Data Sources and Measures for Classification Quality 

We evaluated the resulting classifier with 
judicial documents for gambling and lar-
ceny cases. Table 1 shows the quantities of 
the documents that we used to train and 
test the performance of our system. We 
acquired the documents from both the web 
site of the Judicial Yuan and the 
Pan-Chiao District Court, Taipei, Taiwan. 
The leftmost column shows types of 
documents using the codes that we ex-
plained in Section  2.1. As we mentioned 
in Section  3.1, we split our data into three sets: Tr_1 was used as  in adjust and in-
trolearn, Tr_2 was used as  the procedure introlearn, and the last set Eval was used in 
the final evaluation. 

Since our work is not different from traditional research in text classification, we 
continue to use standard measures for quality. Namely, we used Precision, Recall, and 
the F measure for system evaluation [ 12]. More specifically, let pi and ri be the Preci-
sion and Recall of an experiment, we computed the F measure as (2 pi ri) /( pi + ri). 
When we needed to summarize the classification quality for multiple types of cited 
articles, as we did in the procedure adjust, we took the arithmetic average of the F 
measures of all experiments under consideration. 

4.2 Results and Analyses 

Table 2 shows the performance of the resulting classifier. The leftmost column indi-
cates the measures used to evaluate the classifier. The top rows indicate types of judi-
cial documents and types of cited articles. Numbers in the cells show the performance 
of the classifiers without and with the augmented keyword weights. The numbers on 
the left hand sides of the arrows are performance of the classifier that does not employ 
keyword weights in computing the similarity between instances.  

Weighting the keywords indeed improved the classification quality of our classi-
fier. The averages of Precision, Recall, and the F measures increased for cases of both 

Table 1. Quantities of data 

 Tr_1 Tr_2 Eval 
A 500 100 807 
C 435 100 244 
AB 565 100 1787 
AC 500 100 1004 
D 200 100 100 
DE 200 100 100 
DF 200 100 100 

I
D
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gambling and larceny. The improvement on the classification of cases of larceny was 
much more salient than the improvement on the classification of cases of gambling. 
One of the reasons for this divergence in improvements is that the previous classifier 
has achieved relatively good performance in classifying cases of gambling. The pre-
vious classifier got 0.80 and 0.60 when we took the averages of the F measures for 
cases of gambling and larceny, respectively. (The average of 0.77, 0.70, 0.90, and 0.80 
is about 0.80.) In contrast, the new classifier got 0.83 and 0.76.  

Table 3 provides the confusion matrix [ 12] that shows how the cases of gambling 
were classified. The leftmost column shows types of the test documents, and the top 
row shows types that our classifier assigned to the documents. Numbers on the left 
hand sides of the arrows are results that came from the previous classifier, and numbers 
on the right hand sides are results for the new classifier. For instance, out of the 807 
cases of type A, 645, 11, 108, and 43 cases were classified as type A, C, AB, and AC by 
the previous classifier. 

Statistics in the last two rows in Table 3 indicate that weighting keywords did help 
us to avoid classifying compositive cases, e.g., AB and AC, into simple cases, e.g., A 
and C. However, statistics in the second and third row indicate that some more simple 
cases were misclassified, thereby offsetting the overall improvement.    

Table 3. Experimental results for cases of gambling, in number of cases 

 A C AB AC 
A 645  639 11 13 108 96 43  59 
C 2  2 224 206 0 0 18  36 

AB 185  55 2 1 1574 1721 26  10 
AC 44  22 166 140 6 6 788  836 

 

Table 2. Experimental results in terms of precision, recall, and F measures 

 Types of cases of gambling 
 A C AB AC 

pi 0.74 0.89 0.56 0.57 0.93 0.94 0.90 0.89 
ri 0.80 0.79 0.92 0.84 0.88 0.96 0.78 0.83 
Fi 0.77 0.84 0.70 0.68 0.90 0.95 0.84 0.86 

 
 
 

Types of cases of larceny 
 

D DE DF 
pi 0.50 0.70 0.79 0.86 0.87 0.78 
ri 0.97 0.93 0.30 0.61 0.59 0.76 
Fi 0.66 0.80 0.43 0.71 0.70 0.77 
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5 Discussions 

We report an experience of developing a sample-based query mechanism for providing 
online legal services. We allow users to place queries with prosecution documents, 
relieving users the needs to figure out appropriate legal keywords. The current 
experiments examine whether our system can correctly analyze the contents of the 
query documents, and classify the query documents based on the involved law articles. 
The reported work build on and improve our previous system that relies only matching 
ordered keywords for case classification.  

Legal case classification is a central issue in computer applications to the legal 
domain. For instance, Pannu attemps to find “important” features for classifying legal 
documents with genetic algorithms [ 15], and Thompson compares different approaches 
for case classification [ 16]. The approach we employed is special in that we consider 
the order of words in the instances. By doing so, we provide a chance for the 
algorithmically generated instances to catch the context of the legal case, and it is 
known that contextual information is important in making legal reasoning [ 17]. We 
further augment the case instances with weights of keywords so that we can classify the 
cases at the level of cited articles, which is clearly more difficult than classifying cases 
based just on prosecution reasons. A case of larceny can be subcategorized into 
different categories based on how the criminals committed the crime. Experiments 
indicate that our current approaches provide pretty good classification results. 
Although not perfect yet, the results shown in Table 2 are better than the classification 
quality reported in [ 16] while we confront a more difficut classification task. 

Despite the encouraging outcomes, we plan to introduce more techniques for 
enhancing the classifier. It is clearly a weak spot in our current approaches that we have 
not considered to analyze the judicial documents from a semantic viewpoint. We can 
also try to employ other language-modeling techniques that are available in the natural 
language processing research community. 
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Abstract. Most existing algorithms cluster highly correlated data ob-
jects (e.g. web pages and web queries) separately. Some other algorithms,
however, do take into account the relationship between data objects, but
they either integrate content and link features into a unified feature space
or apply a hard clustering algorithm, making it difficult to fully utilize
the correlated information over the heterogeneous Web objects. In this
paper, we propose a novel unified probabilistic framework for iteratively
clustering correlated heterogeneous data objects until it converges. Our
approach introduces two latent clustering layers, which serve as two mix-
ture probabilistic models of the features. In each clustering iteration we
use EM (Expectation-Maximization) algorithm to estimate the parame-
ters of the mixture model in one latent layer and propagate them to the
other one. The experimental results show that our approach effectively
combines the content and link features and improves the performance of
the clustering.

1 Introduction

Clustering techniques have been used to retrieve, filter and categorize docu-
ments available on the World Wide Web for their increasing size and dynamic
content[2][22][18]. Document clusters can organize large bodies of text for ef-
ficient browsing and searching. Clustering techniques have also been used to
cluster web users via web log mining [16][21]. Web pages in the discovered clus-
ters that have not been explored by the user may serve as navigational hints for
the user to follow. User queries have also seen a need to apply clustering tech-
niques [20]. The discovered frequently asked questions and most popular topics
on a search engine facilitate the query answering substantially.

Different types of objects are always highly correlated to each other. For
example, users and web pages they visit, queries and the documents related
to, etc. These kinds of relationships may serve as valuable information to be
explored. Users of the same interest are likely to browse the pages on the same
topic. Similar queries submitted may reveal the same information need of the
users. Hence, the search engine may respond by feeding these users with the

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 76–87, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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documents that highly overlap. A simple way to use these kinds of relationships
is to view the links among them as additional features in clustering process.
However, such a solution makes the dimensionality even higher without fully
exploring the mutual reinforcement between the objects.

To make full use of the relationship to improve the clustering results, [23]
proposes a unified framework for clustering heterogeneous data by using an iter-
ative algorithm. This framework uses a two-layered graph with nodes in different
layers representing different types of objects as a basis for clustering. However,
this approach simply identifies the links by 0 or 1, which will lead to information
loss during the process of link merging. Moreover, the link merging process will
probably make the error clustering result in one layer be introduced to the other
layer and degrade the clustering performance.

To solve the above problems, we propose a unified probabilistic framework
for clustering correlated heterogeneous data objects, which differs from [23] by
employing probabilistic model for clustering. We introduce two latent clustering
layers, which serve as the mixture probabilistic models to generate the data
objects. In each iteration we first use EM algorithm to estimate the parameters
of the mixture model in a latent layer. The experimental results show that our
algorithm converges after several iterations and the clustering performance is
improved during the iterations. The comparative experiment presents that our
approach outperforms this method proposed in [23].

The rest of the paper is organized as follows. In Section 2, we present the
related work on current clustering algorithms. In Section 3, we describe how
we estimate the mixture densities parameters via EM algorithm, which is the
basis of our framework. In Section 4, a novel unified framework for clustering
correlated heterogeneous objects is introduced. We show the experimental results
of the proposed approach in Section 5. Finally, we conclude in Section 6.

2 Related Work

Data clustering is a well studied problem in machine learning [8]. For cluster-
ing the highly correlated objects, diverse approaches have been proposed. Some
clustering methods cluster objects solely based on content features while other
methods treat link information as additional features [14][6][17]. These algo-
rithms incorporate the link information as a side-effect and have not fully ex-
plored the mutual reinforcement between the web data.

Aspect models are proposed to solve the problem of clustering correlated
heterogeneous data. [13] introduces mixture models to cluster the co-occurrence
data. [14] presents a systematic, domain-independent framework for unsuper-
vised learning from dyadic data by statistical mixture models. Based on as-
pect models, probabilistic latent semantic analysis(PLSA) models are proposed
[9][11], which provide a probabilistic approach for the discovery of latent vari-
ables. Due to its great flexibility, PLSA has been widely and successfully used in
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variety of application domain, including information retrieval [10], text learning
[3][7], co-citation analysis [4] and Web usage mining [15].

Collaborative filtering is another important area where the correlated infor-
mation is utilized. [19] [12] presents a formal statistical model of collaborative
filtering, which characterizes the link information between the web objects in
probabilistic manner. Variations of K-means clustering and Gibbs Sampling in-
stead of EM algorithm are used to estimate the model parameters.

3 Mixture Densities Parameters Estimation via EM
Algorithm

The mixture model framework defines a probabilistic generative model for the
data. The model probability distribution, which is defined by a set of parameters
Θ, consists of a mixture of components cs ∈ C = {c1, ..., c|C|}. Each component
is parameterized by a disjoint subset of Θ. A data x is created by first selecting a
component according to the mixture cluster prior probabilities p(cs), then having
this selected component generate a data according to its own parameters, with
distribution p(x|cs). Thus, we can characterize the likelihood of data x with a
sum of total probability over all mixture components:

P (x|Θ) =
Nc∑
s=1

p(cs) ∗ p(x|cs)

where the parameters are Θ = {p(cs), θs; s = 1, ..., Nc} such that
∑Nc

s=1 p(cs) = 1
and each p(x|cs) is the density function of each component parameterized by θs.

EM (Expectation-Maximization) is a class of iterative algorithms for maxi-
mum likelihood estimation in problems with incomplete data [6]. The mixture-
density model parameters estimation problem is probably one of the most widely
used applications of the EM algorithm.

Given a set of data X, generated by the mixture model, if we consider X
as incomplete and posit the existence of unobserved data items Y = {ys}Nc

s=1
,whose values inform us which component density generated each data item.
The incomplete-data log-likelihood expression for the data X is given by:

log(L(Θ|X)) = log

N∏
i=1

p(xi|Θ) =
N∑

i=1

log(
Nc∑
s=1

p(cs) ∗ p(xi|cs))

Using EM algorithm we can get the expression for p(cs), and for some model,
it is possible to get analytical expressions for θs. [1] introduces how to estimate
the parameters of Gaussian Mixture Model using EM algorithm. Following the
approach mentioned in [1], we can also estimate the parameters of other mixture
models, such as Näıve Bayes Model and Multinomial Mixture Model.
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4 A Unified Probabilistic Framework for Clustering
Correlated Heterogeneous Objects

4.1 The Data Object Structure

We are given two different object layers P and U . Each data object has a content
vector, which describes its content feature. Data objects from two different lay-
ers are related through weighted links, which can be described by a Np ∗ Nu

Matrix(Np and Nu are the object numbers in layer P and U respectively).
The weight of the links reveals the association extent between two layer ob-
jects. We normalize this matrix and name it as ”object conjunction matrix”
{p(pi, uj)}(i = 1, ..., Np; j = 1, ..., Nu). Figure 1 illustrates the data structure.

Fig. 1. Data Objects and Their Rela-
tionship

Fig. 2. Two Latent Layers of Mixture
Model

4.2 Probabilistic Model with Two Latent Clustering Layers

In this subsection, a probabilistic model with two latent clustering layers is pro-
posed. Firstly, two mixture models of the latent clustering layers are introduced.
Then we introduce the model of the content feature and the link feature, and
how the link vectors are calculated. Finally, we describe how the content and
link features are combined by the probabilistic function in the mixture model.
The calculated parameters of one layer mixture model will be propagated to the
other layer by the ”Component Conjunction Matrix”.

Two Latent Clustering Layers. We propose a probabilistic model to gen-
erate the data objects in two layers. We assume the data objects in layer P (or
U) can be clustered into Nc(or Ng) clusters and introduce two latent clustering
layers C and G. Each latent clustering layer is a mixture model, which generates
not only the content feature but also the link feature of its corresponding layer
data objects. Latent clustering layer C(or G) consists of a mixture of Nc(or Ng)
components. We make an assumption that one layer’s data objects are indepen-
dent of its opposite latent clustering layer. Figure 2 illustrates the framework,
P and U are two object layers, C and G are two latent clustering lay-
ers. cs(s = 1, ..., Nc) are Nc components in the mixture model of layer C and
gt(t = 1, ..., Ng) are Ng components in the mixture model of layer G.
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Components from two different latent clustering layers are correlated through
weighted links referred to as ”component links”, which can be viewed as the
relationship between the components. We denote it by a Nc ∗Ng normalized ma-
trix, which is referred to as ”Component Conjunction Matrix(CCM)” {p(cs, gt)}
(s = 1, 2, ..., Nc; t = 1, 2, ..., Ng). CCM can be viewed as the prior associated
probability of the component link (cs, gt). Thus the prior component probabili-
ties p(cs) and p(gt) can be calculated:

p(cs) =
∑Ng

t=1 p(cs, gt), (s = 1, ..., Nc) (1)

p(gt) =
∑Nc

s=1 p(cs, gt), (t = 1, ..., Ng) (2)

If we can calculate CCM {p(cs, gt)}, parameters of distribution p(p|cs) and
p(u|gt), according to Bayesian Theorem we can get the probability of pi being
generated by component cs and the probability of uj being generated by gt:

p(cs|pi) =
p(pi|cs) ∗ p(cs)∑Nc

k=1 p(pi|ck) ∗ p(ck)
(3)

p(gt|uj) =
p(uj |gt) ∗ p(gt)∑Ng

k=1 p(uj |gk) ∗ p(gk)
(4)

Each component can be viewed as a virtual cluster, therefore the probability of
pi being generated by component cs can be viewed as the probability of object
pi belonging to cluster cs. Hence, the clustering of objects in layer P can be
fulfilled, so can the clustering of objects in layer U .

Content and Link Features of Data Objects. We now describe how the
data object of one layer is generated by its corresponding mixture model. Each
data object has both content features and link features. Content features are
the intensional attributes of each data object, denoted by a content vector. We
can assume these content features of all data objects are generated by a content
probabilistic model. For example, if the data objects in layer P are web pages,
they can be represented by a keyword vector of term frequency, which can be
assumed to be generated by Näıve Bayes generative model.

To handle the sparse data problem, links between the two object layers are
mapped to those between the objects of one layer and the components of the
opposite latent clustering layer. For a certain object p in layer P , its weighted
links to all objects in layer U are mapped to the links to the components in
latent layer G. We call these links the link feature of the data object and denote
it by a link vector, which be calculated by the following expression:

p(gt|p) =
∑Nu

k=1 p(gt, uk|p)
=
∑Nu

k=1 p(gt|uk, p) ∗ p(uk|p)
=
∑Nu

k=1 p(gt|uk) ∗ p(uk|p)
(t = 1, ..., Ng) (5)

Here p(gt|uk) is the probability that uk belongs to the component gt, and can
be calculated by equation 4. p(uk|p) can be calculated from ”object conjunction
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matrix” {p(pi, uj)} (i = 1, ..., Np; j = 1, ..., Nu). p(gt|p) (t = 1, ..., Ng) is the
weighted value of the link vector of p. Then we normalize this vector so as that
the sum of each item equals to 1.

The link feature is useful for clustering the data objects. For example, in web
page/user clustering, we want to cluster pages into page classes and cluster users
into user groups. If two users are interested to a similar extent in the same classes
of pages, these two users will have a high probability of belonging to the same
user group; on the other hand, if two pages interest the same groups of users to
a similar extent, these two pages will also have a high probability belonging to
the same page class. So we can regard the link feature as a useful guide in object
clustering.

The link vectors of all objects in object layer (without loss of generaliza-
tion, here we denote by P ) can be viewed as points in a space. Because of∑Ng

t=1 p(gt|p) = 1, the points are distributed on a hyperplane. If some points are
assembled together on the hyperplane, they will have a high probability of being
in the same cluster. The nearer the region is to the cluster center, the more dense
the points are distributed. As mentioned above, the objects in layer P is gener-
ated by the mixture model of latent layer C, we assume the assembled points are
generated by the component cs. We need a suitable component model to generate
them. Commonly, we will select the Gaussian Model. However, the points gen-
erated by a Gaussian model are not distributed on a hyperplane. In this paper,
we take the Multinominal Model since the sample points generated by it are dis-
tributed on a hyperplane. However, each dimension value of the points generated
by the Multinomial Model is discrete, so we make a modification by multiplying
each dimension value of the link vectors p(gt|p) by a observation number N and
rounding it to an integer. So

∑Ng

t=1 N ∗ p(gt|p) = N , the amplified link vectors
of all objects in layer P are generated by a Nc-Multinomial Mixture Model. We
think that our assumption on the distribution model is reasonable by taking into
account all the properties of the points mentioned above.

Combination of Content and Link Features. The data object of one layer
is generated by its corresponding mixture model. A data object p in object layer
P is created by first selecting a mixture component according to the component
prior probabilities, p(cs), then having this selected mixture component generate
a data object according to its own parameters, with distribution p(p|cs). In this
paper, we combine the content feature model and link feature model together by
having p(p|cs) reflecting both content and link distribution pc(p|cs) and pl(p|cs).
The probabilistic distribution for component cs is defined as:

p(p|cs) = (pc(p|cs))α ∗ (pl(p|cs))1−α (6)

where α is a predefined parameter. Thus, we can characterize the likelihood of
data object p with a sum of total probability over all mixture components:

p(p|Θc) =
∑Nc

s=1 p(cs) ∗ p(p|cs)
=
∑Nc

s=1 p(cs) ∗ [(pc(p|cs))α ∗ (pl(p|cs))1−α]
(7)
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Fig. 3. Link Feature of Data Objects Fig. 4. Relationship from Components
in One Layer to the Other Layer

where the parameters are Θc = {p(cs), θc
cs

, θl
cs

; s = 1, ..., Nc} such that
∑Nc

i p(ci)
= 1 and each pc(p|cs) is the density function of each component of the content
feature model parameterized by θc

cs
and each pl(p|cs) is the density function of

each component of the link feature model parameterized by θl
cs

. As discussed in
previous part, here we assume that pl(p|cs) is a multinomial distribution.

Content feature density function is defined according to the model that the
content feature obeys. For example, if objects in layer P are web pages, the
content feature can be assumed to be generated by Näıve Bayes model. i.e.
θc

cs
= {p(wr|cs); (r = 1, ..., Nw)}
The CCM can be transformed to an equivalent form {p(cs), p(gt|cs)} (s =

1, ..., Nc; t = 1, ..., Ng) by the following expressions:

p(cs) =
∑Ng

t=1 p(cs, gt)
p(gt|cs) = p(cs, gt)/p(cs)

(8)

As mentioned above, p(cs) is the prior probability of the component cs. Because
of
∑Ng

t=1 p(gt|cs) = 1, p(gt|cs) can be viewed as the correlated extent for cs to
all components in the opposite latent layer (see Figure 4), and they also can be
viewed as the means of multinomial distribution pl(p|cs). i.e. θl

cs
= {p(gt|cs), t =

1, ..., Ng}. Thus for a given object p with a link vector N ∗p(gt|p), the probability
for it to be generated by a component cs is:

pl(p|cs) =
N !∏Ng

k=1(N ∗ p(gt|p))!

Ng∏
k=1

p(gt|cs)N∗p(gt|p) (9)

where N is the observation number of the multinomial distribution, here we set
it to be Ng. Thus we can use EM algorithm to estimate the parameters Θc of
the mixture model.

On the other hand, a data object u in object layer U is also generated by
a mixture model. We also combine the content feature model and link feature
model together. The probabilistic distribution for component gt is defined as:

p(u|gt) = (pc(u|gt))α ∗ (pl(u|gt))1−α (10)
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where α is the same predefined parameter as equation (5). The likelihood of data
object u with a sum of total probability over all mixture components:

p(u|Θg) =
∑Ng

t=1 p(gt) ∗ p(u|gt)
=
∑Ng

t=1 p(gt) ∗ [(pc(u|gt))α ∗ (pl(u|gt))1−α]
(11)

Where the parameters are Θg = {p(gt), θc
gt

, θl
gt

; t = 1, ..., Ng} such that
∑Ng

i p(gi)
= 1 and each pc(u|gt) is a density function of each component of the content
feature model parameterized by θc

gt
and each pl(u|gt) is density function of each

component of the link feature model parameterized by θl
gt

.
The CCM can also be transformed to an equivalent form {p(gt), p(cs|gt)}

(s = 1, 2, ..., Nc; t = 1, 2, ..., Ng) by the following expressions:

p(gt) =
∑Nc

s=1 p(cs, gt)
p(cs|gt) = p(cs, gt)/p(gt)

(12)

They can be viewed as the parameters of the multinomial distribution which the
link feature of u obeys. i.e. θl

gt
= {p(cs|gt), s = 1, ..., Nc} Thus we can use EM

algorithm to estimate the parameters Θg of the mixture model.
The CCM can be transformed to two equivalent forms 8 and 12, which are a

part of both the parameters Θc and Θg. Now we can see that this is an iterative
process. We alternately estimate Θc and Θg using EM algorithm and update the
CCM each time we get the estimation.

4.3 An Iterative Clustering Algorithm

Here we present the details of the iterative clustering algorithm. We can see how
to use one equivalent form of CCM to update the other equivalent form, and
actually update the CCM itself. Thus we iteratively update the CCM until it
converges. The parameters of our algorithm are:

Θ = {p(cs, gt), θc
cs

, θl
cs

, θc
gt

, θl
gt

; (s = 1, ..., Nc; t = 1, ..., Ng)},

where θl
cs

= {p(cs|gt), s = 1, ..., Nc} and θl
gt

= {p(gt|cs), t = 1, ..., Ng}.
And we let:

Θc = {p(cs), θc
cs

, θl
cs

; s = 1, ..., Nc} and Θg = {p(gt), θc
gt

, θl
gt

; t = 1, ..., Ng},

so we can see Θ = Θc

⋃
Θg.

The algorithm description:

1. Random the parameters Θ, including the parameters of probabilistic distri-
bution {p(p|cs)}, {p(u|gt)} and CCM {p(cs, gt)}.

2. Calculate {p(cs)} and {p(gt|cs)} according to equation 8.
3. Let Θ

′
c = {p(cs), θc

cs
; s = 1, ..., Nc}, use EM algorithm to estimate the pa-

rameters Θ
′
c, which are the parameters of the content feature mixture model

of layer C.
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4. Update CCM according to the equation: p(cs, gt) = p(gt|cs) ∗ p(cs).
5. Calculate the link vectors of data objects in layer U according to the equa-

tion: p(cs|uj) =
∑Np

k=1 p(cs|pk) ∗ p(pk|ui), (j = 1, ..., Nu; s = 1, ..., Nc), where
p(cs|pk) is calculated according to equation 3 using Θc.

6. Calculate {p(gt)} and {p(cs|gt)} according to equation 12.
7. Use EM algorithm to estimate the parameters Θg, which are the parameters

of the mixture model of layer G.
8. Update CCM according to the equation: p(cs, gt) = p(cs|gt) ∗ p(gt).
9. Calculate the link vector of the data objects in P layer according to the

equation: p(gt|pi) =
∑Nu

k=1 p(gt|uk) ∗ p(uk|pi), (i = 1, ..., Np; t = 1, ..., Ng),
where p(gt|uk) is calculated according to equation 4 using Θg.

10. Calculate {p(cs)} and {p(gt|cs)} according to equation 8.
11. Use EM algorithm to estimate the parameters Θc, which are the parameters

of the mixture model of layer C.
12. Update CCM according to the equation p(cs, gt) = p(gt|cs) ∗ p(cs).
13. Go to step 5 until the parameters Θ converge.

Because at first the random CCM is not accurate, step 3 first clusters the
data objects in layer P only according to their content features. Step 5 utilizes
the parameters Θc to calculate the link vectors of objects in layer U . Then step
7 clusters the data objects in layer U according to both their content and link
features by estimating the parameters Θg with initial values calculated at step
6. Similarly step 9 utilizes the parameters Θg to calculate the link vectors of
objects in layer P . Then step 11 clusters the data objects in layer P according
to both features by estimating the parameters Θc with initial values calculated
at step 10. Θc is updated by Θg and vice versa until the process converges. CCM
is viewed as the bridge between parameters Θc and Θg.

5 Experiments

Our first experiment is based on semi-synthetic data which simulates the docu-
ments having hyper-links pointing to other ones. The second experiment is based
on real query log data, which shows that our algorithm also performs well in the
real application.

5.1 Semi-synthetic Data

We conduct an experiment based on semi-synthetic data. First we select two
groups of topics from Reuters Corpus Volume 1. The first group contains 12
topics and second one contains 8 topics. For each topic, we randomly select 100
to 300 documents to form a collection. The links between the documents of
the two groups are randomly generated from a virtual probabilistic model. The
similarity between the two collections is computed using the cosine function. The
larger the similarity between the two collections is, the higher probability the
two documents selected from these collections respectively will be considered as
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Fig. 5. Entropy. The numbers in the legend is the parameter α

related, that is, to have a link. The content feature of documents in both layers
is assumed to be generated by the Näıve Bayes Model.

Because all the documents we use have class labels. We measure the clustering
accuracy based on the entropy in information theory [5], which measures the
uniformity or purity of a cluster. Assume n objects are clustered into Nc clusters,
let S denotes the set of objects in a cluster, and the class label of each object
xi ∈ S (where i = 1, ..., |S|) is denoted by label(xi), which takes values cj(where
j = 1, ..., Nc). The entropy of cluster S is defined by:

Entropy(S) = −
Nc∑
j=1

pj ∗ logpj where pj =
|{xi|label(xi) = cj}|

|S|

The weighted average entropy is defined by the weighted sum of cluster en-
tropies, and it is the expected purity calculated on all clusters. The smaller the
Entropyavg is, the more accurate the clustering result is.

Entropyavg =
Nc∑
k=1

|Sk|
n

Entropy(Sk)

Two experiments are conducted using the clustering algorithms of ours and
the one proposed in [23], respectively. Figure 5 shows the variance of the
Entropyavg in different iterations. The horizontal axis denotes the outer iter-
ation times and the vertical axis denotes the Entropyavg of each iteration. The
solid line and the dashed line denotes our approach and the approach in [23],
respectively. As shown in the figure, the result entropy of our approach is lower
than theirs and decreases during iterations, which indicates that the combina-
tion of the content and link feature by our approach does take effect in clustering
the two layer objects. However, the fluctuation of the dashed line demonstrates
that the result of the approach in [23] is not satisfactory. We can notice that the
polyline depicted in our figure is different from that in [23]. We deduce that the
reason is in [23] the inner iteration number of k-means is set to three and it is
not guaranteed to converge. For comparability, we modify it by clustering the
objects to convergence in each inner iteration. The results also show that our
approach performs well when the parameter α ranges from 0.3 to 0.5.
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5.2 Real Data

We conducted experiments on a real data set, the MSN query log in Nov, 2003.
After preprocessed, the MSN query log contains 5537 pages, 5163 queries and
16587 links between them. The cluster numbers of pages and queries are both
set to 10. Figure 6 shows the convergence of the algorithm. The vertical axis
denotes the value |Θg+1−Θg|, which is the closeness of the value Θ between the
current and the previous iteration. We can notice it is converged to a low value
after 4 to 6 iterations.

To evaluate our algorithm, we partitioned the preprocessed query logs into
two parts, with 3/4 being the training data and 1/4 being the test data. Our
clustering algorithm is run on the training data to train the model, and the log-
likelihood of test data is calculated and depicted in Figure 7. The likelihood is
the probability of all the test data being generated by the model trained based
on the training data. The vertical axis denotes the log-likelihood of test data at
each iteration with clustering from that without clustering. We can see that the
log-likelihood is increased during each iteration, which indicates that the model
trained based on the training data is becoming more and more accurate.

6 Conclusions

In this paper we propose a novel framework for clustering correlated objects.
In the framework we combine the content and link feature of the data objects
effectively. The iterative clustering algorithm uses one equivalent form of CCM
to update the other equivalent form, and actually update the CCM itself. Finally
we perform the experiments to demonstrate the effectiveness of our framework
and the iterative clustering algorithm.
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Abstract. Clustering is a common technique in data mining to dis-
cover hidden patterns from massive datasets. With the development of
privacy-maintaining data mining application, clustering incomplete high-
dimensional data has becoming more and more useful. Motivated by
these limits, we develop a novel algorithm CLINCH, which could pro-
duce fine clusters on incomplete high-dimensional data space. To handle
missing attributes, CLINCH employs a prediction method that can be
more precise than traditional techniques. On the other hand, we also
introduce an efficient way in which dimensions are processed one by one
to attack the ”curse of dimensionality”. Experiments show that our al-
gorithm not only outperforms many existing high-dimensional clustering
algorithms in scalability and efficiency, but also produces precise results.
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1 Introduction

The clustering is a primary technique in discovering hidden patterns from mas-
sive datasets. Common applications of cluster analysis involve scientific data ex-
ploration, information retrieval and text mining, spatial database applications,
Web analysis, marketing, computation biology, and many others. [14]

Explosive progress in networking, storage, and processor technologies has
led to deal with ultra large databases in data mining, which record tremendous,
high-dimensional and transactional information. In tandem with this trend, con-
cerns about informational privacy in data mining have emerged globally, for Data
mining, with its promise to efficiently discover valuable, non-obvious informa-
tion from large databases, is particularly vulnerable to misuse [5]. Specifically, a
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person: 1) may not divulge at all the values of certain fields; 2) may not mind
giving true values of certain fields; 3) may be willing to give not true values but
modified values of certain fields [5]. All these situations will lead to the creation
of missing attributes, i.e. privacy concerns.

Available studies in this mostly focus on how to fill the missing attributes
with appropriate values [3, 8, 16]. Given a point Xi with missing value in jth

dimension, a general approach is to find the K-Nearest Neighbors (KNN) of Xi

and replace the missing attribute Xij with the average of the jth values of its
KNN [16]. However, when application is extended to deal with high-dimensional
data, this method becomes unreliable in that high-dimensional data are sparse-
prone, which makes the KNN search on it meaningless [14, 18].

Algorithms to deal with the incomplete high-dimensional data are relatively
few. Moreover, these algorithms are mostly mathematic-prone. Viewing from the
perspective of data mining application, little work has started. Mining on the
incomplete data would be a more and more popular issue.

In this paper, we propose an efficient method to cluster on incomplete high-
dimensional data. We employ the three-step framework, just the same as most
grid-based algorithm [10, 1, 9, 7], in our clustering algorithm. The problem is
mainly solved by identifying the dense units. Our approach identifies the units
by processing dimension by dimension.

There are two contributions from this method: I) lots of points are pruned
after several dimensions, therefore the total cost is cut down; II) we propose an
innovative prediction mechanism to solve the problem of incomplete data. From
experiments and complexity analysis, we can see that our approach outperforms
many existing approaches while maintaining a reasonable precision.

The remainder of this paper is organized as follows. In Section 2, we state
the clustering problem. In Section 3, Algorithm CLIQUE is introduced simply.
Algorithm CLINCH is developed in Section 4. In Section 5, we evaluate the per-
formance on synthetic and real datasets via comparing CLINCH with CLIQUE
and FilV-DBScan. Related work is presented in Section 6. Section 7 concludes
the paper.

2 Problem Statement

Definition 1 (DataSpace)
Given a set of K-dimensional data points {−→Di|i = 1, ..., n}, we have a K-

by-n data matrix D: D = {−→D1,
−→
D2, ...,

−→
Dn}, where −→Di = {d1i, d2i, ...dKi}T . In a

normalized incomplete data space D, dij could either be in [0, 1] or ”uncertain”.
The ”uncertain” indicates the missing of this attribute at this point.

Definition 2 (Dimension)
Let a row of the data matrix D be Dimj = {dj1, dj2, ..., djn}. We refer to

Dimj as the jth dimension of a data space. Apparently, a dimension is the set
of jth attribute of all the points.
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Definition 3 (Incompleteness)
Given a point −→Di, it has missing values if one or more of its attributes are

uncertain. For example, −→Di is a record in a 5-dimensional data space, −→Di =
{0.25, uncertain, 0.15, uncertain, 0.20}, which means that record −→Di has missing
values in 2nd and 4th dimensions. Accordingly, the completeness ξj of jth the
dimension follows:

ξj =
n∑

t=1

|{dji|dji 	= uncertain, dji ∈
−→
Dt, i = 1, 2, ...n}|.

Generally speaking, if MAX(ξ1, ξ2, ..., ξm) ≤MININCOMPLETE, the dataset
is complete. Here, MININCOMPLETE is a threshold specified by users and can
be used to obtain an algorithmic gain.

Definition 4 (Unit)
Given a data space D, each unit u is the intersection of one interval from each

dimension. Formally, u = {[l1, h1), [l2, h2), ..., [lk, hk)}, where [li, hi) denotes the
interval on the ith dimension. A unit is a dense unit if the points in this unit
exceed a given support ε. Namely, we say a unit is dense under support of ε.

Definition 5 (Cluster)
Given a set of unit, a cluster is the maximal of connected dense units. Two

points are in the same cluster if the units they belong to are connected or there
exist a set of dense units that are each other connected.

Problem Statement: Given a set of data points D, desired number of intervals
σ on each dimension and support ε, the problem is how to predict which units
the points with missing value belong to and generate clusters.

3 Algorithm CLIQUE

In [1], CLIQUE, an automatic subspace clustering algorithm for high-dimensional
data, was proposed. CLIQUE consists of mainly three steps: 1) searches for the
dense units; 2) clusters are generated by grouping the connected dense units;
3) concise descriptions for each cluster are produced based on minimal cluster
descriptions MDL.

Among these three phases, the only phase that accesses database is the dense
unit generation. Accordingly, the step1 takes up most of the time spent in discov-
ering clusters. Remember that in CLIQUE, k-dimensional dense unit candidates
are generated by self-joining all the k−1-dimensional dense units. However, given
any several dimensions of the whole high-dimensional dataspace, there would be
over-numbered points in every unit. This produces too many dense units in the
first several dimensions in CLIQUE. Although most of these units will be pruned
as the dimension goes high, to self-join on these large amount of units in the first
several dimensions, however, would square the overall runtime. This deteriorates
CLIQUE ’s performance on high-dimensional data.
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To clarify, let’s take a look at a simple example. Given a k-dimensional data
space D, CLIQUE seeks the k-dimensional dense units level by level. Thus while
generating all the 3-dimensional dense units, CILQUE self-joins the dense units
in all 2-dimensional subspaces. Now let’s estimate how large a number of dense
units there will be if D is a high-dimensional database: in all, there are C2

k =
k × (k − 1) 2-dimensional subspaces. On every subspace, there will be (I)× (I)
units, where (I) is the number of intervals on each dimension. Note when D are
projected to any 2-dimensional subspaces, there will be over-numbered points
in every units. This probably produces as many as k × (k − 1) × (I) × (I) 2-
dimensional dense units in all. Moreover, when such large number of units are
self-joined, the cost time is squared.

4 Algorithm CLINCH

In this section, we introduce our approach CLINCH (i.e. CLustering
INComplete High-dimensional data). We employ the framework like most grid-
based clustering algorithms. Figure 1 illustrates the steps of algorithm CLINCH.

Input: Dataset D, support threshold minsup;
Output: A set of cluster’s IDs;
Method: CLINCH(D, minsup)
1: DenseUnitGen(D,minsup) //generate the dense units;
2: Search for clusters with dense units set;

Fig. 1. Algorithm CLINCH

In the first step, we partition the space into several equi-sized units1. Then
the units with points more than given support are marked as the dense units.

In the second step, the connected dense units are tagged the same ID as
clusters. Two dense units are named to be “connected” if they share a common
face [1]. Given a graph G, let every dense unit be a vertex in G. There is an
edge between two dense units if and only if the two corresponding dense units
are “connected”. Then the problem of step 2 is equivalent to searching for the
connected components in a graph. In implementation, we use depth-first search
algorithm [2] in discovering these components. Since the problem is projected
into the search of the graph, the clustering result will not be affected by the
order of the records, ie. CLINCH is stable.

We propose to process the whole data space dimension by dimension. The
phrase “dimension by dimension” means that 1) firstly dense units in K-1-d space
are produced and then 2) dense units on K-d space are produced by combining

1 In some paper, the interval assignments of partitioning of units are studied. Here we
assume the space is partitioned evenly.
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Input: Dataset D, support threshold minsup;
Output: A set of dense units;
Method: DenseUnitGen(D, minsup)
1: DS ← determine and sort the order of D′s dimensions;
2: UList ← FullDim(DS,minsup) //recognition on full dimensions;
3: IncompleteDim(DS,minsup,UList,DimID) //recognition on incomplete

dimensions;

Fig. 2. Procedure DenseUnitGen

the mining results on K-1-d and dense intervals on the Kth dimension. At first,
we sort all dimensions. Then we search for the dense units in the first several
complete dimensions. Suppose there are β complete dimensions in all, we produce
β− dimensional dense units and pass them to the following step. Then the rest
dimensions are processed with the received β−dimensional dense units. At last
a set of dense units will be generated in whole dimensions. Figure 2 shows the
procedure for generating dense units.

4.1 Determine the Order of Dimension for Process

Intuitively, we firstly deal with the complete dimensions and then the incomplete
ones. We handle the complete dimensions in the decreasing order of their en-
tropies [7]. The entropy of a dimension is defined in [7, 10]. Since lager entropies
mean more information, if we deal with dimensions with larger entropies, the
prediction on the missing attributes will be more precise. After finishing all the
complete dimensions, characteristics of clusters on this complete subspace are
built through entropies, and will be employed for the prediction of missing at-
tributes through the following incomplete dimensions. This process is similar to
building a decision-tree for the first several dimensions, which would be used in
later prediction [5]. Intuitively, we optimize the grouping of points for predic-
tion if we follow the decreasing entropies. Similar idea has already been widely
accepted in the study of classification algorithms [7].

On the other hand, we process the incomplete dimensions after all the com-
plete ones are processed. For these incomplete dimensions, we handle them ac-
cording to their completeness ξj . This is to guarantee that dimensions with more
uncertain records are processed later, which maximizes the information used for
prediction.

After the order of dimension is determined, we proceed to recognize the dense
units.

4.2 Recognition on Full Dimensions

We benefit from the monotonicity introduced in [1]. If a unit is dense in its
k-dimensional space, then it will be also dense in any of its k − 1-dimensional
space [1]. With this feature, we could prune many units in the first several
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Fig. 3. Generation of 2-d candidates from 1-d dense units

Input: Dataset sorted by entropy of Dimension DS, support threshold minsup;
Output: a set of β − dimensional units
Method: FullDim(DS, minsup)
1: K ← number of complete dimensions;
2: C0 ← 1-dimensional dense units on DS0;
3: C[1, ...K − 1] ← NULL;
4: for i from 1 to K − 1
5: Ui ← Generate the 1 − dimensional dense units on the dimension of DS[i];
6: Ci ← Ci−1 × Ui; //generate the i-dim unit candidates from Ci−1 and Ci;
7: scan subspace from DS0 to DSi and keep the dense units in Ci;

Fig. 4. Procedure FullDim

dimensions if we recognize the dense units dimension by dimension. Our process
is illustrated in Figure 3: let A be the first dimension and B be the second.
Figure 4 shows the pseudo-code of our approach.

In line 6 of Figure 4, i-dimensional unit candidates are generated from the 1−
dimensional dense unit Ui and Ci−1. Thus the time cost of this step is bounded
by the number of element in each dimension. Given every k−dimensional dense
unit is also dense in any of its k − 1 subspace, our k − 1 dense unit list Ck−1
contains the dense units in k − dimensional. Then by also checking the ones
on the ith dimension, we further limit the number of candidates for following
prune. Line 7 then check on the subspace to maintain the truly dense one, whose
implementation is straightforward.

Let’s go back to the example in Section 2. Compared with the self-join of
CLIQUE, the join of CLINCH only generate as many as k × (k − 1)× (Imax)×
(Imax) dense units. Here, Imax = MAX({Ii|i = 1, ..., k)}, Ii is the amount of
dense unites of the ith dimension. Since Imax ≤ I, it is clear that the join of
CLINCH can get less cost than the self-join of CLIQUE. Furthermore, the em-
ployment of the dimension-by-dimension processing in the dense unit recognition
not only ease the efficiency in the self-join step in CLIQUE but also provides
the possibility to cluster incomplete data without filling the value beforehand.
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4.3 Recognition on Incomplete Dimensions

After all the complete dimensions are processed, we pass the dense units to the
step 3. Our idea is to employ the information from the processed several dimen-
sions to predict those missing values. Based on the dimension− by−dimension
approach, we introduce a decision-tree like mechanism to enable predication for
incomplete points. An example of such prediction is illustrated in Figure 5. Given
four 3−dimensional points A(0.4, 0.4, X), B(0.5, 0.4, 0.8), C(0.85, 0.45, 0.2) and
D(0.7, 0.5, 0.3), assume they are all complete in their first 2 dimension and their
positions are illustrated as follow:

This algorithm is illustrated in Figure 6.

4.4 Time Complexity

The time complexity of Algorithm CLINCH mainly consists of three parts:

1. Sort the dimensions by their entropy.
2. Generate 1− dimensional dense unit.
3. Generate k − dimensional units dimension by dimension.

Among these three steps, part 1 and 2 cost O(k∗n) and O(n) respectively. On

the other hand, the time complexity of part 3 is bounded by O(
k−1∑
1

Ti), where Ti

denotes the time in dealing with n points on ith dimension. When it is complete
in dimension i, time to handle n points is O(n), otherwise the time depends on
the completeness ξi. Formally,

Ti =

⎧⎪⎨
⎪⎩

O(n) The ith dimension is complete

O(n ∗ (1− ξi) +
n∗ξi∑

1

aj) Otherwise

 

A 

B 

C
D 
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A 

3rd dim 
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Fig. 5. Example for 3-dimensional units recognition
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Input: Dataset sorted by entropy of Dimension DS, support threshold minsup,
a set of β − dimensional units UList, Dimension ID DimID;

Method: IncompleteDim(DS, minsup, UList, DimID)
1: C(DimID−1) ← UList;
2: for i from DimID to DS.Dim − 1
3: Ui ← Generate the 1 − dimensional dense Unit on the dimension of DS[i];
4: Ci ← Ci−1 ∪ Ui

5: for every point P in the subspace form D[0...i]
6: if P is complete in ith dimension then
7: determine which unit candidate P belongs to
8: else
9: find P ’s nearest complete neighbor Pnbr from S
10: //S is the i − 1-dimensional unit that Pnbr belongs to
11: record P and its Pnbr;
12: include each incomplete point P to the i-dim unit Pnbr belongs to;
13: remove the non-dense unit in Ci;

Fig. 6. Procedure IncompleteDim

Where aj is the largest size of unit that an incomplete point needs to seek in
for neighbor.

Overall, the time complexity is O(k ∗ n +
k−1∑
1

Ti + n) , which is bounded by

O(k ∗ n). This much outperforms the exponential time of CILQUE.

5 Experiments

In this section, we evaluate the performance of CLINCH. Criterion in estimating
the performance of CLINCH includes its efficiency and quality of clustering
results. In efficiency, we record the total CPU time for comparison with CLIQUE
and the way introduced in [16] followed by DBSCAN. The efficiency was tested
on both synthetic and real data. The synthetic data generator was introduced
in [22]. The real dataset is from the completely specified database MUSK2
from UCI 2 machine learning repository. We evaluate the precision in the way
introduced in [21], which would be covered in details later. We implemented
all the algorithms in C++. The experiments have been run on Pentium IV
with 2.2 GHz containing 512MB DDR of main memory and Windows XP as
operating system.

5.1 Efficiency

We use real data as well as synthetic data in the experiments. The synthetic data
generator is introduced in [22]. We could set the number and size of clusters,

2 http://www.cs.uci.edu/ mlearn
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CLIQUE

FILV(DBSCAN)

CLINCH

Fig. 7. Time vs. Dataset Size (50-d)

CLIQUE

FILV(DBSCAN)

CLINCH

Fig. 8. Time vs. Dim (size of 10000)

CLIQUE

FILV(DBSCAN)

CLINCH

Fig. 9. Time vs. Dataset Size on MUSK2

CLIQUE

FILV(DBSCAN)

CLINCH

Fig. 10. Time vs. Dim on MUSK2

size and dimensionality of dataset etc. To test the performance of CLINCH on
different size of real data, we extract a series of subsets of MUSK2. Experiments
on the efficiency of CLINCH include its sensitivity to the dimensionality and
size of dataset.

Using cluster generator, we set to generate 5 clusters of 50-dimensional
database in different sizes. We could see from the figure 7 that CLINCH scales
well with the increase of database size. Besides, CLINCH ’s scalability with di-
mension was also investigated. We tested three algorithms on datasets with 10000
points. The effects of dimensions are shown in figure 8.

We also conducted the comparison on real dataset. The dataset is from the
machine learning repository MUSK2 from UCI. Scalability with dimension and
database size is tested by retrieving either the subspaces of dimensions and
subsets of data. Figure 9 and 10 show performances of CLINCH on different
database sizes and dimensionality.

5.2 Precision

In this section we would study what precision the CLINCH maintains and could
see that CLINCH produces the same clustering results if both performed on
complete data.

We employ the dataset from completely specified UCI dataset MUSK2 for
experiments. We generate the incomplete data space by randomly removing some
attributes of points.
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Fig. 13. Clinch Precision (compared with CLIQUE)

In the sea of filling-value algorithms for incomplete data, we choose the ap-
proach introduced in [16], which is simple and easy to implement. In assessing the
quality of CLINCH, we benefit from the method introduced in [21]. Specifically,
we measure the precision by solving the label-matching problem. We here com-
pared our results with CLIQUE, which was taken as producing the acceptable
grouping of points.

Figure 11 illustrates the precision with respect to the dimensionality that
miss values.

Firstly, we could see from Figure 13 that the CLINCH produces very similar
clustering results as CLIQUE. In figure 11, we set the missing percentage of every
dimension to be a random value no larger than 0.5, we presume that dimension
with a large missing percentage will be useless. Figure 12 show the effect of
missing percentage. We randomly miss a certain percentage of the attributes in
some dimensions, precision on which is illustrated above.

6 Related Work

Several approaches are proposed to fight the problem of clustering high-
dimensional data. The first category is to perform dimensionality reduction
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before clustering: points are projected to lower dimensional space to ease the
traditional on reduced data space [4, 6]; Another category in attacking the high-
dimensional clustering is based on grid partitioning [1, 9, 7, 20]. Algorithms in
this category first divide the space into rectangular units and keep the high-
density ones. Then the high-density units are combined to their neighbors to
form clusters and summaries.

Comparatively, in handling the points with missing attributes. Much work
has been done on filling the missing attributes with appropriate values. Several
simple, inexpensive and easy to implement techniques were introduced in [16].
Besides, imputation, statistical or regression procedures are widely used in es-
timating the missing values [13, 15]. Similar idea by reconstruction is also illus-
trated in [3]. However, these techniques are prone to estimation errors when the
dimensionality increases. There are also some approaches that view this problem
from a different angel: they extract principal components without elimination
or imputation [11, 19]. Similar PCA-like methods for missing value estimation
include [11, 17].

7 Conclusion

In this paper, we develop an effective and efficient method to clustering on
incomplete high-dimensional data. Our two contributions include contributing a
fast high-dimensional clustering technique as well as the proposal of an prediction
technique based on it. Our experiments and theoretical proof show our algorithm
CLINCH has a good performance both in efficiency and precision of clustering
incomplete data. In the future, we would like to transplant the algorithm to other
fields such as multimedia mining and pattern recognition. Meanwhile, to meet
the need of documents classification, further study in super high-dimensional
data is necessary.
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Abstract. This paper presents a topic discovery approach based on multi-ant 
colonies clustering combination. The algorithm consists of three parts. First, 
each document is represented as a vector of features in a vector space model. 
Then a hypergraph model is used to combine the clusterings produced by three 
kinds of ant-based algorithms with different moving speed. Finally, the topic of 
each cluster is extracted by re-computing the term weights. Test results show 
that the number of topics can be adaptively determined and clustering combina-
tion can improve the system performance. 

1   Introduction 

With the explosive growth of the World Wide Web, it has become more and more 
difficult to discover information effectively and efficiently. There is a need for tools 
that can help analyze the contents of the information to discover and approximately 
describe the topics from document in order to meet users’ information needs. 

Clustering is an un-supervised learning technique used in the process of topic dis-
covery from documents. It is a division of data into groups of similar objects. The 
classic clustering approaches include hierarchical algorithms, partitioning methods 
such as K-means, Fuzzy C-means, graph theoretic clustering, neural networks cluster-
ing, and statistical mechanics based techniques [1]. The ant-based clustering algo-
rithm is inspired by the behavior of ant colonies in clustering their corpses and sorting 
their larvae. One of the first studies related to this domain is the work of Deneubourg 
et al. [2], who have proposed a basic model that allowed ants to randomly move, pick 
up and drop objects according to the number of similar surrounding objects so as to 
cluster them. Lumer and Faieta [3] have developed this model from Deneubourg et 
al.’s robotic implementation to exploratory data analysis (LF algorithm). The work of 
Ramos and Merelo [4] studied ant-clustering systems with different ant speeds for 
textual document clustering. Several combinations of the ant algorithm and K-means 
clustering algorithm, such as the AntClass algorithm by Monmarche [5], the CSIM by 
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Wu et al. [6] and the ant–based clustering ensemble algorithm [7] have been pro-
posed. Strehl and Ghosh studied three effective cluster ensemble techniques based on 
a hypergraph model [8]. 

After obtaining a clustering of a document collection, the topic of each cluster 
needs to be extracted. Ayad and Kamel investigated a novel topic discovery method 
based on aggregation of clustering generated by different clustering techniques [9]. K. 
J. Wu et al. studied another automatic topics discovery approach from hyperlinked 
documents, which combines a method of set construction, a clustering algorithm and 
an iterative principal eigenvector computation method [10]. 

Taking advantage of this existing work, we present in this paper a topic discovery 
approach based on multi-ant colonies clustering combination. The algorithm consists 
of three parts. First, each document is analyzed and represented as a vector of features 
in a vector space model. Then the hypergraph model is used to combine the cluster-
ings produced by three kinds of ant-based algorithms with different moving speed 
such as constant, random, and randomly decreasing. Finally, the topic of each cluster 
is extracted by re-computing the term weights. Test evaluation shows that the number 
of topics can be adaptively determined and clustering combination can improve the 
system performance. 
    The remaining of this paper is organized as follows: Section 2 describes the sys-
tem architecture and principles in each step. Section 3 reports the test results evalu-
ating the performance of the proposed algorithm. Finally, Section 4 offers a sum-
mary of the paper. 

2   Topic Discovery Based on Multi-ant Colonies Clustering 
Combination 

2.1   Overview 

Fig. 1 shows the system architecture for topic discovery from documents. The first step 
is the document indexing analysis that cleans and represents the textual content of the 
documents using the vector space model. The second step is called document cluster-
ing, which consists of three ant colonies with different moving speed followed by a 
clustering combination component. In the third step, the topic discovery finds an ap-
proximate description of the topic of each cluster using the highest weighted attributes. 

2.2   Document Indexing Analysis 

To discover the topics from textual contents of a document collection automatically, 
the document needs to be represented in a form suitable for the chosen clustering 
algorithm. The document indexing analysis usually is of the following step: 

Cleaning. An important part of any text processing is the cleaning of a document. 
Cleaning a document is to get rid of unwanted elements of the document. The 
procedure for document cleaning in this algorithm includes removing tags, removal of 
stop-words, and stemming of words. 
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Fig. 1. System architecture for topic discovery from document 

After removing tags, the textual contents are extracted ignoring the textual structure 
and organization. Stop-words are frequent words that carry no information such as 
“the”, “and”, “of”, etc. It is often useful to eliminate these words. Finally, word stem-
ming is the process of converting different forms of a word into one canonical form, 
called terms. Words like “walk”, “walker”, “walked”, “walking” are all converted to a 
single word “walk”. The Porter stemming [11] is a popular algorithm for this task. 

Indexing. The most commonly used document representation is the so-called vector 
space model introduced by Salton in 1975 [12]. In the vector space model, each 
document is represented by a vector of words d. Each element of the vector reflects a 
particular word, or term, associated with the given document. In the term space, 
di { }inii www ,...,, 21= , where njwij ,...,1, = is the weight of term j in document i. The 

most common ways of determining the weight wij are based on the assumption that 
the best indexing terms are those that occur frequently in individual documents but 
rarely in the remainder of the collection. A well-known approach for computing term 
weights is the TF-IDF-weighting. The weight of a term j in a document i is given by: 

( )jijij dfNtfw /log×=  (1) 

where tfij is the term j frequency in the document i, or the number of occurrences of 
the term j in a document i. N is the total number of documents and dfj is the document 
frequency, that is the number of documents in which the term j occurs at least once. 
The inverse document frequency (idf) factor of this type is given by ( )jdfN /log .  

The TF-IDF-weighting does not consider that documents may be of different 
lengths. For our algorithm, the TFC-weighting with length normalization is used as a 
term weighting equation for term j in a document i [13]: 
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Reducing Dimensionality. When documents are represented as vectors, as described 
above, they belong to a very high-dimensional feature space because of one 
dimension for each unique term in the collection of documents. In order to reduce the 
dimension of the feature vector, the Document Frequency Thresholding is performed. 
Some terms whose document frequency are less than the predetermined threshold or 
appear in over 90% of the documents are removed. Further, only a small number of n 
terms with the highest weights in each document are chosen as indexing terms. 

2.3   Document Clustering 

In this module, there are two phases for clustering as shown in Fig. 1. The first phase 
consists of three clustering components using ant-based algorithm with different  
moving speed such as constant, random, and randomly decreasing, each of which 
generates a clustering. The second phase is the combination component that aggre-
gates three clusterings produced from the previous phase and generates what is called 
a combined clustering using the hypergraph model. 

Ant-Based Clustering Algorithm. The ant-based clustering algorithm is based on the 
basic model proposed by Deneubourg et al. [2] and some improvements [3][4][7]. 
First, the collection of document vectors is randomly projected onto a plane. Second, 
each ant chooses a document vector at random, and picks up or moves or drops down 
the vector according to picking-up or dropping probability with respect to the 
similarity of the current document vector within a local region. Finally, clusters are 
collected from the plane. 

Let us assume that an ant is located at site r at time t, and finds a document vector 
di at that site. A measure of the average similarity of document vector di with the 
other vector dj present in its neighborhood is given by: 
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where Neighs×s(r) denotes a square of s×s sites surrounding site r. The parameter v 
denotes the speed of the ants, and vmax is the maximum speed.  defines a parameter to 
adjust the similarity between documents. Sim(di, dj) is the similarity between two 
document vectors di and dj in the space of attributes. It is defined as the cosine of the 
angle between the vectors di and dj (their dot product divided by their magnitudes): 
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As the two document vectors become more similar, Sim(di, dj) approaches 1, other-
wise it approaches 0.  

As shown in Equation (3),  defines a parameter to adjust the similarity between 
document vectors. Larger values of  will result in making the similarity between the 
vectors larger and forces vectors to lay the same clusters. When   small, the simi-
larity will decrease and may in the extreme result in too many separate clusters. The 
parameter  also determines the cluster number and the speed of convergence. The 
bigger  is, the smaller the cluster number, and the faster the algorithm converges. 

Fast moving ants form clusters roughly on large scales, while slow ants group 
document vectors at smaller scales by placing vectors with more accuracy. So we 
develop three versions of clustering components (see Fig. 1) based on ants moving 
with different speed: 

– v is a constant. All ants move with the same speed at any time; 
– v is random. The speed of each ant is distributed randomly in [1, vmax], where vmax 

is the maximum speed; 
– v is randomly decreasing. The speed term starts with large value (forming clus-

ters), and then the value of the speed gradually decreases in a random manner 
(helping ants to cluster more accurately). 

The picking-up and dropping probabilities both are a function of f (di) that converts 
the average similarity of a document vector into the probability of picking-up or drop-
ping for an ant. The converted approaches are based on: the smaller the similarity of a 
document vector is (i.e. there aren’t many documents that belong to the same cluster 
in its neighborhood), the higher the picking-up probability is and the lower the 
dropping probability is; on the other hand, the larger the similarity is, the lower the 
picking-up probability is (i.e. documents are unlikely to be removed from dense clus-
ters) and the higher the dropping probability is. The sigmoid function is used as prob-
ability conversion function in our algorithm. Only one parameter needs to be adjusted 
in the calculation. 

The picking-up probability Pp for a randomly moving ant that is currently not car-
rying a document vector to pick up a vector is given by: 

))((1)( iip dfsigmoiddP −=  (5) 
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has a natural exponential form. Parameter ρ is a slope constant and can speed up the 
algorithm convergence if it is increased. 

The dropping probability Pd for a randomly moving loaded ant to deposit a docu-
ment vector is given by: 

))(()( iid dfsigmoiddP = . (7) 
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Clustering Combination. The idea of multi-ant colonies combination is inspired by 
the collaborative behavior of ant colonies. Combining clusterings starts by 
transforming the given clusterings into a suitable hypergraph representation as in [8]. 
Let di, Ni ,...,2,1=  denote one document vector of a document collection, and a 
clustering of these N documents into k clusters can be represented as a label vector 

NΙ∈λ . Given t groups clusterings with the q-th grouping )(qλ  having )(qk  clusters, 

the binary membership indicator matrix 
)()( qkNq ×Ι∈Η  is constructed, in which each 

cluster is represented as a hyperedge (column). All entries of a row in the binary 

membership indicator matrix )(qΗ are 1, if the row corresponds to a document vector 
with known label. Rows for document vectors with unknown label are all zero. A 
concatenated block matrix 

)...( )()1( tΗΗ=Η  (8) 

defines the adjacency matrix of a hypergraph with N vertices and )(
1

qt
q k=Σ  hyper-

edges. Each column vector ha specifies a hyperedge ha, where 1 indicates that the 
vertex corresponding to the row is part of that hyperedge and 0 indicates that it is not. 
Thus, we have mapped each cluster to a hyperedge and the set of clusterings to a 
hypergraph. 

Usually, two objects are considered to be fully similar if they are in the same clus-
ter, or they are fully dissimilar if they are not. So the similarity measure can be 
viewed as the fraction of clusterings in which two objects are in the same cluster. The 
next step of clustering combination is to compute the similarity matrix Z by: 

Z T

t
ΗΗ= 1

 (9) 

where matrix HT is the transposition of matrix H, Z is N×N sparse matrix. 
In the final step, the ant-based clustering algorithm is used to re-cluster the docu-

ments again. The new similarity matrix Z is performed and the clustering that has the 
lowest outlier number, is used as an initial data set. 

2.4   Topic Discovery 

When clusterings are generated, the topic can be extracted by re-computing the terms 
weights of the revealed cluster structure as in [9]. It is assumed that the best terms are 
those that occur frequently inside the cluster but rarely in the other clusters. A  
TF-IDF-weighting approach is used to re-compute the terms weights as follows: 

( )jijij cfCtfw /log×=  (10) 

where wij is the weight of term j in a cluster i. tfij is the term frequency in cluster i, that 
is, the number of occurrences of the term j in cluster i. The inverse cluster frequency 

( )jcfCicf /log= , where C is the total number of clusters and cfj is the cluster fre-

quency, or the number of clusters in which the term j occurs at least once. 
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For each cluster, the term weights obtained by Equation (10) give a way of finding 
approximate descriptions. The topic Ti is represented by a vector of l (term, weight) 
pairs with the highest weighted attributes as below: 

( )( ) ( )[ ]ililiiiii weighttermweighttermweighttermT ,...,, 2211= . (11) 

3   Evaluation 

The proposed algorithm was implemented in VC++6.0. Each document is represented 
as a vector of features in a vector space model using the TFC-weighting. The similar-
ity between two documents is calculated using the cosine measure. Three different 
clusterings are generated using the ant-based clustering algorithm and combined. The 
topic of each cluster is represented using the highest weighted attributes. The goal of 
the test is to compare the quality of the results before and after the combination. 

3.1   Test Data 

Tests draw on data from the Reuters-21578 collection1. The documents in the 
Reuters-21578 collection were collected from the Reuters newswire in 1987. We 
sample only news documents that have TOPICS labels. The data set contains 10 dif-
ferent document collections each of size 300 documents that belong to a single-topic. 

3.2   Performance Evaluation 

The test is designed to compare the performance of topic extraction before and after 
the combination in terms of metrics: F-measure. The F-measure combines the ideas of 
precision and recall from the information retrieval literature [9]. For each manual 
topic T in the document collection, it is assumed that a cluster X* corresponding to 
that topic is formed. In order to find X*, the precision and recall of a topic T with 
respect to a cluster X are defined as: 

 

where nXT is the number of documents judged to be of topic T in cluster X, nX is the 
number of documents in cluster X , and nT is the number of documents judged to be of 
topic T in the whole collection. 

The F-measure of a topic T is then given by 

),(),(

),(),(2
)(

TXrecallTXprecision

TXrecallTXprecision
TF

+
××

= . (14) 

With respect to topic T we consider the cluster with the highest F-measure to be X*. 
That is F-measure becomes the score for topic T. The overall F-measure is computed 
by taking the weighted average of all values for the F-measure for each topic T as 
given by 

XXT nnTXprecision =),(  (12) 

TXT nnTXrecall =),(  (13) 
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where M is the set of manual topic, |T| is the number of documents judged to be of 
topic T, and F(T) is the F-measure for topic T. 

3.3   Test Results 

We tested 10 different documents each of size 300 documents using three kinds of 
ant-based clustering algorithms and their combination separately. Only 25 terms with 
the highest weights are chosen as indexing terms [14]. The average number of the 
space of attributes is 813. Table 1 gives the average value of the overall F-measure 
and the average number of clusters that was adaptively determined by the algorithm 
vs. the number of manual topics 12.8. We noted that the performance of the combina-
tion is better than the average performance of the single ant-based algorithm. 

Table 1. Topic Extraction using Three Different Ant-based Clustering Algorithms and 
Combination 

Algorithms Average No. of Clusters Average F-Measure 
Ant colony 1 17.5 0.655 
Ant colony 2 16.3 0.670 
Ant colony 3 19.1 0.629 
Average of three 
colonies algorithm 

 
17.8 

 
0.651 

Combination 16.2 0.688 

4   Summary 

In this paper we introduced a method for topic discovery from document based on 
multi-ant colonies clustering combination. The topic of each cluster is extracted by re-
computing the term weights. The overall F-measure was used for evaluating the per-
formance of the proposed method. Test results show that the performance of the com-
bination algorithm for topic extraction is better than the average performance of the 
single ant-based clustering algorithm. 
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Abstract. Automatically discovering concepts is not only a fundamen-
tal task in knowledge capturing and ontology engineering processes, but
also a key step of many applications in information retrieval. For such
a task, pattern-based approaches and statistics-based approaches are
widely used, between which the former ones eventually turned out to
be more precise. However, the effective patterns in such approaches are
usually defined manually. It involves much time and human labor, and
considers only a limited set of effective patterns. In our research, we
accomplish automatically obtaining patterns through frequent sequence
mining. A voting approach is then presented that can determine whether
a sentence contains a concept and accurately identify it. Our algorithm
includes three steps: pattern mining, pattern refining and concept dis-
covery. In our experimental study, we use several traditional measures,
precision, recall and F1 value, to evaluate the performance of our ap-
proach. The experimental results not only verify the validity of the ap-
proach, but also illustrate the relationship between performance and the
parameters of the algorithm.

1 Introduction

Domain-specific concepts are useful in a variety of traditional applications, in-
cluding document summarizing, classification, clustering, indexing and query
expansion [16, 17]. With the development of the Web, some new research areas
and new applications are brought up, in which concept discovery also plays an
important role. For example, in the Semantic Web area, concept discovery is
a fundamental task of the knowledge capturing and ontology engineering pro-
cesses. Although the potential benefit of concepts is large, the majority of current
documents do not have an explicit declaration of the concepts presented. So au-
tomatically discovering concepts from text is necessary.

One way to extract concepts automatically from text is to use Natural Lan-
guage Processing (NLP) to analyze syntax and semantics of the text [1]. Other
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applications try to avoid expensive NLP techniques and apply machine learning
or statistical approaches to find rules or patterns to identify phrases as concepts
[2]. Some emerging techniques also attempt to mine topic-specific concepts and
definitions on the Web [3]. In [3], the authors first identify the sub-topics and
salient concepts of a specified topic using some heuristics, and then find the
informative pages containing definitions and descriptions for the users. In this
paper, we apply a data mining approach, called frequent sequence mining, to
automatically discover patterns from text. Our goal is to use these patterns to
identify concepts from sentences.

A closely related work to ours is keyphrase extraction, for which there are
two different ways. One is heuristics based, and the other is machine learning
technique based. [6] and [7] present some heuristic methods for the extraction of
medical terminologies and their definitions from online documents. [8] describes
a system called GenEx for keyphrase extraction. GenEx has two components: the
Extractor algorithm to process the input text and produce a set of keyphrases,
and the Genitor genetic algorithm to tune the twelve parameters of Extractor
to maximize its performance on training data. [9] presents an algorithm, Kea,
to find important phrases from documents using a machine learning technique.
In this study, two attributes are used to discriminate between keyphrases and
non-keyphrases, namely, the TF*IDF score of a phrase and the distance into
the document of a phrase’s first appearance. Then, a Naive Bayes model is
generated from a set of training documents where keyphrases are provided. In
the concept extraction stage, Kea computes TF*IDF scores and distance values
for all phrases in the new document, then the Naive Bayes model is applied to
each phrase, computing the estimated probability of it being a keyphrase.

In this paper, we present a pattern based approach for concept discovery on
the Web. The patterns used in our approach are automatically obtained through
Web mining. Through the evaluation, we can see that using automatically mined
patterns, the recall of concept discovery increases greatly without decrease in
precision. Compared with heuristics based systems, our approach does not need
the manual labor to describe predefined patterns; compared with the machine
learning based methods, our algorithm is more flexible. Given a sentence, the
algorithm proposed in this paper can determine whether this sentence contains
a concept and if so, accurately identify it. In contrast, the machine learning
based methods must use the whole Web page to determine the attributes of a
candidate phrase, such as distance and TF*IDF value which rely on features of
the whole page. Another advantage is that our concept discovery algorithm uses
sentences as the input unit, while other machine learning based methods treat
phrases as input unit, and they need to first generate a lot of candidate phrases
by some mechanical heuristics. In order to evaluate the discovery ability of a
pure pattern based approach, we do not use TF*IDF or distance to measure the
importance of candidate phrases; moreover, we deliberately avoid any heuristic
to select more important sentences from a Web page.

The remaining of the paper is organized as follows. In Section 2, we illustrate
the process of pattern mining. Section 3 discusses the algorithm to refine pat-
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terns generated in the former step. The approach which automatically discovers
concepts is given in Section 4. The evaluation results are presented in Section 5.
In Section 6, we summarize our study and discuss some future work.

2 Pattern Mining

In the pattern mining stage, we aim to discover the frequent sequences that
characterize the syntactic patterns of sentences containing concepts. This stage
altogether includes two phases: corpora construction and frequent sequence min-
ing. In the corpora construction phase, based on several manually constructed
concept hierarchies, Web pages relevant to the concept hierarchies are retrieved
through a search engine (Google). Web pages are segmented into sentences, and
divided into two categories, the concept-relevant corpus and concept-irrelevant
corpus. In the first corpus, each sentence contains at least one concept in the
concept hierarchies; the second corpus includes the rest of the sentences. Then
sentences in both corpora are preprocessed according to part-of-speech and the
appearance of concepts. A frequent sequence mining approach is performed on
the first corpus to discover frequent sequences that characterize the syntactic
patterns of sentences containing one or more concepts. In the following, we will
describe these processes in detail.

2.1 Corpora Construction

In many concept-based information retrieval models, a conceptual structure for
mapping descriptions of information objects to concepts is widely used [10]. The
authors of [10] divide such conceptual structures into 5 categories: conceptual
taxonomy, formal or domain ontology, semantic linguistic network of concepts,
thesaurus and predictive model. We make use of the first type, i.e. concep-
tual taxonomy, which is a hierarchical organization of concept descriptions. The
main relationships among concepts in a conceptual taxonomy are aggregation
(parent-child) and association (sibling). We will use ’concept hierarchy’ to refer
to conceptual taxonomy in the rest of this paper.

Initially, we collect several manually constructed concept hierarchies in dif-
ferent knowledge domains, including computer science, mathematics, chemistry,
physics, botanical science, etc. However, it is not necessary for a hierarchy to
be complete, as long as all aggregation and association relationships involved
are accurate. Next, a query corresponding to each concept in a hierarchy is gen-
erated. We adopt a typical query expansion technique to produce the queries.
Each concept which has a parent concept existing in the hierarchy will generate a
query of the concept itself and its parent. The root concept of each hierarchy will
generate a query of itself only. Then the queries are submitted to a search engine
( [11]), and the top N retrieved documents are saved to our local disk. Duplicate
pages are deleted from the dataset to avoid bias during the mining process.

For all pages retrieved, we segment each into sentences first, and then several
operations are performed to the sentences in order to eliminate noisy words and
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concentrate on the more contributive ones. We define two types of uniform labels:
concept related labels replace the appearance of concepts in a sentence, and
part-of-speech labels are used to substitute articles and pronouns. The uniform
labels still function as ordinary words, and the mining algorithm will ignore their
difference from other words. If a sentence includes two or more appearances of
concepts and two of them reflect an aggregation relationship in the concept
hierarchy, then the parent concept is substituted by 〈CD : ParentConcept〉 and
the child by 〈CD : ChildConcept〉, and all other concepts in this sentence is
replaced by 〈CD : OtherConcept〉; if there is no aggregation relationship in
the sentence, all concepts are replaced by label 〈CD : Concept〉. Articles and
pronouns are substituted by 〈CD : Article〉 and 〈CD : Pronoun〉 respectively.
Adjectives, adverbs, interjections, predeterminers are removed. The following is
an example of the result of a processed sentence:

Original: An infinite series is a sum of infinitely many terms.
Result: 〈CD : Article〉 〈CD : Concept〉 is 〈CD : Article〉 sum of terms.

Sentences with a concept related label are saved into the concept-relevant corpus,
and the rest are saved into the concept-irrelevant one for further mining.

2.2 Frequent Sequence Mining

Sequential pattern mining is a data mining task that discovers frequent subse-
quences as patterns in a sequence database. The sequential pattern mining prob-
lem was first introduced in [12]: Given a set of sequences and a user-specified
min support threshold, the problem of sequential pattern mining is to find all
the frequent subsequences, i.e., the subsequences whose occurrence frequency in
the set of sequences is no less than min support.

In our work, we simplify the sequential pattern mining problem as that every
element in a sequence has only one item. The length of a sequence is then the
number of elements in the sequence. We use the concept-relevant corpus as the
input sequence set, regarding each sentence in the corpus as a sequence, and
each word within as an element. So a sequence in our application is denoted
as 〈word1word2...wordl〉, and its length is the number of words in it. We use
PrefixSpan [13] as our pattern mining algorithm.

In sequential pattern mining, min support is an essential parameter, and
min length is widely used to constrain the minimum length of result sequences.
In our work, we introduce a new parameter, min coverage, to restrict the re-
sulting patterns. Min coverage is used to minimize the influence of a single
knowledge domain (corresponding to a concept hierarchy) on the resulting pat-
terns. Every knowledge domain has its own frequent vocabulary, hence tends
to produce its own high frequency sequences. So we make sure that only the
patterns that occur in no less than min coverage domains can be recorded as
resulting patterns. After the frequent pattern mining phase, the sequential pat-
terns that are longer than min length and occur no less than min support times
in at least min coverage domains are recorded in the concept pattern set (CPS,
or Concept Pattern Set). A detailed example is provided below.
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Table 1. Example for Frequent Sequence Mining

seq id domain id sequence

1 1 〈abc〉
2 1 〈ae〉
3 2 〈bcde〉
4 3 〈bce〉

The sequence set is shown in Table 1. Min support is set to 3, min coverage
2, and min length is 2.

Sub-sequence 〈bc〉 is a resulting sequence, its support is 3 since sequences 1,
3 and 4 all contain it, and its coverage is 3 since sequences 1, 3, and 4 belong
to domains 1, 2, and 3 separately. Sub-sequence 〈ce〉 is not a resulting sequence
since it fails to satisfy the constraint on support even though it satisfies the
constraint on coverage.

3 Pattern Refining

We call a frequent sequence that characterizes the syntactic features of a sentence
including concepts a concept representative pattern. Yet not all the patterns in
CPS bear such a quality. Some of them are common syntactic patterns that
may appear in any natural language sentence. For example, “this is for” and
“〈CD : Pronoun〉 should be” are both frequent sequences in natural language,
but do not help much in finding concepts. So in the pattern refining phase, we
first find out the frequent sequences in natural language.

3.1 Frequent Sequences in Natural Language

To distinguish concept representative patterns from common frequent patterns
in natural language, we adopt the following method. As we have mentioned in
Section 2.1, based on the same concept hierarchies, we have constructed another
corpus that is composed of sentences not containing concepts, viz. the concept-
irrelevant corpus. With the same mining algorithm, we use the concept-irrelevant
corpus as input, and get another resulting pattern set (NPS, or Non-concept
Pattern Set).

Obviously, the proportion of concept representative patterns in NPS is much
fewer than that in CPS. And the common part of them is the patterns that are
common in natural language, and should be filtered from CPS. The difference
of CPS and NPS is called the final pattern set (FPS, or Final Pattern Set).
Through experiment we find that the precision of the concept discovery system
based on FPS is 11% higher than that based on CPS.

3.2 Pattern Credit Evaluation

Another obstacle to our goal is that even the most ideal pattern can sometimes
find phrases that are not really concepts. A typical example would be the pat-
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tern “are examples of 〈CD : ChildConcept〉”. It can find actual concepts like
mathematical term “group” and “homology theory”, but at the same time it
distinguishes phrases like “this strategy” and “the more abstract statements”
as well. We consider this as the drawback of pattern-based methods to identify
concepts. To reduce the negative effects, we introduce a pattern evaluation tech-
nique to give credit to each pattern, and the credit will be used in the concept
discovery process.

For each pattern in FPS, if all elements other than the concept related labels
in the pattern can be found in a sentence and the order of the words in it are
identical to that of the pattern, the pattern is called a ’matching’ pattern of
the sentence. The words in the sentence corresponding to the position of the
concept related label are regarded as a concept. As we have discussed, almost
all patterns make both right and wrong decisions. The proportion of times it
makes a right decision to a wrong decision indicates the accuracy rate of the
pattern.

A training set is needed to evaluate each pattern. In our context, the train-
ing set is a set of concepts and a set of sentences containing at least one of the
concepts. Two extra concept hierarchies about algebraic structures and group
theory are used to generate queries and gather Web pages containing the con-
cepts. The training sentence set is comprised of sentences in the retrieved Web
pages. For each concept hierarchy, a corresponding glossary is obtained from
several online math dictionaries. Training sentences that do not contain any of
the entries in the glossaries are deleted. Entries that do not appear in any sen-
tence are removed. The current training set includes 48,053 sentences and 306
corresponding concepts.

We match each pattern in the FPS with all training sentences and make a
decision for each - a positive decision by identifying a concept or a negative
decision for regarding that the sentence contains no concept. For a positive
decision, we compare the detected concept with the concept set. If it is found
in the concept set, we consider it as a right decision, otherwise a wrong one.
For negative decisions, we simply ignore them, because no single pattern can be
versatile enough to discover any concept in any sentence. Thus we can get the
accuracy rate of the pattern, which we define as the Credit of a pattern:

Credit =
Right Decision Sum

Right Decision Sum + Wrong Decision Sum
(1)

For example, if the Credit of a pattern is 0.8, we get a conclusion that the
pattern has made a positive decision that has an 80% probability to be right.
In our context, this is equivalent to say a candidate concept is a real concept
with an 80% probability. Also, if the Credit of a pattern is 0, we can conclude
that the candidate concept discovered by the pattern is generally not a real
concept. If the Credit is 0.5, it suggests that the pattern makes decisions quite
randomly.
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4 Concept Discovery Using Frequent Patterns

In the concept discovery phase, the following steps are performed to discover the
concept:

Given a sentence, we try to match all patterns remaining in the FPS against
it. The matched patterns will identify some phrases as candidate concepts. Then
the probability for each phrase identified as a candidate concept is computed
using the Credits obtained in the previous step. If the largest probability is
larger than a threshold, the phrase with the largest probability is identified as a
concept finally.

Generally speaking, given a sentence, there can be more than one ’matching’
patterns for it. Some of them may identify the same phrase as a candidate
concept; others may identify different words. To decide whether the ’matching’
patterns have made a right decision and which phrase is the concept, a voting
algorithm is designed as described in the following.

Upon completing the pattern credit evaluation phase, we get a Credit set
{C1, C2, ..., Ci, ...} corresponding to the final pattern set FPS= {p1, p2, ..., pi, ...}.
Consider a sentence S = {word1, word2, ..., wordj , ..., wordn}. Through match-
ing each pattern with the sentence, some phrases are identified as candidate
concepts. For each candidate concept, we can compute the probability that the
candidate concept is really a concept according to the Credit of the patterns
that identify the candidate concept. If a phrase, PH, is identified as a candidate
concept by a set of patterns P’ ⊆ FPS, then the probability that PH is a real
concept is:

Pr(PH|I(PH, P ′)) =
Pr(PH, I(PH, P ′))

Pr(I(PH, P ′))
=

∏
pi∈P ′

Ci∏
pi∈P ′

Ci +
∏

pi∈P ′
(1− Ci)

(2)

where I(PH,P’) denotes that PH is identified as a concept by all patterns in P’.
Pr(PH|I(PH, P ′)) is the probability that PH is really a concept in condition
that it is identified by all patterns in P’. Pr(PH, I(PH, P ′)) is the probability
that PH is really a concept and identified by P’, which is to say that all patterns
in P’ made a right decision. Since all patterns make decisions independently,
Pr(PH, I(PH, P ′)) is equal with

∏
pi∈P ′

Ci. Pr(I(PH, P ′)) is the probability that

PH is identified by P’, meaning either PH is really a concept and all patterns
in P’ made the right decision, or PH is not a real concept and all patterns in P’
made a mistake. Thus, Pr(I(PH, P ′)) equals to

∏
pi∈P ′

Ci +
∏

pi∈P ′
(1− Ci).

If Pr(PH|I(PH, P ′)) is larger than 0.5, it means that the probability that PH
is a concept is larger than the probability that it is not a concept. For example,
assume our pattern set has three patterns, {pa, pb, pc}, with the correspond-
ing Credits {0.9, 0.3, 0.6}, and a sentence containing three words, {word1word2
word3} is given. Word1 is identified by pa and pb, and word2 is identified by pc,
then Pr(word1|I(word1, {pa, pb})) and Pr(word2|I(word2, {pc})) are computed
as follows:
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Pr(word1|I(word1, {pa, pb})) = (0.9 ∗ 0.3)/(0.9 ∗ 0.3 + (1− 0.9) ∗ (1− 0.3)) =
0.27/(0.27 + 0.07) = 0.8

Pr(word2|I(word2, {pc})) = 0.6/(0.6 + (1− 0.6)) = 0.6
In this example, Pr(word1|I(word1, {pa, pb})) and Pr(word2|I(word2, {pc})) are
all larger than 0.5, so both of them can be regarded as concepts. But compared with
word2, word1 has a larger possibility and is chosen as the final detected concept.

5 Preliminary Results

In this section, we first evaluate a previously proposed pattern-based concept
discovery method ( [3, 7, 14, 15]). Then we perform two experiments on our algo-
rithm: the first experiment shows how the performance of the algorithm varies
with the min coverage parameter of the frequent sequence mining process, and
compares the performance of our approach with the previous pattern-based
method; the second shows how performance varies with the size of the train-
ing data. The test set is obtained in the same way as the training set and
independent of the initial set for mining and the training set. It contains 133,980
sentences with 398 concepts corresponding to 2 concept hierarchies about atomic
and molecular physics and computer architecture.

Precision, recall and F1 values are widely used to measure the effectiveness of
information retrieval systems. Although recall is not a key issue in the Web context
because of its richness in information, it is still an important factor in consideration
for the efficiency of a system. In particular, the Web pages relevant to the user
specified topic are retrieved by a search engine and collected by our system; then
every Web page is parsed into a set of sentences. Finally, a set of automatically
mined patterns are matched to each sentence to identify concepts within them. So
if the patterns can achieve a higher recall, we can collect fewer Web pages with the
highest relevance, and subsequently spend less time to parse the Web page set and
get fewer sentences. This helps reduce the execution time significantly.

In most previous research on concept discovery, the following concept defini-
tion identification patterns are considered to be suitable for Web pages
[3, 7, 14, 15]:

{is|are} [adverb] {called|known as|defined as} {concept}
{concept} {refer(s) to|satisfy(ies))}
{concept} {is|are} [determiner]
{concept} {is|are} [adverb] {being used to|used to|referred to|

employed to|defined as|formalized as|described as|
concerned with|called}

{What is} [determiner] {concept}?
{concept} {: |−} {definition}
〈dt〉 {concept} 〈dd〉 {definition}
Legend : {} − compulsory field

[] − optionalfield
adverb − e.g., usually, normally
definition − definition of a concept
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Fig. 1. Performance of using pattern sets with different domain coverage

Based on the patterns, the regular expression matching algorithm is applied
to discover concepts from sentences. On our test set, the precision of the method
is 48.5%, recall is 32.5% and F1 value is 0.389. We can see that the precision
and recall are all low even though the patterns seem to be reasonable.

In our approach, there are two factors that can influence the performance:
the pattern set used by the algorithm and the training set used to evaluate the
patterns. And the former one depends on the parameters in the frequent sequence
mining process, including min support, min length and min coverage. From
our experiment, we find that min support and min length do not have a fixed
relationship with performance. So, in the following, we conduct the experiments
that show how the performance of the algorithm varies with the min coverage
parameter as well as the size of the training data.

Table 2. Min coverage and pattern sum of corresponding pattern set

min coverage number of patterns

2 112,000
3 68,948
4 19,068
5 4.350
6 1,068
7 210
8 41
9 5
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Table 3. Performance comparison of the predefined pattern set and pattern sets with
different domain coverage

Patternset Precision Recall F1
Predefined pattern set 48.5% 32.5% 0.389
Pattern set with min coverage=2 52.5% 70.0% 0.600
Pattern set with min coverage=3 53.1% 69.3% 0.601
Pattern set with min coverage=4 55.3% 67.0% 0.606
Pattern set with min coverage=5 57.5% 58.9% 0.582
Pattern set with min coverage=6 55.0% 47.1% 0.507
Pattern set with min coverage=7 53.4% 31.2% 0.394
Pattern set with min coverage=8 64.0% 18.9% 0.292
Pattern set with min coverage=9 74.2% 12.8% 0.219

Table 2 shows the pattern sum of each pattern set with different min coverage.
Figure 1 shows how the performance of the algorithm varies with the coverage of
the patterns. It can be seen from Table 2 that with the rising of min coverage,
from 2 to 9, the number of patterns dramatically decreases from 112,000 to 5
correspondingly. From Figure 1, we can see that recall also decreases sharply,
from 0.7 to 0.13. Contrasting with the sharp decrease in the pattern sum and
recall value, the precision varies very little when the coverage is less than 8, but
it increases notably after the minimum coverage gets beyond 8. This means that
the more domain areas a pattern is suitable for, the higher its precision is. From
Table 3, we can see that the optimum performance of our system is achieved

5 10 50 .1k .5k 1k 5k 10k 50k

0.2

0.4

0.6

0.8

1
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F1
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Fig. 2. Performance for different size of training set
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when min coverage is set to 4. Compared with the performance of previous pat-
tern based methods, the recall and precision are both improved in our approach
when the pattern sets with a min coverage less than 8 are used. Precision is
higher in all patterns sets, independent of the min coverage parameter.

To illustrate how the performance varies with the amount of training data,
we conduct the experiment on the same test set using the pattern set with
min coverage 4. Figure 2 plots the precision, recall and F1 values against the
number of sentences for training, from 5 to 50,000. It can be seen that when
the number of training sentences exceeds 50, the performance improves stably
along with the increase in the training set size. If more than 5,000 sentences
are used for training, however, little improvement in both recall and precision is
gained by increasing the number of training samples further. The result shows
that 5,000 sentences are sufficient to push the performance of our algorithm to
its optimum.

The sentences collected in the test set come from Web pages. And Web pages
are generally noisier and have fewer salient concepts than journal papers and
technical reports from a digital library. Also, the concepts in Web pages are
usually presented in special styles such as within the anchor text of a hyperlink
instead of a full sentence in natural language. All these factors decrease the
performance because our algorithm does not do any preprocessing on Web pages,
nor does it deal with any of the peculiar properties of HTML.

In the future, more experiments will be conducted with several other training
sets and test sets. Patterns will be evaluated with different training sets, and
tested with different test sets, and the average performance will be obtained.
Such an experiment can reduce the effect of the training and test set on the
evaluation results, and then provide a more accurate evaluation.

6 Conclusions and Future Work

In this paper, we have presented a pattern based approach to concept discovery
for any given sentence. In the approach, the patterns are automatically mined
from the Web, and a voting algorithm is presented to identify concepts from
sentences on the basis of all the patterns’ decisions.

The result of our current system may sometimes contain none-exact concepts.
For example, some other words such as adjective, adverb and a part of the sen-
tence may appear in the result even though we have used a length parameter
to constrain the length of the result. In our future work, we will conduct some
refinement work on the result, aiming to identify the exact concept. And we
will combine additional information such as TF*IDF and the importance of a
sentence to improve the performance of the current approach. Another inter-
esting work is that the pattern mining method can also be used to mine the
sequences that characterize the syntactic patterns of sentences containing con-
cept relationship descriptions. So the resulting patterns can be used to discover
the relationship between concepts as well.
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Abstract. Many machine learning and data mining algorithms crucially rely on 
the similarity metrics. However, most early research works such as Vector 
Space Model or Latent Semantic Index only used single relationship to measure 
the similarity of data objects. In this paper, we first use an Intra- and Inter- Type 
Relationship Matrix (IITRM) to represent a set of heterogeneous data objects 
and their inter-relationships. Then, we propose a novel similarity-calculating al-
gorithm over the Inter- and Intra- Type Relationship Matrix. It tries to integrate 
information from heterogeneous sources to serve their purposes by iteratively 
computing. This algorithm can help detect latent relationships among heteroge-
neous data objects. Our new algorithm is based on the intuition that the intra-
relationship should affect the inter-relationship, and vice versa. Experimental 
results on the MSN logs dataset show that our algorithm outperforms the tradi-
tional Cosine similarity. 

1   Introduction 

The performance of many data mining algorithms such as document clustering and 
text categorization critically depends on a good metric that reflects the relationship 
between the data objects in the input space [1] [30]. It is therefore important to calcu-
late the similarity as effectively as possible [28].  

Most early research works only used single relationship to measure the similarity 
of data objects. In the original vector space model (VSM) [23], “terms” (keywords or 
stems) were used to characterize queries and documents, creating a document-term 
relationship matrix where it is straightforward to compute the similarities between and 
among terms and documents by taking the inner product of the two corresponding 
row or column vectors. Dice, Jaccard and Cosine measurements[20] are a few classi-
cal methods that use the document-term relationship to measure the similarity of 
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documents for retrieval and clustering purposes. Deerwester and Dumais [9, 10] 
thought that the concept in a document might not be well presented by keywords they 
contained. In their Latent Semantic Index (LSI) work, instead of directly using the 
document-term matrix to compute the similarity of text objects, they first use the 
Singular Vector Decomposition (SVD) method to map the document-term matrix into 
some lower dimension matrix where each dimension associates with a “hidden” con-
cept, then the similarity of text objects (documents or queries) are measured by their 
relationships to these “concepts” rather than the key works they contained.  

Other relationships such as reference relationships among scientific articles are 
also used to measure the similarity of data objects. Small [26] tried to measure the 
similarity of two journals by counting the number of journals they both cite, this 
method is also called co-citation. Kessler [14] measured the similarity of two journal 
papers by counting the number of journals that cite them both, this method is also 
called bibliographic coupling. Co-citation and bibliographic coupling had been suc-
cessfully used to cluster scientific journals [18]. With the advent of World Wide Web, 
relationships within web objects such as the hyperlink relationship were also used to 
calculate the similarity of web objects. Dean [8] and Kleinberg [15] used hyper-links 
among a web pages community to discover similar web pages. Larson [16] and Pit-
kow [17] applied co-citation on the hyperlink structure of the web to measure the 
similarity of web pages. In the Collaborative Filtering [12] and Recommendedr Sys-
tems [21] field researchers tried to analyze the similarity of peoples by examining the 
people-document and people-artifacts relationship respectively.  

The research works introduced above only used single type of relationship to 
measure the similarity of data objects. However, these approaches run into serious 
problems when various information applications require a more real and accurate 
similarity measuring method where multiple types of data objects and their relation-
ship must be handled in an integrated manner. Thus in the extended VSM [11], 
feature vectors of data objects were lengthened by adding attributes from objects of 
other related spaces via inter-type relationships. By doing so, information from 
different sources are directly mapped into an enhanced Vector Space and similarity 
computation were obtained through the calculation on these enhanced feature vectors. 
The extended feature vector had been used for document search [25] or clustering 
purposes [6]. Following the same idea, Rocchio [22] and Ide [13] expand the query 
vector using the frequent terms appeared in the top documents retrieved by the query 
and improved the search effectiveness, the idea of using terms found in related 
documents to extend the query term vector is also referred to as “Query Expansion”. 
Similarly, Brauen [4] modified document vector by adding or deleting the terms in the 
queries that relates to it. Changing document vectors by related query terms is also 
referred to as “Dynamic Document Space” method [24].  

Recently, researchers have tried to calculate the similarity of two data objects by 
measuring the similarity of their related data objects. For example, Raghavan and 
Sever [18] tried to measure the similarity of two queries by calculating the similarity 
relationship of their corresponding search lists. Beeferman and Berger [3] clustered 
queries using the similarity of their clicked web pages and cluster web pages using the 
similarity of the queries that lead to the selection of the web pages. Wen [19] and Su 
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[27] calculated the query similarity based on both the query contents similarity and 
the similarity of the documents that retrieved by queries; they calculated the similarity 
of documents in a similar way. Although research works introduced above used inter-
type relationships to help improve the similarity calculation of data objects, they did 
not consider the mutual reinforcement effect on similarities of the interrelated hetero-
geneous data objects. Most recently, Wang et, al.[29] proposed an iteratively rein-
forcement clustering algorithm for multi-type data objects where the cluster results 
from one type of data objects is used to reinforce the clustering process of another 
data type. Their method was shown to be effective for clustering and is much related 
to the similarity reinforcement algorithm that we propose in this paper. Aiming at 
finding the best cluster for individual documents, Wang’s algorithm may not be very 
precise when used to calculate the similarity of individual data objects. 

Davidson [7] had proposed another much related idea. In his two-page short paper, 
Davidson analyzed multiple term document relationships by expanding the traditional 
document-term matrix into a matrix with term-term, doc-doc, term-doc, and doc-term 
sub-matrices. He proposed that the links of the search objects (web-page or terms) in 
the expanded matrix could be emphasized. With enough emphasis, the principal ei-
genvector of the extended matrix will have the search object on top with the remain-
ing objects ordered according to their relevance to the search object. Although his 
idea is sounding, he didn’t point the reason that difference kind of relationship can be 
calculated in a unified manner in his paper. Then we propose a novel iterative similar-
ity learning approach to measure the similarity among the objects combining inter-
type relationship over the Intra- and Inter- Type Relationship Matrix (IITRM). Our 
proposed algorithm is based on an intuitive assumption that the intra-relationship 
should affect the inter-relationship, and vice versa. It can help detect latent relation-
ships (such as latent term association discovered by LSI) among heterogeneous data 
objects, which can be used to improve the quality of various information applications 
that require the combination of information from different data sources. Experimental 
results the MSN logs dataset show that our algorithm outperforms the traditional 
Cosine similarity.  

The rest of the paper is organized as follows: in Section 2, we will give the formal 
matrix to represent both intra- and inter- type relationships among data objects from 
heterogeneous data sources in a unified manner, which we call it as an Inter- and Intra- 
Type Relationship Matrix (IITRM) and the problem formulation of similarity measure. 
In Section 3, we will present an information-processing assumption that form the theo-
retical basis of our proposed study and the unified similarity calculating algorithm that 
we proposed. Some experimental results for this algorithm will also be reported in 
section 4. We conclude this paper and describe our future work in Section 5. 

2   Intra- and Inter- ype Relationship Matrix 

In this section, we first will give the formal matrix that represents both intra- and 
inter- type relationships among data objects from two data sources in a unified man-
ner, which we call it as the second-order Intra- and Inter- Type Relationship Matrix. 
Then we will present the Intra- and Inter- Type Relationship Matrix (IITRM) to repre-
sent a set of heterogeneous data objects and their inter-relationships.  

t
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2.1   Second-Order IITRM  

Suppose we have N different data spaces S1, S2… SN.  Data objects within the same data 
space are connected via intra-type relationships Ri ⊆ Si × Si. Data objects from two differ-
ent data spaces are connected via inter-type relationships Rij ⊆ Si  × Sj (I ≠ j). The intra-type 
relationships Ri can be represented as an m ×m adjacency matrix Li (m is the total number 
of objects in data space Si), where cell lxy represents the inter-type relationship from the 
xth object to the yth object in the data space Si. The inter-type relationship Rij can also be 
represented as an m × n adjacency matrix Lij (m is the total number of objects in Si, and n 
is the total number of objects in Sj), where the value of cell lxy represents the inter-type 
relationship from the xth object in Si to the jth object in Sj. 

Let’s consider two data spaces 1 2{ , , }mX x x x= , and 1 2{ , , }nY y y y= and 

their relationships: Rx, Ry, Rxy, and Ryx. The adjacency matrices Lx and Ly stand for 
the intra-type relationship within the data spaces X and Y, respectively. Lxy and Lyx 
stand for the inter-type relationships from objects in X to objects in Y and inter-type 
relationships from objects in Y to objects in X respectively. If we merge data spaces 
X and Y into a unified data space U, then, previous inter- and intra- type relationships 
Rx, Ry, Rxy, and Ryx are now all part of intra-type relationships Ru in data space U. 
Suppose Lu is the adjacency matrix of Ru, then Lu is a (m + n) × (m + n) matrix, with 
cell lij representing the relationship from the ith object originally from X, (if I ≤ m), or 
the (i-m)th object originally from Y,(if i>m), to the jth object originally from X,  
(if i≤ m), or the (j-m)th object originally from Y,(if i>m). It is not difficult to figure out 
that the matrix Lu is actually a matrix that combines Lx, Ly, Lxy and Lyx in such a way 
as shown in Eq. (1) below: 

x xy

u
yx y

L L
L

L L
=  (1) 

In this paper, we call the matrix Lu as the Second-order Intra- and Inter- Type Re-
lationship Matrix and denote as 2

IITRML . The 2
IITRML  matrix can be used to explain a lot 

of real world information application scenarios. For example, if we only consider one 
data space: the web pages; and one type of intra-type relationship: the hyperlink rela-
tionship, the 2

IITRML matrix is reduced to the link adjacency matrix of the web graph.  

If we want to analyze how user-browsing behaviors can affect the “popularity” of 
a web page as defined in the PageRank algorithm [5], we would be actually analyzing 
two data spaces: user, web page, and one inter- (browsing), two intra- (hyperlink, user 
endorsement relationship) type similarities as shown in Figure1. 

The figure can be represented as IITRM:  

2
user browseIITRM

T
browse hyperlink

L L
L

L L
=  (2) 

Where, Luser is the endorsement relationship matrix for user space, Lbowse is the brows-
ing relationship matrix between user space and web page space; Lhyperlink is the hyper-
link adjacency matrix for web page space. Eq. (2) has provided a much generalized 
way of representing web objects and their relationships. 
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Fig. 1. A real world scenario for the Second-order IITRM 

2.2   Intra- and Inter- ype Relationship Matrix 

As the second-order IITRM, we present the formal matrix that represents both intra- 
and inter- type relationships among data objects from heterogeneous data sources in a 
unified manner. Using the notations in the first paragraph of this section, Eq. (1) can 
easily lead to the definition of the intra- and inter- type Relationship Matrix IITRM

NL  for 

N interrelated data spaces, as shown in Eq. (3). 

1 12 1

21 2 2

1 2

N

NIITRM
N

N N N

L L L

L L L
L

L L L

=  (3) 

As discussed above, our problem is reinforcing the similarity among the intra-type 
objects by combining the inter-type relationship. So we can divide N different data 
spaces S1, S2… SN into two data spaces xS and xS , where xS denotes all the data 

spaces except xS . We can rewrite IITRM as below: 

x xxIITRM
N

xx x

L L
L

L L
=  (4) 

3   Similarity Reinforcement Algorithm 

In this section, we will further argue that the similarity relationships between data 
objects from heterogeneous data sources could also be iteratively reinforced by inter- 
and intra- type relationships among heterogeneous data spaces under a simple as-
sumption. More specifically, this reinforcement process can also be modeled as an 
iterative calculation over IITRM. Following that is the convergence proof of this 
algorithm. 

3.1   Similarity Reinforcement Algorithm 

Firstly, let us interpret our basic assumption, “the intra-relationship should affect the 
inter-relationship, and vice versa.” We believe iteratively reinforcement the similarity 
of a set of heterogeneous data objects by their inter- and intra- type relationships can 
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Profile 
Similarity 
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better predict the similarity of two data objects because the iterative similarity rein-
forcement calculation would discover some hidden similarities between data objects 
as illustrated in Figure 2. 
 
 
 
 
 
 
 
 
 
 

Fig. 2. An example of iterative similarity reinforcement calculation 

In Figure 2, in the first step, data objects q1 and q2 in data space A are connected 
with objects p1, p2 and p3 in data space via some inter-type relationship. The objects 
q1 and q2 in A are considered similar because they link to the same object p2 in B. p1 
and p2 are similar because they are linked by the same object q1 in A, and p2 and p3 are 
similar for the same reason. In the second step, objects p1 and p3 in B also can be 
considered similar, because they are linked by similar objects q1 and q2 in A. The 
similarity measure procedure continues iteratively until the similarity values of the 
objects converge. 

Therefore, under this assumption, we could model this iterative calculation as be-
low equations over IITRM: 

1
1x

k k
xx x xxL L L Lλ+ =  and 1

2x

k k
xx x xxL L L Lλ+ = . 

where 1λ and 2λ are the decay factors. We will prove that if 2 2
1 2, xx xxL Lλ λ

∞ ∞
< < , the 

entries of similarity matrices will between zero and one in the proof of lemma 2 in the 
appendix. However, since the similarity of the same object should be one, we can 
assign the diagonal of the similarity matrix a score of 1. Then we rewrite the recursive 
equations as: 

1
1 1x

k k k
xx x xxL L L L Sλ+ = +  (5) 

1
2 2x

k k k
xx x xxL L L L Sλ+ = +  (6) 

Where 
1 21 2( ), ( )k k k k

xx x xx xx x xxS I diag L L L S I diag L L Lλ λ= − = − . In this paper, we call (5) and 

(6) the basic Similarity Equations of Similarity Reinforcement Algorithm (SRA). We 
choose initial value 

0 1      if 

0      if ij

i j
L

i j

=⎧
= ⎨ ≠⎩
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for the interactive iteration process. In other words, we take 0 0
x xL L I= = to initialize this 

iteration algorithm. We experimented with various values for the parameters 1λ and 

2λ in equation (5) and (6), and found little difference in the solution. In our experiments, 

we chose some small valueε, so that if || Li-Li-1||<ε, the iterative process stops. 

3.2   Convergence Proof 

We give a proof summary of the existence and uniqueness for the basic Similarity 
Equations of our proposed Similarity Reinforcement Algorithm (SRA).  

Definition 1. Suppose matrices m nA R ×∈ , p qB R ×∈ , then their Kronecker Prod-
uct A B⊗ is,  

11 12 1

21 22 2

1 2

n

n

m m mn mp nq

a B a B a B

a B a B a B
A B

a B a B a B
×

⎛ ⎞
⎜ ⎟
⎜ ⎟⊗ = ⎜ ⎟
⎜ ⎟⎜ ⎟⎝ ⎠

 

Definition 2. The Row-First Vectorization of a matrix m nA R ×∈ , denoted as A , could 
be represented as 1 2( , , , )T

mA a a a= , where n
ia R∈ , 1,2, ,i m=  are row vectors of A. 

Lemma 1. Supposes m nA R ×∈ and n nB R ×∈ are matrices, then ( )TABA  
2mR∈ , more-

over ( ) ( )TABA A A B= ⊗ . 

Lemma 2. The matrices xL and xL defined in the basic SRA equations are bounded. 

Lemma 3. The entries of matrices xL and xL defined in the basic SRA equations are 

non-decreasing. 

Theorem 1. The interactive iteration basic SRA equations converge to a unique solution. 

Proof: from lemma 2 and 3 we know that xL and xL are bounded and non-decreasing, 

so they converge to some solution. Let’s prove the uniqueness of the solution.  
Suppose ( , ),( ' , ' )x x x xL L L L are two different group of solutions of the basic SRA equa-

tions. Then, 

1
1 1

1
2 2

x

x

k k k
xx x xx

k k k
xx x xx

L L L L S

L L L L S

λ

λ

+

+

⎧ = +⎪
⎨

= +⎪⎩
   and   

1
1 1

1
2 2

' ' ' ' '

' ' ' ' '

x

y

k k k
xx x xx

k k k
xx x xx

L L L L S

L L L L S

λ

λ

+

+

⎧ = +⎪
⎨

= +⎪⎩
. 

For all the non-diagonal elements, change the representation by lemma 1. Entries 

of
k
xL and

1k
xL

+
could be denoted as 1 2 2( ),  ( ), 1,2, , , 1,2, ,k k

x xl h l g h n g m+ = = . Suppose the 

element in xL correspond to ( )xl g is ( , )xl i j , we have 
''

1 1

'

1

( ) ( ) (( ) ( ) ) (( ) ( ) )

                        (( ) ( ) ) ( )

x xx x xx i xx j xx i xx j

x xxx i xx j

L g L g L L L L L L

L L L L

λ λ

λ

− = ⊗ − ⊗

≤ ⊗ −
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For all the diagonal elements 

'

1( ) ' ( ) 1 1 0 (( ) ( ) ) ( )x xx x xx i xx jl g l g L L L Lλ− = − = ≤ ⊗ − . 

Then  
''

x xx xL L L L− < − . 

On the other hand
' '

x x x xL L L L− < − . 

This leads to the conclusion that
' '
,x x x xL L L L= = . 

4   Experiments 

In this section, we discuss the experimental data set, evaluation metric, and the ex-
perimental results based on cosine similarity and our proposed SRA. This experiment 
is performed on a real MSN click-through log data to find similar queries. Our pro-
posed SRA achieves 80.6% improvement on the precision of similar queries. 

4.1   Dataset 

In order to study the effectiveness of SRA for measuring the similarity of web objects, 
experiments are conducted on a real user query click-through log collected by the 
MSN Web search engine in December, 2003. It contains about 4.2 million query 
requests recorded sampled from a period of six hours. The log we obtained has al-
ready been processed into a predefined format, i.e. each query request is associated 
with the URL of one clicked web page. A single query (or web page URL) can occur 
multiple times in the query click-through log.  

Before running the experiments, some preprocessing steps are applied to the que-
ries and web page URLs. All queries are converted to lower-cases, stemmed by the 
Porter algorithm. The stop-words in the queries are removed. After these steps, the 
average query length is about 2.7 words. All URLs are converted into canonical form 
by performing such tasks as replacing unsafe characters with their escape sequences 
and collapsing sequences like “..\..”. Each URL is considered as a feature, while each 
query is treated as an object. (We can also treat URLs as objects, and treat queries as 
features). Our proposed algorithm can solve similarities between objects and between 
features at the same iteration.) The weight for a query on a URL is the frequency of 
the query leading to the URL. 

4.2   Evaluation Metrics 

Since our proposed algorithm aims to find better similarity between objects by comb-
ing the inter-type relationship, we developed an operational measure of precision to 
evaluate the performance. Given an object as input, we ask 10 volunteers to identify 
the correct similar objects from the top N returned results by each algorithm. The 
precision is defined as 
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||

||

N

M
Precision =  (7) 

where || N  is the number of top N similar objects to be evaluated, and || M  is the 
number of correct similar objects tagged by the volunteers. The final relevance judg-
ment for each object is decided by majority vote. In our experiment, || N  is set as 10.  

4.3   Finding Similar Queries 

In this experiment, the volunteers were asked to evaluate the precision of results for 
the selected 10 queries (which are air tickets, auto trader, bank of America, cannon 
cameras, Disney, mapquest, msn content, Presario 2100, united airlines, and weather 
report). Figure 3 shows the comparison of the SRA approach with cosine similarity. 
We found that SRA outperforms the cosine similarity in precision by 80.6%. 

Through careful study of the query “Presario 2100” which was a popular laptop 
model, we found that our proposed algorithm not only can filter some un-related 
queries, but also can find some close-related laptop models. In Table 1 the tag “Y” 
represents that the query is similar to the given query “Presario 2100”; “N” indi-
cates “not similar”. Although the cosine similarity returns some similar queries (the 
1st – 5th results), it suffers from the “topic drift” issue (the 6th – 10th results), e.g. 
“Presario 2100” and “Linux Compaq 2100” share some clicked web pages, how-
ever, those web pages discuss how to install Linux in Presario 2100, and therefore, 
those common clicked web pages is actually a kind of “noise feature” for “Presario 
2100”, which causes “Linux Compaq 2100” to be returned as a similar query by 
cosine similarity. On the other hand, SRA finds out similar models which are not 
revealed by the cosine similarity. Although different models have many different 
clicked web pages, those clicked web pages are computed as “similar” since they 
are queried by “similar” queries, such as “Compaq Presario”, “Compaq notebook”, 
“Compaq laptop”, etc. Hence, different models have higher similarity based on 
SRA than based on cosine similarity. 

 

Fig. 3. Precision of similarity between queries 
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Table 1. Similar queries for "Presario 2100" 

 Cosine Similarity  SRA  

1 Compaq Presario Y Compaq Presario Y 

2 Compaq notebook Y Compaq notebook Y 

3 Compaq laptop Y Compaq laptop Y 

4 online Compaq Presario Y online Compaq Presario Y 

5 Compaq Presario laptop Y Compaq Presario laptop Y 

6 compaque N Compaq Presario 9642 Y 

7 Notebook price compare N Presario 2800 sale Y 

8 Compaq support N Compaq 2575us Y 

9 Linux Compaq 2100 N Presario 9642 Y 

10 Used Compaq reseller N Compaq batteries N 

5   Conclusion and Future Works 

In this paper, we first use an Inter- and Intra- Type Relationship Matrix (IITRM) to 
represent a set of heterogeneous data objects and their inter-relationships. Then we 
propose a novel iterative similarity learning approach to measure the similarity among 
the objects combining inter-type relationship over the Intra- and Inter- Type Relation-
ship Matrix (IITRM).  

In our future work we will explore the efficiency, effectiveness, and generality of 
the SRA approach. We note that there is considerable room for improvement in the 
quality of clustering of both Web pages and queries. We believe that SRA could be 
successfully applied to improve the effectiveness of clustering. Finally, we plan to 
apply our approach to more complex settings, such as in digital libraries, where there 
are more types of objects, so as to demonstrate further the generality of SRA. Besides, 
we will give some variations of SRA in our future work. 
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Abstract. Currently, constraints are increasingly considered as a kind
of means of user- or expert-control for filtering those unsatisfied and re-
dundant patterns rapidly during the web mining process. Recent work
has highlighted the importance of constraint-based mining paradigm in
the context of frequent itemsets, sequences, and many other interesting
patterns in large database. However, it is still not clear how to push var-
ious constraints systematically into graph mining process. In this paper,
we categorize various graph-based constraints into several major classes
and develop a framework CabGin (i.e. Constraint-based Graph Mining)
to push them into mining process by their categories. Non-monotonic ag-
gregates like average also can be pushed into CabGin with minor revision.
Experimental results show that CabGin can prunes a large search space
effectively by pushing graph-based constraints into mining process.

1 Introduction

It has been well recognized that mining frequent patterns such as itemsets, se-
quences, trees and graphs plays an essential role in many important data mining
tasks. There have been many studies on efficient and effective frequent graph
mining. AGM [3], FSG [4], gSpan [11], CloseGraph [12], FFSM [2], and Adi-
Mine [10] have been presented for improving scalability on mining subgraphs one
after one. However, the extraction is not always tractable for the user-defined
support thresholds, especially when the data is dense or highly correlated. Even
if it is tractable, the size of the output can be huge. The lack of focus leads to
many uninteresting subgraphs to be derived.

During the past five years, the user has been allowed to express his focus
in constraint-based mining, by means of a class of constraints for representing
application requirements. The cost for mining frequent patterns and the size of
the output can be reduced effectively by pushing constraints deep into mining
process. Many constraint-based algorithms for mining frequent patterns such as
itemsets [5, 7] and sequences [1, 8] have been developed. However, there is little
work on constraint-based graph mining.
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A lot of applications and data, e.g. chemical compounds and weblogs, are
structure-critical. The user always expects to obtain focused frequent graphs con-
taining certain subgraphs in these applications. For example, in structural analy-
sis of chemical compounds, chemists wish to extract certain molecule structures
which not only satisfies support threshold but also contains special substruc-
tures. Therefore, it is important to perform a systematic study on constraint-
based graph mining. “How can we characterize various kinds of constraints in
graph mining? How can we push constraints deep into graph mining process for
efficient extraction?” These two problems motivate us to study more.

In this paper, we examine different classes of constraints based on semantics
and then characterize them. The concepts of monotonic, anti-monotonic and
succinct constraints are extended to context of graph mining. We also point out
some non-monotonic constraints to be commonly appeared in graph mining. A
framework, called CabGin, is built to push constraints deep into mining process
based on Adi-Mine [10]. Moreover, some tough aggregate constraints such as
average can also be pushed deep into mining process with minor revision. Our
performance study shows that CabGin can prune a large search space effectively
and reduce many unfocused, uninteresting frequent graphs.

The remainder of this paper is organized as follows. Section 2 characterizes
various kinds of constraints in graph mining. In Section 3, we develop a frame-
work CabGin to mine graphs with constraints. In Section 4, we evaluate the
performance on synthetic datasets via comparing with gSpan and Adi-Mine.
Related work is introduced in Section 5. We conclude the paper in section 6.

2 Constraints in Graph Mining

A labeled graph can be represented by a 4-tuple, G = (V,E,L, l), where V is a
set of vertices, E ⊆ V × V is a set of edges, L is a set of labels, l : V ∪ E → L
in which l is a function assigning labels to the vertices and edges. Given an
undirected graph G, if a path exists between any two vertices, G is called a
connected graph. In the case that G is a directed graph, the above definition
applies to the undirected graph obtained by ignoring directions of edges in G.
Graph G = (V,E,L, l), subgraph Gs = (Vs, Es, Ls, ls) of G fulfills the following
condition: Vs ⊆ V , Es ⊆ E. It is denoted as Gs ⊆ G.

Let constraint C for a graph pattern α be a boolean function C(α). The
problem of constraint-based graph mining is to find the complete set of graph
patterns satisfying a given constraint C. Given a constraint C, the complete set
of graph patterns satisfying C is denoted as SAT (C).

From the application point of view, we present the following six categories
of constraints based on the semantics. Although this is not complete, it covers
most of useful constraints in applications.

Constraint 1 (Element Constraint). An element constraint specifies what
are the particular individual or groups of elements that should or should not be
presented in the graphs. The elements consist of two parts: vertices and edges in
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graphs. It is the form of Cvertex(α) ≡ (ϕi : 1 ≤ i ≤ SizeOfV ertices(α), α[i]θV ),
or Cedge(α) ≡ (ϕi : 1 ≤ i ≤ SizeOfEdges(α), α[i]θV ), where V is a subset of
elements, ϕ ∈ {∀,∃} and θ ∈ {∈, /∈}.

Constraint 2 (Size Constraint). A size constraint specifies the requirement
on the size of graph patterns, where the size can be either the number of edges
or the number of vertices.

Constraint 3 (Super-Graph Constraint). A super-graph constraint speci-
fies what are the particular individual or groups of subgraphs that should or should
not be appeared in the graphs. It is the form of CGraph(α) ≡ (ϕpθα, p ∈ P ), where
P is a set of particular subgraphs, ϕ ∈ {∀,∃} and θ ∈ {∈, /∈}.

Constraint 4 (Distance Constraint). A distance constraint specifies the re-
quirement on a set of distances, where the distance should be the number of edges
from one particular vertex to the other.

Constraint 5 (Aggregate Constraint). An aggregate constraint is the con-
straint on an aggregate of vertices of edges in a graph, where the aggregate func-
tion can be sum, avg, max, min, etc.

In the previous studies of constraint-based frequent patterns mining [5, 7],
constraints can be categorized into several major classes such as monotonicity,
anti-monotonicity and succinctness.

Table 1. Characterization of Commonly Used Constraints

Characterization Constraints Anti Mono Succ

Element

Cvertex(α) ≡ (∀i : α[i]θV, θ ∈ {∈, /∈})
Cvertex(α) ≡ (∃i : α[i]θV, θ ∈ {∈, /∈})
Cedge(α) ≡ (∀i : α[i]θV, θ ∈ {∈, /∈})
Cedge(α) ≡ (∃i : α[i]θV, θ ∈ {∈, /∈})

Yes
No
Yes
No

No
Yes
No
Yes

Yes
Yes
Yes
Yes

Size

Csize(α) ≡ (SizeOfV ertices(α) ≤ s)
Csize(α) ≡ (SizeOfV ertices(α) ≥ s)
Csize(α) ≡ (SizeOfEdges(α)leqs)
Csize(α) ≡ (SizeOfEdges(α)geqs)

Yes
No
Yes
No

No
Yes
No
Yes

Yes
Yes
Yes
Yes

Super-Graph Cgraph(α) ≡ (∃pθα, p ∈ P, θ ∈ {∈, /∈}) No Yes Yes

Distance
Cdistance(α) ≡ (Distance(v1, v2) ≤ d)
Cdistance(α) ≡ (Distance(v1, v2) ≥ d)

Yes
No

No
Yes

No
No

Aggregate

Cmax(α) ≡ (max(α) ≤ v)
Cmax(α) ≡ (max(α) ≥ v)
Cmin(α) ≡ (min(α) ≤ v)
Cmin(α) ≡ (min(α) ≥ v)

Csum(α) ≡ (sum(α)θv, θ ∈ {≤, ≥})
Cavg(α) ≡ (avg(α)θv, θ ∈ {≤, ≥})

Yes
No
No
Yes
No
No

No
Yes
Yes
No
No
No

Yes
Yes
Yes
Yes
No
No
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Definition 1 (Anti-monotonic Constraint). An anti-monotonic constraint
is a constraint Ca such that for all subgraphs s belonged in a graph S satisfy Ca

if S satisfies it.

Definition 2 (Monotonic Constraint). A monotonic constraint is a con-
straint Cm such that for all super-graphs s derived from a graph S satisfy Cm if
S satisfies it.

Notice that a disjunction or a conjunction of anti-monotonic (monotonic)
constraint is also an anti-monotonic (monotonic) constraint.

Definition 3 (Succinct Constraint)

1. An edge Es ⊆ E is a succinct edge set if it can be expressed as σp(E) for
some selection predicate p, where σ is the selection operator.

2. SP ⊆ 2E is a succinct powerset if and only in there exist a fixed number of
succinct edge E1, ..., Em ⊆ I, such that SP can be expressed in terms of the
strict powersets of E1, ..., Em using union.

3. Finally, a constraint Cs is succinct provided SAT (Cs) can be expressed in
terms of limited number of succinct graph sets using union and minus.

Based on the above definition, the anti-monotonic, monotonic and succinct
characteristics of some commonly used constraints for graph mining are shown in
table 1. After characterized into several major classes, constraints will be easily
pushed deep into CabGin introduced in next subsection.

3 Framework CabGin

3.1 Preliminary Knowledge on Graph Mining

In this paper, we focus on undirected labeled simple graph. We use 4-tuple,
G = (V,E,L, l), to represent a labeled graph. Subgraph Gs = (Vs, Es, Ls, ls) of
G fulfills the following condition: Vs ⊆ V , Es ⊆ E. It is denoted as Gs ⊆ G.
Given a set GS of graph structured data, the support sup(Gs) of an subgraph Gs

is defined as a ratio of number of graph data including Gs to the total number
of graph data in the dataset GS.

Definition 4 (Isomorphism and Subgraph Isomorphism). An isomor-
phism is a bijective function f : V (G) → V (G′), such that (1) ∀u ∈ V (G),
lG(u) = lG′(f(u)), and (2) ∀(u, v) ∈ E(G), (f(u), f(v)) ∈ E(G′) and lG(u, v) =
lG′(f(u), f(v)). A subgraph isomorphism from G to G′ is an isomorphism from
G to a subgraph of G′.

Given a graph dataset, GS = {Gi | i = 0, ..., n}, and a minimum support,
minsup, if g is isomorphic to a subgraph of G, then ς(g,G) = 1, otherwise
ς(g,G) = 0. σ(g,GS) = sumGi∈GSς(g,G), σ(g,GS) denotes the occurrence
frequency of g in GS, i.e. the support of g in GS. Frequent Subgraph Mining is
to find each graph, g, such that σ(g,GS) is greater than or equal to minsup.
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Here, we import the knowledge of lexicographic ordering system introduced
by X. Yan et al. [11], including its definition and property. The details on them
refer to [11].

3.2 Mining Graph with Constraints

The high level structure of framework CabGin is shown in figure 1. While mining
frequent subgrahps, CabGin grows the size of subgraphs by adding edges one by
one. The framework mainly consists of two part: preprocessing graph set (Lines
1-5) and mining frequent subgraphs (Lines 6-15).

Input: graph database GS, support threshold minsup and a set of constraints C;
Output: all frequent subgraphs satisfied with minsup and C;
Method: CabGin(GS, minsup, C)
1: if there are any succinct constraint in C
2: scan GS once, and filter graphs unsatisfied with succinct constraints;
3: scan GS once again, and find the frequent edges in GS;
4: initialize those edges ordered by constraints and support assembly in ADB;
5: S ← NULL; //initial the set of constraint-based frequent subgraphs with empty
6: for each edge e in ADB
7: checkup ← NULL; //initial the set of checking results over all constraints
8: Check-Constraints(e, C, checkup);
9: if checkup of any anti-monotonic constraints in C is false
10: break;
11: if checkup of all constraints in C are true
12: S ← S ∪ {e};
13: ApDB ← createPDB(e); //create a new adjacency-projected database;
14: Subgraph-Mining(ADB, ApDB, minsup, C, checkup)
15: remove e from ADB;

Fig. 1. Framework CabGin

The Part of Preprocessing Graph Set (Lines 1-5): The original dataset
could be shrunk by cutting those graphs unsatisfied with a few succinct con-
straints, which would never be considered in the subsequent process. The op-
eration (in line 1-2) could help to scan and process the graph set as small as
possible in the whole mining process. As a result, check all succinct constraints
in C firstly for decreasing the size of graph set GS. Then, scan the graph set once
again and find all frequent edges by support threshold minsup. Next, construct
adjacency database ADB for edges in graph set GS ordered by constraints and
support. The data structure ADB is used to store the edge information and the
detail about it will be described in the following section. Because a few con-
straints such as element constraint will affect the appearance of certain edges in
frequent subgraphs, the edges must be processed as early as possible for cutting
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search space. Therefore, the edges correlated with constraints will be initialized
into ADB and ordered by their support firstly. Afterward, initialize the rest of
edges in GS and put them into ADB by their support. At last, initial the set of
constraint-based frequent subgraphs with empty and get ready for next part.

The Part of Mining Frequent Subgraphs with Constraints (Lines 6-
15): For each edge in adjacency database ADB, the following steps are taken
one by one. In the circular steps, algorithm initials the checking results checkup
for all constraints in C with empty at first. Then, call a procedure Check-
Constraints (in line 8) to check whether the current pattern e satisfies all kinds
of constraints in C. According to the checking results, the procedure will revise
the corresponding items in checkup and return it. After checking constraints,
firstly pay attention to those anti-monotonic constraints in C. If the pattern e
unsatisfies any anti-monotonic constraint, the algorithm will break off and jump
out from the current circulation. According to the property of anti-monotonic
constraint, the algorithm could trim the search space in that any super patterns
containing e would never satisfy the constraints. Afterwards, if the pattern e sat-
isfies all constraints in C, e would be added into the set S of frequent subgraphs.
In order to mine all subgraphs containing the edge e, we need to create a new
adjacency-projected database ApDB like line 13. The ApDB mainly consists
of those edges which is adjacent to e in the GS. Procedure Subgraph-Mining
grows all nodes in the DFS Code Tree [11], shown in figure 3, rooted at the
edge e in the current round. The detailed process of Subgraph-Mining will also
be introduced in the following section. At last, shrink the adjacency database
ADB by removing the edge after all descendants of this 1-edge graph have been
searched.

Adjacency Database for Edges. In order to mark an edge in a graph uniquely,
we often represent it with a 5-tuple (i, j, li, l(i,j), lj) in which i and j are the iden-
tity of left and right vertex respectively, li, lj , and l(i,j) represent the labels of
the vertices and the edge between them. To further distinguish an edge from
a graph set, another factor of identity of a graph must be considered. In the
part of preprocessing graph set, the dominating problem is how to represent the
original graph set with an efficient data structure. Therefore, we propose an idea
of using adjacency database for edges in stead of original graph set as shown
in figure 2. Recording edges information, each of which includes a 5-tuple and
graph identity, and their adjacency information in each graph as a database, we
can easily represent a graph set with it. The proof of this property is omitted
in this section. Adjacency database in CabGin can be more convenient to min-
ing constraint-based frequent subgraphs than sparse adjacency list presented in
gSpan [11]. In figure 2, there are three essential objects: Edge , InGraph , and
Identity . Left vertex label, right vertex label, and edge label in Edge are equiv-
alent to li, lj , and l(i,j) in a 5-tuple respectively. Graph identity for each edge in
a graph set is also registered in InGraph . Left vertex ID and right vertex ID in
Identity represent i and j in 5-tuple. Meanwhile, we link all adjacent edges in
each graph by their Identity .
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Fig. 2. Adjacency Database for Edges Fig. 3. DFS Code Tree

Procedure Subgraph-Mining. The details of procedure Subgraph-Mining in
the part of mining frequent subgraphs with constraints are also shown in figure 4.
In this procedure, we firstly find out all frequent adjacent edges in adjacency-
projected database ApDB constructed in last round by support threshold minsup
and store them into database FEDB. Then, for each edge in FEDB, the fol-
lowing steps are taken recursively in the search space shown in figure 3. At
first, compute a new DFS code when an adjacent edge is added into the current
graph pattern and estimate whether it equals to minimum DFS Code. If not,
the current pattern could not be considered for it has been discovered in the
prior course. Otherwise, call a procedure Check-Constraints (in line 6) to check
whether the current pattern scode satisfies all kinds of constraints in C. The
process is almost same to the part in the figure 1. After checking constraints,
Subgraph-Mining also looks over those anti-monotonic constraints in C firstly. If
the pattern scode unsatisfies any anti-monotonic constraint, the algorithm will
return to the last call. Otherwise, if the pattern scode satisfies all constraints
in C, scode would be added into the set S of frequent subgraphs. At last, con-
struct new adjacency-projected database ChildApDB of the pattern scode by
uniting ApDB with those adjacent edges of edge ae. Meanwhile, recur to call
the procedure in line 12 again.

3.3 Pushing Tough Aggregate Constraints into CabGin with
Minor Revision

As shown in table 1, some tough aggregate constraints such as those involving
avg() and sum() with both positive and negative values are non-monotonic. Is
it possible to push these commonly used aggregate constraints into CabGin with
minor revision?

Limited by space, we just introduce graph mining with constraint avg(α) ≤
v as the example for pushing tough aggregate constraints deep into CabGin.
Assume edges in graphs have been labeled with numeric value for convenience
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Input: an adjacency database ADB, the adjacency-projected database ApDB,
a support threshold minsup, a set of constraints C, and checking results
in the last round checkup;

Output: all frequent subgraphs satisfied with minsup and C in the current round;
Method: Subgraph-Mining(ADB, ApDB, minsup, C, checkup)
1: FEDB ← seek(ApDB, minsup); //find out all frequent adjacent edges
2: for each edge ae in FEDB
3: code ← form the new DFS code by add ae into the current pattern;
4: if(code �= min(code))
5: return;
6: Check-Constraints(scode, C, checkup);
7: if checkup of any anti-monotonic constraints in C is false
8: return;
9: if checkup of all constraints in C are true
10: S ← S ∪ {scode};
11: childApDB ← Union(ADB, ApDB, ae);
12: Subgraph-Mining(ADB, childApDB, minsup, C, checkup);

Fig. 4. Procedure Subgraph-Mining

to computer average value of edges in each graph. Also, we only consider edges
as the object with constraints.

1. In the first scan of the database, remove those edges with unpromising big
value. For example, there is a graph with 20 edges. Assume that one of
edges is labeled with 1000 and others are labeded with a natural number
which is less than 10, while we want to computer those subgraphs with the
constraint avg(α) ≤ 5. Therefore, the edge labeled with 1000 might be cut
from database safely for the reason that any subgraph containing it would
be unsatisfied with the constraint. In general, for a graph α, let n be the
number of instances of small edges(smaller than average value of edge in
graph) and s be the sum of them. A big edge x in α can be removed if s+x

n+1
violates the constraint.

2. Similarly, in the recursive process, for a projection γ = β|α, let m be the
number of instances of edges appearing in γ but not in α and t be the sum of
them. Also, assume that n be the number of instances of small edges(smaller
than average value of edge in graph) and s be the sum of them. A big edge
x in α can be removed if t+s+x

m+n+1 violates the constraint.
3. For further improving efficiency on pushing tough aggregate constraint deep

into mining, we could extract frequent maximal itemsets before graph min-
ing. At first, each label of edges in a graph will be considered as an item in
a transaction. Then computer the maximal length for each item(edge) and
decide how many small edges could be used into pruning in the recursive
process. This process will help to prune subgraphs by above method as early
as possible.
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4 Experiments and Performance Study

In this section, we evaluate the performance of CabGin in comparison with
Adi-Mine [10] and gSpan [11] on synthetic datasets. All the experiments are
performed on a 733MHz Intel Pentium III PC with 512MB main memory, run-
ning Red Hat Linux 9.0. The executable file of gSpan is provided by X. Yan in
University of Illinois at Urbana-Champaign.

Adi-Mine and gSpan could extract complete set of frequent graphs. However,
they do not push any constraints into mining process. We assume that the user
mines the complete frequent graphs and then filter those unfocused graphs with
constraints. Furthermore, we assume that the time for filtering those uninterest-
ing patterns is negligible entirely. Therefore, the runtime of the both algorithms
in this section will be the time spent in mining complete frequent graphs.

To evaluate the effect of a constraint on mining graphs, we define the se-
lectivity of a constraint as the ratio of the number of patterns SATISFYING
the constraint against the total number of patterns. Therefore, a constraint with
100% selectivity filters out no pattern, while a constraint with 0% selectivity is
the one filtering out all the patterns.

Synthetic Datasets Generation. For the performance evaluation, we gen-
erate synthetic datasets controlled by a set of parameters shown in Table 2.
The details about how to generate synthetic datasets was described in [4]. Lim-
ited by space, in this section, we report only the results on a synthetic dataset
D100kN30I5T20L200.

Table 2. Parameters used in synthetic datasets generator

Notation Parameter
D The total number of transactions
T The average size of transactions
I The average size of potentially frequent subgraphs
L The number of potentially frequent subgraphs
N The number of edge and vertex labels

Frequent Graph Mining Without Constraint. We first test the scalability
of mining graphs without constraint. Figure 5 shows the comparison between
gSpan and CabGin with support threshold decreasing. It is obvious that Cabgin
outperforms gSpan about 10 times. The performance of Cabgin is quite close
to that of Adi-Mine when they mine the complete set of frequent subgraphs.
The reason is that Cabgin import the similar method as Adi-Mine to enumerate
frequent patterns. If we do not consider any constraints during the mining pro-
cess, the abilities for the both algorithms are almost the same. We also conduct
the experiments on the scalability of the two algorithms on the size of database.
The result is shown in figure 6. Cabgin can process large dataset more efficiently.
Figure 7 shows the results of scale on mined subgraphs from figure 6.
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(d) avg(α) ≤ v

Fig. 8. Scalability on Various Kinds of Constraints

Pushing Anti-monotonic Constraints into Graph Mining. Figure 8(a)
shows the scalability of Adi-Mine, gSpan and CabGin on pushing anti-monotonic
constraint sum(α) ≤ v(with non-negative values) into the mining process. With
various setting of v, the constraint can achieve various selectivities. The sup-
port threshold is set to 0.01. The users always wish to extract focused graphs
rapidly, especially when the constraint selectivity is very weak. As we know,
anti-monotonic constraints, like support threshold, can be used to cut the search
space and improve efficiency on mining frequent patterns. Therefore, it is easy
to find that CabGin mines frequent graphs efficiently by pushing anti-monotonic
constraints into mining process.

Pushing Monotonic Constraints into Graph Mining. Monotonic con-
straints can be used to save the cost of constraint checking, but it can not
cut the search space any more. By pushing monotonic constraint into mining
process, CabGin can save much effort on constraint testing. Figure 8(b) shows
the scalability of Adi-Mine, gSpan and CabGin on pushing monotonic constraint
Distance(v1, v2) ≥ d. With various setting of d, the constraint can achieve vari-
ous selectivities. The support threshold is set to 0.01.

Pushing Succinct Constraints into Graph Mining. Figure 8(c) shows
the scalability of Adi-Mine, gSpan and CabGin on pushing succinct constraint
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{edge(v1, e, v2)} ⊂ α into the mining process. With various setting of the number
of edges, the constraint can achieve various selectivities. The support threshold
is set to 0.01. In the experiments, when selectivity is low, CabGin could save a
lot of cost to scan the original database and count the frequent patterns. The
reason is that large quantity of original graphs which unsatisfy succinct con-
straint {edge(v1, e, v2)} ⊂ α will be delete from graph set. With the decreasing
of the size of the database, scanning and counting will also be alleviated.

Pushing Tough Aggregate Constraints into Graph Mining. We have also
tested Adi-Mine, gSpan and CabGin on pushing tough aggregate constraint avg(α)
≤ v into graph mining. The result is shown in figure 8(d). As can be seen, when se-
lectivity is weak, CabGin prunes a good number of projected database and search
space. It is interesting to see that the curve in figure 8(d) is very sharp. This indi-
cates that the major cost in CabGin is mining projected database. As the number
of projected database can be cut, the runtime can be brought down accordingly.

5 Related Work

Many studies have contributed to the efficient mining of graph patterns [2, 3, 4, 10,
11, 12]. A. Inokuchi et al. [3] presented an efficient algorithm called AGM to dis-
cover all frequent induced(possibly disconnected) subgraphs in a graph database
which satisfy a certain support threshold. M. Kuramochi et al. [4] developed a
more efficient algorithm named FSG, employing edge-growth instead of vertex-
growth, to find all frequent connected subgraphs. X. Yan et al. [11] proposed a new
graph-based substructure mining algorithm, without candidate generation, which
outperforms FSG significantly by an order of magnitude. gSpan adopts depth-first
search(DFS) as opposed to breadth-first search(BFS) used inherently in Apriori-
based algorithms. Furthermore, X. Yan et al. [12] developed the idea of Close-
Graph based on gSpan in order to generate a much less number of frequent sub-
graphs without loss much useful information. J. Huan et al. [2] propose a novel fre-
quent subgraph mining algorithm FFSM, which employs a vertical search scheme
within an algebraic graph framework. Afterwards, we [10] present a novel adja-
cency index for mining disk-based graph database and develop scalable algorithm
Adi-Mine by transplanting the adjacency index into gSpan.

On the other hand, recent work has highlighted the importance of the
paradigm of constraint-based patterns mining. At first, itemset constraints were
incorporated into association rules mining [9]. A systematic method for the incor-
poration of two large classes of constraints, anti-monotonicity and succinctness,
in frequent itemsets mining was presented in [5]. A thorough study on pushing
anti-monotonic, monotonic, succinct and convertible constraints to frequent pat-
terns mining was developed in [6, 7]. M. Garofalakis et al. [1] proposed the use of
regular expressions as a flexible constraint specification tool that enabled user-
controlled focus to be incorporated into the sequential pattern mining process.
J. Pei et al. [8] categorized constraints into several major classes and systemat-
ically studied constraint-based sequential pattern mining.
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6 Conclusion

In this paper, we characterize constraints for graph mining from application
points of view. A framework CabGin is developed to push constraints deep into
the mining process. With some minor extension, some tough constraints, like
the aggregate avg, can also be push deep into CabGin. Our experimental results
show that CabGin is efficient and scalable in mining large databases. In future,
it is interesting to extend it to mining tree patterns such as XML data.
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Abstract. Estimating the number of substring matches is one of prob-
lems that estimate alphanumeric selectivity using statistical informa-
tion for strings. In the context of alphanumeric selectivity estimation,
a CS-tree (Count Suffix Tree), which is a variation of a suffix tree, has
been used as a basic data structure to store statistical information for
substrings. However, even though the CS-tree is useful to keep infor-
mation about short strings such as name or title, the CS-tree has two
drawbacks: one is that some count values that the CS-tree keeps can
be incorrect, and the other is that it is almost impossible to build the
CS-tree over long strings such as biological sequences.

Therefore, for estimating the number of substring matches in long
strings, we propose a CQ-tree (Count Q-gram Tree), which keeps the
exact count values of all substrings of length q or below q located in the
long strings, and can be constructed in one scan of data strings.

Furthermore, on the basis of the CQ-tree, we return the lower and
upper bounds that the number of occurrences of a query can reach to,
together with the estimated count of the query pattern. These bounds
are mathematically proved. To the best of our knowledge, our work is
the first one that presents the lower and upper bounds among research
activities about alphanumeric selectivity estimation.

1 Introduction

In this paper, our focus is on the problem of estimating the number of substring
matches in long string database. For a given query pattern, we would like to
return the estimated count, and the lower and upper bounds like the followings.

– Query:
estimate count(*)
from DNA
where chromosomes like “*CATGGGA*”

– Answer:
count(“*CATGGGA*”) � 100, range = [80, 130]
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Among research endeavors that have focused on estimating substring selectivity
in the presence of wildcards [9, 7, 6, 8, 1], the work most closely related to ours is
those by Krishnan et al. [9] and Jagadish et al. [7], both of which have interested
in the one-dimensional estimation problem to handle one pattern having wild-
cards like the above query. The basic framework commonly used in both of them
is a CS-tree (Count Suffix Tree), which is a variation of a suffix tree [10, 4, 2] used
for indexing substrings in a database in a way that stores strings and their all
suffixes together. In addition to store strings and their suffixes, the CS-tree has
a count at each node for keeping the number of occurrences of each substring;
nodes having small count would be pruned due to memory restriction.

However, even though the CS-tree is useful to keep count information about
short strings such as name or title, the CS-tree has two drawbacks: one is that
some count values that the CS-tree keeps may be incorrect, which is caused by
frequent pruning. The other is that it is almost impossible to build the CS-tree
over long strings such as biological sequences, because the CS-tree must handle
long suffixes within the given memory size.

Therefore, for estimating the number of substring matches in long strings, we
propose a CQ-tree (Count Q-gram Tree) 1 that keeps the exact count values of
all substrings whose lengths are q or below q found in the long strings, and can
be constructed in one scan of data strings and in O(q ·N) cpu cost. Furthermore,
based on the CQ-tree, we return the estimated count of a query pattern as well
as the lower and upper bounds that the number of occurrences of the query can
reach to. These bounds are mathematically proved.

The rest of the paper is organized as follows: Section 2 describes the back-
ground and the related work. Section 3 presents a CQ-tree and properties that
the CQ-tree has. In Section 4, we present the lower and upper bound that the
number of occurrences of a query pattern can reach to, and prove them mathe-
matically. The results from our experimental study are presented in Section 5.
Finally, in Section 6, we deliver the conclusions of this work.

2 Related Work

In this section, we introduce a CS-tree [9, 7] with an example, and MO estimation
strategy proposed by Jagadish et al. [7].

2.1 CS-Tree

A CS-tree is a trie-based data structure as a variation of a suffix tree [10] widely
used for data compression [3], pattern matching [14], and other applications. For
string σ, a CS-tree is obtained by inserting both string σ and its suffixes into
the tree, and counting the numbers of occurrences of inserted substrings at the
corresponding nodes.

1 Methods exploiting q-grams have been widely used in the field of approximate string
matching [11, 12].
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Fig. 1. CS-tree for string ababba

Fig. 1 shows an example of a CS-tree for string ababba. Six suffixes ababba,
babba, · · ·, a are put into the CS-tree with sharing a common prefix between a
pair of suffixes. In the tree, each edge has a label, and each node keeps a count
for a concatenation of labels from the root to the node. The count value 6 of the
root node means that six suffixes are inserted to the tree, and the count value
2 for ab traversed from the root implies that two suffixes begin with ab, and in
other words, substring ab occurs twice in string ababba.

Due to memory restrictions for a quick estimation, generally appeared in
other selectivity estimation applications, nodes having small count are occasion-
ally pruned out in the CS-tree, while the tree is being built and when the number
of nodes in the tree is likely to exceed the given maximum memory size. In Fig. 1,
nodes having count value 1 would be pruned, and could not be utilized in time
of selectivity estimation.

The pruning causes some count values in the CS-tree to be incorrect. Imagine
a case that at first a node having the small count of aba is pruned out, but after
that a lot of aba appear, and finally another node for aba survives in the tree. In
the case, the count of aba is incorrect because the final count does not include
the number of aba that has appeared before the first pruning.

Another shortcoming of the CS-tree is that during the building phase it
is hard to handle so long suffixes that cannot fit in the memory because the
CS-tree building process compares a suffix with another, and prunes only nodes,
not labels. As a result, the CS-tree is not suited for long strings.

2.2 Count Estimation with CS-Tree

MO (Maximal Overlap) that Jagadish et al. [7] have suggested parses a given
pattern into all maximal substrings that can be found in the CS-tree. For ex-
ample, pattern aba is divided into ab and ba with overlapping b, and Caba

representing the count of aba is obtained from the ones of ab and ba as shown
in the next formula.



148 J. Bae and S. Lee

Caba = N · pr(aba) (1)
= N · pr(ab) · pr(a|aba) (2)
≈ N · pr(ab) · pr(a|ba) (3)
= (cab) · (cba/ca) (4)

where N is the total size of strings inserted in the CS-tree, pr(aba) is the prob-
ability of occurrences of aba, and pr(a|aba) is the probability of occurrences of
a given that the preceding string aba has been observed.

3 CQ-Tree

In this section, we propose a CQ-tree, and present a compact data structure for
the CQ-tree.

3.1 Target Database and Notation

A target database τ containing long strings can be defined as {σ1, σ2, · · · , σn},
where σk is a string over an alphabet Σ. The alphabet size |Σ| denotes the
number of distinct single characters in the database. For a string σ, σ[i : j]
denotes the substring starting at the i-th position and ending at the j-th position.
When the length of string σ is represented by |σ|, the sum of the lengths of all
strings in τ is N =

∑n
i |σi|. As shown in Fig. 2, an example of the target database

is biological sequences such as DNA and protein, which are now available in the
web [13]. A DNA sequence is a very long string over a four-letter alphabet of A,
C, G and T. So, |Σ| of a DNA sequence database is 4.

3.2 Definition and Properties of CQ-Tree

The definition of a CQ-tree is formally stated as follows.

Definition 1. A CQ-tree for a database τ containing strings σ1, σ2, . . ., σn is
a trie, such that is built by sharing common prefixes between a pair of substrings
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Fig. 2. DNA sequence database as an example of long string databases
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Fig. 3. Q-grams and CQ-tree for a string ababba

that are among all the pieces of length q (called q-grams) and all suffixes of the
last q-gram present in τ . In the tree, every edge has a label obtained from the
common prefixes, and every node has a count value for keeping the number of
occurrences of a string created by concatenating labels from the root to the node.

For a string ababba, for example, Fig. 3 shows its q-grams and CQ-tree, where
q is 3. The CQ-tree consists of q-grams aba, bab, abb, bba and suffixes ba, a of
the last q-gram.

An insertion of a substring (a q-gram or a suffix of the last q-gram) to a
CQ-tree implies that the counts of all prefixes of the substring increase by 1,
which is extended to Theorem 1.

Theorem 1. For a given string σ, the CQ-tree keeps the exact count values of
all substrings whose lengths are equal to or less than q, and which exist in σ.
This can be simply applied to more than one string.

Proof. When a q-gram σ[i : i + q − 1] is inserted into a CQ-tree, the count values
of all prefixes σ[i : i], σ[i : i + 1], . . ., σ[i : i + q − 1] of the q-gram increase by 1.
With inserting q-grams of string σ into the tree one by one, i varies from 1 to
the length of σ, thus all substrings that are length q or below q are counted. �

The basic ideas of a CQ-tree are label-pruning and pre-pruning, while a
CS-tree follows node-pruning and post-pruning. In Fig. 1, a node having count
1 and label abba to be the tail of ababba would be pruned later due to its small
count. In short, the node is pruned later. In contrast, the first q-gram aba can be
thought of being created by cutting the tail of string ababba to length q string
before inserted into the CQ-tree, as can be seen in Fig. 3. These ideas allow the
CQ-tree to be quickly constructed.

The building time of a CQ-tree is in O(q ·N) cpu time. Whenever a q-gram is
extracted with scanning strings in a database character by character, the q-gram
traverses the CQ-tree for comparing labels with itself at most q times. So, the
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tree can be built in one scan of the database and with the maximum number of
comparisons q ·N .

The size of the CQ-tree becomes biggest when every node has all possible
edges because the maximum height of the tree is q, and the maximum edges that
a node can have is the alphabet size |Σ|. At the moment, the CQ-tree becomes a
full n-ary tree (in here, n = |Σ|), and its size is D · (|Σ|q+1− 1)/(|Σ|− 1), where
D is the size of a node, and the rest is the number of nodes. Due to the limit
of memory space, the size of the tree must be no more than the given memory
space M as shown in (5).

D · |Σ|
q+1 − 1
|Σ| − 1

≤M (5)

By rearranging (5) in terms of q,

q ≤ log|Σ|
M

D
(|Σ| − 1) (6)

is obtained.
Note that the maximum size of the CQ-tree has nothing to do with the sizes

and numbers of strings in a database. In other words, although strings in the
database get more and longer, the maximum size of the tree does not change.
Only q-gram length q and the alphabet size |Σ| as characteristics of strings affect
the maximum size of the tree. Also, it should be noted that an appropriate q
can be decided by (6) before building the CQ-tree.
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Fig. 4. A full binary tree mapped from a CQ-tree in Fig. 3
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Fig. 5. An array for a full binary tree in Fig. 4
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3.3 Mapping CQ-Tree to Full n-ary Tree

Even though a CQ-tree can be implemented in various ways [9, 10, 4, 2], there
is a more compact data structure for the CQ-tree under a condition that the
alphabet size of a database is small (e.g. DNA sequences): an array representing
a full n-ary tree. That is, the CQ-tree is mapped to a full n-ary tree, and is
stored in an array [5].

In Fig. 3, Fig. 4, and Fig. 5, a CQ-tree is changed to a full binary tree, and
then stored in an array. During the change, 5 number of nodes having 0 count
are newly created in the full binary tree, and a node is added by splitting two
nodes on the path bba to three ones.

The major benefit given from the mapping to a full n-ary tree is that the full
n-ary tree can be expressed in a one-dimensional array without wasting space
because of any labels and pointers that link a parent node with child nodes.

4 Count Estimation with Lower and Upper Bounds

In this section, we present how to get the count estimation and the lower and
upper bounds. Suppose that length-n pattern σ is given against a CQ-tree, which
provides all the counts of length-q or below length-q substrings (n > q). The
count is simply estimated by MO [7]. By adjusting Equation (4) to the CQ-tree,
we can get

Cσ[1:n] �
∏n−q+1

i=1 Cσ[i:i+q−1]∏n−q
i=1 Cσ[i+1:i+q−1]

. (7)

If the denominator of (7) is 0, Cσ[1:n] must be 0, because the count of a string
is 0 if its any substring has 0 as the count.

Now, we present the next lemma as a basis for the lower and upper bounds.

Lemma 1. For two strings α and β, αβ denotes the concatenation of α and β,
and β̄ denotes the set of all strings except for β. Then, the next formulae are
satisfied.

(a) Cα = Cαβ + Cαβ̄

(b) Cα ≥ Cαβ and Cβ ≥ Cαβ

Lemma 1(a) implies that the string α has, as its following string, β or any other
strings except for β. Lemma 1(b) is easily obtained from Lemma 1(a), because
all the counts are positive or zero in Lemma 1(a).

First, we consider the upper bound of Cσ. The upper bound is obtained by
extending Lemma 1(b). The count of pattern σ must be equal to or below the
counts of all q-grams present in σ as follows:

(Cσ ≤ Cσ[1:q]) ∧ (Cσ ≤ Cσ[2:q+1]) ∧ · · · ∧ (Cσ ≤ Cσ[n−q+1:n]). (8)

Thus the upper bound of Cσ is

n−q+1
min
i=1

(Cσ[i:i+q−1]). (9)
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Second, we consider the lower bound of Cσ.

Lemma 2. For three strings α, β, and γ, Cαβγ ≥ Cαβ + Cβγ − Cβ is satisfied.

Proof. From Lemma 1(a),

(i) Cβγ̄ = Cβ − Cβγ and (ii) Cαβγ̄ = Cαβ − Cαβγ

are obtained. From Lemma 1(b),

(iii) Cβγ̄ ≥ Cαβγ̄

is also done. By substituting the left and right terms of (iii) with (i) and (ii), we
can get

(iv) Cβ − Cβγ ≥ Cαβ − Cαβγ .

Consequently, Lemma 2 is proved by rearranging (iv). �

Lemma 2 implies that the lower bound of Cαβγ is Cαβ + Cβγ − Cβ .

Theorem 2. For a string σ of length n, the count of σ can be bounded by all
the counts of its q-grams and (q-1)-grams as follows:

Cσ[1:n] ≥
n−q+1∑

i=1

Cσ[i:i+q−1] −
n−q+1∑

i=2

Cσ[i:i+q−2]. (10)

Proof. We will prove Theorem 2 by the mathematical induction. When n is
q + 1 as the initial condition, the theorem is satisfied by replacing α, β, and γ
of Lemma 2 with σ[1:1], σ[2:q], and σ[q+1:q+1], respectively. In other words,

Cσ[1:q+1] ≥ Cσ[1:1]σ[2:q] + Cσ[2:q]σ[q+1:q+1] − Cσ[2:q]

= Cσ[1:q] + Cσ[2:q+1] − Cσ[2:q]

=
2∑

i=1

Cσ[i:i+q−1] −
2∑

i=2

Cσ[i:i+q−2] (11)

Then, we assume that when n is k (in here, k > q + 1), the theorem is true,
that is,

Cσ[1:k] ≥
k−q+1∑

i=1

Cσ[i:i+q−1] −
k−q+1∑

i=2

Cσ[i:i+q−2]. (12)

From now on, on the basis of the above assumption and Lemma 2, we will try
to show that the theorem is satisfied, when n is k + 1. First, when Lemma 2 has
α = σ[1 : k − q], β = σ[k − q + 1 : k], and γ = σ[k + 1 : k + 1],

Cσ[1:k+1] ≥ Cσ[1:k] + Cσ[k−q+1:k+1] − Cσ[k−q+1:k]. (13)
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Then, applying Formula (12) to Formula (13) yields

Cσ[1:k+1] ≥ (
k−q+1∑

i=1

Cσ[i:i+q−1] −
k−q+1∑

i=2

Cσ[i:i+q−2])

+ Cσ[k−q+1:k+1] − Cσ[k−q+1:k]. (14)

Once again, by Lemma 2,

Cσ[k−q+1:k+1] ≥ Cσ[k−q+1:k] + Cσ[k−q+2:k+1] − Cσ[k−q+2:k] (15)

is obtained, hence Formula (14) is changed into

Cσ[1:k+1] ≥
k−q+1∑

i=1

Cσ[i:i+q−1] −
k−q+1∑

i=2

Cσ[i:i+q−2]

+ (Cσ[k−q+1:k] + Cσ[k−q+2:k+1] − Cσ[k−q+2:k])− Cσ[k−q+1:k].(16)

Finally, by rearranging Formula (16), we can get

Cσ[1:k+1] ≥
k−q+1∑

i=1

Cσ[i:i+q−1] + Cσ[k−q+2:k+1] −
k−q+1∑

i=2

Cσ[i:i+q−2] − Cσ[k−q+2:k]

=
k−q+2∑

i=1

Cσ[i:i+q−1] −
k−q+2∑

i=2

Cσ[i:i+q−2], (17)

which is the theorem on the time that n is k + 1. In summary, we first showed
that the theorem is true, when n is q + 1. Then, it was also shown that if when
n is k, the theorem is true, so is it when n is k + 1. Consequently, Theorem 2 is
proved. �

From Theorem 2, the lower bound of Cσ is

max(0,

n−q+1∑
i=1

Cσ[i:i+q−1] −
n−q∑
i=2

Cσ[i:i+q−2]), (18)

because the count cannot be negative. It should be noted that the CQ-tree has
all the exact counts used in the lower and upper bounds. Namely, the CQ-tree
supports both of the bounds well.

Example 1. Given Cbcd = 40, Cabcd = 20, and Cbcde = 30, estimate Cabcde

together with the lower and upper bounds.

Solution 1.

– Cabcde � Cabcd × Cbcde/Cbcd = 15
– Bupper = min(Cabcd, Cbcde) = 20
– Blower = max(0, Cabcd + Cbcde − Cbcd) = 10
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5 Experiments

In this section, we experimentally show the building time and space of a CQ-tree,
and examine if the CQ-tree supports MO estimation technique well. All the
experiments were performed on a 1 GHz Pentium 3 processor with 768 MBytes
of main memory and 40 GBytes hard disk. The operating system was Linux
Release 7.1.

5.1 Data Sets

We conducted experiments with two data sets: Data set 1 (the first and second
human chromosomes) that was provided by NCBI (National Center for Biotech-
nology Information) on the website [13], and Data set 2 that was created by
changing Data set 1. The descriptions of the data sets are as follows.

Data set 1. The sizes of the first and second human chromosomes are about
228 MB and 223 MB, respectively. In the data set, there are 5 characters
used: A, C, G, T and N, where N is used to represent an unidentified character.
The number of occurrences of each character except N is about 100 millions,
but N occurs about 1 million times. The exact numbers of these occurrences
are shown in Table 1.

Data set 2. Data set 2 is created by removing N in Data set 1. So, the alphabet
size of Data set 2 is 4, and the size of Data set 2 is a little smaller than the
one of Data set 1.

5.2 Building CQ-Tree

We built 5 number of CQ-trees expressed in arrays with varying the q-gram
length from 6 to 10. Table 2 shows the occupied spaces of the CQ-trees when
the node size is 4 bytes. The building times of the CQ-trees that we generated
are shown in Table 3. The building time of a CQ-tree is in O(q ·N), where N is
fixed in our experiments, hence the building times were roughly linear to q.

Table 1. Specifications of Data Sets

character A C G T N

counts 136,512,829 94,518,252 94,464,939 136,210,212 1,400,357

Table 2. Space for CQ-tree (Mbytes)

The q-gram length 6 7 8 9 10
Data set 1 0.08 0.39 1.9 9 48
Data set 2 0.02 0.09 0.3 1.3 5
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Table 3. Building time of CQ-tree (seconds)

The q-gram length 6 7 8 9 10
Data set 1 102 113 148 184 237
Data set 2 102 113 131 180 222

5.3 Count Estimation

For looking into the accuracy of a CQ-tree, we randomly generated 1000 number
of length-11 queries, and then measured the error rate

error rate =
| actual count− estimated count |

actual count
. (19)

Table 4 shows the experimental results.

Table 4. Error rate of CQ-tree

The q-gram length 6 7 8 9 10
Data set 1 0.65 0.59 0.40 0.29 0.22
Data set 2 0.64 0.58 0.50 0.46 0.27

6 Conclusion

In the recent years, the problem of estimating substring selectivity has been
focused on with the popularity of web, LDAP directories, XML, and so on.
For the problem, a CS-tree has been usually used as the meta data that keeps
statistical information. However, the CS-tree has two drawbacks: One is that
some counts in the CS-tree may be incorrect, which results from occasional
prunings. The other is that it is almost impossible to construct the CS-tree over
long strings.

So, we proposed a CQ-tree that consists of q-grams obtained from strings
in a database. The CQ-tree retains the exact counts of all substrings whose
lengths are q or below q, and can be built in one scan of strings in the database.
Moreover, in the case that the alphabet size is small like DNA sequences, the
CQ-tree can be compactly expressed in an array without storing any labels or
pointers by mapped into a full n-ary tree. As a result, more information can be
maintained in the limited space.

On the basis of the CQ-tree, we return the lower and upper bounds that
the number of occurrences of a query can reach to, together with the estimated
count of the query pattern. The bounds are mathematically proved. We believe
that the bounds presented are helpful to a user or a query optimizer.
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Abstract. In this paper, an efficient topic-specific Web text filtering framework is 
proposed. This framework focuses on blocking some topic-specific Web text con-
tent. In this framework, a hybrid feature selection method is proposed, and a high 
efficient filtering engine is designed. In training, we select features based on CHI 
statistic and rough set theory, then to construct filter with Vector Space Model. 
We train our frame with huge datasets, and the result suggests our framework is 
more effective for the topic-specific text filtering. This framework runs at server 
such as gateway, and it is more efficient than a client-based system.  

1   Introduction 

With the proliferation of harmful Internet content such as pornography, violence, hate 
messages and objectionable content, effective content-filtering systems are essential. 

At present, there are four content-filtering approaches: Platform for Internet Content 
Selection (PICS), URL blocking, keyword filtering, and intelligent content analysis 
[1]. PICS is a voluntary self-labeling system. Each Web content publisher is totally 
responsible for rating the content, so that is very difficult for all Web content’s pub-
lisher to filter Web pages according to the embedded PICS rating labels. URL blocking 
technique restricts or allows access by comparing the requested Web page’s URL. This 
approach has advantages for its speed and efficiency. However, this approach requires 
implementing a URL list, and it can identify only the sites on the list. And keeping the 
list up-to-date is very difficult. That is, unless the list is updated constantly, the sys-
tem’s accuracy will decrease over time owing to the explosive growth of new Web 
sites. Keyword filtering compares offensive words and phrases on a retrieved Web 
page against those in a keyword dictionary of prohibited words and phrases. Blocking 
occurs when the number of matches reaches a predefined threshold. However, it is well 
known for overblocking. The high overblocking rate is often unacceptable and greatly 
jeopardizes the system’s capability. So intelligent content analysis, which can auto-
matically classify Web content, is needed. On the other hand, web-filtering systems are 
either client- or server-based [2]. A client-based system performs Web content filtering 
solely on the computer where it is installed, without consulting remote servers about 
the nature of the Web content that a user tries to access. A server-based system pro-
vides filtering to computers on the local area network where it is installed. 

In this paper, an efficient topic-specific filtering framework for Web text based on 
intelligent content analysis is proposed. The paper is organized as follows: A hybrid 
feature selection method is briefly introduced in Section 2. Section 3 presents the 
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efficient framework to filter the topic-specific text. The filter engine is introduced in 
Section 4. Section 5 describes experimental data set and presents the experimental 
result. Finally the conclusions are summarized in Section 6. 

2   Feature Selection 

Feature subset selection is very important when learning on text data [3]. Because a 
high number of features may slow down the process of text preprocessing, sometimes 
even hard to get result, and at the same time a good subset can even get better result 
than using full features. And to make our system fit for topic-specific text filtering in 
real-time such as embedding this model in firewall or gateway, we need to further 
select more accurate and few features. In [3], we know there are many feature selec-
tion methods such as DF, CHI statistic, information gain, mutual information, but the 
number of features selected by one of these methods is still high for good result. For-
tunately, with Rough sets theory proposed by Pawlak in 1982 [4], it can also be used 
to select subset more accurately from thousands of features. But the existing attributes 
reduction methods based on rough set are not applicable for very large data set be-
cause of the high time and space complexity. 

Rough Set Attribute Reduction removes redundant conditional attributes from 
nominal datasets, retaining the information content intact whilst reducing the mount 
of knowledge involved. In [5], a feature subset selection algorithm named 
QUICKREDUCT Algorithm is proposed base on the attribute dependency. The Algo-
rithm only produce one possible minimum reduct, which is not enough to judge 
whether the new Web text is relevant to the topic or not. So we proposed a new algo-
rithm which produce m reducts, the number m needed to be given by the designer. 
The special point is that between these reducts there are no common attributes, so 
these attributes have more powerfully capability to classify new objects. This Attrib-
utes Reduction algorithm is extended from the QUICKREDUCT  Algorithm. 

Input: C, the set of all feature attributes; 
       D, the set of class attributes. 
Output:  the unit of m reducts MR, CMR ⊆  
(1) MR=Φ  
(2) for i=1 to m 
(3) R:=Φ , 
(4) do  
(3)  T:=R, 
(4)  for each RCx −∈  
(5)      if )()(}{ DD TxR γγ >   T:= }{xR , 

(6)  R:=T, 
(7) until )()( DD CR γγ = , 

(8) RCC −= , 
(9) RMRMR = , 
(10) end for 
(11) return MR  

We proposed a hybrid feature selection method. We use CHI statistic methods to 
select features firstly (step one), and then we use the rough set theory to further  
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reduce the number of the features (step two). Thus more accurate and few features are 
extracted. The feature selection architecture is shown in Fig 1.
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Fig. 1. Feature Selection Architecture 

3   System Architecture 

The topic-specific Web text filtering framework is composed of training offline phase 
and filtering online phase. The system architecture is shown in Fig 2. 
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Fig. 2. System Architecture to Filter Topic-Specific Web Text 
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The main sub-modules are:  

Feature selection. In this phase we use CHI statistic and rough set based attribute 
reduction to select features (see section 2). 
Keywords filtering. Using keywords is to distinguish the suspicious text from  
normal text.  
VSM classifier. In this phase we use vector space model (VSM) [6,7] to distinguish 
the negative text from suspicious text.  
Filter engine. To improve the system speed, we employ the finite state automata the-
ory to construct the filtering engine (see section 4). 

4   Filtering Algorithms 

In this section, after the feature selection (step 1& step 2), we can use the words to 
built class vectors respectively, which appeared in the selected features. The steps to 
construct the filter are as following: 

Step 1. Computing the center vector for each class, 
Step 2. Representing the incoming text into vector, 
Step 3. Computing the similarity between incoming text vector and center vector of 

each class, 
Step 4. Classifying the incoming text into the class with maximal similarity. 

The similarity between incoming text vector and center vector of each class is 
computed by the cosine formula. 

1

2 2

1 1

Sim( , )

( )( )

m

ik jk
k

i j m m

ik jk
k k

W W
d d

W W

=

= =

×
=

∑

∑ ∑

id incoming text vector, jd center vector of 

each class, ikW kt jkW

kt center vector of jth class, m denotes the 

number of selected features. 

5   Filtering Engine 

In our system, the speed to extract features and judge whether the incoming Web text 
is relevant to the topic or not is very important, so we employ the finite-state automata 
theory to improve this need. Finite-state automata theory has been used in various 
language processing [8]. For the DFSA Method, three functions: goto, failure, and 
output are initially constructed from a given set of patterns. The pattern matching 
process now becomes the state transition process, which begins with the start state. 
The goto function continues mapping a state and an input character from the string  
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into another state. If a final state is reached, the patterns specified by the output func-
tion are matched. During the state transition process, the goto function outputs the fail 
message, when an input character causes a mismatch. When it occurs, the failure 
function is used to choose a state, and the state transition restarts from that state.  

In application, we first construct finite-state automata based on the selected fea-
tures. Then the FSA is always running at server. Once incoming text stream is cap-
tured, we can use the look up function to get the words, which appeared in the se-
lected features. On the other hand, these keywords stationed at the server can be re-
placed with other words only re-trained by large text corpora to fit the different needs 
for content filtering in the future.  

6   Experiment and Result 

We choose a Chinese dataset as our datasets, which is captured from Web. This data-
set, which are relevant to some topic, includes two classes. One class is positive for 
the topic, which includes 949 documents; the other class is about objectionable con-
tent for the topic as negative, which includes 1464 documents. We firstly separate 
Chinese text into words, then prune infrequent words and high frequency words, and 
delete preposition, pronoun, auxiliary words, measure words, etc, and we only hold 
the noun, verb, adjective and some phrases. Thus we get a vocabulary of about 5139 
words in this phase. 

Next, we use CHI statistic to select features primarily, thus we get a vocabulary of 
1384 words in this phase. To make our system fit for the application and to embed 
this model gateway for real-time text filtering, we need to further select more accurate 
features. So next we use rough set to further reduce those attributes, and rough set 
have this function in nature.  

We primarily use the term frequency-inverse document frequency (TF-IDF) to es-
tablish the particular degree of important of term in a document. We denote 

valuew = (TF-IDF). Since rough set is suited to nominal datasets, we quantize the 
normalized space into 11 values calculated by floor (10w). Next we construct decision 
table for the 2413 documents based on these 1384 selected words. Then we use the 
rough set method we proposed to further reduce the number of the features. Then we 
use vector space model (VSM) to build the topic filter using the selected features 
based on the training data sets. And we get 343 negative documents for testing, which 
are got from other objectionable Web Sites. The result is shown in Table 1. We can 
see that when m is only 1 (that is only one reduct), the performance is better than 
unreduced training data set, but the performance is poor in testing data set (only 
91.01%). When m is 3, the performance gives same accuracy almost as in unreduced 
training data set or testing data set. In this phase, 129 words are found, and we find 
these words are all more relevant to the positive and negative documents; moreover, 
underlying semantics between these words is preserved.  

We run our system with the filter engine in our gateway for unseen web text by 
keywords firstly filtering suspicious text from normal text and further judging by 
VSM Classifier based on the selected keywords to distinguish the negative text from 
suspicious text when in need, we get good accuracy. See Table 2. 
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Table 1. The Result in Training Sets and Testing Sets 

Number of reducts VSM Classifier Original 
m=1 m=2 m=3 

Numbers of attributes 1384 18 67 129 
Precision of training set 95.69% 96.41% 96.31% 95.99% 
Precision of testing set 99.42% 91.01% 97.68% 98.84% 

Table 2. The Result in Gateway for Unseen Web Pages 

Getting Web 
Pages 

Classifier 
Blocked 

Web Pages 
Precision Recall 

Keywords (step1) 550 88.69% 92.63% 4863 
VSM (step2) 343 95.74% 95.74% 

7   Conclusions 

In this paper, an efficient topic-specific Web text filtering framework is proposed. 
This framework focuses on blocking some topic-specific Web text content. Espe-
cially, we proposed a hybrid feature selection method based rough set theory, and to 
improve the system speed, we employ the finite state automata theory in language 
processing to construct the filtering engine. The result suggests our framework is 
more effective for the topic. This system runs at server, it is more efficient than a 
client-based system. The future work is about two: one the one hand, we will combine 
URL blocking technique to improve system speed; on the other hand, we will con-
sider relevant feedback technique to improve the capability to adapt to the rapid pene-
tration of the Web. 
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Abstract. Currently there are a variety of different tools that may be used to 
analyze, model, describe and document a business process. However, it is diffi-
cult to exchange the information of a business process created in different tools 
because of the distinct information formats used in different tools. The XML 
Process Definition Language(XPDL) forms a common interchange standard. 
Generally a business process model can be represented by the UML activity 
diagram, but there is a difficult task to directly generate an XPDL document 
from a business process model represented by the standard activity diagram. In 
the paper we will propose an approach to generate an XPDL document from a 
business process model represented by the extended UML activity diagram and 
provide an implementation for the approach. 

1   Introduction 

The XPDL specification uses XML as the mechanism for process definition inter-
change. A Process Definition is defined as: The representation of a business process 
in a form that supports automated manipulation, such as modeling, or enactment by a 
workflow management system. The process definition consists of a network of activi-
ties and their relationships, criteria to indicate the start and termination of the process, 
and information about the individual activities, such as participants, associated IT 
applications and data, etc[1]. 

The UML activity diagram also can create business process model in forms of sets 
of activities and transitions between them[2, 3, 4]. However, it is difficult to directly 
map the business process model represented by the standard UML activity diagram to 
the process definition organized in XPDL because some elements in the standard 
UML activity diagram can not be directly associated to entities defined in the process 
definition. Hence the paper will propose a method of generating an XPDL document 
from a business process model represented by an extended activity diagram.  

The paper consists of five sections. The following section discusses issues for re-
late works. The third section describes the XPDL document structure and entity defi-
nitions associated to modeling elements of UML activity diagram. The method of a 
mapping from the business process model represented by extended activity diagram to 
the XPDL document will be depicted in the fourth section. Section 5 presents our 
conclusion and future work. The references will be listed in the end. 
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2   Issues for Related Works 

Currently a tool for business process modeling has been implemented, which could 
create extended activity diagram for modeling business processes or workflows. In 
order to make the generated business process model available for other modeling 
tools or workflow systems, there must be a common interchange standard existing for 
information exchange among the diverse tools. Fortunately XPDL uses XML as the 
mechanism for process definition interchange. XPDL specification provides the work-
flow process definition interface that defines a common interchange format. The in-
terface also defines a formal separation between the development and run-time envi-
ronments, enabling a process definition, generated by one modelling tool, to be used 
as input to a number of different workflow run-time products[5]. 

A business process model can be expressed conveniently by using the UML activ-
ity diagram[6]. Now the key problem is how to generate a XPDL document from a 
business process model represented by UML activity diagram. A solution will be 
proposed in the fourth section. 

3   XPDL Document Structure and Associated Entities 

The content of a XPDL document mainly describes Process Definition(s). The top-
level entities are contained within a process definition[7]. 

The top-level entities are:  

Workflow Process Definition: The Process Definition entity provides contextual 
information that applies to other entities within the process. 

Workflow Process Activity: An activity represents work, which will be processed by a 
combination of resource specified by participant assignment and/or computer applica-
tions specified by application assignment. 

Transition Information: Activities are related to one another via flow control condi-
tions. Each individual transition has three elementary properties, the from-activity, the 
to-activity and the condition under which the transition is made. 

Workflow Participant Declaration: This provides descriptions of resources that can 
act as the performer of the various activities in the process definition. 

Resource Repository: The resource repository for the fact that participants can be 
humans, programs, or machines. 

Workflow Application Declaration: This provides descriptions of the IT applications 
or interfaces which may be invoked by the workflow service to support, or wholly 
automate, the processing associated with each activity, and identified within the activ-
ity by an application assignment attribute(s). 

Workflow Relevant Data: This defines the data that is created and used within each 
process instance during process execution. 
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System and Environment Data: This is data which is maintained by the workflow 
management system or the local system environment 

Data Types and Expressions: The meta-model (and associated XPDL) assumes a 
number of standard data types (string, reference, integer, float, date/time, etc.); such 
data types are relevant to workflow relevant data, system or environment data or par-
ticipant data. 

According to the descriptions of the top-level entities in process definition, a busi-
ness process model represented by UML activity diagram can be mapped into the 
elements contained both in “workflow process activity” entity and in “transition in-
formation” entity. 

4   Mapping from Business Process Model to XPDL Document 

The task of the mapping from business process model represented by the UML activ-
ity diagram to the corresponding XPDL document actually is to generate the corre-
sponding information in the format of XPDL from each element in source business 
process model and put the information into the appropriate positions in XPDL docu-
ment structure. Considering that one “activity” element in UML activity diagram can 
not be definitely associated to one entity in XPDL, we just refine activity into three 
different types of activities which can be directly related to the ‘regular’ three differ-
ent implementation types of activities respectively. Table 1 shows the associations 
between the elements of extended activity diagram and entities defined in XPDL. 

Fig. 1 presents a process called ‘EOrder’ which is used to present an electrical or-
der process.  

Table 1. Associations between the Elements of Extended Activity Diagram and the Entities 
Defined in XPDL 
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Fig. 1. EOrder Process 

4.1   The Mapping of “Start State” Element and “End State” Element 

The “start state” and “end state” element can be mapped to the “route activity” entity 
defined in XPDL. A route activity has neither a performer nor an application and its 
execution has no effect on workflow relevant data or application data. Fig. 2 shows 
the XPDL representations of “start state” element and “end state” element in the 
“EOrder” process model.  

<Activity Id="5">  
<Description>This is a start!</Description> 
<Route/> 
<ExtendedAttributes> 
………………………………….. 
</ExtendedAttributes>  

</Activity> 
6-1 The XPDL of The  “Start state” Element 
<Activity Id="6"> 
………………………………………………………… 
………………………………………………………… 
</Activity> 6-22 The XPDL of The “End state” Element 

Fig. 2. XPDL Representations of “Start State” and “End State” in the “EOrder” Process 

4.2   The Mapping of Activity Element 

Activity elements with three different colours of green, yellow and blue can be 
mapped to “regular” activity entities with three different implementation types which 
are defined in XPDL: “No Implementation”, “Tool”, and “Subflow” respectively. Fig. 
3 shows XPDL representations of activities in the “EOrder” process. 

<Activity Id="58"  
Name="Raise Alarm"> 
<Implementation> 
<No/></Implementation> 
<ExtendedAttributes> 

…………………………………… 
</ExtendedAttributes> 
</Activity>          
7-1 Activity“Raise Alarm” with “No  
Implementation” Type 

<Activity Id="17"  
Name="Transform Data"> 
…………………………………… 
</Activity> 
........................... 

Fig. 3. XPDL representations of activities in the “EOrder” Process 

“No Implementation” type means that the implementation of this activity is not sup-
ported by workflow using automatically invoked applications or procedures. “Tool” 
type means that the activity is implemented by (one or more) tools. A tool may be an 
application program. “Subflow” type means that the activity is refined as a subflow. 
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4.3   The Mapping of Synchronization Element 

A synchronization element can be mapped to a route activity with “Transition Restric-
tion” attribute with kind of “join” or “split”, which is defined in XPDL Fig. 4 shows 
XPDL representations of a “fork” kind synchronization element and a “join” kind 
synchronization element in the “EOrder” process. 

<Activity Id="9"> 
<Route/> 
<TransitionRestrictions> 
<TransitionRestriction> 
<Split Type="AND">  
…………………… 
</Split> 
……………………. 

</TransitionRestrictions> 
<ExtendedAttributes> 
…………………………………………… 
</Activity> 
8-1 the “Fork” Kind Synchronization Element 
<Activity Id="33"> 
<Route/> 
<TransitionRestrictions> 

<TransitionRestriction> 
 <Join Type="AND"/> 
</TransitionRestriction> 
</TransitionRestrictions> 
………………………… 
</Activity> 
8-2 the “Join” Kind Synchronization 
Element 

Fig. 4. XPDL Representations of Synchronization Elements in the “EOrder” Process 

4.4   The Mapping of Decision Element 

A decision element can be mapped to a route activity entity with transition restriction 
of split kind with XOR type, which is defined in XPDL. Fig. 5 shows the XPDL rep-
resentation of “Check Order Type” decision element in the “EOrder” process. 

<Activity Id="12" Name="Check Order Type"> 
<Route/> 
<TransitionRestrictions> 
<TransitionRestriction> 
<Split Type="XOR"> 

<TransitionRefs> 
………………………… 
</TransitionRefs> 
</Split> 
</TransitionRestriction> 

</TransitionRestrictions> 
<ExtendedAttributes> 
……………………… 
</ExtendedAttributes> 
</Activity> 

Fig. 5. XPDL Representation of “Check Order Type” Decision Element in the “EOrder” Process 

4.5   The Mapping of Transition Element 

A transition element can be mapped to a transition entity defined in XPDL. The tran-
sition entities describe possible transitions between activities and the conditions that 
enable or disable them (the transitions) during workflow execution. Fig. 6 shows 
XPDL representations of all transition elements in the “EOrder” process. 

<Transitions> 
<Transition Id="1" From="9" To="8"/> 
…………………………………………. 
<Condition Type="OTHERWISE"/> 
</Transition> 

<Transition Id="18" From="33" To="6"/> 
………………………………………………….. 
<Condition>status == "Valid Data"</Condition> 
</Transition> 
……………………………. 

Fig. 6. XPDL Representations of All Transition Elements in the “EOrder” Process 

So far, we have proposed the method of the mapping from the business process 
model represented by extended activity diagram to XPDL document. The complete 
structure of XPDL document and the related detail information about associated 
XPDL entity definitions should be referred to in XPDL specification. Fig. 7 presents a 
demonstration of the implementation of automatic XPDL document generation corre-
sponding to the method. 
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Fig. 7. The Demonstration of Implementation of Automatic XPDL Document Generation 

5   Conclusions and Future Works 

In the paper we proposed the approach of the mapping from the business process 
model represented by extended activity diagram to XPDL document and provide the 
implementation for that approach. 

The approach proposed in this paper provides the important guidance for the map-
ping from other similar business process models, which are used in different software 
products, to XPDL document. The approach can successfully generate XPDL docu-
ment from business process model presented by UML activity diagram. Now the 
implementation still can not generate the complete XPDL document from business 
process model presented by UML activity diagram because the XPDL document 
contains some data information that can not be obtained directly from the UML activ-
ity diagram. Therefore, In the future it is necessary to improve the implementation for 
the complete XPDL document generation. 
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Abstract. Using probabilistic Language Modeling approach in Information Re-
trieval, model for each document is estimated individually. However, with Web 
pages becoming more complex, each of them may contain some blocks discuss-
ing different topics. Consequently, the performance of statistic model for web 
document tends to be degraded by the mixture of topics. In this paper, we argue 
that segmenting Web page into several relatively independent blocks will assist 
the language modeling and a Block-based Language Modeling (BLM) approach 
is proposed. Different with normal method, BLM refines the modeling process 
into two parts: the probability of a query occurring in a block, and the probabil-
ity of a block occurring in a Web page. Then given a query, those pages with 
more relevant blocks tend to be retrieved. Experimental results show that when 
unigram model is used, our approach outperforms original language modeling 
for web search in most cases. 

1   Introduction 

Today web search engine has become one of the most useful tools for web surfers, 
and many search models have been built up. In recent years, language modeling based 
information retrieval has been successfully applied to traditional document retrieval 
[1,14,15]. It’s intuitive to borrow the idea of statistic language modeling for web 
search. However, numerous problems stem from the miscellaneous content of the 
Web page, i.e. a page may contain multiple blocks with different topics. First, if the 
query keywords occur in different blocks, the whole page is likely to be irrelevant. 
This can not be detected by current language modeling based retrieval which takes a 
whole document as a single model. Second, not all blocks focus on the same topic and 
noisy information like navigation bars, copyrights, contact information etc., is usually 
embedded in Web pages. The two problems both challenge the validity of the statistic 
language modeling and degrade the retrieval performance. In order to solve them, we 
should fully exploit the block information within a Web page. 

To segment a Web page into regions or blocks effectively, some methods are pro-
posed under different scenarios [2-8]. These approaches mostly use HTML tag and 
DOM tree analysis with some heuristic rules. Especially, VIPS [12] tried to learn the 
importance of blocks using both spatial and content features. Furthermore, based on 
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previous work, some research efforts have shown that segmenting a Web page into 
several relatively independent blocks can enhance web search [10], web link analysis 
[13] and web data mining [11]. Similarly, we claim that block information will also 
benefit language modeling of web documents. 

Language modeling approaches to information retrieval are attractive and promis-
ing because they connect the problem of retrieval with that of language model estima-
tion, which have been studied extensively in other application areas such as speech 
recognition. The basic idea of these approaches is to estimate a language model for 
each document, and then rank documents by the likelihood of the query according to 
the estimated language model [1]. Zhai and Lafferty [14] studied the smoothing 
method for language modeling based information retrieval. Berger and Lafferty [15] 
proposed a more advanced model which characterized the retrieval process as a user 
translating a document into a query. However, all above approaches did not explore 
how the block information embedded in the web documents would affect the per-
formance of language modeling-based information retrieval. 

By these motivations, in this paper, we try to find a perfect marriage of language 
modeling and Web page segmentation, which can improve the search for the Web 
page that contains several topics or noisy information. We first devise a DOM tree-
enabled Structure indUction-based Page Segmentation (SUPS) algorithm to partition 
the page, and then a Block-based Language Modeling (BLM) approach is proposed. 
BLM is constructed based on following three assumptions: first, a Web page can be 
segmented into independent parts of blocks and different blocks may represent differ-
ent topics; second, query terms are regarded as more relevant to the Web page when 
they co-occur in the same block than when they are distributed over different blocks; 
third, the block which has more similar language model with the Web page is more 
relevant with the major idea of the whole page. And such blocks should contribute 
more for the relevance of the Web page to a query. 

The major contributions of this paper are: 

 A block based language modeling approach is proposed towards web search for 
the pages containing multi-blocks or multi-topics. BLM refines the modeling 
process into two parts: the probability of a query occurring in a block, and the 
probability of a block occurring in a Web page. By breaking a page into blocks 
containing independent topics, block-based language modeling for web search 
can obtain higher performance than its original one. 

 A flexible segmentation algorithm, SUPS, is devised to automatically partition 
Web page. SUPS is based on DOM tree analysis and implements several com-
mon used methods of page segmentation. 

 A user study is performed to evaluate the performance of the proposed approach, 
whose results show that using two evaluation metrics, BLM has about 8.34% and 
16.28% improvements over the existing language modeling based method. 

The remainder of the paper is organized as follows. In section 2, we review some 
related work. Section 3 briefly introduces SUPS page segmentation algorithm. Sec-
tion 4 describes the details of our BLM approach. Experimental results and some 
discussion are provided in Section 5. Finally we make a conclusion and give the di-
rection of future work in Section 6. 
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2   Related Work 

Many research efforts [2- 4] divided the page based on the type of the tags including 
<P>, <TABLE>, <UL>, <H1>~<H6>, etc. In [5-7], some visual cues were used in 
DOM analysis. Chen [5] attempted to understand authors’ intention by identifying 
Object function instead of semantic understanding. Yang [6] aimed to automatically 
analyze semantic structure of HTML pages based on detecting visual similarities of 
content objects on Web pages. Cai [7] proposed their VIPS approach to extract the 
content structure for a Web page by using page layout features. Besides, Embley [8] 
used some heuristic rules to discover record boundaries, which assist data extraction 
from the Web page. Our SUPS algorithm integrates DOM analysis, visual cues and 
heuristic rules together to identify obvious blocks. Song et al. [12] presented how to 
use the spatial and content features of each block to learn their importance. Different 
with it, our segmentation method does not try to measure the importance of block. 

How to exploit segmentation information to help web mining and information re-
trieval tasks has been studied in recent years[9-11, 13]. Yi et al.[11] make use of the 
common presentation to map the styles of a page and its owner site. Noisy informa-
tion in the page is cleaned for document classification and clustering. Cai et al.[13] 
showed that block information can improve link analysis like HITS[17] and PageR-
ank[18]. By extracting the page-to-block, block-to-page relationships from link struc-
ture and page layout analysis, the authors constructed a semantic graph over the 
WWW so that each node exactly represents a single semantic topic. 

As to web information retrieval, some researches are made on improving tradi-
tional approaches. Yu et al.[9] detected the semantic content structure in a Web page. 
The authors used the segmentation result to assist the selection of query expansion 
terms in pseudo-relevance feedback. Cai et al.[10] expanded the idea in [9] and con-
ducted comparative experiments on block-level query expansion and retrieval using 
four segmentation approaches. To our best knowledge, most block-enhanced retrieval 
methods focus on using block information to perform query expansion, or using 
blocks-retrieval based ranking score to revise the original document-retrieval based 
score. BLM revises the model estimation and query generation of language modeling 
for information retrieval, while no retrieval model is modified in previous work. 

Ponte and Croft [1] proposed a non-parametric language model which integrated 
document indexing and document retrieval. It inferred a language model for each 
document and estimated the probability of query generation in each model. Zhai and 
Lafferty [14] tried to solve a core problem in language modeling, smoothing, which 
adjusts the maximum likelihood estimator so as to correct the inaccuracy due to data 
sparseness. Berger and Lafferty [15] proposed a simple, well motivated model of the 
document-to-query translation process, and described an algorithm for learning the 
parameters of this model in an unsupervised manner from a collection of documents. 
According to the experimental reports in those papers, language model really outper-
formed other models on some data sets. However, all these approaches took the 
document as atomic unit for statistics and came up against the difficulties mentioned 
before. We claim that the blocks with single topic are more precise for model estima-
tion. Thus in BLM, the model is estimated on a much smaller block granularity. 
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3   Structure Induction-Based Page Segmentation 

Before explaining the idea of BLM, we briefly introduce our algorithm for page seg-
mentation. Given that Document Object Model (DOM) provides each Web page a 
fine-grained structure and each subtree can represent a block, we first identified the 
block layout of Web page by constructing a DOM style HTML tag tree. Then we 
devise a heuristic rule based reasoning engine to induce the intention of the Web page 
designer.  Two measurements, Degree of Isolation (DoI) and Degree of Coherence 
(DoC), are introduced for each node. DoI indicates the degree that a subtree can be 
differentiated from its siblings and DoC indicates the degree that a subtree can be 
viewed as an integral block. DoI is calculated by a top-town scan that begins with the 
root element, and is adjusted based on some visual cues such as tag, color, text and 
size etc. DoC is calculated by a bottom-up scan that begins with the leaf elements, and 
the coherence of parent node is adjusted based on the coherence of its children, which 
is also learned from visual cues. We call this method Structure indUction-based Page 
Segmentation (SUPS). Some details will be depicted in Section 5.1. 

4   Block-Based Language Modeling 

In this section, we first describe the basic idea of language modeling for information 
retrieval. Next, we explain how to improve such idea using block information. 

4.1   Basic Language Modeling for Information Retrieval 

To retrieval task, Language Modeling approach (LM) treats each document as a lan-
guage model and the generation of queries as a random process. In [1], it is assumed 

that query terms occurred independently in a particular language model. If ( | )dp Q M  

is the probability of the query given the language model of document d and 

( | )dp t M is the probability of each term t ( Q) under the term distribution for d, 

then ( | )dp Q M can be estimated by ( | )dp t M as following1: 

 ( )( | ) ( | ) 1.0 ( | )d d d
t Q t Q

p Q M p t M p t M
∈ ∉

= × −∏ ∏  (1) 

In this formula, the first item is the probability of producing the terms in the query 
and the second item is the probability of not producing other terms. Maximum Likeli-

hood Estimate (MLE) is used to estimate ( | )dp t M using the document collection:  

 ( , )( | ) t d
dml

d

tf
p t M

dl
=  (2) 

( , )t dtf  is the raw frequency of term t in document d and ddl is the total number of  

tokens in d. However, two practical problems exist: first, a probability of zero will be 

                                                           
1  Actually, it is a kind of unigram language model. Although bigram and trigram models are 

not discussed in this paper, similar work can be done to enhance them by block information. 
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assigned to a document that is missing one or more of the query terms; second, only 
one document sample is used and the confidence for the maximum likelihood estima-
tor is not high enough. For the first problem, a feasible way is to assign an average 
term probability in the whole collection to a document that is missing one or more of 

the query terms. I.e., tcf

cs
, where tcf  is the raw count of term t in the collection and cs  

is the total number of tokens in the collection. As to the second problem, LM intro-
duces another estimator from a larger amount of data: 

 
( )( )

( | )
( )

ml dd t d

avg
t

p t M
p t

df
∈=

∑
 (3) 

where tdf  is the document frequency of t . This is a robust statistic in the sense that it 

is estimated from a lot of more data. However, we cannot assume that every docu-
ment containing t is drawn from the same language model. So there is some risk in 

using the mean and it should be minimized. The risk ( , )R t d for a term in a document 
can be modeled using the geometric distribution [16], then we can use this risk func-

tion as a mixing parameter in our calculation of ( | )dp t M . 

4.2   Language Modeling Improved by Block Information 

In the language modeling mentioned above, it is assumed that a whole document talks 
about a unique topic and can be used to generate the query. However, with the Web 
page getting more and more miscellaneous, the performance of this statistical model 
tends to be degraded. We notice two common problems for the normal language mod-
eling when it is applied to web documents containing multi-blocks. 

  
Fig. 1. A sample Web page in our test collec-
tion, with the query terms occurring in differ-
ent blocks 

Fig. 2. A sample Web page in our test col-
lection, which contain several blocks with 
different topics 

First, let’s suppose the query is “American film” and the Web pages discussing 
American film should be retrieved. For the sample in Figure 1, if we take the whole 
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Web page as a single model, it may easily generate the query “American film” and be 
judged as relevant. This is what we really don’t expect because “American” here is a 
part of the movie title while “Film” is part of the reviewer name. The page does not 
mention anything about American film. If the representation clue that the two terms 
occurs in different blocks is used, this page will not be considered relevant any more. 
Actually, in such scenario, different models should be estimated for each block, in-
stead of a single one for the whole document. 

The second problem is about the multi-topics of one Web page. See the sample in 
Figure 2, several topics are discussed, including a basketball star (Block1), football 
(Block2), wresting (Block3) and a navigation bar (Block4). Such documents should 
be less relevant than those only talk about basketball star. In another word, we want to 
measure the “topic consistence” of the blocks in one page. 

After these observations, we propose Block-based Language Modeling (BLM). The 
assumptions behind such approach are: 

 Web pages contain several blocks and they may discuss different topics.  
 Query terms are regarded as more relevant to the Web page when they co-occur 

in the same block than when they are distributed over different blocks. 
 The block which has more similar language model with the Web page is more 

relevant with the major idea of the whole page. And such blocks should contrib-
ute more for the relevance of the Web page to a query. 

Then BLM refined the modeling into two major components: 

 The probability of a query occurring in a block ( | )Bp Q M , where MB means the 

estimated model for a block.  I.e. language models are estimated not on the basis 
of whole Web page, but on the blocks within one page. In the case mentioned 

above, each ( | )Bp Q M will be less than ( | )dp Q M because not all terms co-occurs 

in the same block. 

 The probability of the block occurring in the Web page ( | )dp B M , where B is a 

block. If a web focuses on one topic, the model of each block tends to be more 
compatible with that of whole page. In our BLM approach, we use the probability 

( | )dp B M to represent the consistence between block and whole page. 

Then the ( | )dp Q M  can be revised as 

 
| |

1

( | ) ( | )
B

Bi i d
i

p Q M p B M
=
∑  (4) 

where |B| is the number of all the blocks within a page, Bi is the ith block, and MBi is 
the model of Bi estimated using language model. 
Actually, we find that the formula can also be derived with Bayesian rules:  

| | | | | |

0 0 0

( | ) ( , | ) ( | , ) ( | ) ( | ) ( | )
B B B

d i d i d i d i i d
i i i

p Q M p Q B M p Q B M p B M p Q B p B M
= = =

= = =∑ ∑ ∑  (5) 

here ( | , )i dp Q B M = ( | )ip Q B because once a block is given, it only occurs in a unique 

document. Compared with the normal method, we use language modeling to estimate 
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the model of each block. So ( | )ip Q B should be replace with ( | )Bip Q M , finally we get 

formula (6), which is consistent with formula (4).  

 
| | | |

0 0

( | ) ( | ) ( | ) ( | ) ( | )
B B

d i i d Bi i d
i i

p Q M p Q B p B M p Q M p B M
= =

= ≈∑ ∑  (6) 

One potential problem for this approach is that, blocks often have different length. 
For the longer block, the probability that all terms of it occur simultaneously will be 

very low, i.e. the estimated value of ( | )dp B M  will be very low. For shorter block, the 

estimated value will be higher compared to longer one. This make the shorter block 
more “consistent” with the whole page, which contradicts with our intuition that 
longer block will dominate the content of a document. So we propose another version 

of BLM, in which ( | )dp B M is normalized using the length of block:  

 
| |

| |

0

( | ) ( | ) ( | )
B

Bi
d Bi i d

i

p Q M p Q M p B M
=

≈ ∑   (7) 

where |Bi| is the number of term tokens in block Bi. We call this block length  
normalization. 

5   Experiment 

In this section, we first briefly introduce the segmentation algorithm SUPS. Then the 
data set, score method and evaluation metrics are presented. Finally, the performance 
of BLM is compared with that of the normal language modeling approach. 

5.1   Page Segmentation 

The designers of Web pages often use HTML tags such as <TD>, <HR>, <DIV>, 
<LI> etc. to organize content layout. For example, different topics are often put 
within different <TD> tags or separated by different <HR> tags. Our SUPS approach 
explores the web content structure and divides it into different topics. It is composed 
of following four steps: 

1. Convert the HTML based Web page to XML based DOM tree. The major rules 
we apply for parse includes: (1) the non-presentation or non-decoration tags 
such as script, comment, process instrument, control, and identity declaration 
are dropped; (2) The end element tag for <BR>, <LI>, <DL> are appended if 
they are missing; (3) The <IMG> and <A> tags are omitted and only their text 
information is kept; (4) A virtual blank <Separator/> tag is devised to distin-
guish visual block boundaries. We will substitute a single <Separator/> for each 
<HR> tag, successive <BR> tags and blank layout tags whose “width” and 
“height” properties are not zero. Finally we can get a well-formed DOM tree 
rooted with <HTML> element. 

2. Calculate Degree of Isolation (DoI). DoI is used to describe the difference be-
tween a block and its other siblings. First, DoI of node N is initialized with 
1/ c where c is the child nodes count of N’s parent node. Then we traverse the 
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block. If <Separator/> node NS is found, we will uniformly assign its DoI to its 
left sibling nodes and right sibling nodes before removing NS. By a top-down 
iterative process, DoI of all nodes can be calculated. 

3. Calculate Degree of Coherence (DoC). DoC is used to measure the confidence 
that a block can be regarded as an integral part. We define following heuristic 
rules: (1) If a node only contains text, its DoC is 1; (2) If a node has only one 
child node, it has the same DoC with the child node; (3) A node’s DoC de-
creases in inverse ratio to its height in the tree. (4) The more structures a node’s 
children share, e.g. tag name, background color, font type and font color, the 
more coherent the subtree is. Based on above rules, we can compute the DoC 
value for each node by a bottom-up iterative process. 

4. Extract blocks from DOM tree. We define two set, Candidate Block Set S1 
and Block Set S2. Two permitted threshold, PDoI and PDoc, are defined for 
DoI and DoC respectively. After that, the segmentation is performed in both 
top-down and bottom-up manners: (1) agglomeration process by DoI. DOM 
tree is traversed by breadth first policy and if the node DoI is greater than 
PDoI, put this block into S1; otherwise, merge it with neighbor block that has 
smaller DoI until the sum of DoI is greater than PDoI; (2) separation process 
by DoC: for each block in S1, if its DoC is greater than PDoC, put it into S2, 
otherwise, partition this block by repeating process (1); (3) When Set S1 is 
empty, stop our algorithm. 

In short, SUPS combines top-town and bottom-up iterative calculation, and inte-
grates heuristic rules and structure induction in a single model. Using this algorithm, 
Web page can be automatically partitioned into isolated blocks. The granularity of 
partition can be controlled by PDoI and PDoC. 

5.2   Experiment Setup 

We got the data set in following way: first 9 queries are excerpted from a query log2. 
Then for each one of them, we used Google web API 3 to randomly select 40 pages 
from top 120 results ranked by Google. The random selection ensures that some pages 
are relevant while some are less or not relevant. Then a web crawler tried to download 
these 360 pages. A embed DOM builder dynamically translated such HTML pages to 
well-formed DOM trees which were later parsed and partitioned into blocks by SUPS 
algorithm. Because some URLs were not available at download time and some not 
well-formed pages cannot be translated to DOM tree, we got only 296 pages and 1949 
blocks finally. Table 1 shows more details. 

We ask 7 volunteers to mark a score for each Web page in terms of its relevance to 
corresponding query. These volunteers are all graduate students engaging in informa-
tion retrieval. The result will be affected by personal opinions. We hope following 
instructions can help volunteers provide objective evaluation as much as possible: 
 

                                                           
2  A query log from MSN search engine: http://search.msn.com/ 
3  Google Web API: http://www.google.com/apis/ 
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 Rank 10: relevant, the page exactly matches the query. 
 Rank 5-7: some relevant, the page refers to some aspects of the query.  
 Rank 1-3: less relevant, only a tiny aspect of the query is mentioned. 
 Rank 0: not relevant at all. 

Table 1. The test data set and some statistics. “Page Num“ means the number of the Web page 
about one topic, “Avg Page Length“ means averge number of term tokens in each page, “Block 
Num“ means the whole number of blocks about one topic, “Avg Block Num“ means average 
number of blocks in each page and “Avg Block Length“ means average number of term tokens 
in each block 

Query Page 
Num

Avg Page 
Length 

Block 
Num 

Avg Block 
Num 

Avg Block 
Length 

American film 39 317 292 7.5 42.4 
basketball star 40 243.2 281 7 34.7 
Apple corporation 33 246.1 202 6.1 40.3 
Web service 39 227.1 247 6.3 36 
Web service enhancement 31 223.8 194 6.3 35.5 
IIS 5 isolation mode 22 271.6 141 6.4 42.4 
Web mining 33 222.6 202 6.1 36.5 
Harvard university 30 111.8 164 5.5 20.3 
Car manufacturer 29 262.7 226 7.8 33.7 

We use the average scores to rank the pages and call the final ranking “standard 
ranking”, which will be used to evaluate both LM and BLM approaches. 

5.3   Evaluation Metrics 

We use two metrics, KDist and top n score, to evaluate the performance. First, to 
evaluate the quality of whole ranking, we measure the average “distance” between 
“standard ranking” and the ranking generated by different language modeling ap-
proaches. The KDist distance measure, based on Kendall’s - τ rank correlation and 
used for comparing induced rank orders is defined as follows: 

Consider two partially ordered lists of Web pages, 1τ and 2τ , each of length m. Let 

U be the union of the Web pages in 1τ and 2τ . If 1δ  is U - 1τ , then let '
1τ be the exten-

sion of 1τ , where '
1τ contains 1δ  appearing after all the Web pages in 1τ .4 We extend 

2τ analogously to yield '
2τ . KDist is then defined as: 

 
{ }' '

1 2
1 1

| ( , ) :  ,  disagree on order of ( , ), |
KDist(  , )=

(| |)(| | 1)U U

μ ν τ τ μ ν μ ν
τ τ

≠
−

 (8) 

In other words, KDist( 1τ , 2τ ) is the probability that '
1τ and '

2τ disagree on the relative 

ordering of a randomly selected pair of distinct nodes ( , ) U Uμ ν ∈ × . In the current  
 
                                                           
4 The Web pages in δ are placed with the same ordinal rank at the end of τ . 
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work, we only compare lists containing the same sets of Web pages, so that KDist is 
identical to Kendall’s τ  distance. Let “standard ranking” as sτ , LM ranking vector 

as LMτ , and BLM ranking vector as BLMτ . In order to compare LM ranking and BLM 

ranking, we compute KDist( sτ , LMτ ) and KDist( sτ , BLMτ ). The lower the value is, the 

better the model performs. 
The other metric we used is what we called top n scores. We think this metric is 

also very important because in most cases, web surfers only care about the top ranked 
pages. The scores of top n pages ranked by one model are summed up and the sum is 
compared with that of “standard ranking”. The ratio η is given out as following: 

 
 scores of top n ranked pages returned by model m

 scores of top n ranked pages in standard ranking pagesm

sum

sum
η = . (9) 

5.4   Results and Analysis 

The baseline, LM, is implemented using the unigram language model introduced in 
[1] because of its simplicity and effectiveness. Our BLM improves this model using 
block information and two versions are implemented: BLM with no normalization 
(BNN) and BLM with block length normalization (BBN). Figure 3 shows the KDist 
results and Figure 4 presents the improvements over baseline: 

 

Fig. 3. KDist distances using different models. The lower the value, the better the ranking is 
compared with “standard ranking” 

 

Fig. 4. Improvement of KDist distances using BBN and BNN models 

As it can be seen from the figures, BLM with no normalization (BNN) can  
enhance the page ranking in all 9 queries. But when we normalize the block length  
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(BBN), the results are polarized, i.e. for some queries BBN obtains much greater 
improvement than BNN, while for others, BBN worsen the ranking result. We  
observed the result data and found two potential reasons for the polarization of BBN: 

 For longer block, while ( | )i dp B M tends to be tiny, ( | )Bip Q M is likely to be higher 

because longer block has higher probability to generate a query. 
 Short block is more prone to be dominated by noisy terms. If block normalization 

is applied, in formula 7, the weight of noisy will be increased and the perform-
ance will be degraded. 

In future, we will investigate whether block length is a key issue to concern. Never-
theless, we can see that in Figure 5, BBN can obtain about 5.06% while BNN achieve 
8.34% improvement when the improvement averaged on the whole dataset. 

 

Fig. 5. Average KDist improvement using  
BBN and BNN models 

Fig. 6. Average improvement of top 10 ranked 
pages’ scores using BBN and BNN models 

As to the other metric, Figure 6 presents the average improvement on the whole 
dataset and Figure 7 shows the improvement of top 10 score for each topic. Compared 
with LM, BBN and BNN obtain 5.48% and 16.28% improvements respectively. Here 
the polarization problem also exists for BBN. 

 

Fig. 7. Improvement of top 10 ranked pages’ scores using BBN and BNN models 

In summary, our experiment shows BLM approach outperforms the normal one in 
most cases. Especially, BNN improves 8.34% and 16.28% according to KDist and top 
10 score respectively.  
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6   Conclusion and Future Work 

In this paper, we proposed Block-based Language Modeling (BLM), a novel approach 
to integrate Web page segmentation and language modeling. It contains two major 
components: The probability of a query occurring in a block and the probability of the 
block occurring in the Web page. The first one means that we estimate the model not 
for page, but for blocks in page. The second used to measure the degree a page fo-
cuses on a single topic. Experimental results show this approach is promising and 
some interesting issues can be further investigated. 

In future, we try to find more sophisticated block normalization method and the 
idea of BLM will be tested on larger collections like TREC 2001. 
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Abstract. In order to get high-quality web pages, search engines often
resort retrieval pages by their ranks. The rank is a kind of measurement
of importance of pages. Famous ranking algorithms, including PageRank
and HITS, make use of hyperlinks to compute the importance. Those
algorithms consider all hyperlinks identically in sense of recommenda-
tion. However, we find that the World Wide Web is actually organized
with the natural multi-level structure. Benefiting from the level proper-
ties of pages, we can describe the recommendation of hyperlinks more
reasonably and precisely. With this motivation, a new level-based link
analysis algorithm is proposed in this paper. In the proposed algorithm,
the recommendation weight of each hyperlink is computed with the level
properties of its two endings. Experiments on the topic distillation task
of TREC2003 web track show that our algorithm can evidently improve
searching results as compared to previous link analysis methods.

1 Introduction

With the explosive growth of the Web, it becomes more and more difficult for
surfers to find valuable pages in such huge repository. Consequently, search en-
gines come forth to help them to retrieve appropriate and valuable web pages.

At the very beginning, almost all search engines worked in the same manner
as conventional information retrieval systems where only relevance scores are
utilized to sort pages for a certain query. Whereas, researchers found that this
scheme merely led to a poor result in the web. The top-ranking pages were often
not the most valuable ones and sometimes were even rubbish. In other words,
high relevance score does not mean high quality.
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In order to get high-quality pages, search engines turned to resort retrieval
pages by their importance. PageRank [2] and HITS [6] are two of the most
popular algorithms, which utilize hyperlinks to compute the importance of each
page. Taking relevance and rank into account, the quality of top-ranking retrieval
pages can be improved by much.

More generally speaking, PageRank, HITS and other methods that use hy-
perlinks to measure the importance of pages are referred to as link analysis
algorithms in the literature. The hyperlink between two web pages is treated as
a kind of recommendation from source to destination. If there is a hyperlink from
page A to page B, we believe A endorses B for its importance. Hence, the Web
can be considered as a tremendous voting system. With the continuous iteration
of voting, each page will get a stable measurement of its importance eventually.

Previous works [1][2][3][4][6][8] showed the effectiveness and efficiency of link
analysis algorithms, which consider each hyperlink to be identical in sense of
recommendation. However, we argue it is not the best way of utilizing hyper-
links although it has worked well. Optimally, different hyperlinks should have
different weights in the voting process. For example, a hyperlink from the portal
of a website to a common page should have stronger recommendation than a
hyperlink from the common page to the portal. And we believe that the weight
of a hyperlink should be decided by the level properties of its two ending pages.

With such a motivation, we introduce a new concept to link analysis algo-
rithms, named level-based link analysis. Compared to previous algorithms, each
hyperlink will be assigned a weight to express its strength of recommendation.
By applying this concept, almost all previous link analysis algorithms can be
refined with only a little modification to the adjacent matrix of web graph. In
following sections, we will show how to combine traditional link analysis methods
with this level-based concept in details.

The rest of this paper is organized as follows. In Section 2, we review some
previous works to show the common process of link analysis. In Section 3, we
describe the level-based link analysis in details. The experiments and correspond-
ing results are shown in Section 4. Finally, we give the concluding remarks and
future works in Section 5.

2 Related Works

We might feel that hyperlinks make up a great part of the Web from the saying
“The Web is a hyperlinked environment” [6]. In the literature, link analysis algo-
rithms have shown their success in measuring the importance of pages. Among
them, PageRank and HITS are two of the widely-recognized representatives.

Before dropping in the detailed descriptions of them, we will give some basic
definitions first. In many works, the Web were modelled as a directed graph

G =< V, E > ,

where V = {1, 2, · · · , n} is the collection of nodes, each of which represents
a page; and E = {< i, j > |i, j ∈ V } is the collection of edges, each of which
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represents a hyperlink. For example, < i, j > means a hyperlink from page i to
page j.

The adjacent matrix A of the web graph is defined as follows:

Aij :=
{

1, if < i, j >∈ E
0, otherwise . (1)

That is, if there is a hyperlink from page i to page j, Aij = 1. Otherwise,
Aij = 0. This matrix is the core component of link analysis algorithms.

2.1 HITS

The HITS algorithm assigns two numeric properties to each page, called au-
thority score and hub score. The higher authority score a page has, the more
important it will be. If a page points to many pages with high authority score,
it will obtain a high hub score. If a page is pointed by many pages with high
hub score, it will obtain a high authority score symmetrically. Hub scores and
authority scores exhibit a mutually reinforcing relationship. We can obtain the
two scores of each page in an iterative manner.

Let a = (a1, a2, · · · , an)T and h = (h1, h2, · · · , hn)T denote the authority and
hub scores of the web graph respectively. Without regard to normalization, the
iteration process can be formulated as follows [9]:

a
(t+1)
i =

∑
j:<j,i>∈E

h
(t)
j , (2)

h
(t+1)
i =

∑
j:<i,j>∈E

a
(t)
j . (3)

Representing them with matrix, the above equations will be

a(t+1) = AT h(t) =
(
AT A

)
a(t) , (4)

h(t+1) = Aa(t) =
(
AAT

)
h(t) . (5)

It can be proved that the stable values of a and h (denoted by a∗ and h∗)
will be the principal eigenvectors of AT A and AAT respectively, when AT A as
well as AAT has unique principal eigenvector [5].

2.2 PageRank

The PageRank algorithm assigns one numeric property, called PageRank, to
each page to represent its importance. This algorithm simulates a random walk
process in the web graph. Suppose there is a surfer in an arbitrary page of the
Web. At each step, he/she will transfer to one of the destination pages of the
hyperlinks on the current page with probability ε, or to another page in the
whole graph with probability 1 − ε. This process can also be formulated in an
iterative manner.
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Firstly, normalize each row of the adjacent matrix A with its sum and get a
probability matrix A. Then the above random walk can be represented as

A = εA + (1− ε) U , (6)

where U is a uniform probability transition matrix, all elements of which equal
to 1/n (n is the dimension of U). Denote π = (π1, π2, · · · , πn)T as the PageRank
of the whole web graph. It can be computed through the below iterative process:

π(k+1) = A
T
π(k) . (7)

Again, the stable value of π corresponds to the principal eigenvector of

A
T
when A

T
has unique principal eigenvector [5].

3 Level-Based Link Analysis

In this section, we illustrate the concept of level-based link analysis. First, we
discuss how to compute the weight of each hyperlink so as to define the level-
based adjacent matrix. Then we show how to add this concept to existing link
analysis algorithms.

3.1 Weight of the Hyperlink

As aforementioned, the existing link analysis methods treat all hyperlinks iden-
tically in sense of recommendation. However, as we know, the Web is not orga-
nized with a flat structure but multi-level structure. Thus, hyperlinks should be
treated non-identically. Then comes the problem of how to define the difference
between two hyperlinks. To tackle it, we make use of the level properties of pages
in the website. In particular, this can be illustrated by Fig.1, where a website
is denoted by a tree; the circles denote pages; the solid lines denote hyperlinks
while the dash lines denote the organization structure.

Suppose i1, i2 and j are three web pages. As we can see, there are two
hyperlinks pointing to j from i1 and i2 respectively. Denote the level property
of page i by li. If i is on the highest level, let li = 1. And li increases by one
when i goes down to the next level of the tree. Here we use wj|i to represent the
weight of the hyperlink from i to j and use anc (i, j) to denote the ancestor of
these two pages.

We show three cases of organization and hyperlinks in Fig. 1(a) to (c). The
question is which hyperlink is stronger in sense of recommendation with respect
to j, the one from i1 or from i2. To answer this question, we design two intuitive
and reasonable rules as follows.

Rule 1. In the case shown in Fig.1(a), where the joint-ancestor of i1 and j is
the same as the joint-ancestor of i2 and j, we claim that < i1, j > has stronger
recommendation than < i2, j >, i.e.

wj|i1 > wj|i2
when li1 < li2 and lanc(i1,j) = lanc(i2,j) .
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Fig. 1. Illustration for weight of the hyperlink

Generally speaking, a higher-level page will choose its hyperlinks more cau-
tiously. Once a hyperlink appears in it, it means that the destination of the
hyperlink is endorsed with much deliberation of the author. Thus, the hyperlink
would probably have strong recommendation. So, we claim that the hyperlink
from a higher-level page will have larger weight than the hyperlink from a lower
one when other conditions are the same.

Rule 2. In the case shown in Fig.1(b), where the joint-ancestor m1 of i1 and
j is not the same as the joint-ancestor m2 of i2 and j, we claim that < i2, j >
has stronger recommendation than < i1, j >, i.e.

wj|i1 < wj|i2

when li1 = li2 and lanc(i1,j) > lanc(i2,j) .

This claim is also fairly reasonable. Suppose the site with the portal m2
focuses on the sports (its URL is http://www.***sports.com). And m1 is the
entry point of one sub-topic of that site. For example, the URL of m2 is*
http://www.***sports.com/football. As i1 and j are in the same site and share
the same topic, it is very common that there is a hyperlink between them.
However, such a hyperlink may have more organizational sense than recommen-
dation. Comparatively, the hyperlink between i2 and j would represent more
recommendation.

According to above discussion, we can define the primary weight of the hy-
perlink as follows:

w̃j|i =
1

li · lanc(i,j)
. (8)

In particular, if i and j have no ancestor, as shown in Fig.1(c), we can
not come out a realization of (8). In this case, we construct a virtual page
in the higher level than any existing pages, denoted by mc (the dotted circle
in Fig.1(c)). We consider this virtual page as the parent of the pages in the
top level, or the root of all web sites. The level property of this virtual page is
denoted by l0. To guarantee the denominator in (8) is not zero, let l0 = 0.1.
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With the above discussions, we can define the primary level-based adjacent
matrix L̃ as follows:

L̃ij :=
{

w̃j|i, if < i, j >∈ E
0, otherwise . (9)

The reason for which we emphasize “primary” here is that we will get the
final-version of level-based adjacent matrix after taking more information into
consideration as shown in the next sub section.

3.2 Level-Punishment

Intuitively, the higher level a page is on, the more important it is. Therefore, a
page’s importance should be punished by its level property li. Take HITS for
example. After replacing A by L̃, (4) and (5) can be rewritten as follows:

a(t+1) = L̃T h(t) =
(
L̃T L̃

)
a(t) , (10)

h(t+1) = L̃a(t) =
(
L̃L̃T

)
h(t) . (11)

We denote the level-punishment matrix by P = diag(1/l1, 1/l2, · · · , 1/ln) and
introduce it into the calculation of (10) and (11). Then we have

a(t+1) = P · L̃T h(t) =
(
PL̃T PL̃

)
a(t) , (12)

h(t+1) = P · L̃a(t) =
(
PL̃P L̃T

)
h(t) . (13)

If define
L = PL̃ , (14)

we can obtain
a(t+1) = LT h(t) =

(
LT L

)
a(t) , (15)

h(t+1) = La(t) =
(
LLT

)
h(t) . (16)

Equation (15) and (16) is called level-based HITS (LBHITS) algorithm. Com-
pared with (4) and (5), we only replaced A by L in LBHITS, where

Lij =
1
li
· w̃j|i =

1
li · lj · lanc(i,j)

. (17)

Up to now, we can reformulate the weight of the hyperlink as follows:

wj|i =
1

li · lj · lanc(i,j)
. (18)

Generally speaking, as long as replacing A by L in conventional link analysis
algorithms, we can always obtain the level-based version of the original link
analysis algorithms accordingly. We omit the corresponding deductions here for
simplicity.
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3.3 Convergence of Level-Based Link Analysis

In this subsection, we give the proofs of the convergence of LBHITS and level-
based PageRank(LBPR). For other level-based link analysis algorithms, the
proofs are similar.

Lemma 1. If A is a symmetric matrix and x is a vector not orthogonal to the
principal eigenvector of A, then

lim
k→∞

Akx = x∗ ,

when the principal eigenvector of A is unique. And x∗ equals to the unique prin-
cipal eigenvector [5].

Theorem 1 (Convergence of LBHITS). Replacing A by L in (4) and (5),
a and h will converge to a∗

L and h∗
L respectively.

Proof. Let h(0) denote the arbitrary initial value of authority. Then after k steps
of iteration, we can easily obtain

a(k) = (LT L)k−1LT h(0) ,

h(k) = (LLT )kh(0) .

In terms of above lemma, because h(0) is an arbitrary value, we suppose it is not
orthogonal to the principal eigenvector of LLT . Hence, h(k) converges to a limit
h∗

L. In the same way, LT h(0) can be also considered to be not orthogonal to the
principal eigenvector of LT L so that a(k) converges to a limit a∗

L. ��

Theorem 2 (Convergence of LBPR). Replacing A by L in computing LBPR,
π will converge to π∗

L.

Proof. After replacement, we can obtain

L = εL + (1− ε) U .

Because L is finite and non-negative, L is finite and non-negative, too. Besides,
U is a uniform probability transition matrix with any element positive so that
L must be finite and absolutely positive. Thereby L is an irreducible probability
transition matrix. It must have stationary distribution which can be computed
as follows.

L
T
π = π . ��

4 Experiments

In our experiments, the topic distillation task of TREC2003 web track was used
to evaluate our algorithms. The data corpus in this task was crawled from .gov
domain in 2002. It contains 1,247,753 documents, 1,053,111 of which are html
files. We only used these html files in our experiments.



190 G. Feng et al.

Fig. 2. A typical sitemap structure

There are totally 50 queries in this task. The number of positive answers
(provided by the TREC committee) for each query ranged from 1 to 86 with an
average of 10.32.

In order to realize the level-based link analysis, we will first show how to
construct the sitemap. After that, we will describe the implementation of the
baseline algorithms and then show the improved retrieval performance after in-
troducing the link-based analysis to the retrieval framework.

4.1 Sitemap Construction

The sitemap is usually referred to as a regular service which is provided by
many websites to represent their organizational structures. However, in our ex-
periments, the sitemap is a data structure and contains more information than
its original. The sitemap records the level properties of pages and the hierar-
chical structure of the website. In other words, it must record the parent-child
relationship of pages. There is a constraint here that each page can have only one
parent. In our current implementation, we define the sitemap strictly as a tree.
A typical sitemap is showed in Fig. 2. Because the sitemap is implicit in many
websites, we need an algorithm to construct it from the relationship among web
pages automatically. For this purpose, we make use of the URLs of each page to
construct sitemap according to the following rules.

1. For the URL whose format is like http://www.abc.gov/.../index.*, we regu-
larize it to the same as http://www.abc.gov/.../. For the cases of default.*,
home.* and homepage.*, we also regularize them in the same way.

2. For those pages with only one-level URL such as http://www.usgs.gov/ and
http://www.bp.gov/, we treat them as the roots of new sitemaps.

3. For those pages with multi-level URL, we will find a parent for them. For ex-
ample, the parent of http://www.aaa.gov/.../bb/ is http://www.aaa.gov/.../
while the parent of http://www.aaa.gov/.../bb/cc.* is* http://www.aaa.gov/
.../bb/. If such parents happen to be not included in the data corpus (which
means that these pages are missing in crawler process), we simply treat the
original page as the root of a new sitemap.
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In such a way, we construct a simple sitemap to display the structure of a
website. We acknowledge the above process is not very accurate, but sitemap
construction is not the focus of our paper although we can foresee that the better
sitemap we have, the more effective our level-based link analysis will be.

4.2 Algorithm Confirmation

In web information retrieval system, when a query is submitted, we firstly com-
pute the relevance score of each page with respect to the query and select top
n relevant pages. Secondly, we integrate the relevance score and the rank score
linearly into the final score that is used to resort the top n pages, formulating
as follows:

Score = α · relevance + (1− α) · rank . (19)

In our experiment, we use BM2500 [10] as the relevance weighting function.
The retrieval result without regard to rank scores is called baseline, where the
mean average precision(MAP) is 0.1367 and the precision at ten(P@10) is 0.108.
Compared with the best result of TREC2003 participants (with MAP of 0.1543
and P@10 of 0.1280), this baseline is reasonable.

Specifically, the rank in (19) used in both HITS and LBHITS are the authority
values. To illustrate the advantage of our level-based link analysis algorithm, we
choose HITS for comparison.

As we know, HITS is a query-dependent algorithm. In the original paper [6]
of HITS, the size of the root set is 200 and the in-link parameter is 50. Besides,
the intrinsic links are removed before computing authority and hub scores. We
implement the HITS algorithm strictly according to the above descriptions.

In the implementation of our LBHITS algorithm, we use the same root set
and in-link parameter as in the original HITS algorithm. However, we don’t
remove intrinsic links. The reason for removing intrinsic links is that “intrinsic
links very often exist purely to allow for navigation of the infrastructure of a
site” [6]. However, as we have punished the weight of these intrinsic links in our
algorithm thus we don’t need to remove them at all.

4.3 Experimental Result

In this subsection, we listed the retrieval performance of both HITS and LBHITS
on the TREC 2003 topic distillation task.

We resort the relevance documents according to the composite score to select
top-1000 pages for evaluation. Both MAP and P@10 are used to evaluate the
performance of the algorithms.

In Fig.3 and Fig.4, we listed MAP and P@10 with respect to different α.
The curves of both HITS+Relevance and LBHITS+Relevance converge to the
baseline when α = 1.

From the above figures, we can see when purely using the importance, LBHITS
has already been better than HITS, although the corresponding performance is
very low. After combining with relevance scores, both HITS+Relevance and LB-
HITS+Relevance get improvement over the baseline. For LBHITS+Relevance, the
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Fig. 3. Comparison of P@10 for Topic Distillation Task on TREC2003

Fig. 4. Comparison of MAP for Topic Distillation Task on TREC2003

best P@10, 0.136, is achieved when α = 0.68. This is better than HITS+Relevance
and the baseline by 13.3% and 25.9% respectively. And the best MAP, 0.162, is
achieved when α = 0.77. This corresponds to 7% and 18.5% improvements over
HITS+Relevance and the baseline.

Furthermore, HITS+Relevance performed worse than the best result of TREC
2003 while LBHITS+Relevance sometimes performs better than the best result.
For the best case, LBHITS+Relevance achieves 6.3% and 5.0% improvements
over the best result of TREC 2003 in sense of MAP and P@10 respectively.
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Table 1. Retrieval Performance Comparison

Methods P@10 MAP
Baseline 0.108 0.1367

HITS only 0.040 0.0502
LBHITS only 0.070 0.0789

HITS+Relevance 0.120 0.1514
LBHITS+Relevance 0.136 0.1620

Best Result on TREC2003 0.128 0.1543

As the experiments exhibit, level-based link analysis is effective and in ac-
cordance with our theoretical analysis in the previous sections. At the end of
this section, we place the retrieval performance of all algorithms tested in our
experiments in a table for a comprehensive comparison.

5 Conclusions

In this paper, we refine the previous link analysis algorithms by introducing the
level properties of pages. We discuss the reasoning and propose how to define
the weight of the hyperlink based on the level properties of its two endings.
Through our experiments, we prove that the level-based link analysis can give
rise to higher retrieval performance than the previous algorithms.

For the future works, there are still many issues that need to be explored.
First, how to define the weight of the hyperlink to better represent the influence
of the level property is still a challenge. In section 3, we just discover the trend
of the weight with respect to the changing endings. However, it is just a näıve
attempt. There must be some more precise and effective approaches to represent
the strength of recommendation of the hyperlink. Second, as we have shown, the
level property can improve the performance of rank. It is natural that we want
to know whether it can improve the performance of relevance as well. Because
the Web is naturally organized with multi-level structure, we believe that the
level property should influence every aspect of researches on the Web, including
the relevance and many other basic components.
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Abstract. The Internet has become an indispensable tool for finding information 
quickly using a search engine. The usefulness of the information retrieved, is 
open to questions. It depends on the keyword used, the search criteria, the 
judgement of the user, and also on the effectiveness of the search engine. There 
are some published works, mostly online, that evaluate Internet search engines. 
Most of them, however, are either informal, focused on a few aspects, 
subjectively qualitative, or ad-hoc without a rigorous approach. In this work, we 
propose a formal mathematical model to evaluate and compare search engines. 
As a case study, five popular Chinese search engines are examined. 

1   Introduction 

Pokorny provided an overview on existing web search engine architectures and 
concluded that current web search techniques are inefficient with respect to robustness, 
flexibility, and precision, and there is much room for improvements in new search 
techniques [15]. Each search engine has its own characteristics and effectiveness as 
different algorithms are used in the various stages of the web mining process. It is not 
an easy task to isolate and examine these algorithms’ efficiency and effectiveness, not 
to mention that these trade secrets are often well guarded and difficult to obtain. 
Usually, one judges how good a search engine is by determining the relevance of the 
returned results. However, there are other important factors that one must consider in 
order to evaluate a search engine properly and thoroughly. 

In this work, we propose a formal approach to evaluate and compare search engines. 
Our philosophy is that the evaluation of search engines should be consistent, 
reproducible, and unbiased. Over seventy feature (e.g., user interface, search criteria, 
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etc.) and performance (e.g., response time, quality of results, etc.) factors are 
considered and formulated in a mathematical evaluation model. 

A survey has shown that China ranks second in the world in Internet usage. With 
only 8% of the Chinese population currently online, this projects a huge potential 
market for the Chinese Internet [5]. This motivates us to evaluate and compare five 
popular Chinese search engines to illustrate our proposed methodology. Though this 
case study shows the results of comparing Chinese search engines, our model is general 
enough to be used in evaluating search engines in other languages. 

Web search engines in general, and Chinese search engines in particular, are 
introduced in Section 2. The selections of search sites and keywords are discussed in 
Section 3. A formal search engine evaluation model and its parameters are described in 
Section 4. Observations, analysis, and discussion of the results are made in Section 5. 
Finally, work in progress and future research directions are presented in Section 6. 

2   Web Search Engines 

One of the first search engine comparisons was published in 1997 where Kingoff 
observed that the search engines studied did not have many overlaps in the first page of 
results [8]. He concluded that the reviewed engines are different in their search focus, 
and each has its own niche. Since then, there are many search engine comparisons with 
the majority published on the web [19]. Most of these articles give tabulated qualitative 
comparisons of the engines under study, with no numerical scoring or ranking given. 
Many focus on specific aspects of the search and consider only a few evaluation 
factors. These informal approaches quite often introduce biased subjectivity and 
produce non-deterministic results. It is our goal to develop a mathematical approach 
that eliminates subjectivity as much as possible, and to formulate a model that is 
rigorous and suitable for automation. 

2.1   Issues in Chinese Web Search 

Due to the lack of white space and the variations in the Chinese spoken and written 
language, segmentation and indexing are more difficult tasks than that in the English 
language. Similar conclusions can be made for other Asian languages such as Japanese.  

There are many different Chinese character sets in use. BIG5 or Dawu (Big Five), the 
traditional Chinese character set, is used in Taiwan and Hong Kong, while GB or 
Guojia Biaozhun (National Standard) is used to represent simplified Chinese characters 
in China. Increasingly, new web sites either use GBK, Guojia Biaozhun Kuozhan 
(Extended National Standard), or the multilingual Unicode Standard, both of which 
have a larger character set that include GB and BIG5. Interested readers should refer to 
[3] for a comprehensive introduction to Chinese character sets and encodings. 

Since there is no white space between words in a sentence, depending on how one 
reads it or combines the characters, it is possible to interpret the same Chinese sentence 
in many ways. The effectiveness of word segmentation [7], and therefore the 
subsequent term extraction process, affect the search engine provider’s capability to  
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index its document base in an optimal fashion [10]. Furthermore, the white space 
problem also occurs at the search keyword level that dictates the relevance of the 
results, especially for algorithms using similarity measure between the query and 
document vectors. 

2.2   Chinese Search Engine Comparison 

There exists only a few informal comparisons on Chinese search engines. The Shanghai 
Society for Scientific and Technical Information introduced twenty-one Chinese search 
engines, and compared them based on topic classification, result ranking, hit 
recentness, page summarization, and coding support [16]. However, no ranking or 
scoring was given to the compared engines. Though this article was published in 1998, 
it remains as one of the most complete surveys on Chinese search engines yet. Another 
article published in the same year in eSAS World introduced twenty-six Chinese search 
engines, and described each engine’s features. The author recommended Openfind, 
Tianwang, and Yahoo China [11]. 

The Popular Computer Week magazine published a report on five commonly used 
search engines in June 2000: Yahoo China, Sohu, Goyoyo, Zhaodaole, and Tonghua 
[14]. Parameters for comparison included home page features, search options, and 
keyword entry options. Yahoo China and Sohu were the top-ranked engines. 

In August 2003, PC Computing published a comparison of ten search engines (Sina, 
Sohu, Netease, Chinaren, Wander, Excite China, Yahoo China, Cseek, Tianwang, and 
Zhaodaole) using various parameters including home page feature, advance search 
feature, coding support, dead links, total hits, search speed, and search result’s 
relevance, precision, and ranking [13]. Sina was ranked the best search engine. In 
December 2003, an email survey to Chinese Netizen through iUserSurvey found the 
top three search engines to be Baidu, Google, and 3721 [4]. 

In a July 2004 report by the Tsinghua IT Usability Lab, Google, Yahoo China, 
Baidu, and Zhongsou were compared based on search result’s relevancy, recall, and 
number of dead links [18]. Baidu and Google excelled in this short and simple 
comparison. 

One striking fact from these search engine comparisons and surveys is that they 
produced a wide range of results recommending different top-ranked search engines. 
This inconsistency is part of the motivation for our research work. We aim to devise a 
thorough and complete formal model for search engine evaluation. 

3   Selection of Chinese Search Engines and Keywords in Our Study 

Currently, there are more than 300 active Chinese search engines. However, most of 
these engines’ databases are relatively small and many are simply powered by the 
bigger search engines. One of our goals of this work is to provide an overview of the 
current features and capabilities of the prominent Chinese search engines. We are 
interested in the most commonly used search sites, as well as sites that are enhanced 
with attractive features. Therefore, we followed a rigorous process to select the most 
appropriate and representative engines for our study. After extensive browsing and 
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searching, as well as reviewing the many topic directories, we identified forty-two most 
commonly referred to web search engines with the affix CN (China, 18 sites), HK 
(Hong Kong, 11 sites), and TW (Taiwan, 13 sites), including Cseek, Netease, Chinaren, 
Wander, Excite, Zhogshou, Sina, Sohu, Goyoyo, Zhaodaole, Baidu, Yahoo, Tianwang, 
and Google.  

The list of forty-two search sites was still too large for a thorough and meaningful 
study. We then further eliminated search engines that are specialized in designated 
fields such as in consumer electronics; are powered by the same search engine host, for 
example, popular sites such as Shalala and Yam that use Google’s search engine; and 
are practically inaccessible because they are frequently too busy or too slow. We also 
discovered that many search sites in Taiwan and Hong Kong are poorly designed and 
almost unusable due to their long response time and limited capability. Furthermore, 
most of the sites in these two regions are powered by their equivalent in China, for 
instance, a search on Google.HK and Google.CN yield almost the same results. We 
then decided to focus on search engines in China only. 

3.1   Selected Search Engines 

We finally settled on five search engines (statistics cited as of January 1, 2005): 

 Google China (http://www.google.com/intl/zh-CN/): established on September 12, 
2000, it has over 8 billion home pages, 880 million images, and 845 million 
messages, with many search options and features. 

 Yahoo Yisou (http://www.yisou.com/): with the current version updated on June 
21, 2004, it has over 5 billion web pages, 550 million images, 10 million music 
pieces, articles available in 38 languages, and many search options and features. 

 Zong guo sou suo (http://www.zhongsou.com): founded in September 2002, it 
claims to have 2.8 billion web page and supports homonym rectification; it is also 
the first search engine in China to support trade classification. 

 Baidu (http://www.baidu.com): founded in 1999, it provides services such as 
algorithmic search, enterprise search, and pay-for-performance; claiming more than 
0.4 billion Chinese web pages, over 50 million images, and over 5 million MP3, it 
has a large geographic search range including Hong Kong, Taiwan, Macao, 
Singapore, and some web sites in North America and Europe; it also supports 
homonym rectification. 

 Tianwang (http://e.pku.edu.cn): founded in October 29, 1997, and is very popular 
among academics, this Peking University site has over 1 billion home pages and can 
search other Chinese university sites as well as over 1,000 American universities’; it 
also supports ftp search. 

3.2   Selection of Keywords 

In order to make the analysis manageable, rare words are often used for the search in an 
effort to limit the number of hits for testing the capability and effectiveness of the 
search engines. For examples, ‘crumpet’ and ‘polyphenol’ were used in [12], and ten 
rare words were used in Ljosland’s study [9]. In other cases, common words were used 
to evaluate the coverage of the respective search engines.  
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3.2.1   Keywords Selected 
Two phrases and three of their variations are selected as keywords in this study. As 
shown in Fig. 1, a phrase of relatively rare occurrence, ‘Chinese Search Engine 
Comparison’, is used, an appropriate choice within the context of this work. The second 
phrase is ‘Bird Flu’, a hot news item since the beginning of 2004.  

 

Fig. 1. Keywords Used in This Study 

The three non-exact search variations (a, c, and d) are used to ‘fool’ the search 
engines into finding mismatched items, as a preliminary test on their segmentation and 
retrieval capability. These issues will be discussed in more details in Section 5.1. 

4   Evaluation Parameters 

As mentioned previously, most existing Chinese search engine comparisons either 
simply review a few superficial factors, or focus on some parts of the search results, or 
rate several aspects of the site subjectively. In order to perform a thorough evaluation of 
the search engines and make meaningful comparisons, we need to explore and review 
all possible factors from various perspectives. After examining an exhaustive list of 
possible evaluation parameters, we concluded that the evaluation of a search engine 
must deal with two logical parts. The first part consists of parameters to evaluate the 
features and capabilities that enhance the usability of the search engine. The second 
part includes the various metrics to examine the performance of the search engine 
including the quality of the results and response time. One can thus evaluate a search 
engine for its Feature part and the Performance part, either jointly or separately. 

Within each part, collections of related parameters are further classified into 
subgroups and sub-subgroups, resulting in a hierarchy of evaluation parameters. This 
hierarchical structure has the advantage of isolating the specific group of evaluation 
parameters one is interested in, as well as comparing several search engines with a 
particular focus. Seventy-nine parameters are used in our evaluation model that 
includes commonly used web metrics such as the ones found in [6]. 
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4.1   Weighed Parameters and Score Equations 

A hierarchical structure allows us to rate the search engines at different abstraction 
levels of details or interest. In general, the model or the score of a collection of 
parameters can be expressed as 

Score = wi

i=1

X

∑ Pi  (1) 

Where wi’s are the weights assigned to the X parameters of that group. For example, the 
total score of a search engine is formulated as 

wfeature*Pfeature + wperformance*Pperformance (2) 

If one feels that performance is more important than the features of a search engine, 
the weights assigned may be 0.7 and 0.3, respectively. The scores for Feature and 
Performance, Pfeature and Pperformance, in turn, are derived from subsequent weighted 
scoring equations at lower levels of the evaluation hierarchy. A negative weight can be 
used to indicate the undesirable impact of a parameter on the total score. For example, 
the higher the number of dead links (with a negative weight) in the results, the worse 
the engine is compared to others. The value of some parameters is either a 0 or 1 to 
indicate whether a feature or capability exists. A range between 0 and 1 is assigned to 
parameters that have various degrees of quality. The sum of the positive weights 
assigned to the parameters within a group must be equal to 1. This normalization 
ensures the consistency of weight distribution among the different groups. 

The flexibility of tailoring the scoring system to individual needs makes the 
proposed evaluation model very attractive to search engine users, subscribers, and 
providers. As pointed out in a well-referenced workshop position paper [1], specific 
web search engines are effective only for some types of queries in certain contexts. 
Using our model and adjusting the weights of the seventy-two parameters, a user will 
be able to find, empirically, the particular search engine that best suits his/her needs. It 
should be emphasized that the methodology and the parameters examined in our 
evaluation model are language independent and can be applied to a wide range of 
search engines of various languages. 

4.2   Feature Parameters 

We have classified Feature parameters into six major categories as shown in Fig. 2: 

1. Home Page Features: This category indicates how user friendly the home page is 
regarding various help and user selection menus. This group includes a user’s 
evaluation of the home page, the availability and visibility of help links, result 
language selection, topic directory selection, and advanced search selection.  

2. User Preferences: This category includes a choice of the home page language, the 
availability of safe search filtering, the control of the number of results per page, the 
choice of displaying the results in a new window, intelligent input correction, setting 
the search default, having search options within the result page, and news search.  
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3. Search Options: This category is further divided into the subgroups of search 
modifier, search field (title, url, links, etc.), search focus selection (web site, web 
page, directory, etc.), search constraint specification (language, file format, 
publication date, etc.), and search meta words for focused search (specified sites 
only, similar pages, geographic regions, etc.).  

4. Keyword Entry Options: This category considers the capability of the search engine 
in stop word interpretation, case sensitivity, exact phrase specification, wildcard 
allowance, search by pronunciation, and Boolean operators.  

5. Database: This category indicates the number of groupings arranged in directories 
and the total number of pages.  

6. Result Features: This category reviews statistics and display type features such as 
whether there is indication for the total number of hits, the number of pages, and 
search time, the capability to search within the results, whether the results are 
ordered and numbered, whether the different file formats are allowed in the 
returned items, whether pay listing is allowed (a negative weight), web page snap, 
further search for related pages, and the presence of the hits’ date, size, and 
summarization.  

 

Fig. 2. Feature Parameters 

For illustration purpose, we have assigned different weights to the six groups within 
Feature, according to the above order, 0.1, 0.1, 0.3, 0.2, 0.1, 0.2, respectively. We felt 
that the flexibility of having different search options is the most important factor among 
the six groups; hence the highest weight of 0.3 was used for that parameter. Equal 
weights are assigned to the parameters in other groups and subgroups. Table 1 in 
section 5.1 tabulates the results of the Feature group.  

4.3   Performance Parameters 

Three metrics are considered in Performance: the Response Time and the Total 
Number of Results as indicated on the result page, and the Quality of Results, as shown 
in Fig.3. 
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Fig. 3. Performance Parameters 

The Quality of Results group consists of the subgroups Problems and Relevance. 
The Problems subgroup indicates the severity and frequency of problems encountered 
when one tries to access the search engine or the returned items. This includes the 
number of times that the search site is down during our experimentation, the number of 
broken links such as host not found, connection time out, and duplicates. All these 
parameters within the Problems subgroup carry equal but negative weights. 

In order to obtain the Relevance score, we have solicited the assistance of several 
humans to examine the relevance of the returned items with respect to the keywords. 
The scores are averaged to eliminate any inherent potential bias and subjectivity in 
human interpretation. 

5   Results, Comments, and Analysis 

To collect search statistics, we followed a rigorously designed process based on the 
averaging principle. For the purpose of illustrating our evaluation methodology in 
this preliminary study, data were collected four times over a period of two weeks, on 
two Wednesdays and two Sundays to reflect workday and weekend patterns. On each 
day, searches were performed at 10am, 9pm, and 1am to examine usage at peak and 
other times. At each time, three rounds of searches separated by one-half hour were 
done to eliminate the effect of any burst traffic. All five keywords were used for 
searches on the five search engines. The top ten results were kept for each search. 
Through this process, we expect to discover average patterns and the degree of 
variations on response time, as well as update frequency as indicated in any changes 
in the number of hits in these thirty-six sets of data. The results show that Google and 
Yahoo updated most frequently, while Tianwang did not update its database 
throughout our experimentation period. 

5.1   Chinese Language Specific Issues 

The results from all five search engines exhibit the peculiarity of the Chinese language. 
As expected, results of (b) from Fig. 1 are limited while (a) returned items including the 
ones in (b) and (c). In addition, (a) also returned items with the independent phrases of 
‘Chinese’, ‘search’, and ‘engine comparison’, in which engine was interpreted in a 
machinery sense. All five search engines exhibit this behaviour. Similarly in (d), 
documents with ‘bird’ (the first character) and ‘flu’ (the second and third character 
together) appeared together and separately when retrieved. This rendered the results in 
two categories either of which may suit the need of the particular user. 
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To further examine how each engine handles Chinese phrases, we have performed 
further experiments using additional keywords as shown in Fig. 4. AIDS is a very 
specialized word in Chinese and as expected, the free and exact search of AIDS (i) 
produced similar results. The left-hand-side word in (ii) is used for ‘angel’ in traditional 
literature, while the word on the right hand side is its modern English phonetic 
representation. Both forms are widely used these days. The results obtained, as 
expected, index the two variations into two distinct categories of documents. Similarly, 
the two variations of ice cream (iii), both English phonetic representations, resulted in 
two groups of non-overlapped documents. Finally, in (iv), two sets of documents each 
referencing a famous author either by his real name or pen name are returned, with 
some overlaps. These results point to the need of a Chinese synonym database to make 
the search more effective. 

 

Fig. 4. Additional Keywords 

 

Fig. 5. Response Time versus Number of Results 

Fig. 5 shows a plot of the response time versus the number of results of all the 
keywords used, as indicated in Fig. 1 and 4 in our experiments. For each keyword, the 
results of all five search engines are normalized to the longest response time and the 
largest number of returned items, Ideally, a good search engine should locate the largest 
number of documents in the shortest time. This corresponds to the upper-left quadrant 
in the figure. For this quantitative measure, Zhongsou and Baidu performed the best. 
Qualitative performance of these Chinese engines is discussed in Section 5.3. 
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5.2   Feature Comparison 

Assigning the appropriate values for the various parameters in the Feature group, it is 
found that Google has the best features, followed by Yahoo and Baidu, as shown in 
Table 1. 

Table 1. Feature Comparison 

Parameter value 
�

Weight
Google Yahoo Baidu Zhong sou Tianwang 

Features group  0.8 0.6 0.6 0.5 0.4 
Home page features 0.1� 1.0 1.0 0.8 0.7� 0.6�
User preferences 0.1� 0.5 0.4 0.4 0.6� 0.0�
Search options 0.3� 0.9 0.5 0.7 0.4� 0.3�
Keyword entry options 0.2� 0.7 0.7 0.7 0.6� 0.3�
Database 0.1� 0.9 0.9 0.0 0.5� 0.3�

�

Result features 0.2� 0.6 0.6 0.6 0.5� 0.7�

5.3   Performance and Overall Comparison 

Fig. 6 shows the scores of the components in the Performance group. It can be seen that 
both Google and Yahoo have the best average performance in this category. 
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Fig. 6. Performance Score 

Fig. 7 shows a comparison of the overall scores of the five engines. Google ranks 
first as it is evident that it has more good features and equivalent performance as 
compared to other search engines. 
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For convenience, we have assigned equal weights to the Problems and the Relevance 
groups. One can argue that the Relevance of the returned hits is more important than the 
Problems encountered. In such cases, the weight assigned to Relevance would be 
higher. This scenario of having a weight of 0.7 for Relevance and 0.3 for Problems is 
illustrated in Table 2. 
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Fig. 7. Overall Comparison of the Search Engines 

Table 2. Results with Different Weights for Relevance and Problems 

Weight Value Google Yahoo Baidu Zhongsou Tianwang 
5-5 Performance 0.3641 0.3314 0.3576 0.1805� 0.3636�

 Final Score 0.5668 0.4749 0.4691 0.3540� 0.3759�
7-3 Performance 0.4651 0.441 0.4522 0.2293� 0.4569�

 Final Score 0.6173 0.5297 0.5164 0.3783� 0.4226�

6   Current and Future Work 

There are a couple of outstanding issues in the proposed methodology. First, humans, 
being subjective, are involved in the evaluation of the Relevance parameter. Second, as 
the evaluation process involves humans’ input, it cannot be automated. It is an 
expensive endeavour to rate search engines manually on a regular basis.  

In order to eliminate subjectivity and enable automation, the use of a common 
benchmark or a common list to rate the relevance of the returned results would be 
appropriate. Since the results from each search engine are already available, a common 
list can be generated using a data fusion algorithm, such as the ones found in [17]. We 
are currently focusing on algorithms to merge multiple (possibly multi-lingual) ordered 
lists into a single ranked list. Once these algorithms are established, the automation 
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process of regularly evaluating search engines according to a user’s preference by 
weight adjustment can proceed. 
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Abstract. Web crawler is program used to download documents from the web 
site. This paper presents the design of a distributed web crawler on grid 
platform. This distributed web crawler is based on our previous work Igloo. 
Each crawler is deployed as grid service to improve the scalability of the 
system. Information services in our system are in charge of distributing URLs 
to balance the loads of the crawlers and are deployed as grid service. 
Information services are organized as Peer-to-Peer overlay network. According 
to the ID of crawler and semantic vector of crawl page that is computed by 
Latent Semantic Indexing, crawler can decide whether transmits the URL to 
information service or hold itself. We present an implementation of the 
distributed crawler based on Igloo and simulate the environment of Grid to 
evaluate the balancing load on the crawlers and crawl speed. Both the 
theoretical analysis and the experimental results show that our system is a high-
performance and reliable system. 

1   Introduction 

Search engine has played a very important role in the growth of the Web. Web 
crawler forms an integral part of any search engine. The basic task of a crawler is to 
fetch pages, parse them to get more URLs, and then fetch these URLs to get even 
more URLs. In this process crawler can also log these pages or perform several other 
operations on pages fetched according to the requirements of the search engine. Most 
of these auxiliary tasks are orthogonal to the design of the crawler itself. The 
explosive growth of the web has rendered the simple task of crawling the web non-
trivial. The architecture of the current crawler [1] [2] is based on a single architecture 
design. Centralized solutions are known to have problems like link congestion, being 
single point of failure, and expensive administration. 

To address the shortcomings of centralized search engines, there have been several 
proposals [3, 4] to build decentralized search engines over peer-to-peer networks. 
Peer to Peer system are massively distributed computing systems with each node 
communicating directly with one another to distribute tasks or exchange information 
or accomplish task. The challenge, while using a distributed model such as one 
described above, is to efficiently distribute the computation tasks avoiding overheads 
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for synchronization and maintenance of consistency. Scalability is also an important 
issue for such a model to be usable. To improve the quality of service, we adopt the 
grid service as the distributed environment. Several crawlers can run in one node and 
the number of the crawler is impacted by the bandwidth and computing ability of the 
node. The information services are organized with P2P network----CAN [5]. URLs 
are collected by information service with the semantic vectors of URLs and the ID of 
the information service. The semantic vectors of URLs are computed with Latent 
Semantic Indexing (LSI). In this way IglooG can scale up to the entire web and has 
been used to fetch tens of millions of web documents.  

The rest of the paper is organized as follows. Section 2 introduces the related work 
about crawler. Section 3 introduces the Latent Semantic Indexing. Section 4 proposes 
the architecture of IglooG. Section 5 describes the experiment and results. We 
conclude in Section 6 with lessons learned and future work. 

2   Related Works 

The first crawler, Matthew Gray’s Wanderer, was written in the spring of 1993, 
roughly coinciding with the first release of NCSA Mosaic [6]. Several papers about 
web crawling were presented at the first two World Wide Web conferences [7, 8, 9]. 
However, at the time, the web was two to three orders of magnitude smaller than it is 
today, so those systems did not address the scaling problems inherent in a crawl of 
today’s web. All of the popular search engines use crawlers that must scale up to 
substantial portions of the web. However, due to the competitive nature of the search 
engine business, the designs of these crawlers have not been publicly described. There 
are two notable exceptions: the Google crawler and the Internet Archive crawler. 
Unfortunately, the descriptions of these crawlers in the literature are too terse to 
enable reproducibility. 

The google search engine is a distributed system that uses multiple machines for 
crawling [10, 11]. The crawler consists of five functional components running in 
different processes. A URL server process reads URLs out of a file and forwards them 
to multiple crawler processes. Each crawler process runs on a different machine, is 
single-threaded, and uses asynchronous I/O to fetch data from up to 300 web servers 
in parallel. The crawlers transmit downloaded pages to a single store server process, 
which compresses the pages and stores them to disk. The pages are then read back 
from disk by an indexer process, which extracts links from HTML pages and saves 
them to a different disk file. A URL resolver process reads the link file, derelativizes 
the URLs contained therein, and saves the absolute URLs to the disk file that is read 
by the URL server. Typically, three to four crawler machines are used, so the entire 
system requires between four and eight machines. The internet archive also uses 
multiple machines to crawl the web [12, 13]. Each crawler process is assigned up to 
64 sites to crawl, and no site is assigned to more than one crawler. Each single-
threaded crawler process reads a list of seed URLs for its assigned sites from disk into 
per-site queues, and then uses asynchronous I/O to fetch pages from these queues in 
parallel. Once a page is downloaded, the crawler extracts the links contained in it. If a 
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link refers to the site of the page it was contained in, it is added to the appropriate site 
queue; otherwise it is logged to disk. Periodically, a batch process merges these 
logged “cross-site” URLs into the site-specific seed sets, filtering out duplicates in the 
process. In the area of extensible web crawlers, Miller and Bharat’s SPHINX system 
[14] provides some of the same customizability features as Mercator. In particular, it 
provides a mechanism for limiting which pages are crawled, and it allows customized 
document processing code to be written. However, SPHINX is targeted towards site-
specific crawling, and therefore is not designed to be scalable. 

3   Latent Semantic Indexing (LSI) 

Literal matching schemes such as Vector Space Model (VSM) suffer from synonyms 
and noise in description. LSI overcomes these problems by using statistically derived 
conceptual indices instead of terms for retrieval. It uses singular value decomposition 
(SVD) [15] to transform a high-dimensional term vector into a lower-dimensional 
semantic vector. Each element of a semantic vector corresponds to the importance of 
an abstract concept in the description or query. 

Let N be the number of description in the collection and d be the number of 
description containing the given word. The inverse description frequency (IDF) is 
defined as  

log[ ]
N

IDF
d

=  (1) 

The vector for description Do is constructed as below 

1 1 2 2( * , * ,..., * )n nDo T IDF T IDF T IDF=  (2) 

Where Ti takes a value of 1 or 0 depending on whether or not the word i  exists in the 
description Do. The vectors computed for description are used to form a description 
matrix S . Suppose the number of returned description is m, the description matrix S  is 

constructed as 1 2[ , ,..., ]mS S S S= . Based on this description matrix S , singular value 

decomposition (SVD) of matrix is used to extract relationship pattern between 
description and define thresholds to find matched services. The algorithm is described as 

follow. Since S  is a real matrix, there exists SVD of : T
m m n nm n

S S U V× ××
= ∑  where 

U and V are orthogonal matrices. Matrices U and V can be denoted respectively 

as 1 2[ , ,... ]m m m m mU u u u× ×= and 1 2[ , ,..., ]n n n nV v v v ×= , where ( 1,..., )iu i m=  is a 

m-dimensional vector 1, 2, ,( , ,..., )i i i m iu u u u=  and ( 1,..., )iv i n=  is a n-dimensional 

vector 1, 2, ,( , ,... )i i i n iv v v v= . Suppose ( )rank S r=  and singular values of matrix S 

are: 1 2 1... ... 0r r nβ β β β β+≥ ≥ ≥ ≥ = = = . For a given threshold ε  

( 1)o ε< ≤ , we choose a parameter k such that 1( ) /k k kβ β β ε−− ≥ . Then we 
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denote 1 2[ , ,... ]k k m kU u u u ×= , 1 2[ , ,..., ]k k n kV v v v ×= , 1 2( , ,... )kk
diag β β β=∑ , 

and T
k k kk

S U V= ∑ . kS  is the best approximation matrix to S and contains main 

information among the description. In this algorithm, the descriptions matching queries 
are measured by the similarity between them. For measuring the descriptions similarity 

based on kS , we choose the ith  row iR  of the matrix k k
U ∑ as the coordinate 

vector of description i  in a k-dimensional subspace: 

,1 1 ,2 2 ,( , ,... )i i i i k kR u u uβ β β=   1, 2,...,i m=  

The similarity between description i  and query j  is defined as: 

2 2

| . |
( , )

|| || || ||
i j

i j
i j

R R
sim R R

R R
=  (3) 

4   The Implementation of IglooG 

4.1   The Web Crawler Service 

We wrap each web crawler as a grid service and deploy it in grid platform. This paper 
uses crawler of Igloo as single crawler to construct IglooG. First we introduce the 
architecture of single crawler (Fig. 1). 

Fig. 1. The structure of single crawler 

Each crawler can get IP of host with URL by DNS. Then it downloads the web 
page through HTTP module if Robot allows access to the URL. URL extractor 
extracts the URL from the downloaded web page and URL filter check whether the 
URL accord with the restrictions. Then the crawler uses hash function to compute the  
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hash ID of URL. The crawler inserts the URL into its URL database. Policy of 
crawling is used to sort the rank of pages to make higher important resource to be 
crawled more prior. We adopt the PageRank [16] method to evaluate the importance 
of web page. HTTP module consists of several download threads and each thread has 
a queue of URL. 

4.2   The Information Service 

IglooG is designed to use in Grid environment. Information service is in charge of 
collecting the information about resource and the distribution of URL. Also it adjusts 
the distribution of URL to make crawlers have good load balance. The system we 
design is used to deal with large-scale web page download so the number of 
information service is much. How to organize these information services is 
challengeable. These information services are regarded as index service in GT3 and is 
defined as a service that speaks two basic protocols. GRIP [17] is used to access 
information about resource providers, while the GRRP [17] is used to notify register 
nodes services of the availability of this information. Each resource has two attributes. 
One is resource type and the other is the value of the resource. Crawler being a special 
resource is recorded in information service. The number of URLs in crawling queue 
and IP of the node the crawler being in are the value of the crawler. Fig. 2 is an 
example of GRIP data model: 

Fig. 2. GRIP data model 

We organize these information services in CAN. Our design centers around a 
virtual 4-dimensional Cartesian coordinate space. At any point in time, the entire 
coordinate space is dynamically partitioned among all the information services in the 
system such that every service owns it individual, distinct zone within the overall 
space. In our system one node can start at most one information service. We assume 
that IP of node is the identifier of information service in it. We can regard IP as a 
point in a virtual 4-dimensional Cartesian coordinate space which is defined as 
Sa={(0,0,0,0),(255,255,255,255)}. We assume the 4 axes of Sa are x, y, z, w. The first 
information service R1 holds space Sa. When the second information service R2 joins, 
Sa is divided into two parts averagely. One parts is controlled by R1 and the other is 
held by R2. The central point of the space controlled by R1 is closer to R1 than the 
other space. R1 records the IP of R2 and the space controlled by R2 and R2 records IP  
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of R1 and the space controlled by R2. In this way the neighbor relationship between 
R1 and R2 sets up. After the information service overlay network contains m service 
[R1, R2, …, Rm], the (m+1)th service joins which split the space controlled by node 
Rn {1<=n<=m} which IP is closest to IP of Rm+1 into two parts. The one which 
central point is closer to Rn belongs to Rn and the other one is held by Rm+1. When 
service Ry leaves information service overlay network it notifies its neighbor Rt 
which IP is closest to its. Rt will control the space Rt held. In this way service left 
does not affect the function of our system. Each information service sends message 
periodically to detect its neighbors exists. If Rt fails, its neighbor knows its lost after 
one period. Then the neighbor which IP is closest to Rt’s holds the space controlled 
by Rt’s. In this way we construct the information service overlay network. 

4.3   The Architecture of IglooG 

IglooG uses this pair (IP, number) to identify the crawler where IP is the IP of the 
node crawler being in and number is a random number that is not used by active 
crawlers. This pair is added to GRIP data when crawler is registering. Each crawler 
that joins IglooG must know at least one information service. Then the joining 
crawler P1 sends packet containing its GRIP data to the information service R1 to ask 
for joining. R1 checks the IP of P1. If the IP of P1 is in the space controlled by R1, R1 
records GRIP data of P1. Otherwise R1 transfer GRIP data to its neighbor which 
coordinate is closest to the IP of P1. Then the neighbor does the same work as R1 

until find an information service which controls the space containing the IP of P1. 
Fig. 3 shows a sample of crawler discovering information service. In Fig. 3 P1 is the 
crawler which IP is (162.146.201.148) and it knows the information service R1 
(28.18.36.112). Then P1 sends its GRIP data to R1. R1 checks IP of P1 and its space 
then transfer the GRIP data of P1 to its neighbor. The neighbor of R1 does the same 
as R1 and Finally the GRIP data is received by R2. Then R2 sends information about 
itself to P1 and P1 regards R2 as its manage service through recording the 
information. In this way P1 registers successfully.   

 

Fig. 3.  The process of crawler registering 
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In this way crawlers are organized by information services. The information 
services are used to collect URLs and redistribute them to crawlers to balance the load 
of crawler. The semantic vectors of URLs are generated with LSI. We can set the 
dimension of semantic vector of URLs to be 4 by adjusting ε  in order to resolve 
match between CAN and semantic vector, where the number of dimension of CAN is 
4. After the crawler c1 download web page and extract URL u1, it checks whether the 
semantic vector of u1 match the IP of the information service R1 that manages the 
crawler. If it does, the crawler inserts u1 into its own URL database and downloads 
the web page later. Otherwise it transmits the URL and semantic vector to 
information service R1. We define the semantic vector of u1 as v(u1). After R1 
receives u1 and v(u1), it transfers them to its neighbor which coordinate is closest to 
the u1. Then the neighbor does the same work as R1 until find an information service 
R2 that controls the space containing the u1. Then R2 selects a crawler which load is 
lightest to download u1. Fig. 4 shows the architecture of IglooG. 

Fig. 4. The architecture of IglooG 

5   Experimental Results 

We generate 960 computing nodes by GT-ITM models. Then we divide these nodes 
into seven groups. We implements simulation of CAN. Nodes of one group 
containing 60 nodes are used as information services and organized by CAN. Each of 
the other 6 groups of nodes contains 150 nodes and every node runs a crawler. We use 
seven 1.7GHz Pentium IV machine with 1GB of memory as our experiment 
hardware. One of these computers is used to run CAN that organizes information 
services. Each of the other 6 machines run 150 nodes to run crawlers. Seven machines 
are connected to a 100Mb/s Ethernet LAN that connects to CERNET by a gateway. 
Igloo is implemented with JAVA that makes it can run in Windows and Linux etc. 
We choose 20 homepages of Chinese colleges as seed URLs. Owning to the 
limitation of disk, the web pages downloaded are less than 500 KB and the total 
crawling of single crawler is less than 1 GB. 
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Fig. 5. The average download speed of simulator 
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Fig. 6. The average download speed of IglooG 

We have experimented 15 times and for each separate experiment we varied the 
number of participating crawlers from 60 through 900. We run crawlers 24 hours in 
each experiment. From Fig. 5 we find that the download speed of simulator is at about 
66 URL/s and 660KB/s. So the network and web sites we use to crawl are stable. 
Fig. 6 shows the average download speed of IglooG scales linearly as the number of 
participating crawlers increase. 

6   Conclusions and Future Work 

Web crawler is program used to download documents from the web site. This paper 
presents the design of a distributed web crawler on grid platform. The challenge, 
while using a distributed model such as one described above, is to efficiently 
distribute the computation tasks avoiding overheads for synchronization and 
maintenance of consistency. Scalability is also an important issue for such a model to  
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be usable. To improve the quality of service, we adopt the grid service as the 
distributed environment. Several crawlers can run in one node and the number of the 
crawler is impacted by the bandwidth and computing ability of the node. The 
information services are organized with P2P network URLs are collected by 
information service with the semantic vectors of URLs and the ID of the information 
service. The semantic vectors of URLs are computed with Latent Semantic Indexing 
(LSI). In this way IglooG are load-balanced and can scale up to the entire web and has 
been used to fetch tens of millions of web documents. 

However, there are still some problems to be explored. How to effectively store the 
web page and construct indices in the distributed environment? We will explore these 
issues in the future. 
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Abstract. Data management issues in mobile computing environments have got 
lots of concerns of relevant researchers. Among these research topics, data 
broadcast has been extensively investigated due to its advantages such as scal-
ability and bandwidth effectiveness. While plenty of works have been done on 
this subject, it is still less touched when data broadcast is used to deliver con-
stantly updated real-time data to read-only transactions with deadlines. In this 
paper, we first deeply analyze the data dissemination requirements for read-only 
transaction processing in mobile real-time computing environments and for-
mally define several performance objectives. Then a novel updates dissemina-
tion protocol called mixed real-time data broadcast is proposed. In mixed real-
time data broadcast, a set of new techniques including reducing the length of 
consistency intervals, immediate updates dissemination policy and on-demand 
data delivery are incorporated seamlessly. Moreover, an enhanced index struc-
ture is designed for read-only transactions to judge precisely when to request 
the desired data. Simulation results show that the proposed protocol can provide 
higher data currency and lower miss rate compared with existing updates dis-
semination protocols and is more appropriate for mobile real-time computing 
environments. 

1   Introduction 

Rapid advances in wireless communication technology have greatly improved the 
performance and availability of mobile information services. At the same time, port-
able computing devices such as notebook computers and palmtop machines are  
becoming the mainstream of computing equipments. Thanks to such advances, many 
novel mobile database applications have emerged to meet the need of accessing data 
resources anywhere and anytime. Among these applications, read-only transaction 
processing that aims at providing consistent data to read-only transactions generated 
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from mobile clients has got lots of concerns of relevant researchers [1-10]. Neverthe-
less, read-only transaction processing in mobile real-time computing environments, 
which not only requires consistent data access to database servers but also has time 
constraints on both data and transactions, has not received adequate attention even 
though its significance for applications such as stock and traffic information dissemi-
nation [6,9,11]. Owing to the inherent limitation of wireless communication network, the 
bandwidth of the downstream channel from the database server to mobile clients is 
much larger than that of the upstream channel and in some cases upstream channels 
even do not exist. Therefore, instead of pull-based data dissemination methods, data 
broadcast has been widely accepted as an efficient way for mobile clients to get their 
needed data. When data broadcast is used to propagate frequently updated data to 
read-only transactions issued from mobile clients, we call it updates dissemination. 
To the best of our knowledge, updates dissemination is addressed first in [2] and the 
authors discuss the tradeoffs between data currency and performance issues. However 
transaction semantics is not supported and the consistency criterion is relatively relax. 
Transactional support is introduced in the Datacycle architecture and the serializabil-
ity is taken as the correctness criterion, while special hardware is needed to detect 
changes of values read by transactions [12]. Recently two efficient updates dissemina-
tion protocols, the multi-version data broadcast (MVB) and the invalidation method 
(IR), are proposed in [4,5]. However, the majority of existing updates dissemination 
protocols do not take the time constraints into account, whereas data dissemination 
methods referring to real-time characteristics do not support the transactional seman-
tics [6,13]. In this paper, we investigate the problems of disseminating consistent data to 
read-only transactions with deadlines in mobile real-time computing environments. A 
novel updates dissemination protocol called mixed real-time data broadcast (MRTB) 
is proposed. In mixed real-time data broadcast, a set of new techniques including 
reducing the length of consistency intervals, immediate updates dissemination policy 
and on-demand data delivery are incorporated seamlessly. Moreover, an enhanced 
index structure is designed for read-only transactions to judge precisely when to re-
quest the desired data. Simulation results show that the proposed protocol can provide 
higher data currency and lower miss rate compared with existing updates dissemina-
tion protocols and is more appropriate for mobile real-time computing environments.  
The rest of the paper is organized as follows. Section 2 presents the preliminaries. 
Section 3 introduces the details of mixed real-time data broadcast protocol. Section 4 
presents the performance evaluation of the proposed protocol. Finally, conclusion is 
made in section 5. 

2   Notations and Definitions 

We assume that the database is a finite set composed of a number of data items, that 
is, DB = {di  i = 1, 2, …, n}. 

Definition 1.  The value of data item d at time instance τ is called the state of d at τ, 
denoted by Sτ(d). 
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Definition 2.  The states of all data items in DB at time instance τ is called the state of 
DB at τ, denoted by Sτ(DB) = {Sτ(di)  i = 1, 2, …, n}. 

Definition 3.  Let Sτ1
(d) and Sτ2

(d) be the states of d at τ1 and τ2 respectively. If condi-
tion (τ1< τ2)∧(Sτ1

(d)≠Sτ2
(d)) holds, we say that Sτ2

(d) is more current than Sτ1
(d), de-

noted by Sτ2
(d) >c Sτ1

(d). 

Definition 4.  Let T be an read-only transaction that committed at time instance τc 
and R(T) is the read set of T. ST(d) denotes the state of d when T reads d. We say that 
T is consistent if and only if: 

∃τ (τ ≤ τc) ∧ (∀d (d∈R(T))∧( ST(d)∈Sτ(DB))) 

T is consistent only if data items in its read set form a subset of a consistent state of 
DB at time instance τ earlier than τc. Guaranteeing the consistency of transactions is 
essential for many applications such as stock and traffic information dissemination. 
So we follow strictly the consistency criterion in Def. 4 and do not consider relaxing 
it to gain the improvement in other performance metrics in this paper. 

Definition 5.  If T is consistent and condition (d∈R(T))∧(Sτc
(d)>c S

T(d)) holds, we say 
that d is stale for T. Let SR(T) be the set of stale data items read by T, that is, SR(T) = 
{d d∈R(T)∧Sτc

(d)>cS
T(d)}. The staleness of T, denoted by STT, is defined as 

SR(T) / R(T) . The system staleness, denoted by SS, is defined as STTi / {Ti} , 
where {Ti} is the finite set of read-only transactions in the system during a certain 
period. 

Reading stale data will decrease the usefulness of execution results of transactions. 
Thus, how to reduce the amount of stale data read by transactions, namely, decreasing 
SS, is one key issue in designing efficient updates dissemination protocols. Smaller SS 
is, transactions will read much more current data items. 

Definition 6.  The miss rate, denoted by MR, is defined as Nmiss/Ntotal, where Nmiss and 
Ntotal are the number of read-only transactions missing their deadlines and the total 
number of transactions processed in the system respectively. 
MR is the other performance metric since missing deadlines is undesirable for appli-
cations with constraint on their completion time. In conclusion, the requirements for 
updates dissemination protocols for read-only transaction processing in mobile real-
time computing environments are to reduce SS and MR on the premise of ensuring the 
consistency of transactions. 

In this paper we follow the assumptions in [4] that the periodic broadcast is 
adopted, that is, all data items in the database have to be broadcast at least once in 
each broadcast cycle. Under periodic broadcast, if the waiting time is not of great 
importance, transactions need not issue explicit data request since all data items defi-
nitely appear in the broadcast sooner or later. 

Definition 7.  Let di be the ith data item instance in a broadcast cycle and τ(i) is the 
time instance broadcasting di. If condition ∀dj (i≤j≤i+k-1) ∧ (Sτ(j)(d

j)∈Sτ(i)(DB) 
holds for di to di+k-1, we say that the k data item instances constitute a consistency 

interval CI
ki,

m , where i is the sequence number of the first item of CI
ki,

m in the 
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broadcast cycle, m is the monotonically increasing sequence number of CI
ki,

m  and k 

is the length of CI
ki,

m . 

The states of data items in CI
ki,

m  correspond to Sτ(i)(DB) and then are consistent 

with each other. Theoretically two successive consistency intervals may be over-
lapped and their lengths are not necessarily identical, while from the practical point of 
view, in this paper we only address qualified updates dissemination protocols with the 
following characteristics: 1) the lengths of consistency intervals are constant and 2) 
the end of one consistency interval is just the beginning of the next one. For simplic-

ity of presentation, in the following sections we use CIm to represent CI
ki,

m and CIk to 

denote a set of consistency intervals whose length is equal to k. 

3   The Broadcast Protocol  

The system model includes two relatively independent parts, the server-side model 
and the client-side model. The server-side model consists of the database server, the 
broadcast server and the mobile support station, which are interconnected by the fixed 
network. We assume the size of each data item is identical and each update is labeled 
with a time-stamp to indicate when the value is taken. The basic time unit in the sys-
tem is the time interval for broadcasting a single data item. The broadcast server de-
livers data through the downstream channel and supports two kinds of broadcast: 
broadcast on-schedule (BOS) and broadcast on-demand (BOD). BOS refers to that 
all data items in the database are propagated according to the chosen scheduling algo-
rithm such as flat broadcast or frequency-based scheduling strategies [6,14], which is 
aimed at exploiting the channel efficiently. BOD takes the user requirements into 
consideration and delivers data items on-demand to meet their data requests. The 
mobile support station is responsible for managing the upstream channel, through 
which mobile clients may send data requests if the desired data do not appear timely. 
At the same time, a data requests queue is maintained at the mobile support station. 

The client-side model is composed of a large number of mobile clients, from 
which read-only transactions are generated one at a time. Each read-only transaction 
consists of a set of ordered read operations and is associated with a deadline on its 
completion time. In this paper the firm transaction model is adopted, which means 
that real-time transactions missing their deadlines will be aborted at once while this 
abortion have no negative effect on the system. If a read-only transaction has finished 
all read operations without violating the consistency criterion and time constraint, it 
commits immediately. Otherwise, e.g., an inconsistent read occurs, the read-only 
transaction will have to be restarted as long as its deadline does not expire. The next 
run of the transaction can read consistent data item from the local cache directly. 
Since the functions and behavior of transactions in real-time applications are much 
more predictable [9], we assume the number of read operations of a read-only transac-
tion can be obtained using certain pre-analysis techniques before its execution. 
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3.1 Real-Time Data Broadcast 

Based on the transaction execution model described above and the definition of SS, 
we can get the following proposition easily. 

Proposition 1. Given any qualified updates dissemination protocol, for two consis-
tency intervals CIk1 and CIk2, if k1>k2 and k1 can be exactly divided by k2, SS of using 
CIk2 is necessarily less than that of using CIk1. 
With existing updates dissemination protocols, restarting transactions is the common 
way to ensure the consistency. To continue their execution, restarted transactions have 
to wait until the new values of updated data items appear. However, the waiting time 
depends on particular scheduling algorithms and so is unpredictable, which is quite 
undesirable for transactions with deadline constraints. To reduce the uncertainty of 
the waiting time, a new policy is introduced in this paper. 

Definition 8. Given any qualified updates dissemination protocol, suppose data item 
d is updated during consistency interval CIm at the server and cannot be broadcast by 
the chosen scheduling algorithm during the remaining portion of CIm, the immediate 
updates dissemination policy (IUDP) delivers the new value of d instantly at the be-
ginning of CIm+1 without waiting for being scheduled. 

By the transaction execution model we can get proposition 2 readily. 

Proposition 2.  With a particular updates dissemination protocol, using IUDP can 
provide the new values of updated data items to restarted transactions more timely 
than the one without IUDP. 

MVB seriously affects the data currency mainly due to its long broadcast cycle and 
the delivery of old versions of data items. To increase data currency, two improve-
ments for MVB are made in the design of the real-time data broadcast protocol 
(RTB: the preliminary version of the proposed protocol). The first improvement is 
shortening the length of consistency intervals as well as only delivering the latest 
version of data during each consistency interval. According to proposition 1, appro-
priate length candidate may be 1/n, e.g., half or one third, of the length of the whole 
broadcast cycle, where n is a natural number bigger than 1. This improvement can 
decrease the probability of reading stale data for read-only transactions dramatically.  

In terms of proposition 2, the second improvement is utilizing IUDP to reduce the 
execution time of restarted read-only transactions. In particular, at the beginning of 
each consistency interval the new values (NV) of updated data during the preceding 
consistency interval are delivered immediately instead of waiting for being scheduled 
by the scheduling algorithm. To maintain the consistency, at the beginning of each 
consistency interval (just before NV) an invalidation report (IR) is propagated similar 
to IM, in which there are the identifiers of data items updated during the preceding 
consistency interval. Each read-only transaction, say Ti, reads IR periodically and 
determines to restart or not by judging whether data items in its read set are found in 
IR. If an inconsistent read occurs, Ti has to restart to ensure the consistency. 

Mobile clients may cache data items of interest locally. In the presence of updates, 
items in the cache may become stale. There are various approaches to communicating 
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updates to the client caches. Invalidation combined with a form of autoprefetching was 
shown to perform well in broadcast delivery [4]. Similar to [4], this kind of cache up-
dates policy is used in this paper. In particular, if data items in the cache are found in 
IR, the new values of such items will be autofetched once they appear in NV. As to the 
cache replacement policy, the most commonly used one, LRU, is adopted in this paper. 

3.2 Mixed Real-Time Data Broadcast 

Results presented in [3] indicate that BOD has a better performance in meeting data 
needs with deadlines compared with pure BOS. Similar research works in [6,12] also 
show that mixed data broadcast, which combines BOS with BOD, performs better 
than just using a broadcast policy alone. Though RTB in conjunction with BOD 
seems to be promising in reducing the miss rate, several technical problems still need 
to be resolved. 

The first one is how to allocate restricted bandwidth of the downstream channel 
between BOS and BOD. Considering the complexity of bandwidth allocation, the 
ratio of BOD to BOS is fixed in the mixed real-time data broadcast (MRTB) and may 
be adjusted as a system parameter in practice. With respect to the period of BOD, in 
MRTB it is set the same as that of the consistency interval to simplify the implemen-
tation as well as provide much higher data currency.  

The second problem is how to determine the time at which read-only transactions 
send their data requests if necessary. Index techniques are widely used in broadcast 
organization for mobile clients to locate data of interest precisely [3,8,10] and thus 
may be a good candidate to solve the second problem. However, existing index tech-
niques assume that the contents of data broadcast is known in advance, which is not 
suitable for MRTB due to the dynamic change of contents in NV and OD. Therefore, 
in the following section we will adapt existing index techniques to MRTB by certain 
enhancements. 

Similar to [10], we assume a B-tree structure for the index. For each broadcast cy-
cle, only the contents of BOS, i.e., all data items excluding NV and OD, is used to 
construct the index, which avoids the difficulty and complexity of index dynamic gen-
eration. The whole index consists of a series of index entries and other special attached 
information. Each index entry consists of a 2-tuple <K, Pos>, where K is the key value 
of corresponding data item; Pos is the relative position of the data item in BOS. Each 
data item in data broadcast consists of a 4-tuple <K, Pos, Offset, Content >, where K is 
the key value of the data item; for data items not within NV and OD, Pos is equal to its 
relative position in the broadcast schedule and Offset is equal to 0; for data items 
within NV and OD, Pos is equal to the Pos value of the last data item in the preceding 
consistency interval and Offset is equal to its relative position in NV and OD; Content 
is composed of the other fields of the data item. 

To determine the length of NV and OD, the estimation values of the update rate 
at the server, denoted by UpdateRate, and the proportion of BOD to BOS, denoted 
by Ratio, are included in the index. UpdateRate can be the average of update rates 
in last several broadcast cycles or other meaningful estimations in terms of practical 
application scenarios. In addition, the length of BOS, denoted by N, is also attached 
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in the index. Based on above index structure and attached information, for any read 
operation issued by read-only transactions, say r(d), the time elapsed from the read 
operation begins to the desired data items appears can be got by equation 1 (Note 
that in this paper time is measured in terms of the time unit for broadcasting a single 
data item).  

NODP(d) = (N+ IPos -Pos-Offset) MOD N × (1+ UpdateRate + Ratio) (1) 

where Pos and Offset are the corresponding values of the data item being broadcasted 
when the read operation begins; IPos is the Pos value of the needed data item got by 
index searching. MOD is the modulus operation. 

Procedure GeneratingBroadcastProgram(Update_Set, k)
Input : Update_Set is the set of  identifiers of data updated in the preceding consistency interval

k is the length of consistency intervals of the choosen updates dissemination protocol
  1: while (true)
        /*Each while-loop accomplishes the data dissemination of one consistency interval*/
  2:          Temp = Update_Set;
  3: Update_Set = φ;
  4: if (Temp != φ) then
  5:                    broadcast invalidation report in terms of data items in Temp;
  6:                    broadcast the new values of data items in Temp;
  7: endif

8: broadcast k × Ratio data items according to the data requests queue and EDF scheduling policy;
  9:           broadcast k data items by the broadcast scheduling algorithm;
  10: endwhile  

Fig. 1. Server-side protocol of MRTB 

Procedure DataAcquire(di, Read_Set)

Input: di is the ith data item needed by the transaction in execution
Read_Set is the read set of the transaction in execution

  1: if (di is in local cache) then
  2:           Add di  into Read_Set of the transaction that issues the read operation;
  3: else
  4:           Listen to the data broadcast;
  5:           Read current broadcasted data item  and get its (Pos, Offset);
  6:           Search the index and locate di 's relative position IPos;
  7: DL(di) = (Deadline - Current_Time)/(NoQueries - i +1);

8: NODP(di) = (N+ IPos -Pos-Offset) MOD N×((1+ UpdateRate + Ratio);
  9: if ( NODP(di) > DL(di)) then
  10:              Send a data request to the broadcast server;
  11: else
  12:     if (it is time to receive IR) then
  13: if (data items in Read_Set are found in IR) then
  14:                            Restart the transaction and re-read data items from local cache and NV;
  15: endif
  16: else
  17: if (di appears) then
  18:                            Read di and add it into Read_Set;
  19: endif
  20:               endif

21:         endif
  22:   endif  

Fig. 2. Client-side protocol of MRTB 
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By comparing NODP(d) and d’s deadline we will know whether the needed data 
item may appear in time. However, read-only transactions often have more than one 
read operations. Thus, the transaction deadline should be assigned to all data items of 
interest. In MRTB we use the serial assignment policy, i.e., dividing the remaining 
execution time of a read-only transaction equally among all pending read operations. 
The deadline of each data item can be determined according to equation 2. 

DL(di) = (Deadline - Current_Time)/(NoQueries - i +1)  (2) 

where DL(di) is deadline of the ith data item of a read-only transaction; Deadline is the 
deadline of the read-only transaction; Current_Time is the time now; NoQueries is the 
number of read operations of the read-only transaction.  

Suppose a read-only transaction initiates a read operation, say r(di), if DL(di) is 
bigger than NODP(di) the transaction may wait the appearance of the desired data 
item on the channel. Otherwise, a data request will be generated. 

In the mobile support station the data requests are queued and processed according 
to EDF scheduling policy [12]. The detailed implementation of MRTB protocol is 
depicted in Fig. 1 and Fig. 2. 

4 Performance Evaluation 

Our simulation model is similar to the one presented in [4]. There are NoItems data 
items in the database and the broadcast server periodically broadcasts them to a large 
population of mobile clients. To simplify the analysis and implementation, we evalu-
ate these update dissemination protocols (MVB, IM, RTB and MRTB) combined with 
the flat scheduling algorithm. The bandwidth proportion of BOD to BOS is Ratio. 
Index is broadcast NoIndexes times per broadcast cycle, which is used for read-only 
transactions to determine the accurate position of needed data items and judge when 
to send data requests. Update transactions at the server are generated per UpdateInter-
val and their update operations follow a Zipf distribution with parameter u. The up-
date distribution is across the range 1 to UpdateRange. The length of consistency 
intervals is ConsistencyInterval. The basic time unit in our simulation is the time used 
to broadcast a single data item. 

The client simulator initiates a read-only transaction per ThinkInterval. Each read-
only transaction has NoQueries read operations. The deadline of read-only transaction 
is equal to CurrentTime + V×NoQueries, where V is a value randomly selected be-
tween MinLaxity and MaxLaxity. If a read-only transaction has to restart due to incon-
sistent read, it can continue to execute as long as current time is no larger than its dead-
line. The read operations of read-only transactions access data items from the range 1 
to ReadRange. The access probabilities follow a Zipf distribution with a parameter r. 
The cache size in the client is CacheSize and cache replacement policy is LRU. If data 
items are updated, the corresponding cache entries are invalidated and subsequently 
autoperfetched. The performance metrics are the miss rate and the system staleness. 
The main parameters and the baseline values are summarized in Table 1.  
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Table 1. Parameters and baseline values 

Server Parameters Client Parameters 
NoItems         1000  UpdateRange           1000 
UpdateInterval  40  ConsistencyInterval   200 
Ratio                0.1   NoIndexes                  5 

u                      0.9 

ReadRange     1000     ThinkInterval             4 
NoQueries       4          MinLaxity              500 
MaxLaxity     1000      CacheSize              125 

r                       0.9 

Experiment 1: We change UpdateInterval to compare the performance metrics of 
MVB, IM, RTB and MRTB under different update rate. The number of versions for 
MVB is 2. 

Fig. 3. The restart rate comparison 

In Fig.3 the restart rate of several protocols are illustrated. The restart rate of 
MRTB is not depicted because it is similar to that of RTB. From Fig. 3 we can see 
that the restart rates of these three protocols all decrease with the reduction of the 
update rate. RTB has the highest restart rate due to the shortest consistency intervals 
and strict restart rules. MVB owns the lowest one since it allows transactions to read 
stale versions of data. Because the number of versions for MVB is 2, there are still 
probabilities for transactions to restart due to inconsistent read, which is especially 
obvious when the update rate is high. 

Fig. 4. The miss rate comparison 

The miss rates of these four protocols are compared in Fig. 4. IM has the highest 
one due to its highest restart rate and the lack of IUDP. Although the restart rate of 
RTB is higher than those of the others, the shortened waiting time of restarted transac-
tions thanks to IUDP leads to its better performance than IM. Compared with MVB, 
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the miss rate of RTB is higher due to its high restart rate when the update rate is high. 
While with the decrease of the update rate, the difference of the miss rates between 
RTB and MVB diminishes gradually. Since MRTB can meet more transactions with 
short deadlines through mixed broadcast policy, it performs best.  

The system staleness of MVB, IM and RTB are depicted in Fig.5. This metric of 
MRTB is not given since it is similar to that of RTB. The system staleness of all three 
protocols decreases with the reduction of the update rate. MVB has the highest one 
because it allows transactions to read stale versions of data. Owing to the invalidation 
method, the metric of IM and RTB is observably better than that of MVB. Compared 
with IM, RTB has a better performance since the shorter length of consistency inter-
vals further decreases the probability of reading outdated data. Because transactions 
begins and commits during one consistency interval still may read outdated data, the 
system staleness of RTB is not equal to 0. 

Fig. 5. The system staleness comparison 

Experiment 2: In this experiment we change the system workload and the bandwidth 
ratio of BOD to BOS to observe the variation of performance metrics for RTB and 
MRTB. 

Fig. 6. The miss rate comparison 

In Fig.6 the miss rates of RTB and MRTB are illustrated under different values of 
ThinkInterval. As ThinkInterval is across the range from 8 to 0.0625, the amount of 
data needed by read-only transactions changes from 0.5 to 6 times as many as the 
amount of data broadcast, i.e., the system workload increases by degrees. From Fig.6 
we can see that with the increase of the system workload, the miss rate of MRTB 
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increases accordingly due to the limited bandwidth of BOD. But it does not exceed 
that of RTB under the same update rate. 

Fig.7 illustrates the miss rate of MRTB with the variation of Ratio under different 
transaction laxities. From Fig.7 we can see that the miss rate does not constantly de-
crease with the increase of on-demand bandwidth but ascends slightly after Ratio 
exceeds one critical point. Reason for this phenomenon may be that the increase of 
bandwidth for BOD results in the longer broadcast cycle, which in turn leads to trans-
actions that can get their needed data through BOS before now have to acquire data 
from BOD. When the increasing speed of data requests becomes larger than that of 
bandwidth for BOD, the miss rate may drop instead of increasing constantly. At the 
same time, the transaction laxities also have an impact on the critical point. The 
shorter the transaction laxities are, the earlier the critical point emerges. 

Fig. 7. The miss rate comparison 

5   Conclusion and Future Work 

Data broadcast has got lots of attentions of relevant researcher due to its scalability 
and bandwidth effectiveness for disseminating a large volume of data to numerous 
mobile clients. In this paper, we study the problem of providing consistent data to 
read-only transactions in real-time data broadcast environment. The main contribu-
tions of this paper include the following. First, we formally define the performance 
objectives based on the detailed analysis of update dissemination protocols for read-
only transaction processing in real-time data broadcast environment. Next, a new 
updates dissemination protocol called mixed real-time data broadcast is proposed. 
Finally, extensive simulation experiments are implemented and numerical results 
show that MRTB has better performance compared with existing updates dissemina-
tion protocols. The future emphasis of our research is the design and evaluation of 
more flexible and adaptive bandwidth allocation algorithm suitable for the proposed 
updates dissemination protocol. 
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Abstract. Mobile multi agent based approach has emerged as a new at-
tractive paradigm for the development of large and complex distributed
systems. For the efficient communication of mobile agents, architectures
employing multiple tuple spaces are frequently adopted, but they also
introduce complexities related with fault tolerance and replication man-
agement. This paper proposes a federation, a scalable and fault tolerant
multiple tuple spaces architecture. By extending Adaptive Distributed
System level Diagnosis (ADSD) algorithm, the federation is able to de-
tect and diagnose the failures of its tuple spaces in parallel. We also
describe global tuple, a new type of tuple allowing the replication with-
out loss of consistency. Finally, we present the numerical performance
analysis of the proposed federation scheme.

1 Introduction

Considering the cooperating characteristic of mobile agents, it is obvious that
the mobile agent based systems require efficient communication architecture. For
this purpose, there have been research efforts about the mobile multi agent com-
munication such as message based middlewares, remote procedure call (RPC)
based methods, shared memory etc. Of them, virtual shared memory is fre-
quently adopted because of its simplicity, flexibility, and versatility. Moreover,
its model is powerful enough to meet the needs of many coordination challenges.

One of the virtual shared memory implementations used for the mobile multi
agent systems is a tuple space [1] which behaves like a shared memory where
each agent in a system can put or retrieve information to communicate. Partic-
ularly, JavaSpace [2], a new realization of the tuple space in Java language, has
been developed, and employed as the backbone of the agent communication in
many systems.

The scalability and the fault tolerance of multiple tuple space architecture
are the main topic of this paper. In the case of a single tuple space, the failure
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of the tuple space may bring disastrous results such as the system halt and the
data loss. Even during the normal operation, the tuple space may turn out to
be a bottleneck to the agent communication. To overcome these shortcomings
of the single tuple space architecture, there have been research investigations to
organize multiple tuple spaces in a system. However, the multiple tuple space
architectures introduce other complexities that are not within the scope of the
single tuple space, e.g. how to isolate the failures of tuple spaces, how to deal
with replicated tuples, etc.

In this paper, we propose a federation, a scalable and fault tolerant archi-
tecture consisting of multiple tuple spaces. Besides being able to overcome the
limitations of the single tuple space architecture, e.g. one–point failure and the
bottleneck, the federation is able to detect and isolate the failures of the tuple
spaces in it, and keep the consistency among replicated tuples. For the fault
detection of the tuple spaces, we extend the Adaptive Distributed System level
Diagnosis (ADSD) algorithm [3], which was originally devised for the fault di-
agnosis in arbitrary networks. For the consistency of duplicated copies of tuples,
a global tuple, a new tuple type is proposed.

This paper is organized as follows. In Section 2, we provide a brief overview
of the tuple space and the ADSD algorithm. We then discuss the fault tolerance
capability of the federation as well as the tuple replication schemes in Section 3.
Section 4 presents the numerical analysis of the proposed federation, and Section
5 concludes this paper.

2 Tuple Space and Adaptive Distributed System Level
Diagnosis Algorithm

2.1 Tuple Space for Agent Communication

Tuple space is a shared and associative virtual memory designed for commu-
nication and synchronization of distributed processes [1]. It allows processes to
communicate by writing tuples into tuple spaces and retrieving them as specified
by templates. Tuples and templates are ordered sets of typed fields that can be
either actual or formal. An actual field has a specific value, while a formal field
represents a set of values. Tuples and templates do not have restrictions on how
fields are composed.

The tuple space supports three primitives: write, read, and take. The write
is to put a tuple into a tuple space; the read is to obtain a copy of a tuple that
matches a specified template. The take is to extract a matched tuple from the
tuple space, removing the matched tuple. In the tuple space, associativity is a
key concept that enables to retrieve partly matched tuples.

There exist several implementations of the tuple space, e.g. Linda [4], JavaS-
paces [2], and TSpaces [5]. These implementations differ in the variety of the
extensions they provided. There have been research investigations to extend the
tuple space model with multiple tuple spaces. Hierarchical arrangement of tuple
spaces has been suggested by [6] [7]. The combination of flat and hierarchical
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arrangements has been described in [8]. However, these research efforts have
not contemplated the issues how the failures of tuple spaces are tolerated and
isolated, and how the replicated copies of tuples are controlled to meet the con-
sistency requirement as well as the scalability. These shortcomings of the past
research are addressed in this paper.

2.2 Adaptive Distributed System Level Diagnosis Algorithm

This section introduces Adaptive Distributed System level Diagnosis (ADSD)
algorithm[9] which was developed for detecting and diagnosing faulty nodes in
an arbitrary network. In the ADSD algorithm, monitoring of a distributed system
which consists of a set of nodes is executed in two separate steps; detection and
dissemination, both of which are executed in a distributed way. First, in the
detection step, nodes of a system test neighbor nodes one another periodically
and then, in the dissemination step, pass on the test results to other nodes in
the system.

The ADSD algorithm represents the testing relationship as a directed graph
in which vertices correspond to nodes and directed edges represent testing rela-
tionship, i.e. who tests whom [9]. The testing results are either faulty or fault-free
and this information is dispersed through a dissemination tree, a virtual path
which is dynamically formed with the system nodes. The root of this tree is a
node that initiates the information dissemination. On receiving the information,
nodes determine whether to update their local databases with this information
and whether to relay it to next level nodes depending on the recentness of the
disseminated information.

Although the conventional ADSD algorithm is superior to traditional central-
ized schemes in terms of dynamic reconfigurability, parallel processing, and no
need of synchronization, it has the limitations in dealing with the complexities
introduced by the node failure or join during the dissemination, which will be
addressed by the extensions suggested by this paper.

3 Federation of Tuple paces

We propose a federation, a scalable and fault tolerant multiple tuple space archi-
tecture for mobile agent communication. As shown in Figure 1, the federation is a
set of tuple spaces which provide mobile agents with the logical view of one large
tuple space, mainly enabled by the replication of tuples and the management of
failures of tuple spaces.

The federation achieves scalability by replicating global tuples to all the tuple
spaces in it, thus being able to host a large number of mobile agents. The global
tuple is a new type of tuple allowing its replication without loss of consistency.
Moreover, with the global tuples, the federation can balance loads on tuple
spaces; it can distribute frequently read–accessed tuples to all other tuple spaces
by declaring them as global tuples.

S
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Tuple Space

Federation

Tuple Space

Tuple Space

Tuple Space
Tuple Space

Tuple Space

Mobile Agent

Mobile Agent

Mobile Agent

Mobile Agent

Mobile Agent

Mobile Agent

Testing

Tuple Space Access

Fig. 1. Federation and its Ring Topology for testing: tuple spaces in a federation test
each other

Table 1. Types of Messages of the Federation

Category Messages Category Messages
request-monitoring

Monitoring test-msg Reconfiguration monitoring--accepted
test-ack ( monitoring) monitoring--rejected

monitoring--stopped
info-msg request-join

Dissemination info-ack-success Reconfiguration join--accepted
info-ack-failure ( join ) join--rejected

The federation is fault tolerant and flexible. For the fault tolerance, tuple
spaces diagnose the failures of other tuple spaces by testing one another in a
distributed way, and pass on the test results to neighbor tuple spaces without
the need of a central observer, thus avoiding the vulnerability to the single point
failure. The federation is flexible; tuple spaces can join and leave the federation
at will and at arbitrary moments in time.

Table 1 shows the message types used by the tuple spaces in a federation. The
messages are classified, depending on its purpose, into four categories: monitor-
ing, dissemination, reconfiguration for monitoring, and reconfiguration for join.
The details of the messages will be discussed in corresponding sections.

We assume that the network connecting the tuple spaces in a federation
provides large enough bandwidth to exchange messages among the tuple spaces
without unbearable delay. Also, a tuple space can send and receive messages
to/from any tuple spaces directly in a federation.
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3.1 Fault Tolerance of the Federation

Tuple spaces in a federation test one another periodically to diagnose failures
of tuple spaces and share the test results, which are faulty or fault–free. Based
upon these test outcomes, they determine how to manage the federation con-
figuration and replicated tuples. These operations are executed by each tuple
space in three discrete steps: detection, dissemination, and reconfiguration. To
devise these steps, we modify the ADSD algorithm [3] and also make some ex-
tensions so that it can cope with complexities which were not considered in the
original work.

Failure Detection. Failure detection in a federation is accomplished by each
tuple space; a tuple space periodically tests exactly one other tuple space by
sending test-msg, and also it is tested by only one another tuple space. It
decides the failure by timing out on test-ack, a response to the test. The testing
relationship among tuple spaces is designed to form a ring. To construct the ring
topology, we assign each tuple space with a federation–wide unique identifier
which can be also ordered.

Reconfiguration. Whenever a tuple space is removed from, or added to the
federation, its ring topology for testing is reconfigured to maintain its circular
structure. This reconfiguration process is initiated by an orphan, a tuple space
with no neighbor tuple space testing it. A tuple space becomes the orphan: i)
when the tuple space testing it becomes faulty, resulting in being unable to test,
ii) when its tester quits monitoring in order to test another tuple space, and iii)
by default, a new or repaired tuple space remains an orphan until it joins the
federation successfully.

Once a tuple space becomes or realizes its state as an orphan, it starts the
reconfiguration process by which it is able to join the federation. This process is
started when the orphans send request-monitoring or request-join to any
of fault–free tuple spaces in the federation; the former message is used by the
ones of which tester became faulty or changed its monitoring target, whereas
the second one is used by new or repaired tuple spaces.

Upon receiving request-monitoring or request-join, a tuple space deter-
mines whether to allow the join by executing the reconfiguration algorithm. To
make this decision, the tuple space compares Treq, the identifier of the tuple

TS2

Federation

TS1

TS6

TS5

TS4

TS3

TS1

TS2

TS3

TS4

TS5
TS6

Fig. 2. Binary Tree for Dissemination among Tuple Spaces



234 K. Jun and S. Kang

space that sent the request with Tid and Ttested, where Tid is its own identi-
fier, Ttested is that of the tuple space it is testing at the moment. The order
relationship between these identifiers

Tid < Treq < Ttested

allows the join of the tuple space Treq. By this relationship, the ring topology
can be maintained after the join of the tuple space Treq.

Dissemination. Dissemination enables tuple spaces in a federation to share
among them the events such as failures, joins, etc. As shown in Figure 2, this
dissemination is performed through a binary tree representing a virtual channel
through which the event is spread to all the tuple spaces. The binary tree is
composed dynamically on the spot. The root of the tree becomes the first tuple
space that detects an event. The dissemination continues along the binary tree
until all terminal nodes receive the event. In Figure 2, the tuple space TS1 is
the one which has an event to disseminate.

The types of events that initiate the dissemination are as follows: i) failures
of tuple spaces, ii) joins of new or repaired tuple spaces, and iii) updates on
global tuples, e.g. addition of new global tuples, deletion of existing ones. The
global tuples will be discussed later.

Figure 3 shows the procedure of the dynamic composition of the binary tree.
At first, a tuple space that initiates the dissemination makes Listall, a list of all
fault–free tuple spaces at the moment. Then it splits Listall into two approxi-
mately same-size sub–lists, Listleft and Listright, corresponding to the left and
right sub–trees respectively. From each sub-list, one tuple space is picked as the
root of the sub–trees, in this case Tleft and Tright. Then info-msg conveying
the event information is transmitted only to Tleft and Tright. Of the parameters
composing the info-msg, there are three parameters related with the dissemi-
nation: i) the event, ii) Listleft or Listright depending on whether this message
is sent to Tleft or Tright, iii) the list of all fault–free tuple spaces to which this
event should be delivered. On receiving the info-msg, Tleft and Tright relay the
message to others by repeating the above steps except that, in this repetition,
Listall is replaced by Listleft in the case of Tleft, or Listright if it is Tright.

Local Database Update. On receiving events through the dissemination, tu-
ple spaces determine if it is necessary to update their own local database with
the events. In the local database, each tuple space keeps the status of other tuple
spaces as entries each of which represents one corresponding tuple space. An en-
try is composed of two fields: IDts, a tuple space identifier and Intstatus, status
integer, which has a positive-value and will be discussed shortly. The update is
determined if the following two conditions are met: i) the event is about a failure
or join and ii) it is not yet reflected on the databases.

The status integers of the entries represent the current status of tuple spaces.
Odd values of the status integer represent the fault–free status of an associated
tuple space, whereas even values mean the faulty status. The status integer of
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1: procedure Dissemination(Event e)
2: Lall ⇐ fault–free tuple spaces to which e is relayed
3: Lleft, Lright ⇐ split Lall

4: Tleft ⇐ pick a tuple space from Lleft,
5: Tright ⇐ pick a tuple space from Lright

6: Send e To Tleft, Tright

7: if timeout of acknowledgement from Tleft or Tright then
8: Spawn new dissemination about failure Tleft or Tright.
9: if this tuple space is NOT the root of the binary tree then

10: Send info-ack-failure To parent
11: end if
12: else if received info-ack-failure from Tleft or Tright then
13: if this tuple space is the root of the binary tree then
14: restart the dissemination
15: else
16: Send info-ack-failure To parent
17: end if
18: else
19: if this tuple space is NOT the root of the binary tree then
20: Send info-ack-success To parent
21: end if
22: return
23: end if
24: end procedure

Fig. 3. Pseudo Code of Dissemination Algorithm

a tuple space is initialized to 1 when the tuple space joins a federation for the
first time, and increments by one whenever the tuple space changes its status:
faulty or fault-free. By the ever increasing nature of the status integer, it is also
feasible to determine the recentness of events by comparing the status integers,
i.e. the event with bigger status integer is more recent than the other.

Figure 4 shows the update procedure of the local database entries on receiving
a failure or join event carried by Msg, an info-msg. Of the fields in the Msg,
there are two fields, IDts and Intstatus, describing this event, the same format
as used by the database entries. The update process starts by retrieving from the
Msg, Tid the tuple space identifier stored in the IDts field. Then a database entry
matching Tid is searched and, if found, the associated Statusdb the status integer,
is fetched. Finally, by comparing Statusdb with Statusmsg a status integer from
the Msg, the received event is classified into new, same, or old for the update
decision of the database.

The events are new if the status integer of the event is bigger than that of
the corresponding entry, or no database entry matching the event is found. For
this new event, tuple spaces update the database entry with the event, or cre-
ate a new entry if no entry exists. After the update, they continue to relay this
event to next level along the binary tree by calling DISSEMINATE described in
Figure 3.
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1: procedure DatabaseUpdate(Msg)
2: Tid ⇐ tuple space ID conveyed in the Msg
3: if Tid ∈ Database then
4: Statusdb ⇐ Tid’s status integer stored in the local database
5: Statusmsg ⇐ Tid’s status integer conveyed in the Msg
6: if Statusdb < Statusmsg then � Msg has new info.
7: Update local database With Msg’s info.
8: Call DISSEMINATION � Relay Msg to next level
9: else if Statusdb = Statusmsg then � Msg has same info.

10: Call DISSEMINATION � Relay Msg to next level
11: else � Msg has old info.
12: Discard Msg
13: end if
14: else
15: Add Msg’ info. To the local database
16: end if
17: end procedure

Fig. 4. Pseudo Code of Local Database Update Algorithm

The events are same if the status integer of the event is equal to that of the
corresponding entry. With this same event, tuple spaces need not update the
entry, however continue to pass on the event to next level by DISSEMINATE.

The events are old if the status integer of the event is less than that of the
matching entry. By this old event, tuple spaces neither update the database entry
nor continue the dissemination. They just discard the event without relaying it.

3.2 Extensions to the ADSD Algorithm

The original ADSD algorithm is not able to deal with neither the failures nor
joins during the dissemination. In this section, we introduce late acknowledge-
ment and auditor mechanisms to remedy these drawbacks of the original work.

Late Acknowledgement. It ensures that, once event dissemination is started,
all the fault-free tuple spaces along the binary tree receive the events even if
some of the tuple spaces fail during the dissemination. Moreover, the late ac-
knowledgement is able to detect these failures by timeout.

The acknowledgement is that a tuple space sends the info-ack message to its
parent in the binary tree in order to notify that it received an event relayed from
the parent. The late acknowledgement is that a tuple space sends this info-ack
late, i.e. after it confirms that its children tuple spaces in the binary tree received
the event. This confirmation is accomplished by the info-ack from the children.
The opposite to the late acknowledgement is early acknowledgement by which a
tuple space acknowledges its parent without this confirmation, i.e. on receiving
an event, it first sends info-ack to its parent, and then relays the event to next
level children.

To explain the necessity of the late acknowledgement, we first illustrate the
problem of the early acknowledgement. In Figure 2, the tuple space TS1 begins
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Action1

Time

TS1 disseminates
Edissem to TS2 and TS4

TS2 receives
Edissem Late Acknowledgement :

TS2 acknowledges
Edissem with Ack

TS2 disseminates
Edissem to TS3 Action2

Action5

Action3

TS3 acknowledges
Edissem to TS2 

Action4

Failure1 Failure2 Failure3 Failure4 Failure5

Fig. 5. Time-Space diagram: the late acknowledgement ensures that events are dis-
seminated to all fault–free tuple spaces in a federation

to disseminate an event to two sub–trees each of which consists of (TS2, TS3)
and (TS4, TS5, TS6) respectively. With the early acknowledgement, if the tuple
space TS2 fails at the moment which is after sending info-ack to TS1 but
before relaying the event to TS3, this failure leads to the situation where TS3
never receives the event, however such inconsistency is never detected.

By the space–time diagram shown in Figure 5, we informally prove that the
late acknowledgement is able to prevent this inconsistency. Note that, by us-
ing the late acknowledgement in Figure 2, TS2 waits until it receives info-ack
from TS3 before sending the acknowledgement to TS1. In the diagram, all pos-
sible moments at which tuple space TS2 may fail are labeled from Failure1 to
Failure5.

We now explain how each of the failures is insulated such that it does not
incur the inconsistency. First of all, Failure1 does not affect the dissemination
because it is prior to the event reception. Failure2 to Failure4 which occur
in the middle of the dissemination are also safe because these moments are
before tuple space TS2 sends info-ack to TS1, thus TS1 is able to notice the
dissemination failure by timing out the acknowledgement expected from TS2.
Finally, Failure5 turns out to be harmless because it is after the completion of
the dissemination, i.e. after TS3 received the event and acknowledged it.

Auditor. Another inconsistency prevention mechanism is auditor, which is de-
vised to ensure the consistency of newly joining tuple spaces. We first illustrate
the inconsistency problem that may incur when the auditor mechanism is not in
use. In Figure 2, we assume a scenario where a new tuple space TSnew asks TS1
to allow the join right after TS1 began to disseminate an event. Then TSnew

is never able to receive or recognize this event because TS1 had no information
about the existence of TSnew at the moment of building the binary tree for the
event dissemination.

The auditor mechanism implemented on each tuple space in a federation
works as follows; whenever a tuple space receives an event through the dissem-
ination, it ensures that Ttested the tuple space that it is testing at the moment
receives the same event. To accomplish this, it searches the identifier of Ttested

in the third parameter, a list of all fault–free tuple spaces to which the event is
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intended to be delivered. This list is one of the fields of info-msg as described
in Figure 3.

The correctness of the auditor mechanism can be informally proved in a
similar way to the proof of the late acknowledgement by using a space–time
diagram. However, the diagram and the proof are omitted in this paper because
of the length restriction.

3.3 Scalability and Fault Tolerance of Tuples

Concerning the consistency problem associated with the tuple replication, we
first introduce global tuples, a new type of tuples which are allowed to be dupli-
cated, while we use the term local tuple for the tuples that are not replicated.
Once a tuple is declared as the global tuple, it can be duplicated to all other
fault–free tuple spaces in a federation. The duplication proceeds in the same way
as the event dissemination; a global tuple is delivered as an event to tuple spaces
along the binary tree.

The global tuples are dispersed to not only existing tuple spaces in a fed-
eration, but also new tuple spaces. Once joining a federation, these new tuple
spaces populate their spaces with the global tuples which are provided by the
tuple spaces that permitted their join.

The most critical issue of global tuples is consistency; since global tuples
are replicated on multiple tuple spaces, any change on a global tuple should
be reflected to all of its copies. We approach this consistency complexity by
assigning mobile agents or tuple spaces with exclusive authority of modifying
global tuples. We classify the global tuples into two subtypes, agent–exclusive and
tuplespace–exclusive, based upon which entity has the exclusive right to modify
those tuples. The agent–exclusive tuple is the one that only one associated agent
is allowed to modify, whereas the read is allowed to all agents. In a similar way,
the tuplespace–exclusive ones can be modified only at a designated tuple space,
while read–access is possible at any tuple spaces. The changes on global tuples,
either agent–exclusive or tuplespace–exclusive, are disseminated as events to all
other tuple spaces in the same way as the dissemination.

Delegation of Exclusiveness. The exclusive authority for tuple modifica-
tion can be delegated; an agent can become entitled with authority for agent–
exclusive tuples, and so does a tuple space with tuplespace–exclusive ones. This
delegation capability is necessary not only for the case of failures, but also other
cases, e.g. an agent which soon terminates may request that the global tuples
authorized to it should be delegated to another agent. Another example is that
a tuple space authorized with a large number of global tuples may request the
delegation to reduce the load, which is primarily incurred by the modification
requests on those tuples.

Delegation of exclusive rights on tuples can be initiated by the request of agents
or tuple spaces possessing those authorities. Particularly, for the delegation in the
case of failures, one of fault–free agents in a federation is selected to initiate the
delegation of exclusive rights owned by the failed agents or tuple spaces.
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4 Numerical Analysis of Proposed Federation

We compare the performance of the federation numerically with the correspond-
ing results of a traditional central observer scheme in terms of the maximum
number of monitoring messages on one tuple space, required time for dissemina-
tion, and the maximum elapsed time from fault detection until the completion
of its dissemination. The central observer scheme is that all the operations, i.e.
detection, dissemination, and reconfiguration, are managed in a centralized way
by one designated object, called central observer.

Figure 6(a) shows the changes of the maximum number of required monitor-
ing messages per tuple space as the group size increases. In the case of federation,
the number of monitoring messages remains as constant regardless of the group
size, whereas the central observer needs the maximum 2 ∗N message exchange
to monitor all tuple spaces in a group, where N is the group size.
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Fig. 6. Comparison between the federation scheme and the central observer in terms
of (a) the number of monitoring messages, (b) the dissemination time, and (c) the
maximum detection time

Figure 6(b) shows the changes in the dissemination time as the group size
increases. In the case of the federation, the binary tree enables the dissemination
to become parallel gradually as it proceeds down the tree, thus the time is
logarithmical proportion to the group size. With u the time for one message
transmission, and N the group size, the central observer requires the time 2∗N∗u
until the dissemination finishes, while the federation needs the time 2∗ logN ∗u.

Figure 6(c) shows the changes in the maximum elapsed time from failure
detection to its completion of the dissemination. Since the central observer tests
one tuple space at a time, in the worst case, it can take the time N ∗ m to
detect a failure, where m is the monitoring interval. Thus the maximum elapsed
time becomes N ∗ m + 2 ∗ (N − 1) ∗ u, where 2 ∗ (N − 1) ∗ u is the time for
dissemination as described above, resulting in the time complexity of O(n2). In
the case of the federation, regardless of the group size, the worst case time for
a failure detection becomes the time m and the dissemination takes the time
2 ∗ log(N − 1) ∗ u, thus the total elapsed time becoming m + 2 ∗ log(N − 1) ∗ u,
with its time complexity O(logN).
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5 Conclusions

This paper proposed the federation, a scalable and fault tolerant architecture
consisting of multiple tuple spaces, for the communication of mobile agents. We
improved the original ADSD algorithm with the mechanisms such as the late
acknowledgement and the auditor; with the former mechanism, failures during
the dissemination can be tolerated, whereas the latter one allows tuple spaces to
join a federation without the loss of consistency. For the scalability, the federation
allows tuples to be replicated to all the tuple spaces in it by the use of the global
tuple concept without loss of consistency. The results of the numerical analysis of
the proposed federation show that the performance of the federation is superior
to the conventional central observer model.
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Abstract. Searching a file by its name is an essential problem of a large peer-
to-peer file-sharing system. In this paper, we present a new scalable distributed 
data structure LinkNet for searching in a large peer-to-peer system. In LinkNet, 
all elements are stored in a sorted doubly linked list, and one node stores many 
elements. LinkNet uses virtual link to speed search and enhance fault tolerance. 
Because LinkNet is based on a sorted list, it benefits operations such as range 
query, bulk loading of data, and merging of two LinkNets.  

1   Introduction 

For a large peer-to-peer file-sharing system, searching a file by its name is an essen-
tial problem. One initial approach is to setup up a server which maps a file name to its 
location. Napster ([6]) uses this approach. The problem of this approach is that it uses 
an unscalable central database to index all files. Another initial approach is that a 
node broadcasts the search request to all its neighbors when it does not find the file in 
its local database. Gnutella ([7]) adopts this approach. However this approach doesn't 
scale well because of its bandwidth consumption and unrelated search in many nodes. 

To overcome the scalability problem, several algorithms based on a distributed 
hash table (DHT) approach are presented ([1], [8], [9], [10], [11]). In these algo-
rithms, each node in the system maintains a small routing table to form an overlay 
network and each data item is associated with a unique key which is hashed to deter-
mine which node it will be stored at. When a search request is received by a node that 
does not store the search key, the node will use its routing table to routing the request 
to a neighbor which is closer to the key. Because hashing does not keep the order of 
the keys, DHT systems do not support range queries efficiently.  

Two recent papers [2] [3] try to build a peer-to-peer system on the skip list data 
structure. The paper [2] describes a distributed data structure called skip graphs. In a 
skip graph, search, insert and delete operations are done in logarithmic time. Because 
of no hashing, skip graphs support range queries more efficiently than DHT. Skip 
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graphs also are highly resilient to node failures because they have many redundant 
links among nodes. The paper [3] describes a distributed data structure called SkipNet 
which is very similar to skip graphs. One problem of these two data structure is there 
are a lot of links. With N resources in the network, there is a total of O(NlogN) links.  

To decrease the number of links, this paper introduces a new scalable distributed 
data structure LinkNet which is built on the list data structure.  

2   LinkNet 

To help our discussion, we briefly define some terms first. A peer-to-peer system 
consists of many nodes. Each node has a unique location. Typically a node's location 
is its IP address or domain name. A node stores many data items or elements. An 
element is a file, an object, or one row of a database table. Each element has a key. 
An element is mapped to a pointer. A pointer is a pair <location, key>. Two elements 
form a link if their order is known. If a link is physically stored in main memory or 
second memory, it is a physical link; otherwise it is a virtual link.  

  
Fig. 1. A network-based sorted doubly linked list 

Fig.1 shows a network-based sorted doubly linked list. Search in a network-based 
sorted doubly linked list is simple and slow. For example, to find key 98 starting from 
key 4 goes through key 4, 6, 47, 61, 66, 88, 98 and node 3, 4, 1, 0, 3, 1, 2, but the 
search will only go though key 4, 88, 98 and node 3, 1, 2 if the virtual link <4, 88> is 
used. For all keys in the same node, one key can share another key's pointers to form 
virtual links. LinkNet uses virtual links to speed search. Fig.2 shows a list-based 
LinkNet corresponding to Fig.1. In Fig.2, virtual links are marked by dot lines. The 
virtual links not only speed search, but also enhance fault tolerance. For example, if 
node 4 fails, it is still possible to find key 98 starting from key 4. 

  
Fig. 2. A list-based LinkNet with 7 keys on 5 nodes 
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The disadvantage of list-based LinkNet is that its performance depends on the dis-
tribution of elements heavily. If each node stores only one element, the list-based 
LinkNet is degenerated into a network-based sorted doubly linked list. To avoid this 
problem, skip-list-based LinkNet is built and it is discussed in the next section.  

3   Algorithms for LinkNet 

In LinkNet, a node can store many elements. These elements are stored in a sorted 
doubly linked list. A new LinkNet has only two special elements: header which is 
given a key less than any legal key, and nil which is given a key greater than any legal 
key. Each element has a level which is a random number capped at MaxLevel. It is not 
necessary that all elements are capped at the same value of MaxLevel. Our approach 
for concurrent operations is similar to the approach in paper [5], thus we omit the 
proofs of correctness in this paper.  

To describe the operations for LinkNet, we denote node as u, v and element as x, y. 
A node has a location (u.location). When there is no confusion, the location of a node 
refers to that node. An element has a key, a location and a level (x.key, x.location, 
x.level). The successor and the predecessor of element x at level l is denoted as 
x.neighbor[R][l] and x.neighbor[L][l]. If x.location is equal to u.location, the element 
x is stored on the node u; otherwise x is a pointer that points to the element x. 

The search operation (algorithm 1 in Fig.3) can be started from any node. If no 
elements are stored on the node, function isEmpty() creates a new LinkNet on this 
node and returns true. Function chooseSide() is used to decide the search direction. If 
there is an element whose key equals to the search key, function localSearch() returns 
that element, otherwise it returns an element which is the nearest element to the 
search key following the search direction. 

The first step of the insert operation (algorithm 2 in Fig.3) is to find the place of 
new element in the level 1 of LinkNet. The search returns an element y which is the 
predecessor of the new element x and y's forward pointer points to x’s successor. The 
next step is to insert the new element into a node. A random level generated by func-
tion randomLevel() is assigned to the new element. If the random level given to the 
new element is greater than 1, the new element will be inserted into the LinkNet level 
by level. The level of the element header and nil is not less than the level of any ele-
ment in the LinkNet.  

The delete operation (algorithm 4 in Fig.3) is simple. A node can only delete the 
element stored on it. To delete an element x, it is not correct to immediately  
garbage collect x because other operations may have a pointer to x. Instead, func-
tion putOnGarbageQueue() is used to put x onto a garbage queue whose element 
can be taken off any time after the completion of all searches/insertions/deletions 
that were in progress.  

An M elements skip-list-based LinkNet needs expect O(M) space overall. The 
number of messages exchanged among nodes is used to evaluate the algorithms. For 
an M elements skip-list-based LinkNet, an operation (i.e. a search, insertion or dele-
tion) takes expected O(logM) messages. 
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Algorithm 1: search for node u 
upon receiving <search, key> from v 
    if (u.isEmpty() = true) 
        send <retNotFound, header> to v  
    else 
        side  u.chooseSide(key) 
        send <searchOp, v , key, side> to u 
 

upon receiving <searchOp, startNode, searchKey, 
side> 
    x  u.localSearch(searchKey, side) 
    if (x.location  u.location) 
        send <searchOp, startNode, searchKey, side>  
                    to x.location; 
    else if (x.key = searchKey)  
        send <retFound, x> to startNode  
    else if (side = L)  
        send <retNotFound, x.neighbor[L][0]>  
                    to startNode; 
    else 
        send <retNotFound, x > to startNode 

 
Algorithm 2: insert for node u 
upon receiving <insert, key, value> from v 
    send <search, key> to w 
    wait until receipt of <retSearchResult, y> 
    maxElementLevel  u.randomLevel() 
    x  u.makeElement(u.location, key, value) 
    u.lock(x.level) 
    u.insertOp(x, y, 1) 
    for level  2 to maxElementLevel do 
        y  x.neighbor[L][level-1]  
        send <searchNeighbor, u,  y, level> to y.location 
        wait until receipt of <retSearchResult, y, z> 
        u.insertOp(x, y, level) 
    u.unlock(x.level) 
    send <retInsertSucess> to v 
 

u.insertOp(x, y, level) 
    send <getLock, u, y, x, level> to y.location 
    wait until receipt of <retLockResult, y, z> 
    u.lock(x.neighbor[R][level]) 
    x.neighbor[L][level]  y 
    x.neighbor[R][level]  z 
    x.level  level 
    send <setPointer, y, R, level, x> to y.location 
    wait until receipt of <retSetPointerResult> 
    send <setPointer, z, L, level, x> to z.location 
    wait until receipt of <retSetPointerResult> 
    send <unlock, y, R, level> to y.location 
    wait until receipt of <retUnlockResult> 
    u.unlock(x.neighbor[R][level]) 

 

upon receiving <searchNeighbor, startNode, x, level> 
    if (x.level  level) 
        send <retFound, x, x.neighbor[R][level]>  
                    to startNode 
    else  
 

        y  x.neighbor[L][level-1] 
        send <searchNeighbor, startNode, y,  level)  
                    to y.location 

 
Algorithm 3:  Additional operations for node u 
upon receiving <setPointer, x, side, level, y> from v 
    x.neighbor[side][level]  y 
    send <retSetPointerSuccess> to v 

 

upon receiving <unlock, x, side, level> from v 
    u.unlock(x.neighbor[side][level]) 
    send <retUnlockSuccess> to v 

 

upon receiving <getLock, startNode, y, x, level> 
    z  y.neighbor[R][level]; 
    if (z.key < x.key)  
        send <getLock, startNode, z, x, level>  
                    to z.location 
    else  
        send <getLockOp, startNode, z, x, level>  
                    to z.location 

 

upon receiving <getLockOp, startNode, y, x, level> 
    u.lock(y.neighbor[R][level]) 
    z  y.neighbor[R][level]; 
    if (z.key < x.key)  
        u.unlock(y.neighbor[R][level]) 
        send <getLockOp, startNode, z, x, level>  
                    to z.location 
    else  
        send <retLockSuccess, y, z> to startNode 

 
Algorithm 4: delete for node u 
upon receiving <delete, key> from v 
    x  u.localSearch(key, u.chooseSide(key)) 
    if (x.location = u.location and x.key = key) 
        maxElementLevel  x.level 
        u.lock(x.level) 
        for level  maxElementLevel down to 1 do 
            y  x.neighbor[L][level]  
            send <getLock, u, y, x, level> to y.location 
            wait until receipt of <retLockResult, y, z> 
            u.lock(x.neighbor[R][level]) 
            z  x.neighbor[R][level]  
            send <setPointer, y, R, level, z> to y.location 
            wait until receipt of <retSetPointerResult> 
            send <setPointer, z, L, level, y> to z.location 
            wait until receipt of <retSetPointerResult> 
            x.level  level-1 
            x.neighbor[L][level]  z 
            x.neighbor[R][level]  y 
            send <unlock, y, R, level> to y.location 
            wait until receipt of <retUnlockResult> 
            u.unlock(x.neighbor[R][level]) 
        u.putOnGarbageQue(x) 
        u.unlock(x.level) 
    send <retDeleteSucess> to v 

Fig. 3. Algorithms for skip-list-based LinkNet 
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4   Performance Evaluation 

The search algorithm of LinkNet is simulated on a PC. The LinkNet is built with two 
parameters: one is N, the number of nodes; another is M, the number of keys. The 
keys are generated by a uniform random number generator. Each node has a random 
number of keys. The simulation search random keys starting from random selected 
nodes for 10,000 times to evaluate the search algorithm by the average number of 
hops. A hop is a message passing from one node to another node. 
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Fig. 4. The number of hops vs. the number of nodes 
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Fig. 5. The number of hops vs. the number of keys 

The experiment results are shown in Fig.4 and Fig.5. In Fig.4, each node has aver-
age 100 keys. In Fig.5, there are 100 nodes. 

The experiment shows that the search performance of list-based LinkNet is 
worse than that of skip-list-based LinkNet. Fig.4 also shows that when the number 
of nodes increases and the average number of keys of each node is a constant, the 
average number of search hops on skip-list-based LinkNet is O(log(M)). Fig.5 also 
shows that when the average number of keys on each node increases and the num-
ber of nodes is a constant, the average number of search hops on skip-list-based 
LinkNet approaches log(N). 
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5   Conclusions 

We have defined a new scalable distributed data structure LinkNet. By adding virtual 
links to a skip list, we build a skip-list-based LinkNet. In an N nodes M elements 
network, the expected total space this data structure takes is O(M), and when M is big 
enough, the search operation takes expected O(logN) messages among nodes. Addi-
tionally, the virtual links enhance fault tolerance of LinkNet. 

Because LinkNet keeps the order of the keys, it provides better support for range 
query than DHT. LinkNet also benefits many other operations. For example, it is 
more efficient than DHT to merge two LinkNets, split a LinkNet, and bulk load data 
into a LinkNet.  
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 Abstract. This paper proposes a query routing infrastructure that aims at the 
Web text information retrieval. The routing information is distributed in each 
query routing node, and needs no central infrastructure, so it can be used in 
large distributed system to determine which node need to be queried to achieve 
the function of query routing in semantic network. At the same time, this paper 
proposes the concept of preference circle, which organizes Web text data 
sources efficiently , so querying the information for routing become simpler and 
easier for maintenance, which improves the efficiency of query routing. In addi-
tion, we demonstrate the advantages of our system in work load balancing and 
the completeness of result of query etc. 

1   Introduction 

When a user gives a query, he hopes that the results can incarnate the present situa-
tion and are the best content that he demands in extant results. We have the experi-
ence that when we search the name of a sport star on Google, Yahoo and Sohu, it is 
possible that the first page of the three results is not identical! Here, we hope that it 
can offer all these 3 pages of contents to select. If the query result and experience of 
the sport fans can be offered in time to share, the problem is solved. The experiences 
or query results can be organized well in the P2P network[1][2][3][5][6] and it seems 
to be a safe shortcut to obtaining the valid information more all-sided and more 
promptly. The problems left are that how to find your needs and how to organize it 
on the network. 

This paper applies the Chord computing technology for P2P network, and retains 
its feature of scalability, and also answers the crucial problem in some applications, 
for example: put forward a catalog services infrastructure for text similarity query; 
Separat the storage of the routing information from the structural information to  
reduce the information transfer in the case of node joining or node leaving in P2P 
network, reduce  network transmission cost and obtain a better balance in workload in 
nodes as well as a better system scalability. 
                                                           
*  This research was sponsored by the Shanghai Natural Science Fund, under contract 

02ZD14066. 
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2   System Structure 

In P2P system, it is an important issue concerning how to organize all nodes effi-
ciently. It is divided into 2 parts logically in the system, including the organization 
strategy of data and routing strategy for  query. But the strategies must meet to the 
text similarity query. Commonly, when a P2P network is applied in Web information 
retrieval, it will not arise that a certain node can completely offer the best matched k 
records in the nearest neighbor results with the query Q in real network. 

Considering the network transmission cost and the influence to efficiency, it is 
hard to achieve the dynamic clustering that comes from different nodes owing to the 
joining of the text similarity query Q. The solution in this paper is to establish the 
“preference circle”, to organize the information that has similar characters in the  
different nodes (such as being similar in cluster center vector or containing mutual 
character items). The composition of this preference circle does not require central-
ized catalog information management,instead, corresponding preference cluster set of 
different combinations can be obtained by use of low admission similarity threshold 
value and based on different query vector.  Accurate match will be done by retrieving 
algorithm in distributed databases[4][7].Obviously, another critical problem that we 
want to discuss is how to fix the position that matches with the users’ preference. Our 
solution is: Organize and maintain the routing information borrowing the ideas of the 
Chord ring. The location of preference circle is maintained by Chord ring, in which 
the crucial problem is "Key". Since there is not a universal and exclusive key in the 
same text vector cluster, we adopt the vector character item that cannot be divided as 
the key, as well as preserve that character item and cluster center vector as structural 
information of preference to the mapping nodes. Based on such an idea, we imple-
ment a prototype  system  which system structure refers to Fig. 1. In this system, the 
character routing layer is a Chord ring. As the character item of the preference cluster 
center vector, the key is used to store and query the routing table in its node. 

D ata 
storge 
layer

C haracter 
routing 

layer

N 1

N 2

N 3

C lient Server Server

N 1
(1 ) N 3

(1)

N 2
(1)

Prefrence 
cluster 
layer

N 1
(2)

N 3
(2)

N 2
(2) N 1

(3 )

N 2
(3)

N 5
(2)

N 4
(2)Prefrence 

circle 1
Prefrence

circle 2

Prefrence 
circle 3

 

Fig. 1. System structure of the prototype system 
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The query routing nodes in the character routing layer is organized and main-
tained according to the Chord protocol and each node is responsible for storing the 
query routing information of corresponding keys. In the  design, each node keeps the 
information of the  preference circle corresponding to the character item, incarnating 
the mapping relation between character item and nodes set where the preference circle 
is located. The mapping relation is illustrated as follows, if t is a character item, and 
Ri is a routing information, Ri={Pj,ti}, in which, Pj is a preference cluster, ti is a certain 
character item of Pj’ center vector. The mapping is: Map (t, {Ri})={N| In node N, 
there is a preference whose center vector containing t}. All mapping are embodied in 
the query routing table Query_Router finally as follows:  

 

Fig. 2. The query routing information of 2 nodes on character ring 

The advantages of this method lie in that it stores just a few of routing informa-
tion, and saves dynamic maintenance and storage of summarization information both 
in structure and data etc., which can guarantee to increase the efficiency of query 
routing and decrease the workload of the character routing layer. The following 
example illuminates that: suppose that the query vector has 2 characters such as 
"milk" and "bread", being key with "milk", the character item is located to nodes N1 
of the character routing ring through its Character_ID, we find that related 
information to "milk" can be found in preference circle containing preference cluster 
1 only. Similarly, "bread" has been located in the N2 of character routing ring, but, the 
related information can be found in preference circle which contains  the  preference  
cluster 1 and preference cluster 2, and the preference circle involves 2 nodes 
including N2 and N3. So, relevant information scope concerning query vector can be 
preliminarily determined. 

3   Data Source Location  

Chord system [5] has proposed a solution to the data source location problem in the 
P2P system.The query routing method described in our paper adopts the basic Chord 
mechanism to solve the core routing problem. Every core routing node is not respon-
sible for the storage and processing of  data; it just takes charge the simple catalog 
information of preference circle for query routing. The problems should be solved 
here is the query routing computing, the addition and maintenance of the query 
routing information. 
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3.1 Query Routing 

As one query vector Q is accepted by a routing node, it will process the similarity 
computing with every center vector FrequentPreference of the relative clusters(See 
table 1). If the similarity between the vector Q and some FrequentPreference sur-
passes the threshold, it will obtain the corresponding node address. The system will 
carry through the distributed Top-N processing in a distributed database environment 
which has been discussed in previous chapter. 

Table. 1. Definition of the query routing information 

CharacterItem_ID CharacterItem Identifier 
FrequentPreference Center vector of preference cluster 
SourceNode Node which preference cluster being stored in 

3.2 New Query Routing Information Joins 

New query routing information comes from the joining of the new preference cluster. 
It is the routine procedure of routing information set-up after the node joins the P2P 
network.  The algorithm about how the preference cluster information joins the query 
routing table is shown as following: 

To a preference cluster on the node N, its center vector FP=(t1, t2, t3,….. tm), m is 
the number of the character items of the vector.When the preference joins the P2P 
network service, the steps for routing information setup are as following: 

Step1: Compute the identifiers of each character item: t1->t1_ID, t2->t2_ID, t3-> 
t3_ID,  ….tm->tm_ID 

Step2: Locate the node Ni that is responsible for ti according to the Successor 
(ti_ID) algorithm [5] of the Chord ring in the character routing ring. 

Step3: The query routing table Query_Router is maintained by Ni.  This table is 
indexed according to CharacterItem_ID. A tuple is added in this table: 
(ti_ID,FP,N). 

3.3 Dynamic Maintenance of the Query Routing Table 

The preference is variable. The center vector of a preference cluster make dynamic 
adjustment based on the variation of the amount of accessing the text vector in the 
cluster. In fact, the maintenance of the preference is executed mainly in the preference 
storage layer(See fig. 1).But this will cause the change of the query routing informa-
tion in the character routing layer 

Suppose that there is a modified center vector of a preference cluster on the node 
n (due to the space limitation,how it is modified is not discussed in the paper), that is 
marked as FP (n)=(t1

(n),t2
(n),…..tm

(n)). The center vector of the preference cluster before 
modification is marked as FP=(t1,t2,…..tm). FP is preserved before the relative query 
routing entries are modified. Compute the identifiers of the character items of FP (n)  

and FP on the node n. and locate the node on which the routing table corresponding to 
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the character items is. For every corresponding node, the modification of the routing 
information of it’s Query_Router  is described by the following algorithm.  

It is supposed that Fi={ t1
(n) _ID, t2

(n)_ID, …..tm
(n)_ID},Fj= {t1_ID, t2_ID, …..tm_ID }, 

r is the located node through any character item t (t Fi Fj). 

Step1: If   t  Fi  Fj ,   locate   the  tuple   through  ChracterItem_ID = t      and  
SourceNode=n. Replace the attribute of FrequentPreference with FP(n). 

Step2:  If t Fi -Fj , add an routing entry which have the content of(t, FP(n), n). 
Step3:  If t Fj –Fi, locate the tuple through ChracterItem_ID= t and 

SouceNode=n and delete this entry. 

The advantages of this strategy lie in that the modification of the query routing in-
formation does not use the broadcast mode, and thus does not bring about the cost of 
the network transmission and the cost of the computation in corresponding node ow-
ing to a great deal of additions and deletions of the preference content. 

4   Experiment  

We collect experiment data from three subjects, “Food”, “Computer”, and “Tourism”. 
The data are collected from tens of web sites. The number of data records returned for 
each search subject exceeds 6,000. The data records are classified based on the web 
sites from which they are retrieved, and then stored at 20 peers. After that, we perform 
vector-based search experiment on the P2P system. At least 30 different vectors are 
created for each subject. We use two performance metrics to evaluate the proposed 
system. The first metric measures the accuracy of the search results. Specifically, 
suppose a query is responded with k data records, among which q records are from 
the k best-matching records in the whole system. We use q/k to measure the accuracy 
of the search. The second metric is the search efficiency. Let a be the number of the 
best matched linkage databases that contains the k best-matching records for a query. 
Let b be the actual number of such databases that respond to the query. The search 
efficiency is defined as b/a. In the experiments, there are 20 peer nodes and the num-
ber of data records to be returned based on document similarity is k = 20.  

Table 2. Results based on the amount of preference cluster(#FP) 

# FPs Accu. Effi. 
1-10 0.99 1.10 
11-20 1.00 1.16 
21-30 0.99 1.17 

Table 2 presents the system accuracy and efficiency measurements with respect 
to the number of preference clusters. It shows that the system performs very well 
and the number of preference clusters does not have significant impact on the  
performance.  

Table 3 presents the system performance with respect to the admission threshold. 
When the admission threshold is increased, the search accuracy slightly degraded, but 
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the  efficiency  measurement  improves. The data  records  that  are deviated  from  
the center vector are not admitted; among them, those that are close to the query vec-
tor will be missed.We have performed extensive experiments.Due to the space limita-
tion,most experimental results are omitted. 

Table 3. Results based on the admission threshold, the amount of preference cluster in a prefer-
ence circle is between 10 and 20 

#threshold Accu. Effi. 
Ave.th.+ Ave.th *10% 1.00 1.34 
Ave.th+ Ave.th *30% 0.94 1.16 
Ave.th+ Ave.th *50% 0.90 1.06 

5   Conclusion  

In this paper, we offer a new query routing infrastructure for web text information 
retrieval in the distributed system and the techniques for locating  correlative distrib-
uted data sources. The important thing is improving the serial computing method in 
which locating data resources is realized in the Chord algorithm and several refinement 
algorithms to the parallel computing, By using these methods, the advantage of the P2P 
network computation is really utilized thoroughly, the load of the nodes is reduced, and 
the efficiency of the processing information on the nodes has been promoted.  
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Abstract. A new way of indexing XML document is proposed, which 
supports twig queries and queries with wildcards. An once-over index 
construction algorithm is also given. According to the Line Model we design, 
we consider XML document as a line, and every elements of the document as 
the line’s segments. To query an XML document is to identify the 
corresponding segments. Using a range-based dynamic tree labeling scheme, 
each segment of the line is given a range. We put all the paths of XML 
document into a trie, and organize the range sets with B+-trees grouping by 
the nodes on the trie. Three operations are defined, which enable the range 
sets on the B+-trees corresponding to different nodes in the trie to operate 
with each other. The worst-case time complexity of the algorithm we 
designed for the operations is O(m+n). The final results of twig queries can 
be got through these operations directly at a speed similar to the simple path 
query. Through extensive experiments, we compare our method with other 
popular techniques. In particular, we show that the processing cost and disk 
I/O of our index method is linearly proportional to the complexity of query 
and the size of query results. Experimental results demostrate the great 
performance benefits of our proposed techniques. 

1   Introduction 

The problem of storing, indexing and querying XML documents has been among the 
major issues of database research. The semi-structured nature of XML data and the 
requirements on query flexibilities pose unique challenges to database indexing 
methods. 

XML documents are often modeled as a tree whose nodes are labeled with tags, 
and queries are formulated to retrieve documents by specifying both their structure 
and values. In most of the XML query languages, structure of XML documents are 
typically expressed by simple paths or twig patterns, while values of XML elements 
are used as part of selection predicates. 

In recent years, many XML index methods are proposed. We classify them into the 
following three categories: 

One of the categories is the path index method, such as DataGuides[10] and Index 
Fabric[9]. Query with a path express has been one of the major focus of research for 
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indexing and querying XML documents. Path index has a very high efficiency for 
processing simple path expressions. But it can not well support twig query and query 
with wildcards. Some refined techniques may be taken, but it often will make the 
index too big to be efficient in query evaluation. 

Another kind of approaches is based on the join operation. A complex path 
expression is decomposed into a collection of basic path expressions. Atom 
expressions are found by directly accessing the index structure. All the other forms of 
expressions involve the expensive join operations. XISS[12] and TwigStack[10] are 
among this kind of techniques. 

ViST[18] and PRIX[16] appeared in recent two years. They transform both the 
XML documents and query pattern into some kind of sequences. By performing sub-
sequence matching on the set of sequences in the database to find the occurrences of 
twig pattern. We think this kind of method has the following three drawbacks: i)By 
transforming the entire XML documents into sequences to form the index structure, 
the size of this structure could hardly be controlled very well. While the discontinuous 
substring matching means to search points scattered in this large structure, it will 
inevitably needs a lot of disk I/O. What’s more, unfortunately, the points are 
scattered, through enlarging the page size could hardly improve the performance. 
ii)According to Rao et al. [16], this kind of methods takes advantage of the frequent 
occurrences of similar patterns in XML document. From our point of view, on the 
contrary, we think this character of XML documents forces the algorithm to search 
more points of the index, and the interim results may be very large, even the final 
results be manageable. iii) It can not well support unordered twig queries. In order to 
find unordered matches, extra queries must be taken. 

In this paper, we propose LMIX (Line Model for Indexing XML), a dynamic XML 
index method, which supports twig queries and queries with wildcards. According to 
the Line Model we design, we consider  XML document as a line, and every elements 
of the document as the line’s segments. To query an XML document is to identify the 
corresponding segments. Using a range-based dynamic tree labeling scheme, each 
segment of the line is given a range. We put all the paths of XML document into a 
trie, and organize the range sets with B+-trees grouping by the node on the trie. Three 
operations are defined, which enable the range sets on the B+-trees corresponding to 
different nodes (ancestor-descendant, parent-child, sibling or other relationships) in 
the trie to operate with each other. The final results of twig queries can be got through 
these operations directly. 

In our method, the matched points are clustered in the index structure. We only 
need to read the clustered blocks as a whole, which greatly decreases the disk I/O, and 
also allows for disk optimization. We only keep the raw path index, and use defined 
operations to support twig query. No refined paths are needed and the size of index 
can be controlled at a proper level. Unlike the traditional join operation, whose worst-
case time complexity is O(m*n), our operations are simple and have a worst-case time 
complexity of O(m+n). (Here and in the following, where concerns time complexity 
of the operations, m and n stand for the number of elements taking part in the 
operations.) 
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The main contributions of this paper are summarized as follows. 

 We propose the Line Model (not Linear Model) for querying XML document. 
According to the model, we consider XML document as a line, and every 
elements of the document as the line’s segments. To query an XML document is 
to identify the corresponding segments. 

 We define three operations and the corresponding algorithms, whose worst-case 
time complexity is O(m+n). 

 The most possible matched points are clustered in the index structure, which 
greatly decreases the disk I/O needed and allow for further disk optimization. 

 Dynamic tree labeling scheme makes our index a dynamic one. An once-over 
index construction algorithm is given. 

 Through algorithm analysis and experiments, we demostrate that the processing 
cost and disk I/O is linearly proportional to the complexity of the query and the 
size of query results. 

Outline. In section 2, we give the details of our index method. In section 3, we 
introduce the dynamic tree labeling scheme and give the once-over index construction 
algorithm. In section 4, we briefly discuss the processing of wildcards in query. 
Experiments and analysis are presented in section 5. Last, in section 6 we conclude 
the paper and point out some future researches. 

2   Details of LMIX 

This section is organized as follows. Section 2.1 introduce the Line Model for 
querying XML document. In section 2.2 the structure of the trie and B+-tree we using 
is introduced. In section 2.3 three operations are defined, the corresponding 
algorithms are given, and a brief comparison between our operations and traditional 
join operation is also included. In section 2.4 we detail the query processing 
procedure. 

2.1   The Line Model for Querying XML 

XML can be viewed as a nested tree structure. If we consider attribute nodes as sub-
elements and the value of attributes as text nodes, then we have two kinds of nodes on 
the XML tree: elements and values. 

As shown in Fig.1(a), we consider the XML document as a line, and every 
elements and values as the line’s segments. If we number the elements and values 
according to the document order, to a well formed XML document, every element and 
value will get a range, which is a key pair like <LeftPos, RightPos>. 

To query an XML document is to identify the corresponding segments. As Fig. 
1(c) shown, for example: suppose there is a query “/A/B/E | /A/C”, the result of the 
query would be the ranges of <6,10>,<15,17>, which is marked as the boldface black 
lines. We call this the Line Model for querying XML documents. 
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<A><B><D> v1 </D><E><G> v2 </G></E><F> v3 </F></B><C> v4 </C></A>

1 2 3 4 5 6 7 111098 141312 171615 18  
(a) Consider XML document as a line 
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1 2 3 4 5 6 7 111098 141312 171615 18

A<1,18>

B<2,14> C<15,17>

D,<3,5> E<6,10> F<11,13>

G<7,9>V1,<4>

V2,<8>

V3,<12>

V4,<16>

 
     (b) Ranged elements and values                       (c) Query XML with Line Model 

Fig. 1. Line model for querying XML 

2.2 The Trie and B+-Tree Structure 

We put all the paths in XML document into a trie, like Fig.2(a). Every node on the 
trie stands for a path in the XML document. For the values in the path, such as 
characters and values of attributes, we change them into some kind of mark, such as 
‘V’. This will greatly decrease the size of the trie. For every node on the trie, we put 
all the ranges corresponding to the node into a B+-tree, and store the address of the 
B+-tree in the trie node. For the element nodes, we put the range sets into B+-tree, 
using the LeftPos as key and RightPos as data; for the value nodes, we put both the 
value and their range into B+-tree, using the value as key and range as data.  

A

B C

vD E F

Gv v

v                 

/A:

/A/B/F:

/A/B/D/V:

/A/C/V:

<1,18>

<11,13>

v1,<3,5>

v4,<15,17>

 
  (a) Structure of trie                               (b)  Elements B+-tree and values B+-tree 

Fig. 2. The trie and B+-tree structures 

With the techniques mentioned above, the trie structure can be kept in a relatively 
small size. Generally, we can put the trie structure in memory, while all the B+-trees 
on the disk. 
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2.3   Three Operations and the Algorithms 

In the following, we’ll give the definitions of three operations.  
Suppose <l,r> stands for a range of number, and A, B, C are sets composed of <l,r> 

Definition 1: Operation CONTAINS: 
C=A CONTAINS B, if  for any element <l,r> C 
1. <l,r> A 

2. ∃ <l’,r’> B and <l’,r’> ⊂ <l,r>. 
This operation means choosing all the elements of A, which at least contains one 

element of B. 

Definition 2: Operation CONTAINED: 
C=A CONTAINED B, if  for any element <l,r> C 

1. <l,r> B 

2. ∃ <l’,r’> A and <l,r> ⊂ <l’,r’>. 

This operation means choosing all the elements of B, which at least is contained by 
one element of A. 

Definition 3: Operation UNION: 
C=A UNION B, if  for any element <l,r> C 
 <l,r> A or <l,r> B.  
This operation means merging all the elements of A and B. 
Suppose A, B are the range sets on the B+-trees corresponding to different nodes 

on the trie. According to W3C’s definition of a well formed XML document[4], the 
following theorems can be obvious.  

Theorem 1: For range sets A, B on the B+-trees,  
If A is an ancestor of B on the trie then  
Any <l,r> B, there’s one and only one <l’,r’> A, such that <l, r> ⊂ <l’,r’>; 
And for all the other <l’’,r’’> A, <l,r> ∩ <l’’,r’’>= . 

This theorem means if A and B have ancestor-descendant relationship, then any 
element in B is contained by one and only one element of A. 

Theorem 2: For range sets A, B on the B+-trees,  
If A and B has no ancestor-descendant relationship then  
Any <l,r> A,<l’,r’> B, <l,r> ∩ <l’,r’>=  

This theorem means if A and B have no direct ancestor-descendant relationship, 
any element in A doesn’t intersect with any element in B and vice versa. 

With the two theorems, the algorithms for the operations can be very simple and 
efficient. They are given as follows: 

Algorithm 1:  CONTAINS 
Input: A <a[i],b[i]>, range set from B+-tree, ordered; 

B <c[i],d[i]>, range set from B+-tree, ordered; 
m, the number of elements in A; n, the number of elements in B; 
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Output: C <e[i],f[i]>, range set, ordered; k, the number of elements in C; 
Function CONTAINS(a, b, m, c, d, n) 
  j=0;k=0; 
 for( i=0;i<m;i++) 
  while (c[j]<a[i]) j++; if(j>=n) return ;end while 
  if(d[j]<b[i])  e[k]=a[i]; f[k]=b[i]; k++; end if 
  while(d[j]<b[i] and j<n)  j++; end while 
 end for 
 return ;  
end function 

Algorithm 2:  CONTAINED 
Input: A <a[i],b[i]>, range set from B+-tree, ordered; 

B <c[i],d[i]>, range set from B+-tree, ordered; 
m, the number of elements in A; n, the number of elements in B; 

Output: C <e[i],f[i]>, range set, ordered; k, the number of elements in C; 
Function CONTAINED(a, b, m, c, d, n) 
 j=0; k=0; 
 for( i=0;i<m;i++) 
      while(c[j]<a[i])  j++; if(j>=n) return; end while 
      while(d[j]<b[i] and j<n)<e[k], f[k]>=<c[j],d[j]>; k++; j++; end while 
 end for 
 return ;  
end function 

Algorithm 3:  UNION 
Input: A <a[i],b[i]>, range set from B+-tree, ordered; 

B <c[i],d[i]>, range set from B+-tree, ordered; 
m, the number of elements in A; n, the number of elements in B; 

Output: C <e[i],f[i]>, range set, ordered; k, the number of elements in C; 
Function UNION(a, b, m, c, d, n) 
 j=0; k=0; 
 while(i<m or j<n) 
          while(c[j]<a[i] or i>=m) 
  <e[k], f[k]>=<c[j],d[j]>; j++; k++; 
  if(j>=n) 
      k--; 
      while(i<m) <e[k],f[k]>=<a[i],b[i]>; k++; i++; end while 
      return ; 
               end if 
           end while 
          <e[k],f[k]>=<a[i],b[i]>; k++; i++;   
 end while 
 return ; 
end function 

We shall briefly compare our operations with the traditional join operation. 

 Unlike join, whose worst-case time complexity is O(m*n), our operations is 
more simple and efficient. It could be proved that the worst-case time 
complexity of our algorithm is below O(m+n). 

 Traditional join uses the structure information during the join, and discard the 
elements not having correct structure relationships. Our operation use structure 
information before the operation, all the elements to be operated have the 
correct structure relationship. This will decrease the number of elements to be 
evaluated. 

 Our operation can be applied to parent-child, ancestor-descendant or sibling 
nodes. For a twig query, only one operation for a branch is taken. This 
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minimums the number of operations needed, while traditional join operation 
does not have this guarantee. 

2.4   Query Processing 

In this section, we’ll detail the procedure of query processing. In Fig.3, we show four 
kinds of queries in graph form. All the other complex queries can be composed by 
these four kinds of queries. Now we’ll show how these queries can be answered 
through the three operations we defined. 

Fig. 3. XML Queries in Graph Form 

The path expressions for the queries in Figure 3 can be: 

Q1: /A/B/E , E is the output node for Q1;  
Q2: /A[./C/text()=’v4’] , A is the output node for Q2; 
Q3: /A[./C/text()=’v4’]/B/D , D is the output node for Q3; 
Q4: /A/B/F | /A/C , C and F are the output nodes for Q4; 

Let S(path_expression) denotes the range set on the B+-tree corresponding to the 
path_expression. If path_expression ends with a value, then S(path_expression) 
means the range set corresponding to the value on the B+-tree of the path_expression. 
According to our definitions of the operations, we can transform the twig query as 
follows. 

Q1: S(/A/B/E), means the range set on the B+-tree corresponding to path “/A/B/E”. 
Q2: S(/A) CONTAINS S(/A/C/text()=’v4’), means to find the elements among the 

range set on B+-tree “/A”, which contain at least one element of the range set on B+-
tree “/A/C/text()=’v4’ ”. 

Q3: S(/A) CONTAINS S(/A/C/text()=’v4’) CONTAINED S(/A/B/D), means the 
ranges on B+-tree “/A/B/D”, which are at least contained by one element of the range 
set of S(/A) CONTAINS S(/A/C/text()=’v4’). 

Q4: S(/A/B/F) UNION S(/A/C), means all the elements on B+-tree “/A/B/F” and 
“/A/C”. 

From the above discussion, we can conclude the query procedures as follows: 

1. Using the structure information in the XPath expression, transform the query 
expression into sets of the three operations. Generally, every branch of the query’s 
tree structure needs one operation. Use CONTAINS to connect the test branch, and 

Q1: simple path query Q2: simple query 
with predicates

*

*A A

B C

v4E

B

Q3: twig query 
with predicates

Q4: twig query 
without predicates

*

*

*

A

C

D v4
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B C

F



260 

 

CONTAINED to connect the ancestor-descendant branches and UNION to connect 
sibling branches. 

2. Search the trie, and transform the wildcards in the query to simple path 
expressions. We’ll further discuss the processing of wildcards in section 4. 

3. Retrieve the range sets on the corresponding B+-trees, and evaluate the operations. 

It should be noticed that some query optimization might be taken here. For example: 
if S(/A/C/text()=’v4’) returns one or a few ranges, then we needn’t to evaluate other 
path expressions, but to make a range query on the other B+-tree. This will avoid 
reading all the ranges in the B+-tree and decrease disk I/O. And the order of operations 
is very important and might greatly impact the final efficiency. We will do further 
research on the selection of the operation order in the future. And we also plan to 
provide an algorithm to automatically execute queries using these three operations. 

3   Dynamic Tree Labeling Scheme Makes a Dynamic Index 

The purpose of we labeling the XML elements and values is to provide positional 
representations for them. Each node is labeled with a range <LeftPos, RightPos>, 
such that the containment property is satisfied. So, we can give the root node a range 
<1,MAX_INT>, and give the child nodes sub ranges of this maximal range, such that 
the sub ranges are disjoint and are completely contained in their parent node’s ranges. 
The containment property is recursively satisfied. 

Semantic and statistical clues of structured XML data can often assist sub scope 
allocation. We can get this information through the DTD or schema of XML, or/and 
through statistical analysis of existing XML documents. 

Assume we don’t have any information about the document to be indexed, which is 
a more general condition. For LMIX, we use the following labeling scheme. Fig.4 
demonstrates an example of dynamic range allocation. Suppose <L,R> is the range of 
parent element, and P is the maximum right value of the allocated range within the 
parent’s range, then the range for the next child node will be 1/k of the parent’s un-
allocated range. More formally, according to the above procedure, for a given node X, 
with a range of <L,R>, P is the current range, then the range of its next child node 
would be <P, P+(R-P)/k>. Apparently, the allocation method has a bias that favors 
nodes inserted earlier. Generally, k is the expected number of child nodes. Here we 
use an variable instead of a constant value to reflect the fact that different parent 
nodes may have different number of expected child nodes. k can be changed during 
the index reconstruction.  

parent range <L,R>

range allocated next  child  <P, P+(R-P)/k>

P

 

Fig. 4. Dynamic range allocation 
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On the XML tree, attribute nodes and character nodes are destined to be leaf nodes. 
Since they won’t have any child nodes, we can give them a zero length range such as 
<range, range>. This will save the ranges of parent nodes. 

Using this dynamic tree labeling scheme, we can give the once-over index 
construction algorithm. It’s based on an event-driven SAX parser, and the following 
is the handle function for the SAX event of StartElement. The handle function for the 
SAX event of Characters is similar to the handle of attribute values. 

Algorithm 4:  Once-over index construction  
Input: XML document to be indexed 

R: the parent element’s right value of range 
P: previous sibling’s right value of range 

Output: the trie and B+-trees 
Function StartElement() 
 if(there's no trie)   create trie; 
 if(there’s no corresponding node on the trie) insert current path into the trie; 
 if(there's no corresponding B+-tree) create B+-tree, range as key and data; 
 allocate range<P,P+(R-P)/k> for the element; 

insert the range into B+-tree, using LeftPos as key, RightPos as data; 
L=P;  

 for(the element's every attributes) 
     add attribute name to current path; 

     if(there's no corresponding node on the trie) insert current path to the trie; 
   if(there's no corresponding B+-tree) create B+-tree, range as key and data; 

T=L+1/k’((R-P)/k-(L-P)); 
allocate range <L,T>; 
insert the range to B+-tree, using LeftPos as key, RightPos as data; 
add mark ‘v’ to the current path; 

  if(there's no corresponding node on the trie)insert current path into the trie; 
if(there’s no corresponding B+-tree)create B+-tree, value as key, range as data; 

 allocate range <(L+T)/2,(L+T)/2>to the value; 
insert the range into B+-tree, using the value of attribute as key, and 

<(L+T)/2,(L+T)/2> as data; 
L=T; 

 end for 
 P=P+(R-P)/k; 
end function 

Since it is an once-over index construction algorithm, the algorithm for updating 
the index can be very obvious. We just take a query before the update operation to 
find the corresponding B+-trees, and  i) allocate a new range for the new node and 
insert it into the B+-tree (if insert); ii) find the range corresponding to the node, and 
delete it from the B+-tree (if delete).  

Unfortunately, as the number of nodes in the XML documents increasing, our 
labeling scheme may experience the problem which is called under-flow when the 
range gap is used up. When this happens, we will re-allocate the ranges of all the 
nodes in the  XML document according to the statistical characters of the document. 
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4   Wildcard Processing 

We design this index structure on the assumption that most of the XML documents 
have a structural abstract, such as a DTD or schema, which is relatively smaller to the 
document itself. We search on the structural abstract instead of the documents or 
doing complex computation.  

To the queries with wildcards, generally we can transform them to the 
corresponding twig queries without wildcards through searching the in-memory trie 
structure. It seems inefficient, compared with ViST and PRIX which process 
wildcards as range query. But, in fact, due to the low disk I/O and low processing cost 
of every simple query, the total time elapsed is still less than most of the popular 
techniques.  

5   Experimental Results 

We implemented LMIX in C++ for XML indexing. The implementation uses the B+-
tree API provided by the Berkeley DB Library[17]. For comparison purposes, we also 
implemented ViST and XISS using the same techniques. We carry out our 
experiments on a Win2000 Server system with a 1.6GHz Pentium IV processor and 
256MB RAM, 80G IDE disk. During the experiment, operating system’s cache 
effects are considered and eliminated carefully. For all the experiment, the buffer pool 
size was fixed at 200 pages. The page size of 8k was used. 

For our experiments, we use the datasets of public XML database DBLP[13], the 
XML benchmark database XMARK[19]. DBLP is widely used in benchmarking XML 
index methods. In the version we got, there are totaling 131 MBytes of data. Unlike 
DBLP, XMARK is a single record with a very large and complicated tree structure. In 
our experiment, we used a dataset of 116 MBytes. To test the scalability of our index 
algorithm, we also generated several datasets of different size using xmlgen[19]. 

Table 1. Sample queries over DBLP and XMARK 

Query Path Expression Dataset 
Q1 /dblp/inproceedings/title DBLP

 Q2 /dblp/article/author[text()=’ Xiaoping Li’] DBLP
 Q3 /dblp/*/author[text()=’ Xiaoping Li’] DBLP
 Q4 //author[text()=’ Xiaoping Li’] DBLP
 Q5 /dblp/article/[key=’journals/pami/Lee98’]/author DBLP
 Q6 /site//item[location=’US’]/mail/date[text()=’12/15/1999’] XMARK 

Q7 /site//person/*/city[text()=’Pocatello’] XMARK 
Q8 //closed_auction[person=’person1’]/data[text()=’12/15/1999’] XMARK 

We tried various kinds of queries on the DBLP and the XMARK datasets, and 
compared LMIX with the other two index methods. Table 1 list eight queries with 
ascending complexity. The experimental results of these queries are summarized in Fig.5. 

Q1 is a simple path query, and there is no attribute values involved. For this kind of 
query, LMIX just retrieve the query results from the corresponding B+-tree. We 
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believe LMIX is among the fastest ones in the world. It takes longer for XISS, as it 
joins the results of two sub queries. An attribute value is involved in path query Q2. 
To this kind of query, LMIX make a lookups on the B+-tree using the value of 
attribute as the key, and get the final query results, which involves only 2 pages of 
disk I/O. Q3 and Q4 use wildcards. LMIX first transform them into expressions 
without wildcards, this hindered the query performance to some extend, but due to the 
high efficiency of every single query , the totaling performance is still faster than the 
other two methods. Q5..Q8 are branching queries. To LMIX, Q5 means three times 
B+-tree lookups, which involve only 6 pages of disk I/O. Q6,Q7,Q8 with wildcards, 
the complexity of these kinds of queries depend on the structure of XML documents. 
When there are wildcards ViST needs to search more points, and performance is not 
as good as corresponding expressions without wildcards. From the experiment results, 
we can see that still due to the high speed and low cost of single query, LMIX’s 
performance is similar to ViST, and quite better than XISS. 

 
Fig. 5. Comparing LMIX with the other methods 

We carried out scalability tests of the proposed algorithms on the datasets 
generated with xmlgen[19]. The size is 58 MBytes, 131 MBytes, 232 MBytes, 349 
MBytes respectively. From Fig.6 and Fig.7, we can see query processing time and 
disk I/O increase almost linearly as the size of XML data increasing. This result  
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shows the linear scalability of our proposed algorithm. To Q7, we used the 
Optimization techniques mentioned in section 2.4. As the interim result sets are 
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limited to a few ranges, the processing time is almost constant. This shows that the 
size of query results often has great effects on the query performance. 

6   Conclusions and Future Work 

In this paper, we proposed a new way of indexing XML document, which supports 
queries with branches and wildcards. Based on the Line Model we design and the 
three operations we define, we make our index support twig queries without using 
expensive join operations. We have shown that the processing cost and disk I/O cost 
of our index method is linearly propositional to the size of indexed documents and the 
complexity of XML queries. When interim result is small, the performance is even 
better. Using a dynamic tree labeling scheme, our index supports index update. And 
an once-over index construction algorithm is also given. Through experiments, we 
demostrate the great performance benefits of our proposed techniques. 

Since LMIX is an index structure, it does not dictate a particular architecture for 
the storage manager of the database system. In any case, searching the index proceeds 
as described, and the returned pointers are interpreted appropriately by the database 
system. How to improve the efficiency of this procedure has great effects on the query 
performances. Some clustered storage technique may be used according to the index 
structure and query patterns in the future. 
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A New Sequential Mining Approach  
to XML Document Clustering* 
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Abstract. XML has recently become very popular for representing semi-
structured data and a standard for data exchange over the web because of its 
varied applicability in a number of applications. Therefore, XML documents 
form an important data mining domain. In this paper, we propose a new XML 
document clustering technique using sequential pattern mining algorithm. Our 
approach first extracts the representative structures of frequent patterns from 
schemaless XML documents by using a sequential pattern mining algorithm. 
And then, unlike most previous document clustering methods, we apply 
clustering algorithm for transactional data without a measure of pairwise 
similarity, considering that an XML document as a transaction and the extracted 
frequent structures of documents as the items of the transaction. We have 
experimented our clustering algorithm by comparing it with the previous 
methods. The experimental results show the effectiveness of the proposed 
method in performance and in producing clusters with higher cluster cohesion. 

1   Introduction 

∗XML(eXtensible Markup Language) is a standard for representing and exchanging 
information on the Internet. As such, more documents can be represented in XML 
documents. However, because the size of XML documents is very large and their 
types vary, it is necessary to provide means to manage XML document 
collection[1,2,3,4].  Clustering the related XML documents is a potential research 
topic in integrating a large XML document collection. Several research approaches 
had tackled the issue.  

In [5], a method for clustering the DTDs of XML data source is proposed and it is 
based on the similarity of structures and semantics of DTDs. This approach produces 
intermediate DTD in order to integrate DTDs. Although this approach addresses the 
problem of clustering DTDs, it can’t be directly applied to XML documents. Yun Shen 
et al. [6] propose a clustering technique for schemaless XML documents. And this 
introduces a decomposition mechanism of a tree model, called macro-path. The 
similarity matrix for a document collection is constructed by computing the similarity  
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value among these macro-path sequences from each XML document. Though this 
approach is similar to our path extraction method, it is different from our clustering 
approach in that they use hierarchical clustering algorithm to group documents based 
on similarity matrix which is generated by computing similarity between all the paths 
of XML documents. In [7], Jong Yoon et al. describe a bitmap indexing technique to 
cluster the XML documents. In this approach, an XML document is defined as a 
sequence of ePaths with associated element contents, and a bitmap index is constructed 
from all the ePaths in the documents. Finally, a bitcube is assembled when element 
contents of the ePaths are integrated into the bitmap index. Though bitcube can support 
clustering XML documents, it requires too much space for a large amount of 
documents. Doucet. et al. [8] address the problem of clustering a homogenous 
collection of text-based XML documents. In this approach each document is 
represented by an n-dimensional vector, which is generated by using three difference 
feature sets in an XML documents; text features only, tag feature only, and text and 
tags. And it applies k-means algorithm to group XML document by element tags and 
texts. However, this approach ignores the structural information in XML documents. 

And also there are some researches[3,9,10,11] to extract common structures from 
XML documents. [9] constructs a tree structure from elements in XML documents 
and estimates semantic similarity of different document by comparing the tree 
structures. [11] groups trees about the same pairs of labels occurring frequently, and 
then finds a subset of the frequent trees. But the multi relational tree structure can’t be 
detected, because it is based on the label pairs.  

The conventional technique used for the previous XML document clustering 
approaches[5,6,8] is a hierarchical agglomerative clustering[12], denoted HAC. But it 
needs in general the number of clusters, and also it is based on a measure of pairwise 
similarity between documents. Therefore, it is difficult to determine both correct 
parameter and similarity computation method between XML documents. 

In this paper, we propose a new XML clustering technique based on sequential 
pattern mining, which doesn’t need a measure of pairwise similarity between XML 
documents. We first extract the representative structures of frequent pattern including 
hierarchy structure information from documents by the sequential pattern mining 
method. Then, we create document clusters by applying the CLOPE algorithm[13] 
and the concept of large items[14]. In this step, we consider an XML document as a 
transaction and the extracted frequent structures from documents as the items of the 
transaction. The proposed method is useful for document management and retrieval of 
the similar structure in large amounts of schemaless XML documents. 

The remaining of the paper is organized as follows. Section 2 describes the method 
extracting the representative structure of XML documents. Section 3 defines our 
clustering criterion, using the notion of large items. Experiment results are shown in 
section 4. Section 5 concludes the paper. 

2   Mining Frequent XML Document Tree Patterns 

An XML document can be modeled as a tree T(N, E) where N is a set of nodes and E 
is a set of edges. Each element is represented as a node in the tree. A path is a 
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sequence of n1, n2, .., nn of nodes. There exists only one path from node ni to node nj 

such that ni ≠ nj. In this paper, the tree model representing XML document is rooted, 
directed, and node-labeled, and we ignore the order between siblings because we 
focus on hierarchical path structure of elements in an XML document.  

In order to support the clustering of large scale XML document collection, we 
extract the path information from XML documents, called Mine X_path(mX_path). It 
is similar to [6] but there are some differences in that [6] defines paths considering 
both attribute node and content node in an XML document. Therefore, any tuple 
representing paths includes null value if there exists only either attribute node or 
content node in a path.  

We focus on paths of elements with content value, not considering attribute in an 
XML document because attributes in an XML document doesn’t much influence on 
structure information. Therefore we don’t admit null value in representing mX_path. 
We formally define Mine X_path(mX_path) as follows. 

Definition 1 (Mine X_path(mX_path)). Given a node ni with content value in an 
XML document tree, mX_path of node ni is defined as a 2-tuple(PrefixPath(ni), 
ContentNode(ni)). An XML document(X_Doci) consists of many mX_path sequences, 
and the order of mX_paths is ignored because we judge structural similarity based on 
the degree of common structures between XML documents. An mX_path sequence is 
denoted as follows. 

X_Doci = {mX_path1, mX_path2, ..., mX_pathn} 

where PrefixPath(ni) is an ordered sequence of tag name from root to node ni-1 which 
includes hierarchical structure. ContentNode(ni) is a sequence of tag names with 
content value under the same PrefixPath(ni) sequence and the order among the content 
sequence is ignored, but duplicating element names are not omitted. The mX_paths 
extracted from an XML document imply multiple association and level information of 
elements in an XML document. 

Example 1. Figure 1 shows an example of XML document tree. We first construct an 
element mapping table based on the Figure 1, as shown in Figure 2.  

Fig. 1. An example XML document tree            Fig. 2. Element mapping table 
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We extract mX_paths from each XML document tree. And then, to simplify  the 
mX_path in each document, we map similar elements on an mX_path to the same 
integer corresponding to the element mapping table of Figure 2, as shown in Figure 3. 
To consider semantics of element name of mX_path in each document, we use 
WordNet Java API[15] while constructing the element mapping table and determine 
whether two elements are synonyms. 

Fig. 3. Transformed mX_path sequence 

We finally extract representative structures of each document on the basis of the 
transformed mX_path sequences in Figure 3, using PrefixSpan algorithm [16]. The 
extraction process of frequent paths consists of two stages. First stage is to extract 
frequent paths from PrefixPath sequences of the mX_paths by PrefixSpan algorithm. 
Second stage is to find frequent full paths containing ContentNode sequences of the 
mX_paths. 

When we find frequent structures from PrefixPath sequences of the mX_paths, 
mX_pathi is regarded as the sequence_id and a PrefixPath sequence of the mX_path is 
considered to be a sequence. And also we consider each element of PrefixPath as 
items of the sequence. The complete algorithm is given as follows.  
 
Algorithm mX_path_FrequentSearch  
Input: mX_path sequences in an XML document (X_Doci)  
           the minimum support threshold min_sup(the total number of mX_paths in a 

document * minimum_support θ(0< θ ≤1))  
Output: the complete set of frequent path Fpi 
 
1.  Find the set of frequent paths Fpi  in the set of PrefixPath sequence which is a part 

of  each mX_path  
        - call PrefixSpan algorithm (refer to [16]) 
2. Find the set of frequent paths Fpi  considering the ContentNode of  each mX_path    
      for each ContentNode in each mX_path 
            if the number of ContentNode    min_sup  
                 if  the number of the same name of ContentNode   min_sup  
                                  the mX_path including ContentNode is included in the set of Fpi               
                  else  
                      the only PrefixPath, mX_path excluding ContentNode, is included in the 

set of Fpi  
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After finding the set of frequent paths in each document, we input the frequent 
paths of length over min_length(the average maximal frequent structure length * 
length_rate σ (0< σ ≤1)) into clustering algorithm. 

Example 2. Consider Figure 3. Assume that min_sup is 2 and length_rate is 0.6. The 
frequent paths extracted in PrefixPath by the first stage of the above algorithms are 
listed in support descending order(in the form of item : support), such as 
length_1{1:6, 5:2, 10:2} and length_2{1/5:2, 1/10:2}. And the frequent full path by 
the second stage considering ContentNode of each mX_path  except for the previous 
result, is {1/3:2, 1/5/6:2, 1/10/11:2}. After that, we can get the min_length(3 * 0.6 = 
2). As a result, we input length_2{1/5, 1/10, 1/3}and length_3{1/5/6, 1/10/11} over 
min_length for clustering. 

3   A New XML Document Clustering Technique  

To perform clustering, we assume an XML document as a transaction, the frequent 
structures extracted from each document as the items of the transaction, and then we 
perform the document clustering using the notion of large items. 

The item set included in all the transaction is defined as I = {i1,i2,..,in}, cluster set as 
C = {C1,C2,..,Cm}, and transaction set represents the document as T = {t1,t2,t3,.., tk}. 
As a criterion to allocate a transaction to appropriate cluster, we define the cluster 
allocation gain. 

Definition 2 (Cluster Allocation Gain). The cluster allocation gain is the sum of the 
rate of the total occurrences of the individual items in every cluster. The following 
equation expresses this. 
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where G is the occurrence rate(H) to individual item(W) in a cluster, H = T (the total 
occurrence of the individual items) / W (the numbers of the individual items), and G = 
T/W2. |Ci(Tr)| is the number of transactions included in the cluster Ci. 

Gain is a criterion function for cluster allocation of the transaction, and the higher 
the rate of the common items, the more the cluster allocation gain. Therefore we 
allocate a transaction to the cluster to be the largest Gain. However if we use only the 
rate of the common items as a criterion of cluster allocation, not considering the 
individual items like CLOPE, it causes some problems as follows. 

Example 3. Assume that transaction t4 = {f, c} is to be inserted, under the   condition 
of the cluster C1 = {a:3, b:3, c:1}, C2 = {d:3, e:1, c:3} including three transactions 

respectively. If t4 is allocated to C1 or C2, Gain is =
×+×
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t4 is allocated to a new cluster, Gain is =
×+×+×

7

1
2

2
3

3

7
3

3

7
222 0.738. Thus, t4 is 

allocated to a new cluster by definition 2. As you see in this example, we can get the 
considerably higher allocation gain about a new cluster, because Gain about a new 

cluster equals W / 2W . Due to this, it causes the production of many clusters over the 
regular size, so that it may reduce cluster cohesion. In order to improve this problem, 
we define the large items and the cluster participation as follows.  

Definition 3 (Large Items). Item support of cluster Ci is defined as the number of the 
transactions including item ij (j <= n) in the cluster Ci, about the minimum support 
determined by the user, θ  (0 < θ  <=1). If the number of the transactions including 

item ij in cluster Ci is over the item support, Sup = θ  * |Ci(Tr)|, the item ij  is the large 
item in the cluster Ci. 

Ci(L)ij = |Ci(Tr)ij I| >= Sup 

where |Ci(Tr)| is the number of the whole transactions in Ci, and |Ci(Tr)ij I| is the 
number of the transactions including the item ij in the cluster Ci. 

Definition 4 (Cluster Participation). It is the rate of the common items about the 
items of transaction tk composed of the frequent structure and the large items in the 
cluster Cj. And it means the probability of transaction tk to be assigned to cluster Cj. 
We represent it as follows. 
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(0 < ω 1 <1 : minimum participation) 

|tk| is the number of the items of the transaction tk. In example 3, if there is any cluster 
that satisfies the given minimum participation about insertion of t4, our approach does 
not produce a new cluster, but allocate t4 to the existing cluster with maximum 
participation. Therefore, cluster participation can control the number of cluster. 
Whenω 1 is small, the production of the cluster is suppressed.  

The key step is finding the destination cluster for allocating a transaction, which is 
the most time sensitive part in clustering algorithm. But we can easily find the cluster 
of the largest Gain through calculating the difference operation about current Gain as 
follows.  

Definition 5 (Difference Operation). The difference operation is the different Gain 
of the inserted transaction to the existing cluster. We use the inserted difference 
(Add_Gain( +)) which is formally defined as follows. 

Add_Gain( +) = New_Gain(Ci) - Old_Gain(Ci) 
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W’ is the number of the individual items and T’ is the total occurrence number of 
individual items when the transaction is inserted. We can compute the change value 
of the current Gain by (1) and allocate the transaction to the cluster of the largest 
Add_Gain( +). 

We also reuse the cluster participation(Definition 4) to compute the Gain about the 
only clusters that satisfy the newly given cluster participation ω 2. The XML 
document clustering algorithm by difference operation is shown in Figure 4(ω 1 and 
ω 2 can have different value.) 

 

Fig. 4. XML document clustering algorithm using the difference operation 

4   Experimental Results  

In order to verify the performance and efficiency of our clustering method, denoted 
XML_C, we conducted intensive experiments, comparing XML_C with CLOPE and 
HAC. The data used were 300 schemaless XML documents, selected from 8 topics 
(i.e., book, club, play, auction, company, department, actor, and movies), taken from 
the Wisconsin’s XML data bank[17]. In the first step of the experiments, in order to 
extract the representative structure of each document, we set the minimum_support to 
0.5 to the number of mX_paths of each document and the length_rate to 0.7 to the 
average maximal frequent structure length. The average maximal length and the 
number of frequent path structure extracted in each document are 4.3 and 6.2 
respectively.  

To perform HAC algorithm, we generated the similarity matrix, computing 
similarity among the decomposed mX_path sequences from XML documents in the 
same manner of [6], and then we grouped XML documents on the basis of the matrix, 
using hierarchical clustering technique[12].  

Figure 5 illustrates the execution time of the algorithms as the number of document 
increases. The important result in this experiment is that the performance of XML_C 
is comparable to that of CLOPE, while being much better than HAC. This is because 
HAC requires much time to calculate the similarities between clusters. On the other 
hand, XML_C has slightly better performance than CLOPE. It shows that XML_C 
using cluster participation by the notion of the large item comes into effect on the 
performance in contrast to CLOPE. 

 Insert transaction t 
        Extract representative structure using sequence pattern mining;  

while not end of the existing cluster and p_Allo(C) >=ω 2   // (ω 2=0.2)  
              find a cluster(Ci) maximizing add_Gain(C);  

find a cluster(Cj) maximizing p_Allo(C); 
if add_Gain((Ck)  > add_Gain(Ci)   // new cluster Ck  

                  if p_Allo(Cj) >= ω 1     // (ω 1=0.5) ,  an existing cluster Ci 
                       allocate t to an existing cluster Cj;      
                  else allocate t to an new cluster Ck;  
              else allocate t to an existing cluster Ci;  
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Fig. 5. Execution time 

For quality measure of clustering result, we adopted the cluster cohesion and the 
inter-cluster similarity, and we defined as follows. 

The cluster cohesion(Coh(Ci)) is the ratio of the large items to the whole items 
T(Ci) in the cluster Ci. This is calculated by the following formula, and if it is near 1, 
it is a good quality cluster. 

(Ci) = 
)(
)(

CiT

LCi  

The Inter-cluster Similarity(Sim(Ci,Cj)) based on the large items is the rate of the 
common large items of the cluster Ci and Cj. We calculate the inter-cluster similarity 
by the following formula, and if it is near 0, it is the good clustering. 
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where L(Ci Cj) is the number of common large items in the cluster Ci and Cj, 
|L(Ci Cj)| is the total occurrence number of the common large items, and |L(Ci+Cj)| is 
the total occurrence number of the large items in the cluster Ci and Cj. 

To measure Coh(Ci) and Sim(Ci,Cj), it needs large items in the cluster, but CLOPE 
and HAC don’t use the notion of large item. Therefore, we extract the large items 
according to the given minimum support from the clustering results in the same 
manner of XML_C, after running both CLOPE and HAC respectively. The result of 
the cluster cohesion and the inter-cluster similarity according to the minimum support 
is shown in Figure 6 and Figure 7. 

As we expected, the XML_C exhibits the highest cluster cohesion among these 
three algorithms in Figure 6. XML_C keeps it well with approximately probability 
nearly 1. Clearly, it gets better result by considering the distribution of common 
structures in each cluster during the cluster assignment. On the other hand, the cluster 
cohesion of HAC has the lowest performance since it does not consider common 
structures but consider structural similarity. The quality of clustering by similarity 
depends on the similarity measure.  
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Fig. 6. Cluster cohesion  

Fig. 7. Inter-cluster similarity 

Figure 7 shows inter-cluster similarity measurement, and the performance ranking 
of three algorithms is HAC > XML_C > CLOPE (“>” means better). The explanation 
here is that HAC produces the smaller number of clusters than XML_C and CLOPE, 
even if we set the number of cluster similar to that produced by XML_C and CLOPE. 
This had an effect on the inter-cluster similarity measurement of HAC, with the 
smallest variation.  

By observing both Figure 6 and Figure 7, we can easily realize there exist relations 
between the number of clusters and inter-cluster similarity, and also between the 
number of clusters and cluster cohesion. The smaller the number of clusters produces, 
the smaller inter-cluster similarity we can get. Contrariwise, if the smaller the number 
of cluster produces, the larger cluster cohesion we can get.  

Further more, the bad result of HAC, which both cluster cohesion and inter-cluster 
similarity are low at the same time, was why it performed clustering by not common 
structure itself but similarity of structures. On the other hand, the good result of 
XML_C is due to the global criterion considering both the common structures and 
individual structures in a cluster together.  

In summary, we can determinate that XML_C is better overall at cluster cohesion 
and inter-cluster similarity. This means that our algorithm groups similar structured 
XML documents together and gathers dissimilar structured XML documents apart. 
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5   Conclusion  

In this paper, we proposed a new approach to XML document clustering method 
without using any measure of pairwise similarity. We first extracted the 
representative structures of XML documents using the sequential pattern mining, 
which focused on element path including hierarchal element information in the 
XML document. And then we performed clustering based on similar structure using 
notion of large items to improve cluster quality and performance, considering that 
an XML document as a transaction and the extracted frequent structures from 
documents as the items of the transaction. Our experiments showed that our 
approach could get the higher cluster cohesion and the lower inter-cluster similarity, 
taking less time to perform.  

Our future works include a way to cluster XML documents by considering both 
element and content at the same time. 
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Abstract. When XML documents are modeled as graphs, many
challenging research issues arise. In particular, query processing for graph-
structured XML data brings new challenges because traditional struc-
tural join methods cannot be directly applied. In this paper, we propose
a labeling scheme for graph-structured XML data. With this labeling
scheme, the reachability relationship of two nodes can be judged effi-
ciently without accessing other nodes. Based on this labeling scheme, we
design efficient structural join algorithms to evaluate reachability queries.
Experiments show that our algorithms have high efficiency and good
scalability.

1 Introduction

XML has become the de facto standard for information representation and ex-
change over the Internet. XML data has hierarchical nesting structures. Al-
though XML data is often modeled as a tree, IDREFs within the XML docu-
ment represent additional “referencing” relationships and are essential in some
applications, e.g., to avoid redundancy and anomalies. Such XML data could be
naturally modeled as a graph.

Query processing of graph-structured XML data brings new challenges:
– One traditional method of processing queries on tree-structured XML data

is to encode the nodes of XML data tree with certain labeling scheme and
process the query based on structural joins [2]. Under the coding scheme,
the structure relationship between any two elements (such as parent-child
or ancestor-descendant relationships) can be judged efficiently without ac-
cessing other elements. This property is the foundation of all structural join
algorithms so far. However, none of the existing XML coding schemes can
be applied to graph-structured XML data directly.

– Another query processing methods is based on structural index such as
1-index [14] and F&B index [12]. However, structural indexes of graph-
structured XML documents are likely to have a large number of nodes. As
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a result, they efficiency could be a problem when there is not enough mem-
ory. For example, the number of nodes in F&B index of the standard 100M
XMark document, when modeled as a tree, has 0.44M nodes; the number of
nodes in F&B index of the same document, when modeled as a graph, has
1.29M nodes [12].

Given the successes of query processing methods based on XML coding
schemes and structural joins, in this paper, we adopt a similar approach deal-
ing with query processing tasks for graph-structured XML data. We propose
a reachability coding scheme for general digraph, which can be used to assist
efficient reachability queries. In this coding scheme, all the strongly connected
components of the digraph are contracted to single representative nodes such
that the digraph is reduced to a DAG. Then a DAG labeling scheme is applied
to the generated the code [15]. Based on the the features of the coding scheme,
we design the efficient structural join algorithms, Graph-Merge-Join (GMJ) and
its improved version Improved-Graph-Merge-Join (IGMJ). They can be viewed
as the natural generalizations of the tree-merge and stack-tree algorithms [2] for
the graph-structured XML data.

The contributions of the paper can be summarized as follows:

– We generalize the coding scheme in [15] and present an effective coding
scheme to judge the reachability relationships between nodes in a general
digraph.

– We present two efficient structural join algorithms, GMJ and IGMJ, based
on the graph coding scheme.

– Our experiments show that our coding scheme is efficient for XMark data.
Our two join algorithms outperform 1-index based query processing methods
significantly and have good scalabilities.

The reset of the paper is organized as follows: Section 2 introduces some
background knowledge and notations used in the paper. Section 3 presents
the reachability coding scheme. Structural join algorithms based on the coding
scheme are given in Section 4. We present our experiment evaluation results and
analysis in Section 5. Related work is described in Section 6. We conclude the
paper in Section 7.

2 Preliminaries

In this section, we briefly introduce graph-structured XML data model as well
as terms and notations used in this paper.

XML data is often modeled as a labeled tree: elements and attributes are
mapped into nodes of graph; directed nesting relationships are mapped into edges
in the tree. A feature of XML is that from two elements in XML document, there
may be a IDREF representing reference relationships [18]. With this feature,
XML data can be modeled as a labeled directed graph (digraph): elements and
attributes are mapped into nodes of graph; directed nesting and referencing
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(a) An Example XML Docu-
ment

(b) The Corresponding XML
Graph

Fig. 1. An Example XML Document and Its XML Graph

relationships are mapped into directed edges in the graph. An example XML
document is shown in Fig 1(a). It can be modeled as the digraph shown in
Figure 1(b). Note that the graph in Figure 1(b) is not a DAG.

XML query languages, such as XQuery [4], are based on the tree model
and allow retrieving part of the XML document by the structural constraints.
For example, the XPath query b//e will retrieve all e elements nested within b
elements (// represents the ancestor-descendant relationship). In the example
XML document in Figure 1(a), the query result is empty. However, when we
model XML document as a graph, the ancestor-descendant relationship (as well
as parent-child relationship) can be extended based on the notion of reachability.
In [12], IDREF edges are represented as⇒ and⇐1 for the forward and backward
edge2, respectively. Two nodes, u and v belong to a graph G satisfy reachability
relationship if and only there is a path from u to v in G (denoted as u � v).
Each edge in this path can be either an edge representing nesting relationship
or referencing relationship. For example, the query b � e will return e1, e2, and
e3 for the example XML data graph in Figure 1(b). Such queries are referred to
as reachability queries in the rest of the paper.

3 The Coding of Graph-Model XML Document

In this section, we describe the coding scheme of graph-structured XML doc-
ument. We extend the coding scheme for directed acyclic graph (DAG) in [15]
to support directed cyclic digraph. Therefore, with this coding, the reachability

1 FIXME
2 FIXME
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relationship between two nodes in a general digraph can be judged efficiently
without accessing any other node.

3.1 The Coding of DAGs

In this subsection, we encode DAG using the method introduced in [15]. In this
coding scheme, each node is assigned a list of intervals. We briefly summarize the
encoding method for a DAG G in the following: First, find an optimal tree-cover
T of the DAG D. T is traversed in a depth-first manner. During the traversal,
an interval [x, y] is assigned each node n of T , where x is the postorder of n
in the traversal. y is the smallest postorder number of all n’s descendants in T .
Next, examine all the nodes of D in the reverse topological order. At each node
n, copy and merge, if possible, all the intervals of its out-going nodes in G to its
code.

The judgement of the reachibility relationship between two nodes a and b is
to check whether the postorder of b is contained in one of the intervals of a.

An example of encoding a DAG G is shown as following. The coding of the
DAG in Fig 2(a) is the in Fig 2(b). We use postid to denote the postorder number
of each nodes, which is also the second value of the first interval of its code.

3.2 The Coding of General Graph

We now generalize the above scheme for the case of a directed cyclic graph. We
assume that the graph consists of only one connected component with a single
root. The root is a node without any incoming edge. Otherwise, we can pick up
any root node or add a virtual root node.

The process of coding a general digraph G is sketched as the following steps:

1. Find all Maximal Strongly Connected Components (MSCC) with number
of nodes greater than one. A maximal strongly connected component C is a
MSCC if and only if there is no strongly connected component (SCC) that
contains C in G.

2. Each MSCC of G is contracted to a representative node. As a result G is re-
duced to a DAG G′ (the correctness of this step is proved in Theorem 1). Sup-
pose MSCC S = {node0, node1, · · · , nodet} in G is contracted in to nodeS .
nodeS is the representative node in G′. If a node in G is not contracted, then
its corresponding node is itself in G′.

3. G′ is encoded using the method introduced in Section 3.1.
4. For each nodeS in G′, assuming its code is Cs, Cs is assigned to every

node0, node1, · · · , nodet in G. It means that all nodes in the same MSCC
have the same codes, i.e., the list of intervals and the postid number.

For example, a directed cyclic graph G is shown in Figure 1(b). In order
to encode G, the first step is to contract all the maximal strongly connected
components. In G, there is only one such MSCC, S = {d3, c1, e1, e2, e3}. By
contracting this MSCC, a DAG G′ shown in Figure 1(b) is generated. In G′,
R is the representative node for MSCC S. The interval codes of G′ is shown in
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(a) The DAG contracted
from XMLGraph

(b) Interval Coding for
the DAG

(c) Interval Coding for the XML Graph

Fig. 2. The Coding Scheme

Figure 2(b). At last, the intervals associated with R, i.e., [0, 3], is assigned to
each node in S in G. As a result, d3, c1, e1, e2, e3 all have the same interval
code [0, 3]. The interval codes of graph G is shown in Figure 2(c). The postid of
each node is the second value of its first interval. For example, d3.postid is 3.

The following theorems ensure the correctness of the encoding method. In
the interest of space, we don’t show the proofs of the theorems.

Theorem 1. A directed cyclic graph G is converted to a DAG in the way stated
above.

Theorem 2. For two nodes a and b of XML graph encoded in steps stated, sup-
pose the codea = {[a0.x, a0.y], ..., [an.x, an.y], postida} and codeb = {[b0.x, b0.y],
..., [bm.x, bm.y], postidb}. postida and postidb are the postorders of a and b in
the tree cover T of G′ generated from G by contracting MSCCs, respectively.
Then a � b if and only if ∃i(0 ≤ i ≤ n) such that ai.x ≤ postidb ≤ ai.y.
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Time Complexity Analysis. The finding of all MSCCs can leverage the DFS-
based algorithm in [1], and its time complexity is O(n), where n is the number
of the nodes of G. The efficiency of contracting step is O(nc), where nc is the
total number of nodes belonging to the MSCCs. The complex of encoding a DAG
is O(n′) [15], where n′ is the number of nodes in the DAG. The last step needs
O(nc) time. Since both nc and n′ are smaller than n, the time complexity of
encoding method is O(n).

4 Join Algorithms Based on the Labeling Scheme

In this section, we design two join-based algorithms to process reachability query
on graph-structured XML data using the labeling scheme presented in Section 3.
The structural join algorithms compute the result of reachability query a � d,
where a ∈ Alist and d ∈ Dlist are element sets.

4.1 Preprocess of the Input

One difference of the interval labeling scheme of a graph and that of a tree is
that there may be more than one interval assigned to a node. The reachability
relationship of two nodes a and b can be judged based on Theorem 2. We choose
to preprocess the joining nodes by inverting the nodes and their corresponding
interval codes. That is, if a node has k intervals, it is treated as k nodes: for
Alist, each element has one interval; for Dlist, each element has a postid and
the id of this element. Then both inputs are inverted: for the Alist, the list is
sorted on the intervals [x, y] by the ascending order of x and then the descending
order of y; for the Dlist, the list is sorted by the ascending order of postid. The
intuition is to leverage the order in the intervals and postids to accelerate join
processing.

We note that the same interval will occur more than once in the preprocessed
Alist, for one of the following two reasons:

– All the nodes with the same tag in an MSCC have the same codes, hence
intervals.

– Even if two nodes does not belong to the same MSCC, there could be some
interval associated with both of them. This is because in the third step of
the DAG encoding, when considering a node n with multiple children, some
intervals of its child will be appended to n. If some added interval of a child
c cannot be merged in the existing code of n, c and n with the same tage will
have the same interval even if they do not belongs to any MSCC together.

Similar case exists in Dlist as well because all nodes in the same MSCC have the
same postid.

Inmplementation-wise, in order to decrease the interval set of processing,
repeated intervals with different node IDs are merged into one interval with
multiple node IDs. Repeated postids in Dlist are also merged in a similar way.
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For example, before the preprocessing for answering query d � e against
the XML document shown in Figure 2(c), Alist is {d1([0, 1]), d2([0, 0], [0, 2]),
d3([0.4])}, and Dlist is {e1(4), e2(4), e3(4)}. The intervals associated with a node
is in the brackets following the node. After preproocessing, the Alist becomes
{[0, 4](d3), [0, 2](d2), [0, 1](d1), [0, 0](d2)}, the Dlist becomes {4(e1, e2, e3)}. Pre-
processed Alist and Dlist are sorted by the codes (intervals and postids, re-
spectively). The nodes corresponds to an interval i (or postid) is in the bracket
followed the interval (or the postid). In Alist, the intervals associated to d2 are
separated. In Dlist, since e1, e2, e3 have the same postid, they are merged into
the same postid.

4.2 Two Join Algorithms

After preprocessing, a näıve structural algorithm can be obtained by generalizing
the sort-merge based structural join algorithm in [2]. One subtlety is that the
intervals in the preprocessing Alist might have the same starting or ending values
(i.e., x or y). The codes shown in Figure 2(c) is such an example. We present
the merge based join algorithm on graph, named Graph-Merge Join (GMJ), in
Algorithm 1.

Algorithm 1 GMJ(Alist,Dlist)
1: a = Alist.head()
2: d = Dlist.head()
3: while a �= NULL ∧ b �= NULL do
4: while a.x > d.postid ∧ d �= NULL do
5: d = d.next()
6: while a.y < d.postid ∧ a �= NULL do
7: a = a.next()
8: if d �= NULL ∧ a �= NULL then
9: bookmark = a

10: while a �= NULL ∧ a.x ≤ d.postid ∧ a.y ≥ d.postid do
11: Append (a, d) pair to the output
12: a = a.next()
13: a = bookmark
14: d = d.next()

For example, assume the two lists (preprocessed) to be joined are:

– Alist: a1([1, 3]), a2([1, 1]), a3([3, 6]), a4([4, 5]),
– Dlist: d1(1), d2(4), d3(7)

In GMJ, the basic idea is to join intervals and postids in a sort-merge fashion.
Since intervals might be nested, a bookmark is needed to keep track of the current
position of intervals while outputting results. In the example, the pointer of Alist,
i.e., a, points to a1. d1 joins a1 and a2. When processing d2, the pointer of Alist
moves to a3. d2 join with a3 and a4. When processing d3, the pointer moves to
the tail of Alist, so the algorithm terminates.
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Fig. 3. An Example of Overlapping Code

GMJ suffers the same problem of tree-merge join algorithms in that part of
the input might be scanned repeatedly. We note that stack-based structural join
algorithm in [2] cannot be directly generalized and work with our coding scheme.
This is because that two intervals may be partially overlapped. For an example,
a graph and its codes is shown in Figure 3. The intervals assigned to a2 and a4
are partially overlapping. As a result, stacks can no longer be used to represent
the nesting relationship between intervals in our coding scheme.

Algorithm 2 IGMJ(Alist,Dlist)
1: a = Alist.head()
2: d = Dlist.head()
3: rstree.insert(a)
4: a = a.next()
5: while a �= NULL ∧ d �= NULL do
6: if a.x ≤ d.postid then
7: rstree.trim(a.x)
8: rstree.insert(a)
9: a = a.next()

10: else
11: rstree.trim(d.postid)
12: for all element a in rstree do
13: Append (a, d) pair to the output
14: d = d.next()

We design a new algorithm, named Improved Graph Merge Join (IGMJ)
instead. The basic idea of GRJ is to store the intervals that can be joined in a
range search tree (RST for brief). In the tree, the intervals indexed and organized
according to their y values. When a new interval a of Alist arrives, it is compared
with the current node d of Dlist. If a contains the postorder of d, a is inserted to
the tree and all elements in the tree with y value smaller than a.x are deleted (via
the trim() method). Otherwise, we process current node d in Dlist. All elements
in the tree with y value smaller than d.postid are deleted. Then output d with
all the a nodes in the tree. The algorithm of IGMJ is shown in Algorithm 2. In
this algorithm, brtree is a RST that supports the following methods: insert(I)
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and trim(v). insert(I) will insert an interval I to the BRST; trim(v) will batch
delete the intervals in brtree whose y values smaller than v.

For example, let’s consider running IGMJ on the same example above. x
values of a1 and a2 are smaller than d1.postid. At first, a1 and a2 are inserted
into the RST. Then, (d1, a1) and (d1, a2) are appended to the result list. a3 and
a4 are processed before d23. They are inserted to RST. When a3 is processed,
a2 is trimmed from the RST because a2.y < a3.x. a1 is trimmed from RST
when processing d2, since a1.y < d2.postid. Then, (a3, d2) and (a4, d2) will be
appended to the result list. a3 and a4 are trimmed from RST based on d3.

5 Experiments

In this section, we present results and analyses of part of our extensive experi-
ments of the new coding scheme and the structural join algorithms.

5.1 Experimental Setup

All our experiments were performed on a PC with Pentium 1GHz CPU, 256M
main memory and 30G IDE hard disk. The OS is Windows 2000 Professional.
We implemented the encoding of graph, the Graph-Merge-Join (GMJ) and
Improved-Graph-Merge-Join (IGMJ) using the file system as the storage engine.
For comparison, we also implemented a näıve traversal-based query processing
algorithm based on the 1-index [14] (1-index).

We use the XMark benchmark dataset [16] in our experiments. It is a fre-
quently used dataset and features irregular schema. We measure the performance
of different algorithms on the 20M XMark dataset (with scale factor 0.2). It has
351241 nodes and its 1-index has 161679 nodes. We generated other XMark
datasets with sizes 10M, 20M, 30M, 40M, and 50M respectively. They are used
in the scalability experiment.

We show the set of queries used in the experiments in Table 1. They represent
different characteristics in terms of the sizes of Alist, Dlist, and result (based on
the 20M XMark dataset).

Table 1. The Query Set

ID Query Alist Size Dlist Size Result Size

Q1 person�emph 3158 14222 8032
Q2 site�item 1 4549 4350
Q3 person�category 3158 200 199
Q4 people�privacy 205 1195 1182

3 FIXME
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Table 2. The Size of Code

Doc Size Intervals Intervals after preprocessing IPN IPNJ

11.3M 252284 173702 1.44 0.990
22.8M 503112 346014 1.43 0.985
34.0M 746234 516546 1.40 0.985
45.3M 999784 687596 1.43 0.986
56.2M 1255877 859823 1.44 0.988

5.2 Space Overhead of the Coding

We measure the space overhead of our coding scheme with the following two
parameters:

IPN =
number of total intervals

number of nodes in the XML document

IPNJ =
number of total intervals after preprocessing

number of nodes in the XML document

The former measurement represents the average number of intervals associated
to one node. The later measurement represents the average number of intervals
associated with one node that will be processed during structural join.

The results of the size of codes are shown in Table 2. IPNJ is small than 1.0.
This is because some nodes in the interval sets may share the same interval. It
can be observed from the result that even though the average number of intervals
of a node is larger than one, the average number of intervals after preprocessing
are smaller. This shows that the preprocessing of the Alist and Dlist in join is
meaningful by exploiting the sharing of intervals and postids, respectively.

5.3 Execution Time

We show in Figure 4(a) the execution time of GMJ, IGMJ, and 1-index for Q1
to Q4 on the 20M XMark dataset. Note that Y-axis is in logarithm scale. Both
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GMJ and IGMJ outperform 1-index. This is because there are many nodes in
1-index. During processing the query with form ’a//b’, when a node a1 with tag
a is found, all the nodes in the subgraph formed with nodes that are reachable
from a1 need to be traversed. We also found that IGMJ is always faster than
GMJ. It is because with the usage of RST, whenever an interval will not join
with any d in the Dlist, it will be trimmed from the RST.

5.4 Scalability Experiment

To evaluate the scalability of the new algorithms, We ran Q1 on XMark docu-
ments with size ranging from 10M to 50M. The result is shown in Fig 4(b). It
can be seen that both algorithms scale linearly with the increase of the data size.

6 Related Work

There are many reachability labeling schemes for trees. Recent work includes [3,
8, 11]. Reachability labeling schema schemes for directed acyclic graphs (DAGs)
includes [15, 22]. [6] is a survey of labeling schemes for DAGs and compares
several labeling schemes in the context of semantic web applications. [10] presents
a reachability coding for a special kind of graph, which is defined as planar-st
in [17]. Based on this coding, [19] presents a twig query processing method. [17]
extends this coding scheme to spherical st-graph. Note that both “planar st”
and “spherical st” are strong conditions. To the best of our knowledge, there is
no direct generalization of the above two labeling schemes to support general
digraph.

[7] presents a 2-hop reachability coding scheme. But the length of the label for
a node could be O(n). This might add to much overhead for the query processing
for graph-structured XML data.

With efficient coding, XML queries can also be evaluated using the join-
based approaches. Structural join is such an operator and its efficient evaluation
algorithms have been extensively studied in [2, 21, 13, 8, 5, 9, 20]. They are all
based on coding schemes that enable efficient checking of structural relationship
of any two nodes in a tree, and thus cannot be applied to the graph-structural
XML data directly.

7 Conclusions

In this paper, we present a labeling scheme for graph-structured XML data.
With such labelling scheme, the reachability relationship between two nodes
in a graph can be judged efficiently. Based on the labeling scheme, we design
efficient structural join algorithms for graph-structured XML, GMJ and IGMJ.
Our experiments show that the labeling scheme has acceptable size while the
proposed structural join algorithms outperform previous algorithms significantly.
As one of our future work, we will design efficient index structure based on the
labeling scheme to accelerate query processing.
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Abstract. XQuery has been widely considered as a mapping language for 
XML-based data sharing systems. Though many recent efforts have been made 
to provide automated support for constructing such semantic mappings between 
schemas, in practice it is inevitable for the user to directly construct or maintain 
the naive yet troublesome mapping expressions. In this paper, we propose the 
mapping combination framework for incrementally construct so called com-
bined mappings, by starting with simple atomic ones and applying a set of 
combination operators. Different from the naive expressions, the combined 
mappings are extensible and maintainable, which gives flexibility and reusabil-
ity in the process of mapping construction and maintenance, and alleviates the 
burden on the user in general cases. 

1   Introduction 

XQuery is a standard query language proposed by W3C [9], and has reached a 
widespread recognition as a mapping language for many modern XML-based data 
sharing architectures such as data integration, data exchange and peer-data man-
agement systems. However, constructing such semantic mappings is a labor-intensive 
and error-prone process. Though recent research on schema matching (e.g., [7, 3, 2]) 
and mapping discovery [5, 6] has made exciting progress towards semi-automating 
this process, in practice it is inevitable for the user to directly construct or maintain 
such mappings, i.e., the naive yet troublesome XQuery expressions. 

In this paper we propose a framework for constructing and representing XQuery 
mapping from source schemas to target schema. In our framework, a global mapping 
is represented by the combination of atomic mappings and binary operators that re-
cursively combine simpler mappings into more complex mappings. Different from the 
naive expressions, the combined mappings obtained in this way are extensible and 
maintainable, which gives flexibility and reusability in the process of mapping con-
struction and maintenance, and alleviates the burden on the user in general cases. 

We present the Nest, Join and Product combination operators to connect two 
atomic or combined mappings (say M1 and M2). We say that the resulting combined 
mapping (say M1, 2) is extensible, which means that M1, 2 can be combined again with 
others, possibly using another combination operator, and it is also able to reset the 
combination operator of M1, 2, or recover M1 and M2 from it. Thus, the global schema 
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mappings can be incrementally constructed by continuously applying the combination 
operators. Further, to maintain such combined mappings, it only needs to adjust the 
corresponding parts, e.g., the submappings affected by schema evolving, while other 
parts are reused to the new context. 

On the other hand, automated support for constructing the combined mappings can 
be provided based on the previous works on schema matching (e.g., [7, 3, 2]) and 
mapping discovery [5, 6]. For example, atomic mappings may be generated in terms 
of the results of schema matching, and combined mappings may be derived from the 
cardinality constraints and the semantic relations (called associations in [6]) between 
schema elements. Due to limited space, we omit the discussion from this paper. 

The paper is organized as follows. Section 2 uses a running example to illustrate 
our framework of mapping combination. Section 3 presents the combination operators 
in detail. Finally, Section 4 concludes. 

 
 
 
 
 
 
 
 
 

2   The Mapping Combination Framework  

Suppose there is an online bookshop that wants to collect data from other sources. 
Figure 1 shows the nested target schema T of the bookshop and S1 and S2 of its two 
data sources. We model XML schema as usual with a tree. The nodes correspond to 
XML elements. The edges represent the parent-child relationships, and have a multi-
plicity label that takes a value from {?, *, +, }, which indicates the cardinality con-
straint. Every referential relationship is represented as a non-tree edge (e.g., the edge 
r1 in S1). 

Figure 2 shows a XQuery mapping that defines the data translation from the 
sources into the target. Note that the target schema element review is optional (con-
strained by “*”), so even if the novel instance in S1 has no corresponding reviews in 
S2, the book instance returned will still be valid. Now the shop want to constraint 
the element review with “+”. Accordingly, the above mapping has to be modified to 
keep it consistent. Yet directly editing the naive XQuery expression is difficult.  

To address this problem, we propose to construct and represent the global mapping 
by the combination of atomic mappings. In our framework, we consider the usual 
FLWR expression of the XQuery syntax, which is composed of FOR, LET, WHERE 
and RETURN clauses [9]. The function of the FOR and LET clause is to bind vari-
ables, respectively called F-variables and L-variables. Each F-variable may be speci-
fied by an absolute or a relative path expression. For example, in the outermost FOR 

Fig. 1. The target schema T (left), source schema S1 (middle) and S2 (right) 

r1

record

books

novel

title

year

namewid id intro

writers

writer

* *

*

+

*

reviews 

book 

review 

name cont 

title 

*

*

*
bookshop 

book 

title author year review 

name intro who cont

* 
+ 



292 G. Qian and Y. Dong 

 

clause of the above mapping, the F-variable $bs is specified by an absolute path (of 
the element books), whereas the specification of $n depends on $bs. We say that 
$bs is a prefix F-variable of $n, and $n is a suffix F-variable of $bs. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Given a mapping, let $v be one of the F-variables of the outmost FOR clauses. If 
$v has no suffix variables in these FOR clauses, we say that it is a primary F-
variable (PFV) of the mapping. An atomic mapping satisfies the following 
constraints: containing no submappings, having only one PFV, and its result pattern 
(declared by the RETURN clause) being one single element. Samples of atomic map-
pings are given below. 

Mbook(): FOR $n IN doc(“S1”)//novel RETURN <book></book> 
Mtitle: FOR $t IN doc(“S1”)//novel/title RETURN <title>{$t/text()}</title> 
Myear : FOR $y IN doc(“S1”)//books/year RETURN <year>{$y/text()}</year> 

We denote the atomic mappings by symbol M, which has a subscript in terms of 
the target schema elements in the result pattern. Note that book is complex type in 
target T, so the first atomic mapping above is denoted by Mbook(). More specially, an 
atomic mapping also allows the prefix F-variables and WHERE clause, and functions 
are also permitted in defining the PFV. 

Atomic mappings specify local views of single target schema element. By applying 
combination operators given in next section, we connect them to form combined map-
pings, which formulate more complete views. For example, using the Nest or Join 
operator, we may connect Mbook() with Mtitle to get a combined mapping 
Mbook(title) (see Section 3). Continuing to combine Mbook(title) with Myear, a more 
complete mapping Mbook(title, year) is generated. 

When there is no confusion, from now on we also use Mbook(…) to uniformly de-
note Mbook(), or Mbook(title), etc. Similarly, we are able to incrementally construct 
Mauthor(…), Mreview(…), and the global mapping Mbook(title, year, author, review), like 
the one in Figure 2, but now it is extensible and maintainable. For example, the above 
requirement can be easily satisfied with resetting the combination operator applied 
between Mbook() and Mreview(…). 

<bookshop> 
FOR $bs IN doc(“S1”)//books, $n IN $bs//novel 
RETURN <book> 

<title>{$n/title/text()}</title> 
<year>{$bs/year/text()}</year> 
FOR $w IN doc(“S1”)//writer 
WHERE $n/wid=$w/id 
RETURN  <author> 

<name>{$w/name/text()}</name> 
<intro>{$w/intro/text()}</intro> </author> 

FOR $b IN doc(“S2”)//book, $r IN $b//review 
WHERE $n/title=$b/title 
RETURN <review>  

<who>{$r/name/text()}</who> 
<cont>{$r/cont/text()}</cont> </review> 

</book>
</bookshop> 

Fig. 2. The naive mapping expression formulated using the XQuery query language 
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3   Combination Operators 

As shown in the above section, mapping combination is to connect two mappings 
through a set of combination operators. Driven by the target schema, a combination 
operator merges the results of two mappings according to the relationship between 
them. Following from the XQuery standard [6] and the experiences in relational data-
base [1], there are three key ways, i.e., outerjoin, join and product, to connect two 
mappings. Accordingly, we define them respectively as Nest, Join and Product com-
bination operators. 

We use e(a1, …, ai) to denote a schema element e that contains a1, …, and ai 
subelements (atomic or complex type). The Nest and Join operators are to connect 
Me(a1, …, ai-1) and Mai (or Mai(…), when ai is complex type), and generate a com-
bined mapping Me(a1, …, ai-1, ai). They have the following general form. 

Op(Me(a1, …, ai-1), Mai, con) Me(a1, …, ai-1, ai), (i ≥ 1) 

The Product operator is to connect Me(a1, …, ai-1) and Me(ai) and has the form as 
follows. 

Merge(Me(a1, …, ai-1), Me(ai), con) Me(a1, …, ai-1, ai), (i ≥ 1) 

As will be seen, the cardinality constraints in the target are satisfied with the opera-
tor types, and the source elements (bindings of the F-variables) are related by con, the 
connection condition, which has the form of path1=path2 in this paper. Finally, the 
resulting combined mapping Me(a1, …, ai-1, ai) always nests the instances of ai within 
those of e. 

Nest Operator. Consider again the mapping in Figure 2. It indicates that for each $n 
binding, there will be a book instance returned to the target. However, if there are no 
corresponding reviews in the source S2, the book instance will be with no review 
attributes. In other words, there is an outerjoin that connects the outer and inner sub-
mappings (i.e., $n and $b bindings).  

We use the Nest operator to capture such meanings. Here the resulting combined 
mapping Me(a1, …, ai-1, ai) is derived from Me(a1, …, ai-1) by nesting Mai (or Mai(…)) 
within its RETURN clause, with the connection condition con. Consider Mbook() and 
Mtitle. Their PFVs (i.e., $n and $t) are respectively specified by the schema ele-
ment novel and title. To relate $n and $t bindings, we assign $n/title=$t 
to con. The result of Nest(Mbook(), Mtitle, $n/title=$t) is as follows.  

Mbook(title): FOR $n IN doc(“S1”)//novel 
RETURN <book>  

FOR $t IN doc(“S1”)//novel/title 
WHERE $n/title=$t 
RETURN <title>{$t/text()}</title> 
</book> 

Other combined mappings can be constructed in the same way. In our running ex-
ample, title is mandatory in source S1, so the returned book instances always 
contain the attribute. Otherwise, for each $n binding, for example, if there was no $t 
bindings satisfying the connection condition, the book instance returned would con-
tain no title attribute. 
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Join Operator. With the constraints in the schemas of Figure 1, it is valid to apply 
the Nest operator to get the global combined mapping Mbook(title, year, author, re-

view). However, when the cardinality constraint “*” of review in the shop schema 
is replaced with “+”, the mapping should filter out those books with no reviews. 
The Nest operator no more satisfies such requirement. Instead, here a join rela-
tionship is needed.  

We use the Join operator to capture such meanings. To specify the combined map-
ping Me(a1, …, ai-1, ai), here a LET clause is needed, which binds a L-variable (say 
$v) to the associated sequence (e.g., the results of evaluating Mai) as a whole. Then 
the filter count($v)>0 is used to guarantee that only when the connection condi-
tion con is satisfied, can a new instance of e be returned. We use the following exam-
ple to explain it. Suppose the mappings Mbook(title, year, author) and Mreview(who, 

cont) have been obtained by applying the Nest operator. We use the Join operator to 
connect them to filter those books with no reviews. 

FOR $n IN doc(“S1”)//novel 
LET $v :=  FOR $b IN doc(“S2”)//book, $r IN $b/review 

WHERE $n/title=$b/title 
……  ……  …… 

WHERE count($v)>0 
RETURN <book>  

FOR $t IN doc(“S1”)//novel/title 
……  ……  …… 
{$v} 
</book> 

Note that for each $n binding, the bindings of the L-variable $v are nested as a 
whole within the corresponding book instances. Using the Join operator, it is also 
possible to connect the mappings such as Mbook() and Mtitle, yet the result is same as 
the Nest operator because of the cardinality constraints of the source schema. 

Product Operator. The third way to connect mappings is by the product relation. In 
XML database, it is usual to nest relating author elements within the same book ele-
ment, whereas in normal relational table one book tuple has one author value. When 
the target schema is a default XML view over relational database [8], the mappings 
may need to express product relationship. 

We use the Product operator to satisfy such requirement. For example, suppose 
book-author is a relational table in target, and title and author are its two 
attributes. A book-author tuple is determined both by the novel and writer of 
S1, so two separate atomic mappings are constructed as follows.  

M'book-author(): FOR $n IN doc(“S1”)//novel 
RETURN <book-author></book-author> 

M''book-author(): FOR $w IN doc(“S1”)//writer 
RETURN <book-author></book-author> 

Using the Nest operator, we combine them with Mtitle and Mauthor, respectively. 
The resulting combined mappings M'book-author(title) and M''book-author(author) are 
then connected again by the Product operator and the following mapping is obtained. 
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Mbook-author(title, author): FOR $n IN doc(“S1”)//novel 
FOR $w IN doc(“S1”)//writer 
WHERE $n/wid=$w/id 
RETURN <book-author> 

FOR $t IN doc(“S1”)//novel/title 
WHERE $n/title=$t 
RETURN <title>{$t/text()}</title> 
FOR $na IN doc(“S1”)//writer/name 
WHERE $w/name=$na 
RETURN <author>{$na/text()}</author> 
</book-author> 

The above mapping indicates that for each pair of $n and $w bindings, as long as 
there exists a wid that equals the corresponding id, a flattening book-author 
tuple will be returned. In general, applying the Product operator, the resulting com-
bined mapping Me(a1, …, ai-1, ai) is obtained by merging the FOR, LET, WHERE and 
RETURN clauses of Me(a1, …, ai-1) and Me(ai), respectively. 

4   Conclusion 

Mapping maintenance is an usual task for the Web-based application. To avoid deal-
ing with the naive yet troublesome mapping expression, this paper described the map-
ping combination framework for constructing extensible XQuery mappings. In terms 
of this idea, a set of combination operators including Nest, Join, and Product was 
presented. Our approach gives the flexibility and reusability in the process of mapping 
construction and maintenance. We believe that our work is also useful to the problem 
of managing and visualizing XQuery mappings (or views). 
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Abstract. XML promoted by the World Wide Web Consortium (W3C)
is a de facto standard language for document representation and ex-
change on the Internet. XML documents may contain private information
that cannot be shared by all user communities. Several approaches are
designed to protect information in a website. However, these approaches
typically are used at file system level, rather than for the data in XML
documents that have to be protected from unauthorized access. Usage
control has been considered as the next generation access control model
with distinguishing properties of decision continuity.

In this paper, we present a usage control model to protect informa-
tion distributed on the web, which allows the access restrictions directly
on structures and documents. The model not only supports complex
constraints for XML components, such as elements, attributes and
datatypes but also provides a mechanism to build rich reuse relation-
ships between models and documents. Finally, comparisons with related
works are analysed.

1 Introduction

XML Web Service is a platform-independent Web application that accepts re-
quests from different systems on the Internet and can involve a range of web
technologies such as XML [7], SOAP [6], WSDL[8] and HTTP[14]. XML is used
to store and exchange data in the Internet that may include private message
of customers. For example, the following XML document displays customer’s
information.

XML document not only shows the contents of data but also the constraints
and relationships between data. In Table 1, the element customerInfo includes
cid, name and creditCardInfo sub-elements. The sub-element cid is a simple type
while sub-elements name and creditCardInfo are combined with their own sub-
elements. An XML document may be generated from various resources with
varying security requirements due to its ability to express complex relationship
between data. Alternatively, a user may like to limit access to particular parts
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Table 1. XML Document Example

<?xml version=“1.0” encoding=“UTF-8”? >
<customerInfo xmlns=“http://www.hotel.com/CustomerInfo” gender=”Male”>

<cid>123-45-6789</cid >
<name>

<firstName> Tony </firstName >
<lastName> Wang ></lastName >

</name >
<creditCardInfo >

<type >Master card </type >
<cardNo >88888888888888888 </cardNo >

<expireDate >12/05 </expireDate >
<nameOnCard > Tony Wang </nameOnCard >

</creditCardInfo >
</customerInfo >

of an XML document. In the example above, Tony objects that everyone can
read all information on his Mastercard. Another example may happen in an Uni-
versity, when an XML document can consist of information from applications
among several faculties and multiple databases. When an internal or external
user accesses this document, his/her access permission has to be monitored ac-
cording to security policies in all these faculties and databases. These examples
show that secure XML document is an significant topic.

Several approaches are designed for the security of XML document [12, 13,
22]. But all those approaches have some limitations. Encryption and decryption
skills [12] are used in protection of communications between servers and clients
rather than dissemination from clients, since these skills focus on the protection
of file level but not on a systematic level. Additionally they only manage ac-
cess requirements from a server side. Both Secure Sockets Layer (SSL) [13] and
firewall [22], the recent techniques used on Intranet assume that the comput-
ers know XML web services, and firewall can accept only connections coming
from those computers which IP addresses are known already. However, IP ad-
dresses of users are unknown to services before they connect on the Internet.
SSL is applied to encrypt and decrypt messages exchanged between clients and
servers. It can protect messages from unauthorized reading while messages are in
transition, and also verifies incoming messages whether actually come from the
correct sender. However, SSL is not satisfactory in Web service environment,
specially in association with XML message used in SOAP - based communi-
cations [6]. This is because the SOAP is a specification for performing meth-
ods request and was conceived as a message format not bound to any single
protocol [10].

There are several security issues that need to be addressed in the application
of XML documents. In particular, the following two problems are critical to
developing a secure and flexible access control architecture.
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Problem 1. Restricting access to XML documents to authorized users;
Problem 2. Protecting XML documents from malicious dissemination.

To address these problems, this paper proposes authorization models which
adopt usage control to manage access to XML documents and secure architec-
tures to protect against malicious dissemination. Traditional access control has
analyzed authorization decisions on a subject’s access to target resources. “Obli-
gations” are requirements that have to be followed by the subject for allowing
access resources. “Conditions” are subject and object independent requirements
that have to be passed. In today highly dynamic, distributed environment, obli-
gations and conditions of new hosts are decision factors for the management of
XML documents.

The remainder of this paper is organized as follows: Section 2 presents the
background of XML and usage control. Three decision factors Authorization,
Obligation, Conditions and Continuity properties pre and ongoing are introduced
in this section. Section 3 shows our proposed authorization models for usage
control. It includes pre-Authorizations, ongoing-Authorizations, pre-Obligations,
ongoing-Obligations, pre-Conditions and ongoing-Conditions. Section 4 discusses
how to build secure architectures for XML documents by using reference mon-
itors in details. Section 5 compares our work with the previous work on XML
document security. The difference between this work from others is presented.
Section 6 concludes the paper and outlines our future work.

2 Related Technologies

2.1 XML

XML [7] is a markup language for describing semi-structured information. The
XML document is composed of nested elements, each delimited by a pair of start
and end tags (e.g. <name> and </name>) or by an empty tag. XML document
can be classified into two categories: well-formed and valid. Well-formalization
requires XML document to follow some syntax, such as, there is exactly one
element that completely contains all other elements, elements may nest but not
overlap, etc. Validation requires XML instance to contain specified elements and
attributes, following specified datatypes and relationships.

2.2 Usage Control

There are eight components: subjects, subject attributes, objects, object at-
tributes, rights, authorizations, obligations,and conditions in usage control model
[20] (see Figure 1). Subjects and objects are familiar concepts from the past thirty
years of access control, and are used in their familiar sense in this paper. A right
represents access of a subject to an object, such as read or write. The existence
of the right is determined when the access is attempted by the subject. The us-
age decision functions indicated in Figure 1 makes this determination based on
subject attributes, object attributes, authorizations, obligations and conditions
at the time of usage requests.
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Fig. 1. Components of Model
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Decisions

Before After
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Usage

post

Fig. 2. Continuity Properties

Subject and object attributes can be used during the access decision process.
Examples of subject attributes are identities, group names, roles, memberships,
credits, etc. Examples of object attributes are security labels, ownerships, classes,
access control lists, etc. In an on-line shop a price could be an object attribute,
for instance, the book Harry Potter is priced at $20 for a read right and priced
at $1000 price for a resell right.

Authorizations, obligations and conditions are decision factors used by de-
cision functions to determine whether a subject should be allowed to access an
object. Authorizations are based on subject and object attributes and the spe-
cific right. Authorization is usually required prior to the access, but in addition
it is possible to require ongoing authorization during the access, e.g., a certifi-
cate revocation list (CRL) may be periodically checked while the access is in
progress. An access is immediately revoked if the relevant certificate appears on
the CRL. Authorizations may require updates on subjects and object attributes.
These updates can be either ‘pre’, ‘ongoing’, or ‘post’ that are called continuity
properties shown in Figure 2.

Conditions are decision factors that depend on environmental and system-
oriented requirements. For example, IEEE member can access full papers in the
IEEE digital library. They can also include the security status of the system,
such as low level, normal, high alert, etc.
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As discussed above, continuity is another decision factor as shown in Figure 2.
In traditional access control, authorization is assumed to be done before access
is allowed (pre). However, it is quite reasonable to extend this for continuous
enforcement by evaluating usage requirements throughout usages (ongoing).

3 Authorization Models

We now discuss authorization models for XML documents adopting usage control
in this section. Based on three decision factors: authorizations, obligations, and
conditions, we develope a family of core models for usage control. By core models,
we mean that they focus on the enforcement process and do not include adminis-
trative issues. We assume there exists a usage request on an XML target object.
Decision-making can be done either before (pre) or during (ongoing) exercise
of the requested right. Decision-making after the usage has no influence on the
decision of current usage. Based on these criteria, we have 6 possible cases spaces
as a core model for usage control: pre-Authorizations, ongoing-Authorizations,
pre-Obligations, ongoing-Obligations, pre-Conditions and ongoing-Conditions.
Depending on the access requirements on XML documents in real world, it is
possible to utilize more than one case.

For simplicity we consider only the pure cases consisting of Authorizations,
Obligations or Conditions alone with pre or ongoing decisions only. We focus on
developing comprehensive usage control models for XML documents. Next we
present usage control models (UCM) with different pure cases.

A. UCMpreA:pre-Authorizations Model
In an UCMpreA model, the decision process is performed before access is allowed.
The UCMpreA model has the following components:

1. S, XD, XDL, R, R1, ATT (S), ATT (XD), ATT (XDL) and usage decision
Boolean functions preA, preA1 on XD, XDL, respectively,
where S, XD, XDL, R, R1 represent Subject, XML document, element in
XML document and Rights required on XML document and on element
(e.g. read, write) respectively. ATT (S), ATT (XD), ATT (XDL) represent
attributes of subjects, XML documents and elements in XML document
respectively. preA and preA1 are predicates about authorization functions.
Fox example, when users log in IEEE website, preA, or preA1 is a function
on users’ account and password (subject attributes), IEEE XML documents
and rights (read, write or resell) that is used to check whether users can
access the documents with the right or not,

2. allowed(s, xd, r) ⇒ preA(ATT (s), ATT (xd), r),
Where A ⇒ B means B is a necessary condition for A. This predicate
indicates that if subject s is allowed to access XML document xd with right
r then the indicated condition preA must be true.

3. allowed(s, xdl, r1) ⇒ preA1(ATT (s), ATT (xdl), r1).
The allowed(s, xdl, r1) predicate indicates that if subject s is allowed to
access XML document xdl with right r1 then the decision function preA1 is
true.
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The UCMpreA model provides an authorization method on whether a subject
can access XML document or not. The allowed(s, xdl, r1) predicate shows that
subject s can access some part of information in XML document. At this stage,
private information in XML document is restricted.

B. UCMonA:ongoing-Authorizations Model
An UCMonA model is used to check ongoing authorizations during access

processes. The UCMonA model has the following components:

1. S, XD, XDL, R, R1, ATT (S), ATT (XD), ATT (XDL) as before, and ongo-
ing usage decision functions onA on XD (XML document) and onA1 on
XDL (XML document elements),
onA and onA1 are used to check whether S can continue to access or not.

2. allowed(s, xd, r) ⇒ true,
This is a prerequisite for ongoing authorization on xd.

3. allowed(s, xdl, r1) ⇒ true,
This is a prerequisite for ongoing authorization on xdl.

4. stopped(s, xd, r) ⇐ ¬onA(ATT (s), ATT (xd), r),
The access of subject s to xd is terminated if the ongoing authorization onA
is failed.

5. stopped(s, xdl, r1) ⇐ ¬onA1(ATT (s), ATT (xdl), r1).
The access of subject s to xdl is terminated if the ongoing authorization
onA1 is failed.

UCMonA introduces the onA, onA1 predicate instead of preA, preA1.
allowed (s, xd, r) and allowed(s, xdl, r1) are required to be true, otherwise on-
going authorization should not be initiated. Ongoing authorization is active
throughout the usage of the requested right, and the onA and onA1 predi-
cates are repeatedly checked for continuation access. These checks are performed
periodically based on time or event. The model does not specify exactly how
this should be done. When attributes are changed and requirements are no
longer satisfied, stopped procedures are performed. We use stopped(s, xd, r) and
stopped(s, xdl, r1) to indicate that rights r and r1 of subject s on object XML
and XML document elements are revoked and the ongoing access terminated.
For example, suppose only one user can access customer Mastercard information
in an object XML simultaneously. If another user requests access and passed the
pre-authorization, the user with the earlier time access is terminated. While this
is a case of ongoing authorizations, it is important that the certificate should be
evaluated in a pre decision.

Based on the length of the paper, other authorization models are omitted.
The following algorithm is based on these models and introduces how to manage
an XML document access control when a user (subject) applies for accesses to
an XML document (target.xml) with right r.

We obtain an authorization method for a XML document and its elements
by checking users’ (subjects’) authorizations, obligations and conditions with
continuity properties. The algorithm provides a solution of the problem 1. We
analyse security architectures in next section for the problem 2 in which both
client and server sides are required to be monitored.
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Table 2. Algorithm of XML Access Control

XML-based Algorithm:
Input: Access request: (u, r, target.xml)

Output: target’.xml
Method:

// Verify UCM preA:
1) if preA(ATT (s), ATT (xd), r)

⋃
preA(ATT (s), ATT (xdl), r1) = false

// The process in pre-Authorization is not successful
2) ACCESS denied;

3) endif
// Verify UCM onA:

4) if preA(ATT (s), ATT (xd), r)
⋃

preA(ATT (s), ATT (xdl), r1) = false
// The process in pre-Authorization is failed, donot need further verification.

5) Application denied;
6) endif

7) onA(ATT (s), ATT (xd), r)
⋃

onA(ATT (s), ATT (xdl), r1) = false
// The process in ongoing-Authorization is not successful

8) ACCESS stopped;
// Verify UCM preB:

9) if preObfill(s, xd, r) = false
// Obligations are not fulfilled and pre-Obligation is not passed.

10) ACCESS denied;
11) endif

//Verify UCM onB:
12) if allowed(s, xd, r) = false

13) Stop verification.
14) endif

15) if onObfill(s, xd, r) = false
// Obligations are not continually fulfilled and on-Obligation is not passed.

16) ACCESS is stopped;
17) endif

// Verify UCM preC:
18) if preC(s, xd, r) = false

// Conditions are not satisfied and pre-Condition verification is not passed.
19) ACCESS denied;

20) endif
//Verify UCM onC:

21) if allowed(s, xd, r) = false
22) Stop verification.

23) endif
24) if onC(s, xd, r) = false

// Conditions are not continually satisfied and on-Condition is not passed.
25) ACCESS is stopped;

26) endif
27) ACCESS target.xml is permitted;

28) Output target’.xml;
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4 XML Security Architecture

In this section, we discuss architecture solutions for XML control based on ref-
erence monitors. Reference monitors have been discussed extensively in access
control community. Subjects can access XML objects only through the reference
monitor since it provides control mechanisms on access XML document and its
elements.

4.1 Structure of Reference Monitor

ISO has published a standard for access control framework by using reference
monitors [16]. Based on the standard, XML reference monitor consists of Usage
Decision Facility (UDF) and Usage Enforcement Facility (UEF) as shown in
Figure 3. Each facility includes several functional modules.

Subjects

Module

Monitoring
Module

Update
Module Objects

Request  Info Result Info

zation
Module

Condition
Module

Obligation
Module

Reference Monitor

XML

Usage Enforcement Facility (UEF)

 Usage Decision Facility (UDF)

Customi−
zation

Authori−

Fig. 3. XML Reference Monitor

UEF includes Customization, Monitor and Update modules and UDF includes
authorization, conditions and obligations decision modules. When a subject sends
an access request through Customization module to Authorization module, Au-
thorization module verifies authorization process and checks whether the request
is allowed or not. It may return yes or no or metadata information of the au-
thorization result. This metadata information can be used for approved access
on XML objects by Customization module in UEF. Condition module is used to
make a decision for whether the conditional requirements are satisfied or not.
Obligation module is applied to verify whether obligations have been performed
or not before or during the requested usage. When any obligation is changed,
it must be monitored by monitor module and the result has to be resolved by
Update module in UEF. Applications of these modules rely on object systems
requirements.
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4.2 Architectures

There are two kinds of reference monitors: Server-side Reference Monitor (SRM),
and Client-side Reference Monitor (CRM). Servers provide XML document and
clients require access to the XML object. Like a traditional reference monitor, an
SRM works in server system environment and manages access to XML objects
in the server. On the other hand, a CRM works in the client environment and
controls access to XML objects when it works as a server for other clients. For
example, the client acts as a server when the XML document is disseminated
to other users. SRM and CRM can coexist within a system. For real imple-
mentations, both CRM and SRM should be used for better security. We analyse
architectures according to reference monitors on server side only (SRM-only), on
client side only (CRM-only) and on both server and client sides (SRM & CRM).

SRM-Only Architecture. A system with SRM-only facilitates works on server
side only to control subjects access XML objects. In this case an XML object
may or may not be stored in client-side. If the XML object is allowed to reside in
client-side, it means the saved client copy of the XML object is no longer valid
and doesn’t have to be controlled. It can be used and changed freely at client-
side. For example, an XML on-line bank statement can be saved at a client’s
local machine for his records and the server (bank) doesn’t care how the copy
will be used by the client since the bank keeps original account information safe.
However if the XML document or some parts of the document has to be protected
and controlled centrally, the XML must remain at server-side storage and is not
allowed to be stored in client-side. This is the main topics of traditional access
control and trust management system.

CRM-Only Architecture. No reference monitor exists on the server-side in
a system with CRM-only environment. Rather, a reference monitor exists at
the client system for controlling usage of disseminated XML documents. In this
environment XML objects can be stored either centrally or locally. The usage of
XML saved at the client-side on behalf of a server is still under the control of
CRM. Distributed XML documents are associated with certain usage rules and
users may need to prove their sufficient credentials to access the document.

SRM and CRM Architecture. With both SRM to CRM, this architecture
can provide a comprehensive access control. SRM may be used for distribution
related control while CRM can be used for XML document dissemination. For
instance, in SRM, XML objects can be pre-customized for distribution. The pre-
customized XML objects can be further controlled and customized by CRM. As
a result, server can restrict or eliminate unnecessary exposure of XML objects
that do not have to be distributed. If a user requests certain XML documents
that include some secret information, SRM can pre-customize the requested ob-
jects before distribution such that the distributed version of the objects doesn’t
include any secret information. If the document cannot be disseminated, the
CRM at client side can do this work.

The SRM & CRM architecture provides a solution for restricting access to
XML documents and protecting XML documents from malicious dissemination.
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5 Comparisons

Related work has been done on secure and selective dissemination of XML doc-
uments [2] and securing XML Web services [9].

Elisa and Elena [2] proposed an access control system supporting selective
distribution of XML document among possible large user communities by using
a range of key distribution methods. They demonstrated a formal model of ac-
cess control policies for XML documents. Policies defined in the model take into
account both user profiles, and document contents and structures. An approach
based on cryptograph is designed to allow sending the same document to all
users, and to enforce the stated access control policies. The approach consists
of encrypting different portions of the same document according to different en-
cryption keys, and selectively distributing these keys to the various users. This
proposal is different from ours in two aspects. Firstly, it focuses on key distribu-
tion methods to protect XML documents. Therefore, it only discussed the man-
agement in server side and without any management about how to control the
XML document when users get keys. By contrast, our work provides a rich vari-
ety of options that can deal with XML documents in both server and user sides.
Secondly, users can access XML documents with their keys at any time, even as
their properties are updated. There is no ongoing authorization for users in Elisa
and Elena’s approach. In our scheme, users have to satisfy pre-Authorizations,
pre-Obligations and pre-Conditions as well as ongoing-Authorizations, ongoing-
Obligations, and ongoing-Conditions.

Securing XML Web services is described by Damiani, Vimercati and Samarati
in 2002 [9]. Two experiments are discussed. One is to restrict access to an XML
Web service to authorized users. Another one is to protect the integrity and
confidentiality of XML messages exchanged in a Web service environment. The
authors introduced SOAP highlights, how to use SOAP headers for credential
transfer and access control. The main difference between our scheme and the
work in [9] is that we focus on a systematic level for XML documents by using
usage control model and provide a solution for different kinds of authorizations,
whereas the work of [9] is a discussion of providing a secure infrastructure to
XML Web services.

6 Conclusions and Future Work

This paper has discussed access models and architectures for XML documents
by using usage control. We have analysed not only decision factors in usage con-
trol such as authorizations, obligations and conditions, but also the continuity.
Different kinds of models are built for XML documents. To protect XML doc-
uments from malicious dissemination, we have analysed reference monitors on
both server and client sides and obtained several secure architecture solutions.
The work in this paper has significantly extended previous work in several as-
pects, for example, the ongoing continuity for authorizations, obligations and
conditions. These methods can be used to control XML documents in a dynamic
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environment since they provide a robust access control for XML documents and
can protect sensitive messages from dissemination. It also begins a new applica-
tion with usage control.

The future work includes develop algorithms based on the models and ar-
chitectures proposed in this paper and application of the algorithms in real
implementation.
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Abstract. Functional dependencies (FDs) have been relatively more in-
tensively studied than other constraints for XML data. Yet there seems
to be no consensus on the definition of such dependencies, and all previ-
ous definitions capture different types of constraints. In this paper, we
survey and compare these XML functional dependencies (XFDs) and
propose a new definition of XFD which unifies and generalizes the previ-
ous XFDs. We show how our GXFDs can express more constraints and
hence can be used to detect more XML data redundancies than those in
previous work.

Keywords: Data integrity, XML tree, scheme file, functional depen-
dency.

1 Introduction

Integrity constraints play major roles in ensuring data consistency in traditional
database systems. Among them functional dependencies (FDs) are of particular
interest because of their ubiquity, simplicity and applications to database design
as well as to maintaining data integrity. It is therefore natural to extend the
concept of FDs to XML data, and such attempts have been made by several
groups of researchers [1, 2, 3, 4, 5, 6, 7, 8, 9].

Due to the structural difference between XML data and relational data, ex-
tending FDs to XML is not a trivial task, and not surprisingly, all definitions of
FDs for XML so far capture different types of constraints. In this paper, we first
survey and compare previous XML functional dependencies (XFDs) in terms of
the constraints they express, in particular we show the equivalence of the XFDs
in [3] and [5] when there are no null values. We then propose a generalized
XFD (GXFD) which is a generalization of the previous XFDs. We show how our
GXFDs can be used to express some natural constraints that cannot be captured
by previous XFDs, and hence to detect more redundancies in XML data.

The rest of the paper is organized as follows. Section 2 provides prelimi-
nary terminology and notations. Section 3 surveys and compares the XFDs in
previous work. Section 4 presents our generalized XFDs and shows how they
generalize and extend the previous XFDs. Section 5 concludes the paper with a
brief discussion about future work.
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2 Terminology and Notations

In this section, we introduce the basic definitions, some of which are modified
from [9, 3, 10]. We assume the existence of three pairwise disjoint sets E1, E2

and A of labels. The labels in E1, E2 and A represent complex element names,
simple element names, and attribute names respectively. Let E = E1 ∪E2.

Scheme file. An (XML) scheme file is defined to be S = (E1, E2, A, P, R, r)
where E1 ⊆ E1 is a finite set of complex element names; E2 ⊆ E2 is a finite set
of simple element names; A ⊆ A is a finite set of attribute names. P is a mapping
from E1 to element type definitions: ∀τ ∈ E1, P (τ) is a regular expression

α = ε | τ ′ | α|α | α, α | α∗

where ε is the empty sequence, τ ′ ∈ E1∪E2, and “|” , “,”, and “*” denote union,
concatenation, and the Kleene closure respectively; R is a mapping from E1 to
sets of attributes; for τ ∈ E1, either P (τ) is not ε or R(τ) is not ∅; r ∈ E1 is a
distinct element name, which is the only label in E1 that does not appear in the
alphabet of P (τ) for any τ ∈ E1.

XML tree. An XML tree is defined to be T = (V, lab, ele, att, val, root), where
(1) V is a set of nodes; (2) lab is a mapping from V to E ∪A which assigns a
label to each node in V ; a node v ∈ V is called a complex element node if lab(v) ∈
E1, a simple element node if lab(v) ∈ E2, and an attribute node if lab(v) ∈ A.
(3) ele and att are functions from the set of complex elements in V : for every
v ∈ V , if lab(v) ∈ E1 then ele(v) is a sequence of element nodes, and att(v) is
a set of attribute nodes with distinct labels; (4) val is a function that assigns a
value to each attribute or simple element. (5) root is the unique root node. (6)
If v′ ∈ ele(v)∪ att(v), then we call v′ a child of v. The parent-child relationships
defined by ele and att form a tree rooted at root.

Conformity. T is said to conform to S if (1) lab(root) = r, (2) lab maps every
node in V to E1 ∪ E2 ∪ A, and (3) for every complex element node v ∈ V ,
if ele(v) = {v1, . . . , vk}, then the sequence lab(v1), . . . , lab(vk) (regarded as a
string) is in the language defined by P (lab(v)); if att(v) = {v′

1, . . . , v
′
m} then

{lab(v′
1), . . . , lab(v′

m)} ⊆ R(lab(v)).
Fig. 1 shows an example XML scheme file and a conforming XML tree. In the

scheme file, complex elements appear to the left of “::=”, their type definitions
are shown in the parenthesis to the right of “::=”, and their attributes (in the set
R(τ)) are inside curved braces. We also use the convention that simple elements
start with $, and attributes start with @.

Value equality. Let v1 and v2 be nodes in T . We say that v1 and v2 are value
equal, denoted v1 =v v2, if lab(v1) = lab(v2), and either v1 and v2 are both simple
elements or attributes and val(v1) = val(v2), or v1 and v2 are complex elements,
and (1) their sequence of child elements are pairwise value equal; (2) for every
attribute α of v1, there is an attribute β of v2 such that α =v β and vice versa.
Clearly if v1 and v2 are the same node (denoted v1 = v2), then v1 =v v2.
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school

root

course

v1

course
v2

students

v4

students

v6

   @cno
   '01'

@cno
'02'

v7

student

v8

@sno
'002'

v13

student

 @sno
 '001'

v11

student

 @sno
 '001'

v15

v9

v3 v5

v10 v12
v14

$name
'Mary'

$name
'Mary'

 $name
  'Ken'

  r = school
 school ::= (course*)
 course::= {@cno}(students)
 students::= (student*)
 student::= {@sno}($sname, $grade*)

(a) scheme file (b) conforming document

Fig. 1. The Course-Student example

Paths. Let S = (E1, E2, A, P, R, r) be a scheme file. We are interested in the
following types of paths in S.

A simple path is of the form l1. · · · .lm, where li ∈ E1 for i < m, lm ∈
E1 ∪ E2 ∪ A. Furthermore, li is in the alphabet of P (li−1) for i ∈ [2, m − 1],
lm is in the alphabet of P (lm−1) or in R(lm−1), and l1 	= r. The number of
labels in a simple path is called the length of the path. The simple path with
length 0 is called the empty path, denoted ε. The simple path is said to be an
absolute path if l1 is in alphabet of P (r) or in R(r). The set of all simple paths
in S is denoted paths(S). Also, if p, q ∈ paths(S), and p is l1. · · · .lk and q is
l1. · · · .lk.lk+1. · · · .lk+m, then we say p is a prefix of q. A path in paths(S) which
is not the prefix of any other paths in paths(S) is called a full path in S.

A downward path is either a simple path or an expression of the form l1. · · · .ln
(where li ∈ E1∪E2∪A∪{ , ∗} for i ∈ [1, n−1], ln ∈ E1∪E2∪A), which can be
obtained from another downward path by replacing a label (except the last one)
with , or by replacing a substring (that does not contain the last label) with ∗.
In a downward path, the symbol represents a wildcard (which can match any
label), and ∗ represents the Kleene closure of the wildcard.

An upward path is of the form ⇑ . · · · . ⇑. If there are k upward arrows (we
require k ∈ [1, M ], where M is the length of the longest simple path in S), we
will sometimes abbreviate the path as ⇑k.

A composite path is of the form ξ.ρ, where ξ is an upward path, and ρ is a
simple path. An upward path is a special composite path.

A general path is a path of the form p.lj . ⇑j−i or p.lj . ⇑j−i .l′i+1. · · · .l′k,
where p.lj is a downward path, and there exist simple paths li.li+1. · · · .lj and
li.l

′
i+1. · · · .l′k in S.
For a path p, we will use last(p) to denote the last symbol (a label or ⇑) in p.

Path instances, target set, and target list. Let T be an XML tree con-
forming to S and v0 be a node in T . An instance of a non-empty downward path
l1. · · · .ln wrt v0 is a sequence of nodes v1, . . . , vn in T such that for i ∈ [1, n] (1)
if li is in E1 ∪E2 ∪A∪ { }, then vi is a child of vi−1 and the label of vi matches
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li (note that the label of any node matches ); (2) if li is ∗, then vi is vi−1 or a
descendant of vi−1.

An instance of a composite path ⇑k .l1. · · · .ln wrt v0 is a sequence of nodes
n1, . . . , nk, v1, . . . , vn in T such that n1 is the parent of v0, ni is the parent of
ni−1 for i ∈ [2, k], and v1 is a child of nk, vi is a child of vi−1 for i ∈ [2, n], and
the label of vi matches li for i ∈ [1, n].

If p is a downward or composite path in S, we will use v0[p] to denote the set

{vn | vn is the last node of an instance of p wrt v0},

and call it the target set of p wrt v0.
The nodes in v0[p] can also be put in a certain order, eg, in the order they

are visited in a pre-order traversal of T . We call this ordered list of nodes the
target list of p wrt v0, denoted v0(p).

3 Previous XFDs

XFDs have been defined in [1, 2, 3, 4, 5, 6, 7, 8, 9]. The XFDs in all but [8] are
path based, namely, they are based on the paths in the scheme files and/or trees.
Among them, [1],[3], [5, 6] and [4] are based on absolute paths, while [2], [7] and
[9] allow for more general paths. The definition in [8] is subtree based, that is, it
uses subtrees instead of paths in the definition.

school
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v1

subject

v2

students

v3

@cno
'c1'

@sbno
'sub1'

studentv6

 @sno
 's2'

address@name
'Ken'

 $tel
'113'

@street
'st2'

@city
'GC'

'text1'

student
v5

 @sno
 's1'

address@name
'Mary'

@street
'st2'

@city
'GC'

'text1'

student
v7

 @sno
 's1'
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@name
'Mary'
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'st1'
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'GC'

students
  V 4

address

@street
'st1'

@city
'GC'

address

@street
'st2'

@city
'GC'

V8 V9
V10

V11 V12

'text2'$text
$text

$text

r = school
school ::= (course|subject)*
course ::= {@cno}(students)
subject ::= {@sbno}(students)
student ::= {@sno, @name}( $tel*,address*, $text*)
address ::= {@street,@city}

Fig. 2. The Course-Subject-Student example

In what follows, we will use XFD[i] to denote the XFDs defined in reference
[i]. We will also use the following example constraints for the scheme file shown
in the up left corner of Fig. 2 in our discussion.

(A) Student number determines student name in the entire tree.
(B) Student number determines the student’s set of addresses.
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(C) Student number determines the student’s (ordered) list of addresses (not
satisfied by the tree in Fig. 2).

(D) A student has a single address (i.e., any two addresses are value equal)
and the address is determined by the student number (not satisfied by
the tree in Fig. 2).

(E) A course always uses the same text.
(F) Any single phone number of a student determines the set of addresses of

the student (assuming no students share a phone number).

Due to space limit, we will focus on [3], [5] and [8], and be brief on others.

3.1 XFDs Based on Absolute Paths

The authors of [3], [5] and [6] regard a simple element as having a child node
labelled S, under which is attached the value of the element. For example, using
their notation the XML tree in Fig. 1 (b) will look like what is in Fig. 3 (b).

XFD[3]. An XFD[3] is defined on a DTD which is the same as a scheme file
except that there is no explicit distinction between simple and complex elements.
However, an element in their DTDs may have a single text child labelled S, and
these elements are exactly the same as our simple elements (see Fig. 3 (a)). Paths
in the DTDs are of the form r.p, where p is the same as an absolute path defined
in Section 2 except it can end up with the text label S. We will use P(D) to
denote the set of all paths in DTD D as defined in [3].

The definition of XFD[3] uses the concept of tree-tuples. In essence, the au-
thors treat a DTD D as a single relation schema, a path in P(D) as an attribute,
and a tree-tuple a tuple in that relation. By definition, a tree-tuple is a mapping
from P(D) to “values”: every path which ends with an element name is mapped
to a distinct node ID or the null value (⊥), and every other path is mapped to
either a string value or ⊥. For example, the DTD in Fig. 3 (a) is regarded as a
relation schema consisting of the following attributes:

school

root

course

v1

course
v2

students

v4

students

v6

   @cno
   '01'

@cno
'02'

v7

student
v8

@sno
'002'

v13

student

 @sno
 '001'

v11

student

 @sno
 '001'

v15

v9

v3 v5

v10 v12
v14

$name

   S
'Mary'

$name

   S
'Mary'

$name

    S
  'Ken'

(b)

v16 v17
v18

school

root

course

v1

students

v4

   @cno
   '01'

v7

student

 @sno
 '001'

v11

v3

v10

$name

   S
'Mary'

$grade

S

(c)

r:= school
school:=(course*)
course:={@cno}(students)
students:=(student*)
student:={@sno}($name, $grade*)
$name:=(S)
$grade:=(S)

(a)

Fig. 3. Notations of [3] (a) A DTD (b) A Conforming XML tree (c) A Maximal
Tree-Tuple
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school,
school.course,
school.course.@cno,
school.course.students,
school.course.students.student,
school.course.students.student.@sno,
school.course.students.student.$name,
school.course.students.student.$name.S,
school.course.students.student.$grade,
school.course.students.student.$grade.S.

An example tree-tuple maps the above relation schema to
(root, v1, 01, v4, v7, 001, v11, Mary, ⊥, ⊥),

and the tree-tuple corresponds to a tree, as shown in Fig. 3 (c).
Given an XML tree T conforming to D, a tree-tuple t is considered subsumed

by T if the tree obtained by removing the null value nodes from t is a subtree of
T . A subsumed tree-tuple t is said to be maximal in T if one cannot replace a
null value with a non-null value and leave t still subsumed by T . The tree T can
then be thought of as consisting of a set of maximal tree-tuples. For example,
the XML tree shown in Fig. 3 (b) can be regarded as an instance consisting of
the (maximal tree) tuples

(root, v1, 01, v4, v7, 001, v11, Mary,⊥,⊥),
(root, v1, 01, v4, v8, 002, v13, Ken,⊥,⊥), and
(root, v2, 02, v6, v9, 001, v15, Mary,⊥,⊥).

An XFD[3] is defined to be an expression of the form p1, p2, · · · , pn → q1, . . . , qm

where pi, . . . , pn and q1, . . . , qm are paths in P(D). An XML document con-
forming to D is said to satisfy the XFD if for every two maximal tree-tuples
t1 and t2, whenever t1(pi) is not null and t1(pi) = t2(pi) for all i ∈ [1, n], then
t1(qj) = t2(qj) for all j ∈ [1, m]. For example, the XML tree in Fig. 3 (b)
satisfies the FD

(i) p.@sno→ p.$name.S, but not
(ii) p.@sno→ p.$name.

where p is the path school.course.students.student. Since all null values are
considered to be equal, the tree also satisfies

(iii) p.@sno → p.$grade.

XFD[5]. XFD[5] is defined on a set P of closed paths, where a path is of the
same form as that in [3], and “closed” means that if a path is in the set, then
all prefixes of the path is also in the set. This set of paths plays the role of
the XML scheme file. An XFD[5] is defined to be an expression of the form
p1, p2, · · · , pn → q where p1, . . . , pn and q are paths in P. Satisfaction of the
dependency is defined for XML trees that comform to P, i.e, all absolute paths
in T are paths in P. The satisfaction can be checked as follows.
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1. Assign a value val(v) to each node v in T such that if the node is an
element, the value is a distinct node ID, otherwise the value is a string value.

2. Extend T as follows: let p be the full path l1. . . . .lk.lk+1. · · · .lk+m in S. If
there is an instance v1, . . . , vk of l1. . . . .lk in T , but there is no path instance
vk+1. · · · .vk+m of lk+1. · · · .lk+m in T such that vk+1 is a child of vk, then add a
path instance ⊥k+1. · · · .⊥k+m under vk, and assign to these nodes distinct null
values. The original tree T is said to have missing nodes.

3. For i ∈ [1, n], (1) find the longest common prefix of pi and q, denoted
pre(pi, q), which always exists and is unique; (2) find N [pre(pi, q)], which is the
set of nodes that can be reached by following pre(pi, q) from r; (3) for each
distinct path instance I of q, find the unique node xI,i, which is the common
node in I and N [pre(pi, q)]; (4) if last(pi) (the last label in pi) is not an element,
then find the set NI,i of nodes which are descendants of xI,i and can be reached
by following pi from r. Also find the set val(NI,i) of values of the nodes in NI,i.

4. If we cannot find two distinct path instances I and J in T , such that for all
i ∈ [1, n], if last(pi) is an element then xI,i = xJ,i, otherwise val(NI,i)∪val(NJ,i)
contains a null value or val(NI,i)∩val(NJ,i) 	= ∅, but the values of the last nodes
of I and J are not equal, then the XFD is satisfied by T .

For example, the XFD (i) can be shown to be satisfied by the XML tree in
Fig. 3 (b) as follows: 1. Extend the XML tree by adding a $grade node under
each student node, and a S node under each $grade node, and assign distinct
null values to these nodes. 2. (1) The common prefix pre of the two paths in (i) is
school.course.students.student, (2) the set N [pre] = {v7, v8, v9}; (3) for the path
instances of the righthand side, I = r.v1.v4.v7.v11.v16, J = r.v1.v4.v8.v13.v17, and
K = r.v2.v6.v9.v15.v18, find the nodes XI = v7, XJ = v8 and XK = v9; (3) find
NI = {v10}, NJ = {v12} and NK = {v14}. 3. The values of v10, v12 and v14 are
not null, and only the values of the nodes in NI and NK are equal, but so are
the values of last nodes in the corresponding path instances I and K.

Similarly, it can be easily verified that the XFDs (ii) and (iii) are not satisfied
by the tree according to [5].

Discussion. As seen above, except for the number of paths on the RHS, the
XFDs in [5] and [3] are of the same form. Although the approaches of checking
satisfaction of a XFD appear totally different, the actual type of constraints
captured by the two are equivalent except for the treatment of null values. In
fact, we can prove the following result.

Proposition 1. Let D be a DTD, and T be an XML tree that conforms to D
(so it also conforms to P(D)). Suppose T has no missing nodes. Then every
XFD[5] p1, . . . , pk → q over P(D) is satisfied by T iff the corresponding XFD[3]
is satisfied by T .

The major difference between XFD[3] and XFD[5] lies in the treatment of null
values. When null values (i.e, missing nodes) exist, the satisfaction of XFD[5]
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is a stronger condition than that of XFD[3]. For example, in the XML tree of
Fig. 3, if we remove both v11 and v15 (or alternatively, if we remove v10), then
the XFD (i) is still considered satisfied by [3], but not by [5].

Another important difference lies in the set of trivial XFDs. Since XFD[3]
is defined for documents conforming to a DTD, while XFD[5] is defined for
documents conforming to a set of closed paths, some trivial XFDs in [3] may be
non-trivial in [5]. This is because conforming to a DTD puts more restrictions
on XML trees than conforming to the set of paths in the DTD. For example,
suppose we have a DTD (in the definition of [3])

r:=(a*), a:=(b,c), b:= , c:=

For documents conforming to the DTD, the XFD r.a → r.a.b is trivial be-
cause every node labelled with a must have exactly one child labelled with b.
But r.a → r.a.b is not trivial for documents conforming to the set of paths
{r, r.a, r.a.b, r.a.c}.

Since XFD[3] and XFD[5] consider only absolute paths, and they do not
consider the value equality of complex element nodes, they cannot express the
constraints (A), (B), (C) and (F) at the beginning of this section.

XFD[6]. XFD[6] defines local XFDs of the form Q1 →w Q2, where Q1, Q2 are
sets of paths, and w is a common prefix of the paths in Q1 and Q2. The local
XFDs are intended by the authors to capture constraints that hold in part of an
XML tree determined by w.

XFD[4]. [4] defines XFDs on DTDs, where DTDs and paths are the same as
in [3]. XML trees are also defined similarly to that of [3], except a string value
is assigned for every node (it is not explained what this value will be, however).
Value-equality between two nodes v1 and v2 is defined in the same way as in [10],
except the string values of v1 and v2 must also be equal. An XFD[4] over DTD
D is an expression of the form R(p1, . . . , pn → q1, . . . , qm) where R, R.pi, R.qj ∈
P(D) (i ∈ [1, n], j ∈ [1, m]). A tree T satisfies the XFD if ∀v1, v2 ∈ root[R],
v1[pi] ≡ v2[pi](∀i ∈ [1, n]) implies v1[qj ] ≡ v2[qj ](∀j ∈ [1, m]), where v1[p] ≡ v2[p]
means there exist n1 ∈ v1[p] and n2 ∈ v2[p] such that n1 and n2 are value-equal.
Hence the XFDs in [4] cannot express the constraints (A)–(F) (assuming each
leaf node is assigned its string value, and other nodes are assigned a common
value).

XFD[1]. The authors of [1] made the assumption that, in a scheme file, a label
cannot appear in the alphabets of two different complex element names. An
XFD is defined to be X → Y , where X, Y are sets of labels. Because of the
assumption in the scheme file, there is a unique path from the root to a label,
hence the XFD can be equivalently written as PX → PY where PX (PY ) is the
set of paths corresponding to X (Y ). Satisfaction of the XFD is defined for a set
of XML trees conforming to the scheme file rather than for a single tree. The
constraint is said to be satisfied if for any two trees, if they agree on X, they
must also agree on Y . Agreements of two trees T1 and T2 on a label means the

SS



316 J. Wang

intersection of the two sets of nodes that can be reached by following the unique
path, from the roots of T1 and T2 respectively, have nodes that are value-equal.
Hence the constraints expressed by XFD[1] are similar to those by XFD[4].

3.2 XFDs Based on More General Paths

XFD[2]. [2] uses XPaths to define XFDs among a set of XML subtrees. An
XFD is defined as an expression (Q, [e1, · · · , en → en+1]) where Q is an XPath,
and ei, for i ∈ [1, n + 1], is either an element or an element followed by dot and
a set of key attributes of the element. An XML tree is said to satisfy the XFD
if for any two subtrees rooted at a node in root[Q], if they agree on the value of
e1, · · · , en, then they also agree on the value of en+1, provided these values exist.
For example, for the scheme file in Fig. 2, to say student number determines
student name, we can use (//student, [@sno → @name]). While this seems to
be more expressive than the XFDs in [3] and [5], it is generally not clear what the
“value” of an element means. For example, in Fig. 1 (b), the value of a students
node is not defined. Apparently when ei is an element it must be a simple element
so that its value has a meaning. But there is also a strong structural restriction
on the elements involved in the XFD: if an element’s ancestor appears in the
XFD, then so must its parent. This puts restrictions on the expressiveness. For
example, to say course number and student number determines student’s grade
in the course in Fig. 1 (b), we have to use the students node. This will cause
trouble because we do not know the “value” of the students nodes.

XFD[7]. The XFDs in [7] are based on simple and downward paths that may
contain ∗. So the XFDs may express constraints such as (A). However, no set
equality or list equality is considered. Therefore the constraints (B), (C) and (F)
cannot be captured.

XFD[9]. We defined parameterized XFDs using simple, downward, upward and
composite paths in [9]. The ordering of subelements is assumed to be insignificant
in [9], and therefore, the conformity of trees to scheme files and the value equality
are slightly different from those defined in Section 2. To unify and generalize the
XFDs in other previous work, we will use the definitions in Section 2 and describe
a modified parameterized XFD in Section 4. The details of XFD[9] will not be
repeated here.

3.3 XFDs Based on Subtrees

XFD[8]. Unlike other previous work that use paths to define XFDs, [8] defines
two types of XFDs using homomorphism, v-subtrees and isomorphism of XML
trees. The authors consider slightly different XML scheme files and conforming
XML trees from ours. Both a scheme tree and an XML data tree are a labelled
tree (we mention only trees although the authors allow more general rooted
graphs) with each node assigned a type Ele or Att, and each edge assigned a
frequency of either 1 or *. In a scheme tree, no two descendants of a node can have
the same type and label. While in a data tree, every leaf node is assigned a value.
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school

course subject

students@cno @sbno

student
v'

 @sno @ name
address

@ street @ city

$text

* *

*

* *

$tel

 *

1 1

      (a)

student

 @sno
 's1'

address@name
'Mary'

@street
'st2'

@city
'GC'

address

@street
'st1'

@city
'GC'

student

 @sno
 's1'

@name
'Mary'

address

@street
'st1'

@city
'GC'

'text1'
$text

'text1'
$text

(c)(b)

Fig. 4. Notations of [8] for the scheme file and tree in Fig. 2: (a) Schema Graph (b)
A pre-image of T (v′) (c) A maximal subcopy of T (v′)

A homomorphism between two trees T and G is a mapping φ from the nodes
of T to the nodes of G such that (1) φ(rootT ) = rootG, label(v) = label(φ(v)),
type(v) = type(φ(v)) for every node v in T ; (2) if (v, v′) is an edge in T , then
(φ(v), φ(v′)) is an edge in G. A data tree T conforms to a scheme tree G if there
is a (unique) homomorphism between them such that the edges in T observe the
frequency specified in G. A v-subtree is a subtree which roots at node v and it is
determined by the paths from v to a given subset of leaves of the original tree.
The isomorphism of two subtrees is a 1-1 mapping between the two sets of nodes
which is homomorphic in both directions. Two data trees are equivalent if there is
an isomorphism φ between them and value(v) = value(φ(v)) for the leaf nodes.
An XFD is defined to be of the form v : X → Y , where v is a node in the schema
tree, and X and Y are v-subtrees in the schema tree. Two types of satisfaction
by a conforming data tree T (notice the unique homomorphism φ between T and
G) are defined, and they represent two different types of constraints. The first
type is that for every two pre-images W1 and W2 of the total subtree T (v) rooted
at v, W1 |Y and W2 |Y are equivalent whenever W1 |X and W2 |X are equivalent.
Here a pre-image of T (v) is a total φ−1(v)-subgraph in T , W1 |Y , for example,
is the projection of W1 on Y , which is the root-subtree of W1 determined by the
pre-images of the leaves in Y . The second type is exactly the same as the first
type except “pre-images” is replaced with “maximal subcopies”. Here a maximal
subcopy of T (v) is a subtree of T which is isomorphic to a root-subtree of T (v),
and which is not contained in any other such subtrees. Fig. 4 shows the schema
graph corresponding to the scheme file in Fig. 2, a pre-image and a maximal
subcopy of T (v′) in the tree shown in Fig. 2. The first type of satisfaction allows
us to express some constraints involving set equality, while the second type allows
us to express some constraints similar to those in [3]. However, since there are
no node equality defined, the XFDs in [8] cannot express the constraint that the
student number determines the student node in each course in Fig. 2. Also, since
W1 and W2 must be both maximal copies or both pre-images, the XFDs cannot
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express the constraint (F) listed at the beginning of this section. The constraint
(C) cannot be expressed either since no ordered lists of nodes are considered.

4 The Generalized XFDs

In this section we provide the definition of generalized XFDs. We need the fol-
lowing types of agreements between two nodes.

Given two nodes v1 and v2 and a path p (simple, upward or composite), we
are interested in four types of agreements of v1 and v2 on p. We say that v1 and
v2 node-agree or N-agree on p if (1) p is a simple path, and v1 = v2, or (2) p is
an upward path, v1[p] 	= ∅ and v1[p] = v2[p], or (3) p is a composite path, and v1
and v2 N-agree on the upward path part of p. We say that v1 and v2 list-agree
or L-agree on p if the nodes in v1(p) and v2(p) are pairwise value equal. We
say that v1 and v2 set-agree or S-agree on p if for every node v in v1[p], there
is a node v′ in v2[p] such that v =v v′, and vice versa. We say that v1 and v2
intersection-agree or I-agree on p if there exist nodes v ∈ v1[p] and v′ ∈ v2[p]
such that v =v v′.

For example, in Fig. 2, v5 and v7 S-agree on address; v6 and v7 I-agree on
address; v5, v6 N-agree on ⇑.

We are now ready for the definition of GXFDs.

Definition 1. Let S = (E1, E2, A, P, R, r) be an XML scheme file. A generalized
functional dependency (GXFD) over S is an expression of the form

Q : p1(c1), . . . , pn(cn) → pn+1(cn+1)

where Q is a downward path, p1, p2, . . . , pn are simple or composite paths, pn+1
is a simple path of length 1 or 0, Qi.pj (i = 1, 2; j ∈ [1, n+1]) is a general path,
and ci (i ∈ [1, n + 1]) is one of N, L, S, and I.

Let T be an XML tree conforming to S. T is said to satisfy the GXFD if,
for any two nodes v1, v2 ∈ root[Q], if v1[p1], . . . , v1[pn] are not empty, and v1, v2
ci-agree on pi (for all i ∈ [1, n]), then v1[pn+1] and v2[pn+1] are not empty, and
v1 and v2 also cn+1-agree on pn+1.

T is said to strongly satisfy the GXFD if, for any two nodes v1, v2 ∈ root[Q]
the following statement is true: if one of v1[p1], . . . , v1[pn], v2[p1], . . . , v2[pn] is
empty, or v1, v2 ci-agree on pi (for all i ∈ [1, n]), then v1[pn+1] and v2[pn+1] are
not empty, and v1 and v2 also cn+1-agree on pn+1.

To simplify the notation, when ci is omitted we use the following default
types of agreement: for the empty path or an upward path, the default is N -
agreement; for all other paths, the default is S-agreement. Note that the strong
satisfaction implies the weak satisfaction.

Our GXFDs unify and generalize the previous XFDs surveyed earlier, and
can express many constraints that cannot be expressed by the previous XFDs.
In particular, the strong satisfaction of a special form of the GXFDs is a gen-
eralization of XFD[5], except for some subtle differences when null values exist.
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This special form is when the RHS is always ε, and the type of agreement on ε
is S, and for each path pi on the LHS, the type of agreement is N if last(pi) is
a complex element or ⇑, and it is I otherwise. For instance, the XFD[5] (i) in
Section 3 for the scheme file in Fig. 1 (b) can be expressed as

∗ .student.$name : ⇑ .@sno(I) → ε(S).
To demonstrate the expressive power of our GXFDs, the constraints (A)

through (F) at the beginning of Section 3 can be expressed as follows.
(A) ∗ .student : @sno→ @sname
(B) ∗ .student : @sno → address
(C) ∗ .student : @sno→ address(L)
(D) ∗ .student.address : ⇑ .@sno → ε(S)
(E) course.students.student.$text : ⇑3→ ε(S)
(F) ∗ .student : $tel(I) → address.
The XML tree in Fig. 2 strongly satisfies (A), (B), and (E). It satisfies but

does not strongly satisfy (F). It does not satisfy (C) and (D).
As a direct application to XML database design, our GXFDs can be used to

detect more data redundancies in XML documents.

5 Future Work

The GXFDs will be of practical use only if there are efficient algorithms for their
reasoning. We are currently working on such algorithms.
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Abstract. Recently, the issues of how to define functional dependen-
cies (XFDs) and multivalued dependencies (XMVDs) in XML have been
investigated. In this paper we consider the problem of checking the satis-
faction of a set of XMVDs in an XML document. We present an algorithm
using extensible hashing to check whether an XML document satisfies
a given set of XMVDs. The performance of the algorithm is shown to
be linear in relation to the number of tuples of the XML document, a
measure which is related to, but not the same as, the size of the XML
document.

1 Introduction

XML has recently emerged as a standard for data representation and inter-
change on the Internet [18, 1]. While providing syntactic flexibility, XML pro-
vides little semantic content and as a result several papers have addressed the
topic of how to improve the semantic expressiveness of XML. Among the most
important of these approaches has been that of defining integrity constraints
in XML [7, 6]. Several different classes of integrity constraints for XML have
been defined including key constraints [6, 5], path constraints [8], and inclu-
sion constraints [9, 17], and properties such as axiomatization and satisfiability
have been investigated for these constraints. Following these, some other types
of constraints such as functional dependencies [2, 4, 3, 15, 12, 16], multivalued de-
pendencies (XMVDs) [14], axioms, and normal forms have also been investigated.
Once such constraints have been defined, one important issue that arises is to
develop efficient methods of checking an XML document for constraint satisfac-
tion, which is the topic of this paper. In this paper we address the problem of
developing an efficient algorithm for checking whether an XML document sat-
isfies a set of XMVDs. The problem is addressed in several aspects. Firstly, we
propose an algorithm that is based on a modification of the extensible hashing
technique. Another key idea of the algorithm is an encryption technique which
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reduces the problem of checking XMVD satisfaction to the problem of checking
MVD satisfaction. Secondly, we show that this algorithm scans a document only
once and all the information required for XMVD checking can be extracted in
this single scan, even when there are multiple XMVDs to be checked. At the
same time, we show that the algorithm runs in linear time in relation to the
number of tuple of the XML document. The number of tuples of a document is
different (though related) to the size of the XML document and is the number of
combinations (we call them tuples) of the path values involved in the XMVDs.

2 Preliminary Definitions

In this section we review some preliminary definitions.

Definition 2.1. Assume a countably infinite set E of element labels (tags), a
countable infinite set A of attribute names and a symbol S indicating text. An
XML tree is defined to be T = (V, lab, ele, att, val, vr) where V is a finite set
of nodes in T ; lab is a function from V to E ∪A ∪ {S}; ele is a partial function
from V to a sequence of V nodes such that for any v ∈ V , if ele(v) is defined
then lab(v) ∈ E; att is a partial function from V × A to V such that for any
v ∈ V and l ∈ A, if att(v, l) = v1 then lab(v) ∈ E and lab(v1) = l; val is a
function such that for any node in v ∈ V, val(v) = v if lab(v) ∈ E and val(v) is
a string if either lab(v) = S or lab(v) ∈ A; vr is a distinguished node in V called
the root of T and we define lab(vr) = root. Since node identifiers are unique, a
consequence of the definition of val is that if v1 ∈ E and v2 ∈ E and v1 	= v2
then val(v1) 	= val(v2). We also extend the definition of val to sets of nodes and
if V1 ⊆ V , then val(V1) is the set defined by val(V1) = {val(v)|v ∈ V1}.

For any v ∈ V , if ele(v) is defined then the nodes in ele(v) are called subele-
ments of v. For any l ∈ A, if att(v, l) = v1 then v1 is called an attribute of
v. The set of ancestors of a node v, is denoted by Ancestor(v) and the parent
node of v is denoted by parentV (v) where the suffix V means that the parent is
a vertex (node). �

Definition 2.2 (path). A path is an expression of the form l1. · · · .ln, n ≥ 1,
where li ∈ E∪A∪{S} for all i, 1 ≤ i ≤ n and l1 = root. If p is the path l1. · · · .ln
then endL(p) = ln. �

For instance, if E = {root, Dept, Section, Emp} and A = {Project} then
root, root.Dept, root.Dept.Section, root.Dept.Section.Project,
root.Section.Emp.S are all paths.

Definition 2.3. Let p denote the path l1. · · · .ln and the function parentP (p)
return the path l1. · · · .ln−1. Let q denote the path q1. · · · .qm. The path p is said
to be a prefix of the path q, denoted by p ⊆ q, if n ≤ m and l1 = q1, . . . , ln = qn.
Two paths p and q are equal, denoted by p = q, if p is a prefix of q and q is a
prefix of p. The path p is said to be a strict prefix of q, denoted by p ⊂ q, if
p is a prefix of q and p 	= q. We also define the intersection of two paths p1 and
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Fig. 1. An XML tree

p2, denoted by p1 ∩ p2, to be the maximal common prefix of both paths. It is
clear that the intersection of two paths is also a path. �

For example, root.Dept is a strict prefix of root.Dept.Emp and
root.Dept.Section.Emp ∩ root.Dept.Section.Project = root.Dept.Section.

Definition 2.4. A path instance in an XML tree T is a sequence v1. · · · .vn

such that v1 = vr and for all vi, 1 < i ≤ n,vi ∈ V and vi is a child of vi−1. A
path instance v1. · · · .vn is said to be defined over the path l1. · · · .ln if for all
vi, 1 ≤ i ≤ n, lab(vi) = li. Two path instances v1. · · · .vn and v′

1. · · · .v′
n are said

to be distinct if vi 	= v′
i for some i, 1 ≤ i ≤ n. The path instance v1. · · · .vn is

said to be a prefix of v′
1. · · · .v′

m if n ≤ m and vi = v′
i for all i, 1 ≤ i ≤ n. The

path instance v1. · · · .vn is said to be a strict prefix of v′
1. · · · .v′

m if n < m and
vi = v′

i for all i, 1 ≤ i ≤ n. The set of path instances over a path p in a tree T is
denoted by instances(p). For a node v, we use instnodes(v) to denote all nodes
of the path instance ended at v. �

For example, in Figure 1, vr.v1.v3 is a path instance defined over
the path root.Dept.Section and vr.v1.v3 is a strict prefix of vr.v1.v3.v4.
instances(root.Dept) = {vr.v1, vr.v2}. instnodes(v2) = {vr, v2}.

Definition 2.5. A set P of paths is consistent if for any path p ∈ P , if p1 ⊂ p
then p1 ∈ P . �

This is natural restriction on the set of paths and any set of paths that is
generated from a DTD will be consistent. We now define the notion of an XML
tree conforming to a set of paths P .

Definition 2.6. An XML tree T is said to conform to a set P of paths if every
path instance in T is a path instance over a path in P . �

The next definition is to limit XML trees from having missing information.

Definition 2.7. Let P be a consistent set of paths, let T be an XML tree that
conforms to P . Then T is defined to be complete if whenever there exist paths
p1 and p2 in P such that p1 ⊂ p2 and there exists a path instance v1. · · · .vn

defined over p1, in T , then there exists a path instance v′
1. · · · .v′

m defined over
p2 in T such that v1. · · · .vn is a prefix of the instance v′

1. · · · .v′
m. �



Checking Multivalued Dependencies in XML 323

For example, if we take P to be {root, root.Dept, root.Dept.Section,
root.Dept.Section.Emp,
root.Dept.Section.Project} then the tree in Figure 1 conforms to P and is
complete.

The next function returns all the final nodes of the path instances of a path
p in T .

Definition 2.8. Let P be a consistent set of paths, let T be an XML tree that
conforms to P . The function endnodes(p), where p ∈ P , is the set of nodes
defined by endnodes(p) = {v|v1. · · · .vn ∈ instances(p) ∧ v = vn}. �

For example, in Figure 1, endnodes(root.Dept) = {v1, v2}.
The next function returns the end nodes of the path instances of a path p

under a given node. It is a restriction to endnodes(p).

Definition 2.9. Let P be a consistent set of paths, let T be an XML tree that
conforms to P . The function branEndnodes(v, p) (meaning branch end nodes),
where v ∈ V and p ∈ P , is the set of nodes in T defined by branEndnodes(v, p) =
{x|x ∈ endnodes(p) ∧ v ∈ instnodes(x)} �

For example in Figure 1 , branEndnodes(v1, root.Dept.Section.Emp) =
{v4, v5}.

We also define a partial ordering on the set of nodes and the set of paths as
follows. We use the same symbol for both orderings but this causes no confusion
as they are being applied to different sets.

Definition 2.10. The partial ordering > on the set of paths P is defined by
p1 > p2 if p2 is a strict prefix of p1, where p1 ∈ P and p2 ∈ P . The partial
ordering > on the set of nodes V in an XML tree T is defined by v1 > v2 iff
v2 ∈ Ancestor(v1), where v1 ∈ V and v2 ∈ V . �

3 XMVDs in XML

In this section, we present the XMVD definition and then give two examples.

Definition 3.1. Let P be a consistent set of paths and let T be an XML tree
that conforms to P and is complete. An XMVD is a statement of the form
p1, · · · , pk →→ q1, · · · , qm|r1, · · · , rs where p1, · · · , pk, q1, · · · , qm and r1, · · · , rs

are paths in P and {p1, · · · , pk}∩{q1, · · · , qm}∩{r1, · · · , rs} = φ. A tree T satisfies
p1, · · · , pk →→ q1, · · · , qm|r1, · · · , rs if whenever there exists a qi, 1 ≤ i ≤ m, and
two distinct path instances vi

1. · · · .vi
n and wi

1. · · · .wi
n in instances(qi) such that:

(i) val(vi
n) 	= val(wi

n);
(ii) there exists a rj , 1 ≤ j ≤ s, and two nodes z1, z2, where z1 ∈
branEndnodes(xij

, rj) and z2 ∈ branEndnodes(yij
, rj) such that val(z1) 	=

val(z2);
(iii) for all pl, 1 ≤ l ≤ k, there exists two nodes z3 and z4, where
z3 ∈ branEndnodes(xijl

, pl) and z4 ∈ branEndnodes(yijl
, pl), such that

val(z3) = val(z4);



324 J. Liu et al.

then:
(a) there exists a path instance v′i

1 . · · · .v′i
n in instances(qi) such that

val(v′i
n) = val(vi

n) and there exists a node z′
1 in branEndnodes(x′

ij
, ri) such

that val(z′
1) = val(z2) and there exists a node z′

3 in branEndnodes(x′
ijl

, pl)
such that val(z′

3) = val(z3);
(b) there exists a path instance w′i

1 . · · · .w′i
n in instances(qi) such that

val(w′i
n) = val(wi

n) and there exists a node z′
2 in branEndnodes(y′

ij
, ri) such

that val(z′
2) = val(z1) and there exists a node z′

4 in branEndnodes(y′
ijl

, pl)
such that val(z′

4) = val(z4);
where xij

= {v|v ∈ {vi
1, · · · , vi

n} ∧ v ∈ instnodes(endnodes(rj ∩ qi))}
and yij

= {v|v ∈ {wi
1, · · · , wi

n} ∧ v ∈ instnodes(endnodes(rj ∩ qi))} and
xijl

= {v|v ∈ {vi
1, · · · , vi

n} ∧ v ∈ instnodes(endnodes(pl ∩ rj ∩ qi))} and
yijl

= {v|v ∈ {wi
1, · · · , wi

n} ∧ v ∈ instnodes(endnodes(pl ∩ rj ∩ qi))} and
x′

ij
= {v|v ∈ {v′i

1 , · · · , v′i
n} ∧ v ∈ instnodes(endnodes(rj ∩ qi))} and y′

ij
=

{v|v ∈ {w′i
1 , · · · , w′i

n} ∧ v ∈ instnodes(endnodes(rj ∩ qi))} and x′
ijl

= {v|v ∈
{v′i

1 , · · · , v′i
n} ∧ v ∈ instnodes(endnodes(pl ∩ rj ∩ qi))} and y′

ijl
= {v|v ∈

{w′i
1 , · · · , w′i

n} ∧ v ∈ instnodes(endnodes(pl ∩ rj ∩ qi))}. �

We note that since the path rj ∩ qi is a prefix of qi, there exists only
one node in vi

1. · · · .vi
n that is also in branEndnodes(rj ∩ qi) and so xij is al-

ways defined and is a single node. Similarly for yij , xijl
, yijl

, x′
ij

, y′
ij

, x′
ijl

, y′
ijl

.
We also note that the definition of an XMVD is symmetrical, i.e. the
XMVD p1, · · · , pk →→ q1, · · · , qm|r1, · · · , rs holds if and only if the XMVD
p1, · · · , pk →→ r1, · · · , rs|q1, · · · , qm holds. We now illustrate the definition by
some examples.

Example 3 1. Consider the XML tree shown in Figure 2 and the XMVD
C : root.A.Course→→ root.A.B.Teacher.S|root.A.C.Text.S. Let vi

1. · · · .vi
n

be the path instance vr.v12.v2.v4.v8 and let wi
1. · · · .wi

n be the path instance
vr.v12.v2.v5.v9. Both path instances are in instances(root.A.B.Teacher.S) and
val(v8) 	= val(v9). Moreover, x11 = v12, y11 = v12, x111

= v12 and y111
= v12. So

if we let z1 = v10 and z2 = v11 then z1 ∈ branEndnodes(x11 , root.A.C.Text.C)
and z2 ∈ branEndnodes(y11 , root.A.C.Text.S). Also if we let z3 = v1
and z4 = v1 then z3 ∈ branEendnodes(x111

, root.A.Course) and z4 ∈
branEndnodes(y111

, root.A.Course) and val(z3) = val(z4). Hence conditions (i),
(ii) and (iii) of the definition of an XMVD are satisfied. If we let v′i

1 . · · · .v′i
n be

the path vr.v12.v2.v4.v8 we firstly have that val(v′i
n) = val(vn) as required. Also,

since the path instances are the same we have that x11 = x′
11

and x111
= x′

111
. So

if we let z′
1 = v11 then z′

1 ∈ branEndnodes(x′
11

, root.A.C.Text.S) and val(z′
1) =

val(z2) and if we let z′
3 = v1 then z′

3 ∈ branEndnodes(x′
111

, root.A.Course)
and val(z′

3) = val(z3). So part (a) of the definition of an XMVD is satisfied.
Next if we let w′i

1 . · · · .w′i
n be the path vr.v8.v2.v5.v9 then we firstly have that

val(w′i
n) = val(wn) since the paths are the same. Also, since the paths are the

same we have that y11 = y′
11

and y111
= y′

111
. So if we let z′

2 = v10 then

.
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z′
2 ∈ branEndnodes(y′

11
, root.A.C.Text.S) and val(z′

2) = val(z1) and if we let
z′
4 = v1 then z′

4 ∈ branEndnodes(x′
11l

, root.A.Course) and val(z′
4) = val(z4).

Hence part (b) on the definition of an XMVD is satisfied and so T satisfies the
XMVD C. �

Fig. 2. Satisfaction of XMVD

More example showing the satisfaction and dissatisfaction of XMVDs can be
found in [14].

4 Algorithm of Checking XMVD

In this section, we present our algorithm for checking XMVD satisfaction.
Given an XMVD P →→ Q|R, where P = {p1, · · · pnp

}, Q = {q1, · · · qnq
},

and R = {r1, · · · rnr
}, we let S = {s′

1, ..., s
′
n} = P ∪Q∪R. We call n the number

of paths invovled in the XMVD. To check this XMVD against a document, we
firstly parse the document to extract values for s′

i, 1 ≤ i ≤ n. These values are
then combined into tuples of the form < v1 · · · vn > where vi is a value for the
path s′

i. Finally, the tuples are used to check the satisfaction of the XMVD. For
parsing a document, we need to define a control structure based on the paths
involved.

4.1 Defining Parsing Control Structure

We sort S = P ∪ Q ∪ R by using string sorting and denote the result by
So = [s1, ..., sn]. We call the set of end elements of the paths in So prime
end elements and denoted by PE, i.e., PE = {endL(s)|s ∈ S} where endL()
is defined in Definition 2.2. Note that So being a list can simplify the calcu-
lation of all the intersections of path in So as shown below. Consider the ex-
ample in Figure 3 which will be a running example in this section. Let an
XMVD be r.A.C.F →→ r.A.C.D.E|r.A.B. Then So = [r.A.B, r.A.C.D.E, r.A.C.F]
and PE = {B, E, F}.

Let H = {h′
1, · · · , h′

m} be a set of paths that are the intersections of paths
in So where h′

i = si ∩ sj , (i = 1, · · · , m), j = i + 1 and m = n − 1. We call
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Fig. 3. a set of paths and an example XML document

the elements ending the paths in H ′ intersection end elements and denote
the set by IE. We call both intersection end elements and prime end elements
key end elements and denote them by KE. In Figure 3, H = {r.A, r.A.C},
IE = {A, C}, KE = {A, C, B, E, F}.

Now we define and calculate the contributing elements of intersection el-
ements. Let iE be the intersection end element of a intersection path h,i.e.,
iE = endL(h). The contributing elements of iE, denoted by CE(iE), are de-
fined to be all key end elements of So and H under h but not contributing
elements of any other intersection end elements. To calculate the contributing
elements, we first sort the paths in H by applying string sorting and put the
result in Ho as [h1, · · · , hm]. We then follow the following algorithm to calculate
contributing elements.

Algorithm 4 1 (calculation of contributing elements)

Inpput: So = [s1, · · · , sn] and Ho = [h1, · · · , hm]
Do: For h = hm, · · · , h1 in order,

Foreach s in So, if s is not marked and if endL(s) is a
descendent of h, put endL(s) in CE(endL(h)) and mark s.

Foreach hx ∈ Ho, if hx is not marked and if endL(hx) is a
descendent of h, put endL(hx) in CE(endL(h)) and mark hx.

Output: CE(endL(h)) for all h ∈ Ho.

In the running example of Figure 3, the results of applying Algorithm 4 1 are
CE(C) = {E, F} and CE(A) = {B, C}.

4.2 Parsing a Document

We define the function val(k) to mean the value set of a key end element. Note
that if k is a prime end element, val(k) will be accumulated if there are multiple
presences of the same elements under a same node. If k is an intersection end
element, val(k) is a set of tuples generated by the production of the values and/or
value sets of contributing elements of k. We call each element of the production a
tuple. Obviously, val(k) changes as the parsing progresses. We now show some
examples of val(k) w.r.t Figure 3. When parsing reaches tag <C> in Line 3,
val(C), val(E) and val(F ) are all set to empty. When parsing has completed Line

.

.
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6, val(E) = {”e1”, ”e2”} and val(F ) = {”f1”, ”f2”}. When parsing of Line
7 is completed, val(C) = {< ”e1”, ”f1” >, < ”e1”, ”f2” >, < ”e2”, ”f1” >,
< ”e2”, ”f2” >}.

We further define some notation. stk denotes a stack while stkTop is used to
refer to the element currently at the top of the stack. For simplicity, we define
e ∈ X, where e is an element and X is a path set, to be true if there exists a
path x ∈ X such that endL(x) = e. With all these definitions, we present the
algorithm that parses a document. Also for simplicity, we use val(h) to mean
val(endL(h)) where h is a path.

Algorithm 4 2 (parsing documents)

Inpput: So, Ho, CE, PE, an empty stk, and a document
Do: Foreach element e in the document in the order of presence

if e ∈ Ho and e closes stkTop, do production of
the contributing attributes as the following:
let CE(e) = {e1, ..., ec}, then
val(e) = val(e) ∪ {val(e1) × · · · × val(ec)}
Note that some val(ei) can be sets of tuples while the
others can be sets of values.

else if e ∈ Ho

push e to stk
reset val(e1), · · ·, val(ec) to empty where
e1, · · · , ec ∈ CE(e)

else if e ∈ PE
read the value v of e and add v to val(e)
if e is a leaf element, v is the constant string on

the node.
if e is an internal node, v is ’null’.

else
ignore the element and keep reading

Output: val(h1) where h1 is the first element in Ho - the
shortest intersection path.

Note that the algorithm scans the document only once and all tuples are gener-
ated for the XMVD.

In the algorithm, the structures So, Ho, CE, PE, an empty stk form a
structure group. If there are multiple XMVDs to be checked at the same time,
we create a structure group for each XMVD. During document parsing, for each
element e read from the document, the above algorithm is applied to all structure
groups. This means for checking multiple XMVDs, the same document is still
scanned once.

4.3 Tuple Attribute Shifting and XMVD Checking

For each tuple t in val(h1), where h1 is the first element in Ho - the shortest
intersection path, it contains a value for each paths of the XMVD, but the

.
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values are in the order of their presence in the document. This order is different
from the order of paths in the XMVD. For example in Figure 3, the tuple <
”b1”, ”e1”, ”f1” > is in val(root.A) and the values of the tuple are for the paths
r.A.B, r.A.C.D.E, r.A.C.F in order. This order is different from the order of paths
in the XMVD: r.A.B, r.A.C.D.E r.A.C.F. We define the operation shiftAttr() to
rearrange the order of values of t so that the values for the paths in P are moved
to the beginning of t, the values for the paths in Q are moved to the middle
of t, and the values for the paths in R are at the end of t. The shiftAttr()
operation is applied to every tuple of val(h1) and the result is denoted by Tsa =
shiftAttr(val(h1)).

We define a further function removeDuplicates(Tsa) to remove duplicating
tuples in Tsa and we denote the returned set as Tdist. Thus, the following algo-
rithm checks whether an XML document satisfies an XMVD and this algorithm
is one of the main results of our proposal. The basic idea of checking is to group
all the tuples for the XMVD so that tuples with the same P value is put into one
group. In each group, the number of distinct Q values, |Q|, and the number of
distinct R values, |R|, are calculated. Then if |Q| × |R| is the same as the num-
ber of distinct tuples in the group, the group satisfies the XMVD; otherwise, it
violates the XMVD. If all the groups satisfy the XMVD, the document satisfies
the XMVD.

Algorithm 4 3 (checking mvd)

Inpput: Tdist

Do: violated = 0
For G be each set of all tuples in Tdist having the same P

value
let |G| be the number of tuples in G
let dist(Q) and dist(R) be the numbers of distinct Q values

and of distinct R values in G respectively
if ( |G| ! = dist(Q)× dist(R) ) then violated + +;

Output: if ( violated == 0 ) return TRUE; otherwise return FLASE.

Note that this algorithm assumes that G is the set of all tuples having the
same P value. To satisfy this assumption, one has to group tuples in Tdist so
that tuples with the same P value can be put together. A quick solution to this
is not direct as show in the next section and therefore the way of achieving the
assumption greatly affects the performance of whole checking algorithm.

5 Implementation and Performance

In this section, we present the performance results of our tests using an adapted
hashing implementation. The tests were done on a Pentium 4 computer with
398 MB of main memory. The tests used XMVDs involving 12 paths, 9 paths,

.
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6 paths, and 3 paths respectively. The XML documents used in the tests have
random string values of about 15 characters for each path. This means that if
there are three paths involved in an XMVD, the length of a tuple is about 45
characters while if there are twelve paths in an XMVD, the length of a tuple is
around 180 characters.

In Algorithm 4 3, an assumption is taken that all tuples having the same P
value are grouped together. At the same time, in each group, the number of
distinct Q values and the number of distinct R values need to be calculated. To
obtain these numbers, we choose to use an adapted hashing technique which is
based on the standard extensible hashing [11]. In the standard extensible hashing
technique, each object to be hashed has a distinct key value. By using a hash
function, the key value is mapped to an index to a pointer, pointing to a fixed
size basket, in a pointer directory. The object with the key value will then
be put into the pointed basket. Every time a basket becomes full, the directory
space is doubled and the full basket is split into two. In our implementation,
we use the digests, integers converted from strings, of P values of tuples as the
key values of the standard extensible hashing. Our modification to the standard
extensible hashing technique is the following.

The baskets we use are extensible, meaning that the size of each basket is
not fixed. We allow only the tuples with the same key value to be put into a
basket. We call the key value of the tuples in the basket the basket key. Tuples
with different keys are said conflicting. If placing a tuple into an existing basket
causes a conflict, a new basket is created and the conflicting tuple is put into the
new basket. At the same time, the directory is doubled and new hash codes are
calculated for both the existing basket key and the new basket key. The doubling
process continues until the two hash codes are different. Then the existing and
the new baskets are connected to the pointers indexed by the corresponding hash
codes in the directory.

Figure 4 shows the directory and a basket. Note that because of directory
space doubling, a basket may be referenced by multiple pointers. In the diagram,
p stands for the basket key, the three spaces on the right of p are lists storing
distinct Q values, distinct R values and distinct Q and R combinations. On top
of the lists, three counters are defined. nq stands for the number of distinct Q
values, nr the number of distinct R values and nqr the number of distinct Q
and R combinations. After hashing is completed, the three counters are used to
check the XMVD as required by Algorithm 43. When a new tuple t =< p, q, r >,
where p, q and r are values for P, Q and R respectively, with the same p value
is inserted to a basket, q is checked against all existing values to see if it equals
to one of them. If yes, the q value is ignored; otherwise, the q value is appended
to the end of the list and the counter is stepped. Similar processes are applied
to insert r and the combination < q, r >.

We now analyze the performance of hashing. Obviously the calculation of
hash codes to find baskets for tuples is linear in relation to the number of tuples.

.
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Fig. 4. The structure of a basket and one extension

When a tuple t =< p, q, r > is put into a basket that has already has tuples,
then comparisons are needed to see if q, r and the combination < q, r > are
already in the lists. The performance of the comparison relates to the number
of distinct existing values. Generally, if we need to put n′ values into a list that
has had m distinct values, then the performance is O(n′ ∗m) comparisons.

Fig. 5. Performance of hash method

We conducted a number of experiments to observe the performance of the
implementation and the results are given in Figure 5. In this experiment we
plotted the time taken for checking XMVD satisfaction against the number of
tuples in the document, for varying numbers of paths in the XMVD (we used
6, 9, and 12). In the cases of 3 paths and 6 paths, we see that the former has a
higher cost. This can be explained because the overall performance contains the
time for parsing documents. To have the same number of tuples in the cases of
3 paths and 6 paths, the 3 path case has a much larger file size, about 70 times
of that of 6 paths and therefore the parsing time used is much larger in contrast
to that of 6 path case. It is the parsing time that makes performance for 3 paths
worse than that for 9 or 12 paths.



Checking Multivalued Dependencies in XML 331

We also implemented the algorithms in a sorting based approach to compare
the performance of this hashing based approach. The result of the sorting im-
plementation and its comparison with the hashing based approach are given in
the full version of this paper [10].

6 Conclusions

In this paper we have addressed the problem of developing an efficient algorithm
for checking the satisfaction of XMVDs, a new type of XML constraint that has
recently been introduced [13, 14]. We have developed an extensible hash based
algorithm that requires only one scan of the XML document to check XMVDs.
At the same time its running time is linear in the size of the application which is
proved to be the number of tuples. The algorithm can check not only the cases
where there is only one XMVD, but also the cases involving multiple XMVDs.
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Abstract. DTD is primarily used XML schema language to structure
XML documents via a set of rules. But its too simple to represent XML
document structures in a wide spectrum. Thus, many other XML schema
languages such as XML Schema and SOX have been proposed to solve
this problem. However these XML schema languages are too complicated
for nonexperts to comprehend and use. In this paper, we extend DTD
with object oriented mechanisms to solve this problem to meet the needs
of complex applications and we call the new schema language Extended
DTD. We describe Extended DTD components including their compo-
sitions, properties, constraints and validation rules. Then we come to
conclusion.

1 Introduction

In the past few years, XML has emerged as the dominant standard for repre-
senting information and exchanging data over the Internet [2]. The Document
Type Definition (DTD) [2] determines the structures of XML documents via a
set of rules and is the primarily used schema language nowadays [9]. But its
too simple to represent complex XML document structures. Many other XML
schema languages such as SOX [3], XML schema [5], Schematron [6], DSD [7],
XDR [10] have been proposed to solve this problem. Although most of them
are more powerful in modeling than DTD, they do not support object oriented
features except for XML Schema and SOX [8]. However, XML Schema and SOX
are too complicated for nonexperts to comprehend and use [4][11]. In addition,
some important features in inheritance such as overriding and blocking, are not
supported in SOX and only indirectly supported in XML Schema.

In our point of view, the best way is to improve DTD in its expressiveness
and functionality for structure modeling so that it is capable of supporting XML
applications with wide spectrum. To achieve this, the most important feature
needed to be integrated into DTD is the object orientation. In this paper, we
extend DTD systematically with some additional key features to enable pure
object oriented modeling and we call the new schema language Extended DTD.

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 333–338, 2005.
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The remainder of this paper is organized as follows: (1) we analyze the re-
quirements of the Extended DTD; (2) we describe the components of Extended
DTD including Scope Declaration Component, Element Declaration Compo-
nent, Attribute Declaration Component, NameSpace Declaration Component,
Import/Include Declaration Component; (3) we describe the validity constraints
of Extended DTD; Finally, we come to the conclusion.

2 Extended DTD

This section discusses the requirements on Extended DTD and Extended DTD
components.

2.1 Requirements and Analysis

There are three tenets in object-oriented design, namely encapsulation, inheri-
tance and polymorphism, which can improve the design, structure and reusability
of the application design. To totally emphasize the principles and completely en-
able object-oriented model design framework, Extended DTD needs to support
mechanisms including element type derivation, scope specification, namespace
and external schema constructs enclosure.

2.2 Scope Declaration Component

In Extended DTD, scope can be specified at two levels: document level and
element level. A scope specified for a document applies for all elements and
attributes declared in this document while a scope specified for an element only
applies for this element itself.

In Extended DTD, if no scope is specified for the document, the scope should
be individually defined for each element and attribute declared in this document.
The syntax to declare the scope of a document is:
<scope scopeOfDocument>
This declaration clause specifies the scope of a document to be public or private.
For example, the following clause specifies the scope of an Extended DTD doc-
ument to be public: <scope public>. For details on specifying the scope of an
element or an attribute, please refer to the subsecitons 2.3 and 2.4 respectively.

2.3 Element Declaration Component

This subsection describes how to declare an XML element type in Extended
DTD including the composition of an element declaration and explanation on
each component of the declaration.

In Extended DTD, the syntax to declare an element is as follows:
<!ELEMENT elementName scopeOfElement ISA superElementName WITH-
OUTELEMENT (withoutElementList) (elementContentModel)>
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The elementName is the name of the element which should be an NCName de-
fined in XML-Namespaces [12]. This name belongs to the document namespace
declared at the beginning of the document. The scopeOfElement is the scope
of the element and can be public or private, which means that the element is
exportable or not exportable respectively. The scope of an element is by default
public. A public element is exportable while a private element is only available
within the document where it is declared. ISA is the keyword to declare the ele-
ment hierarchy and the superElementName following it is the name of the super-
element. Super-element must be an element declared in the same document or
in the external construct that is imported or included in this document. The ele-
ment being declared will inherit from its super-element; WITHOUTELEMENT
is the keyword specifying the elements that should be blocked in the inheri-
tance process and withoutElementList is the name list of the elements contained
in the parent element content model that should be blocked in the inheritance
process. With this mechanism, inheritance with blocking and overriding can be
supported. The elementContentModel is the Content model of the element being
declared. The constraints, syntax and composition of the elementContentModel
property are the same as in DTD.

In Extended DTD, elements are divided into two types: simple element, whose
content is a simple character string or empty and without sub-elements in content
model, and complex element that contains other elements in its content model or
includes one or more attribute values or both at the same time. In Extended DTD,
only complex elements can be used for inheritance in which new complex elements
can be derived from existing complex elements. The derived complex element will
inherit all content model elements and attributes from its base type and the actual
content model of this element is its parent’s content model with the elements being
blocked removed and with its own content model appending to it.

For example, <!ELEMENT Teacher ISA Person WITHOUTELEMENT
(HomePhone) (WorkPhone, Salary, Teaches)> declares an element Teacher,
which is a derived type of Person with HomePhone blocked in the inheri-
tance and WorkPhone, Salary, Teaches as its own content model elements.
The definition of element Person is <!ELEMENT Person (Name, BirthDate,
HomePhone)> while the actual content model is (Name, BirthDate, WorkPhone,
Salary, Teaches).

2.4 Attribute Declaration Component

Literally, the attribute declaration is the same as in DTD. All constraints on
DTD attribute declaration also apply for Extended DTD attribute declaration.
Extended DTD attribute should have the same scope and namespace as the
element it belongs to.

2.5 NameSpace Declaration Component

XML namespace specification is defined in one of the W3C Recommendations
called Namespaces in XML [12]. DTD doesn’t support namespace [14], which
makes it incapable of supporting code reuse by enclosing constructs from external
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schema documents. This is one of the biggest limitations of DTD that make it
unsuitable for flexible and modular design of complex XML applications.

In Extended DTD, we integrate the mechanism to support namespace, which
is a collection of names that are unique with respect to each other. By doing this,
many name conflicts can be avoided. In Extended DTD, names must be unique
within a single namespace, but they can be the same in different namespaces
without causing any conflict. This will solve the possible name conflict when we
enclose an external construct which has the same element or attribute name as
in the enclosing document by using different namespaces.

In an Extended DTD document, all the namespaces must be declared at the
beginning of the document before the actual schema definition starts. For the
syntax to declare a namespace, please refer to the W3C specification Namespaces
in XML [12]. For example, <xmlns = ”http://www.university.ca”> declares the
default namespace of the XML document is ”http://www.university.ca” and
<xmlns:e = ”http://www.external.com”> declares the name space e is ”http://
www.external.com”.

2.6 Import / Include Declaration Component

In order to enable object oriented modular design and construct reuse, Extended
DTD needs to provide mechanisms to assemble a whole schema definition from
multiple schema documents to allow enclosure of external constructs. The dec-
laration should be at the beginning of the schema document before the actual
schema declaration starts and there are two types of enclosure declarations de-
pending on namespaces of the schemas:
– <include schemaURI>

To enclose an external construct with the same namespace as the enclosing
schema document. schemaURI is the location of an Extended DTD con-
struct. An Extended DTD document can have more than one external con-
structs included. The included constructs must either have the same names-
pace as the enclosing document, or have no namespace. In the latter case,
the included construct is assigned to the namespace, to which the enclosing
document belongs. For the sake of convenience, we call the included doc-
ument E1, the including document E2. There are some constraints for the
include declaration component:
• E1 must be exportable or the definitions contained in E1 and used by

E2 must be exportable;
• E1 must be a complete Extended DTD document containing element

and/or attribute components. E1 must be well formed;
• If E1 has no namespace declared but E2 has, the schema definition cor-

responding to E2 must include not only its own declarations, but also all
the components contained in E1 with all the absent namespaces replaced
with the actual namespace value of E2.

– <import nameSpace schemaURI>
To enclose an external construct with different namespaces than the enclos-
ing schema document. nameSpace is the namespace of the external schema
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construct being imported in the current document. The schemaURI is the
location of an external Extended DTD construct. Here we call the included
document E1, the enclosing document E2. There are also some constraints
for this include declaration component:
• E1 must be exportable or the definitions contained in E1 and used by

E2 must be exportable;
• E1 must be a complete Extended DTD document containing element

and/or attribute components. E1 must be well formed.

For example,<include Students.edtd> declares to enclose an Extended DTD
document Students.edtd from the same namespace in the current document while
<import ”http://www.external.com” ExternalPersons.edtd> to enclose an Ex-
tended DTD document ExternalPersons.edtd from a different namespace in the
current document.

3 Validation Rules

This section discusses the validity constraints of Extended DTD. The validation
of the XML documents against Extended DTD will be based on the validity
constraints of DTD [13] with some additional validation rules:

– The element content model in Extended DTD depends not only on its own
declaration, but also on the declaration of its parent. For details of element
content model construction, please refer to subsection 2.3;

– The Extended DTD supports polymorphism, which means that an element
instance in a valid XML document can be substituted with an instance of
its subtype and the XML document should still be valid.

4 Conclusion

In this paper, we extend DTD with object orientation supporting mechanisms
to make it more expressive and able to express XML document structures in
a wide spectrum. First we describe the Extended DTD components including
their compositions, properties, constraints. We also discuss the validation rules
of XML document against Extended DTD.

Extended DTD supports more object oriented features than other object ori-
ented feature supporting XML schema languages. Table 1 compares four schema
languages.

Table 1. Comparison of four XML schema languages

Languages Element Inheritance Attribute Inheritance Overriding Blocking Polymorphism
DTD × × × × ×

XML Schema
√ × partial partial partial

SOX
√ × × × √

Extended DTD
√ √ √ √ √
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Extended DTD is simple and straight forward. It is especially easy to use for
people who are already familiar with DTD. Also, it is much more expressive and
capable to support complex, modular XML application design, which makes it
a truly powerful XML schema language.
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Abstract. In heterogeneous data integration systems, there can be a wide 
variety of different data sources, which support query interfaces with very 
varied capabilities. Constrained by the expressiveness of the access interfaces, 
data integration systems from multiple sources have to cope with different and 
limited capabilities of the sources. At the same time, several contemporary 
integration systems export their mediator capabilities in the same way as those 
of data sources, thus making it hard for them to be integrated by other 
mediators. In this paper, we propose a capability object conceptual model to 
capture a rich variety of query-processing capabilities of sources’ and outline an 
algebra to compute the set of mediator-supported queries based on the 
capability limitations of the sources they integrate. Our work highlights the 
capability computing approach that enables interoperation among various 
sources by computing the capability objects associated with them towards 
scalable application integration. Not only is the process of interoperation semi-
automatic and timesaving, but also, often, the end-users have idea of the 
capabilities of mediator and get a better insight on which queries to submit to 
the mediator. Finally, we show the properties of the algebraic operators. Query 
optimization is enabled based on the properties of the algebraic operators. 

1   Introduction 

With the rapid development of the World Wide Web, the integration of heterogeneous 
data sources has become a major concern of the database community. The data 
integration system aims at providing a uniform interface for querying collections of 
distributed, heterogeneous, and often-dynamic sources and making them work 
together as a whole. In these systems, a user poses a query on a mediator [1], which 
computes the answer by accessing the data at the underlying source relations. So the 
data integration systems have to cope with a wide variety of different data sources 
with a wide range of query processing capabilities. This introduces interesting 
capability description challenges, as illustrated by the following example. 

Example 1. Consider a source relation BOOKS (author, title, subject). Users pose 
queries to the source by filling out search form and cannot retrieve all its data for free. 
Instead, the only way of retrieving its tuples is by providing an author name and 
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subject name, and then retrieving the titles of this author in such subject. Another 
BOOKS source relation admits users searching for books by specifying the author or 
title attribute.  

Many contemporary integration systems [2-10] have not captured a rich variety of 
query-processing capabilities of underlying sources and exported mediator 
capabilities. Therefore, not only is the process of integration manually extremely 
tedious and time-consuming, but also, often, the end-user does not have any idea of 
the capabilities of mediator and can’t get a better insight on which queries to submit 
to the mediator.  

In this work, we present capability object conceptual model, which is based on the 
access pattern and content information, making it possible for mediator and base 
source relations to precisely export their capabilities. This paper is principally 
concerned with capability object computing approach towards scalable application 
integration in distributed and heterogeneous resources. 

The remainder of the paper is organized as follows. We compare our work with 
other related work in query-processing capability description in section 2. In section 3 
we present our framework for capability object description. We then in section 4 
propose capability object algebra and illustrate the computing by example. Section 5 
shows the properties of the algebraic operators. Section 6 presents our conclusions. 

2   Related Work 

In this section, we briefly describe several methods that have been proposed to deal 
with query-processing capability limitations of a data source in data integration 
systems. 

The usage of binding pattern for discussing diverse capabilities is pioneered in the 
TSIMMIS system [2]. In TSIMMIS, the source capabilities are expressed as a set of 
query templates supported by the source. Each attribute in a template can be adorned 
as bound, free. Since it only has a set of pre-defined query templates that it knows to 
answer, the integration system can answer a restricted set of queries. 

Information Manifold [3] uses capability records to describe query capability 
limitations of sources. Each source has a capability record that indicates the input 
attributes of the source local schema, its output attributes, the minimum and 
maximum number of inputs that must be specified in a query to the source. Since the 
subset selected is arbitrary, the capability records cannot precisely specify the binding 
patterns. Therefore, the expressive power of its capabilities describing mechanism is 
less powerful. 

In HERMES [4], the method that explicitly specifies the parameterized calls that 
are sent to the sources reduces the interface between the integration system and the 
sources to a limited set of explicitly listed parameterized calls. So it’s hard to express 
source capabilities. 

The Garlic system [5] allows for sources to express disjunctive as well as 
conjunctive condition processing capabilities. But it enforces unique keys for all 
exported data items, which make it too hard for the data providers. 
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In DISCO system [6], data is structured in class extents. A wrapper declares the 
attributes that can be given as input to logical operators (e.g., select, project, join), and 
the minimal number of attributes for which values are wanted. 

The NAIL! system [7] investigates the problem of generating query plans for 
mediated schemas in the presence of source-capability restrictions. However, NAIL! 
only considered a limited set of restrictions expressed as attribute adornments, free 
and bound. 

To represent the diverse query capabilities of sources, [8] utilizes an input-output 
relationship ior of the form ior: Input → Output or ior: Input → → Output, where the 
Input is a set of bindings for input attributes and the Output are the elements that are 
returned in the answer. 

A generic search view mechanism [9] lists all data sources accessing capabilities 
through attributes, where direct calls are represented as key attributes, search calls are 
associated with search attributes and hyperlinks are mapped to abstract attributes. 

Work in [10] is similar to our approach. Besides the b(bound), f(free) and 
u(unadorned) adornments, they propose two extra annotations c[s] and o[s] for a 
given attribute in a binding pattern. They define the capabilities of a mediator as the 
set of queries supported by the mediator on the integrated views it exports. In virtue 
of the template-computing algorithm, the capabilities of a mediator can be computed 
from the capabilities of the sources it mediates. Unfortunately, they take the 
assumption that the same attribute underlying different sources come from the same 
domain, while our work take into consideration of the content description of 
attributes. So an important difference is that prior art like [8-10] did not adequately 
address the role of content descriptions, and this paper extends that work by 
accounting for content descriptions of data sources in computing mediator 
capabilities. 

3   Capability Object Conceptual Model 

Current data integration research makes some simplifying assumptions. The first is 
that data sources can all be modeled as relational databases. This leads to the 
formulation of the mediator as integrated views in terms of source views. Data 
sources are assumed to be able to answer simple relational queries that possibly 
required binding patterns to be satisfied. Second, we assume that differences in 
ontologies, vocabularies, and formats used by sources have been resolved through 
wrappers[11,12], and the difference of the same attribute between the base source and 
mediator is the former domain is subset of the later. 

Our common conceptual model for the internal representation of source capability 
object is based on the work done by Vidal [13]. In its core, we represent a source 
capability object by the triple (OID, R, cp), where: 

 object id: uniquely identifies the source capability object. 
 R: identifies the universal relation (contain base source relations and mediator 

relations). 
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 cp is a pair (ior, cd) called the capability description, where: 
 ior: is a pair (Input, Output) called the input-output relationship, where 

Input and Output are subsets of the attributes of R. The Input attributes 
are input restrictions which must be bound. The Output attributes 
require those attributes values projected out when the attributes in Input 
are bound. The input-output relationships typically characterize the 
limited query capabilities of sources. 

 cd: content description is a set of pairs (atti, domi), where atti is an 
attribute of R, and domi is a subset of the domain of this attribute in R. A 
tuple t satisfies cd iff for every pair (atti, domi) in cd, t.atti is in domi. For 
every attribute attj in Input, there must be a pair (attj, domj) in cd. 

Note that any real source may have more than one access pattern, which leads to 
several capability objects associating to the same source with the same OID. 

We define the capabilities of a mediator object as the set of queries supported by 
the mediator object on the integrated objects it exports. The capabilities of a mediator 
object can be computed from the capabilities of the sources object it mediates. 

In the next section, we will briefly define a Capability Object Integration Algebra, 
which allows us to systematically compose mediator objects from diverse data 
sources. The capability object integration algebra provides the compositional 
capability, and thus enhances the scalability of our approach. 

4   Capability Object Integration Algebra 

In this section, we present an algebra that allows us multiple levels of composition of 
mediator objects. The problem we are addressing in this paper specially deals with the 
computation of mediator objects, after the mediator views and their definition in terms 
of source objects are identified. 

The algebra has two unary operators: Select, Project, and two binary operations: 
Union, Join. Each binary operator takes as operands two capability objects that we 
want to integrate, and generates a capability object as a result. In our algebra, the two 
capability objects should come from different sources with different OID. Each 
unitary operator allows us to highlight and select portions of the capability object that 
are relevant to the condition. 

In the description of the algebra below we use the following symbols and 
definitions. 

Let O = (oid, R, cp), O1 = (oid1, R1, cp1), and O2 = (oid2, R2, cp2) be three 
capability objects, where,  

cp = (ior, cd), ior = (Input, Output), cd {(atti, domatti) | atti Att}, cp1= (ior1, 
cd1), ior1= (Input1, Output1), cd1= {(att1i, dom1att1i) | att1i Att1}, cp2= (ior2, cd2), 
ior2= (Input2, Output2), cd2= {(att2j, dom2att2j) | att2j Att2}, Att are attributes set of 
cd, Att1 are attributes set of cd1 and Att2 are attributes set of cd2. 

Definition 1 (Get attributes operation). Let R be a relation in capability object 
O(oid, R, cp), we introduce ATT(R) operation to get all attributes of R. 
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Definition 2 (Sub-attributes projection operation). Let Att be attributes set of cd in 
capability object O(oid, R, cp), then cd|A={(attk, domattk) | attk A ⊆ Att} denotes the 
subset of cd with the attributes projection on the attributes subset A. 

Example 2. Let cd={(x, {0, 1, 2}), (y, {True, False})}, A={x}, then cd|A={(x, {0, 1, 
2})}. 

Definition 3 (General union operator). The General union operator ⊕ on cd1 and cd2: 
cd1⊕cd2= cd1|Att1-Att2⊕cd2|Att2-Att1={(attk, domattk)|((attk, domattk) cd1|Att1-Att2) ((attk, 

domattk) cd2|Att2-Att1)}. 

Example 3. Let cd1={(x, {0, 1, 2}), (y, {True, False})}, cd2={(x, {0, 3, 4}), (z, {Jan, 
…, Dec})}, then cd1⊕cd2={(y, {True, False}), (z, {Jan, …, Dec})}. 

Definition 4 (General join operator). The General join operator on cd1 and cd2: 
cd1 cd2= cd1|Att1 Att2 cd2|Att1 Att2={(attk, domattk) | attk Att1 Att2, domattk = 

dom1attk dom2attk }. 

Example 4. Let cd1 and cd2 be the same as those in Example 3, then cd1 cd2={(x, {0, 
1, 2, 3, 4})}. 

Definition 5 (Absolute join operator). The Absolute join operator on cd1 and cd2: 
cd1 cd2= cd1|Att1 Att2 cd2|Att1 Att2={(attk, domattk) | attk Att1 Att2, domattk = 

dom1attk dom2attk }. 
Example 5. Let cd1 and cd2 be the same as those in Example 3, then cd1 cd2={(x, 
{0})}. 

4.1   Operators for Simple Mediator 

As the query capability of a mediator object is affected by the techniques used by the 
mediator in processing the queries posed to it, we, in this section, make simple query-
processing assumption on mediators as in [10]. That is to say, mediator does not apply 
any post-processing conditions and pass bindings from one join operand to another. 

4.1.1   Union 
Let O1 O2 be defined as in section 4 and “R1 = R2” (the two relations have n same 
attribute names and the corresponding attributes come from the same domain), then 
the union of the two capability objects resulting in a new capability object, which is: 

O = O1 O2 = (oid, R, cp), where, 
ATT(R) = ATT(R1) = ATT(R2), 
cp (ior, cd), 
ior (Input, Output), 
Input {ini| ini Input1 Input2)}, 
Output {outi| outi Output1 Output2)}, 
cd (cd1⊕cd2) (cd1 cd2). 



344 J. Tang, W. Zhang, and W. Xiao 

 

Note that every object identifier oid in capability object is automatically generated 
by system, and doesn’t bear any meaning. 

Example 6. Consider a mediator capability object O(oid, R, cp) be defined as the 
union of three source capability objects O1(oid1, R1, cp1), O2(oid2, R2, cp2) and 
O3(oid3, R3, cp3). The descriptions of the three source capability objects are as 
follows: 

O1 (oid1, R1(x, y, z), 
cp1 

({x}, {x, y}),                                     ior1 
{(x, {0, 1, 2})}                                 cd1 

) 
O2 (oid2, R2(x, y, z)  

({y}, {y, z}),                     
{(y, {True, False}), (z, {Jan, …, June})} 

) 
O3 (oid3, R3(x, y, z)  

({z}, {x, y, z}),                     
{(x, {4, 5}), (z, {Jan, …, Dec})} 

) 

Fig. 1. Descriptions for source capability objects

In Figure 1, source capability object O1 can return (x, y) tuples set when provided 
with the values for attribute x. 

ATT(R) = {x, y, z}. 
The computing of cp1 cp2 is 
cpt (({x, y}, {x, y, z}), {(x, {0, 1, 2}), (y, {True, False}), (z, {Jan, …, June})}), 
while the computing of cpt  cp3  is 
cp = (({x, y, z}, {x, y, z}), {(x, {0, 1, 2, 4, 5}), (y, {True, False}), (z, {Jan, …, 

Dec})}). 
The description of mediator capability object O(oid, R, cp) is: 

O (oid, R(x, y, z), 
({x, y, z}, {x, y, z}),                
{(x, {0,1,2,4,5}), (y,{True, False}), (z, {Jan, …, Dec})} 

) 

Fig. 2. Description for mediator capability object

4.1.2   Join 
For simplification, we only discuss natural join in this paper, and other join 
definitions can be derived by analogy. 

The join of the two capability objects O1 O2 resulting in a new capability 
object, which is expressed as: 
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O = O1 O2 = (oid, R, cp), where, 
ATT(R) = ATT(R1) ATT(R2), 
cp = (ior, cd), 
ior = (Input, Output), 
Input = {ini| ini Input1 Input2)}, 
Output = {outi| outi Output1 Output2)}, 
cd = (cd1⊕cd2) (cd1 cd2). 

Example 7. Consider a mediator capability object O(oid, R, cp) be defined as the join 
of three source capability objects O1(oid1, R1, cp1), O2(oid2, R2, cp2) and O3(oid3, R3, 
cp3), where, 

ATT(R1) ={x, y, z}, cp1 = (({x}, {y, z}), {(x, {0, 1, 2}), (z, {Jan, …, Dec})}), 
ATT(R2) ={z, u, v}, cp2 = (({z}, {z, u}), {(z, {Jan, …, June})}), 
ATT(R3) = {v, w}, cp3 = (({v}, {w}), {(v, {True, False})}). 
So the mediator capability object O(oid, R, cp) is 
ATT(R) ={x, y, z, u, v, w}, cp =(({x, z, v}, {y, z, u, w}), {(x, {0, 1, 2}), (z, {Jan, …, 

June}), (v, {True, False})}). 

4.1.3   Select 
When given selection condition f and capability object O1(oid1, R1, cp1), mediator can 
apply the selection condition f on O1 to gain its capability object, which is expressed as 

[f]( O1) = O (oid, R, cp), 
where O1 is defined as in section 4 and f is selection condition in the form of: 

att c, {<, >, ≤ , ≥ , =}, att Att1, c const. 
The mediator capability object O(oid, R, cp) is 
ATT(R) = ATT(R1), 
cp = (ior, cd), 
ior = (Input, Output), 
Input = {ini| ini Input1}, 
Output = {outi| outi Output1}, 
cd = (cd1 cd1|att) {(att domatt f)}. 

Example 8. Consider a mediator capability object O(oid, R, cp) be defined as the 
application of condition “ ≤ ” on source capability objects O1(oid1, R1, cp1), where, 

ATT(R1)= {x, y, z}, cp1= (({x, y}, {y, z}), {(x, {0, 1, 2, 3, 4, 5}), (y, {True, 
False})}), 

then 
ATT(R)= {x, y, z}, cp= (({x, y}, {y, z}), {(x, {0, 1, 2, 3}), (y, {True, False})}). 

4.1.4   Projection 
When given capability object O1(oid1, R1, cp1) and attributes set Att = {att1, , 
attk} ⊆ ATT(R1), the projection on Att of mediator can be expressed as 

[att1 attk](O1) = (oid, R, cp). 
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If Input1 ⊄ Att, the mediator has no capability object, because the source can’t 
accept the mediator queries with some required binding attributes absent. 

On the other hand, if Input1 ⊆ Att, then only the projected attributes in Att remain, 
while the other attributes in R, Output1 and cd1 are left out, where, 

ATT(R) = Att, 
cp (ior, cd), 
ior = (Input, Output), 
Input = {ini | ini Input1}, 
Output = {outi | outi Output1 Att)}, 
cd = cd1|Att. 

Example 9. Consider a mediator capability object O(oid, R, cp) be defined as the 
application of projection on {x, y, z} on source capability object O1(oid1, R1, cp1), 
where, 

ATT(R1)= {x, y, z, u}, cp1= (({x, y}, {z, u}), {(x, {0, 1, 2}), (u, {True, False})}), 
So the definition of O(oid, R, cp) is 
ATT(R)= {x, y, z}, cp= (({x, y}, {z}), {(x, {0, 1, 2})}). 

4.2   Operators for Advanced Query-Processing Techniques in Mediators 

In this section, we consider advanced query-processing techniques in mediators, while 
mediator capability objects support post-processing and passing bindings, which only 
impact the definition of Join and Selection. 

4.2.1   Join 
When processing a query on a join view over a set of base views, since some of the 
output attributes produced from one base-view can be used to bind some input 
attributes of subsequent base-view queries, the operator is non-commutative. 

The join of the two capability objects O1 O2 is expressed as: 

O = O1 O2 = (oid, R, cp), where, 
ATT(R) = ATT(R1) ATT(R2), 
cp = (ior, cd), 
ior = (Input, Output), 
Input = {ini | ini ((Input1 Input2) Output1)}, 
Output = {outi | outi (Output1 Output2)}, 
cd = (cd1⊕cd2) (cd1 cd2). 

Example 10. Consider a mediator capability object O(oid, R, cp) be defined as the join 
of three source capability objects O1(oid1, R1, cp1), O2(oid2, R2, cp2) and O3(oid3, R3, 
cp3) as in Example 7.  

So the definition of O(oid, R, cp) is 
ATT(R)= {x, y, z, u, v, w}, cp= (({x, v}, {y, z, u, w}), {(x, {0, 1, 2}), (z, {Jan, …, 

June}), (v, {True, False})}). 

Compared with Example 7, mediator can pass binding attribute value z between 
O1 O2, which result in the omitting of attribute z in Input set in cp. That is to say, 
mediator poses query R1(x1, Y, Z) on O1, then mediator passes every value zi in 
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returned tuples (y, z) to O2, invoking query R2(zi, U, V). Query R3(v, W) on O3 can be 
executed with query R1(x1, Y, Z) on O1 and O2 in parallel, while query on O1 and O2 

must be executed sequentially. With the information of the domain of z in O1 is {Jan, 
…, Dec} and the domain of z in O2 is {Jan, …, June}, we can filter those tuples with 
z value later than June after executing query on O1, and only pass the concise result to 
O2. As is known to all, we can improve query performance by reducing the 
intermediate results transmission over network. 

4.2.2   Select 
If there exists post-processing and selection condition f in the form of “att = c, c
const”, we can directly deduce the input bind attributes from the selection condition, 
so we get the definition of O(oid, R, cp) after applying the selection condition as in 
4.1.3. 

ATT(R)= ATT(R1)  
cp= (ior, cd), 
ior= (Input, Output), 
Input={ini| ini (Input1 att)}, 
Output= {outi| outi Output1}, 
cd= (cd1 cd1|att) {(att, domatt f)}. 

Example 11. Consider a mediator capability object O(oid, R, cp) be defined as 
applying selection condition “x = 3” on source capability objects O1(oid1, R1, cp1) , 
whose definition is the same as in Example 8. 

So the definition of O(oid, R, cp) is 
ATT(R)= {x, y, z}, cp= (({y}, {y, z}), {(x, {3}), (y, {True, False})}). 

5   A Case Study 

To verify that our capability object integration algebra makes sense in practice, we 
explored the Web. 

Consider the following three Web sources for bookstores. The Web sources are 
described in the relational data model. The content description of the multiple Web 
sources is as follows: 

Source S1: A site with information for all published book in SOUTHCHINA from 1992 to 
2004. The site supplies two query forms. In form 1, title attribute must be specified and the 
result of query includes ISBN, publisher, publication_date attributes; while in form 2 
publisher, publication_date attributes must be specified and the result of query includes title, 
ISBN attributes. 
R1(title, ISBN, publisher, publication_date) 
Source S2: A site with information for all published book on computer. Users can get author 
and abstract attributes with title attribute specified. 
R2(author, title, subject, abstract) 
Source S3: A site with information for all published book on computer, communication and 
economical management. Through choosing the book subject, users can get the 
corresponding author and title attributes. 
R3(author, title, subject) 
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So the derived capability objects descriptions for three web sources are presented 
in Figure 3, while S1 contain two capability objects O1 and O2. 

 
O1 (id1 R1  

({ } { }) ior1

{( String), ( String), (  SOUTHCHINAPUBLISHER), (
{1992 … 2004})} cd1) 

O2 (id2 R1  
 ({ } { }) ior2

{( String), ( String), (  SOUTHCHINAPUBLISHER), (
{1992 … 2004})}                                                                               cd2) 

O3 (id3 R2  
({ } { }) ior3

{( String), ( String), ( {computer}), ( String)}  cd3) 
O4 (id4 R3  

({ } { }) ior4

{( String), ( String), ( {computer communication economical 
management})}                                                                                                           cd4) 

Fig. 3. Descriptions for capability objects of bookstores 

We can build a mediator R on these three Web sources, while the view of R is 
R(author, title, subject, ISBN, publisher, publication_date). 
To apply the capability object integration algebra, we get mediator capability 

objects O5 and O6 in the following operations: 

O5 [author, title, subject](O3) O4  O1 
O6 [author title subject](O3) O4  O2 

Suppose mediator capability objects use operators for advanced query-processing 
techniques (support post-processing and passing bindings), the mediator capability 
objects O5 and O6 are: 

O5 (id5 R  
({ } { }) ior5

{( String), ( String), ( {computer communication economical 
management}), ( String), (  SOUTHCHINAPUBLISHER), (

{1992 … 2004})}                                                                                      cd5) 
O6 (id6 R  

({ } { }) ior6

{( String), ( String), ( {computer communication economical 
management}), ( String), (  SOUTHCHINAPUBLISHER), (

{1992 … 2004})}                                                                                      cd6) 

Fig. 4. Descriptions for capability objects of mediator in book integration system 
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Corresponding to mediator capability objects O5 and O6, the mediator has two 
query forms. One form requires the specification of title and subject attributes, 
another requires the specification of title, subject, publisher and publication_date 
attributes and the domain of  publisher attribute is {SOUTHCHINAPUBLISHER}.  

Since end-users have idea of the capabilities of mediator, they get a better insight 
on which queries to submit to the mediator. 

6   Properties of Operators 

The challenge for mediator objects is to generate optimal execution plans respecting 
the limited capabilities of sources. An optimal plan submits the largest possible sub-
query to the source based on its specific capability. Typically, this means providing as 
many input bindings that are supported in the source capability object and projecting 
out the minimal set of attributes needed by the mediator query. 

In obtaining a possibly optimal plan, a mediator object may perform a number of 
transformations on the operators and identify the best physical implementation for 
these operators. Typical transformations in this step include commuting operands of 
binary operators, selecting a join ordering, pushing selections and projections down, 
etc, to enumerate the space of alternate evaluation plans for a query. These 
optimizations often depend upon the ability to rearrange operands, which depends 
upon the properties of the operators. 

Some properties that characterize these operators are as follows: 

a) the union operator in simple and advanced mediator processing is commutative 
for the following hold: O1 O2 = O2 O1. 

b) the join operator in simple mediator processing is commutative for the 
following hold: O1 O2 = O2 O1. 

c) the join operator in advanced mediator processing is non-commutative. 

These properties have been used to formulate the rules that allow the mediator to 
perform typical rewriting optimization while making sure that only optimal execution 
plans are explored. If an operator is commutative the query optimizer can reverse the 
order of the operands, rearrange operands and design various optimized algorithms 
that improve the performance of queries tremendously. 

7   Conclusion 

In data integration systems, data sources exhibit diverse and limited capabilities. It is 
important to capture the rich variety of query-processing capabilities of sources and 
describe the capabilities of mediators so that they can be used as easily as base sources 
are. In some situations, mediator capabilities are manually computed and specified. 

In this paper we propose capability object conceptual model to capture a rich 
variety of query-processing capabilities of sources. Then, we presented a capability 
object integration algebra that provides the formal basis for composition of capability 
object. Through computing on capability objects, we can get the mediator capability 
object. The computing approach supports precise composition of capability objects 
from multiple diverse sources requiring less manual effort, allows scalable application  
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integration in distributed and heterogeneous resources, helps the end-users get a better 
insight on which queries to submit to the mediator. Finally, we presented the 
properties of the algebraic operations that determine whether operands can be 
rearranged in order to boost performance, which forms the basis for query 
optimization while composing information from multiple sources. 
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Abstract. In presence of web, one critical challenge is how to globally publish, 
seamlessly integrate and transparently locate geographically distributed 
information resources such as databases, programs, process, etc.. DartGrid is an 
implemented prototype system whose goal is to provide a semantic solution 
capable of deployment in grid settings. With current implementation of  
DartGrid, two fundamental resources , data and process, are considered and 
integrated together to provider semantic-level services. Our approach mainly 
involve the following notions: a) resource providers are organized as an 
ontology-based virtual organization; by uniformly defined domain semantics, 
data and process resources can be both semantically registered to an ontology-
based index and seamlessly integrated together to provide high-level service, 
and, b)we raise the level of interaction with the system to a domain-cognizant 
model  in which data query request and process execution command are 
specified in the terminology and knowledge of the domain(s), which enable the 
users to query databases and execute processes at a semantic or knowledge 
level. We explore the essential and fundamental roles played by semantics, and 
develop a Semantic Browser with some innovative semantic functionalities 
such as graphically browsing RDF/OWL ontologies, visually constructing 
semantic queries and semantically registering the data and process resources.  

1   Introduction 

In the next evolution step of web, termed semantic web[1], vast amounts of 
information resources (databases, multimedia, programs, services, processes) will be 
enriched with uniformed RDF/OWL-based semantics for automatic discovery, 
seamless communication and dynamic integration. Meanwhile, the Grids[2]  is 
emerging as a building infrastructure that supports coordinated management and 
sharing of inter-connected hardware and software resources. That also raises the 
question as to how various web resources can be deployed and integrated in such a 

                                                           
* This work is supported in part by China 973 fundamental research and development project: 

The research on application of semantic grid on the knowledge sharing and service of 
Traditional Chinese Medicine; China 211 core project: Network-based Intelligence and 
Graphics; and Data Grid for Traditional Chinese Medicine, subprogram of the Fundamental 
Technology and Research Program, China Ministry of Science and Technology. 
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new paradigm where a huge amount of decentralized, independently administrated 
resources can be involved in the grid-scale sharing cycle. 

Built upon Globus toolkit and several semantic web standards, DartGrid is aimed 
to address above challenges and provide a semantic solution capable of deployment in 
web-scale for both data integration and process management. With current 
implementation of DartGrid, we’ve developed a Database Grid [3] system enabling 
the user to semantically and dynamically register a database resource to an ontology-
based index, query distributed databases using RDF-based queries. We have also 
developed a DartFlow [4] system enabling the user to easily and conveniently register 
an applied service at semantic level, doing service discovery and service 
matchmaking based on semantic concepts. We explore the essential and fundamental 
roles played by semantics, and develop a Semantic Browser [5] with some innovative 
semantic functionalities such as graphically browsing RDF/OWL ontologies, visually 
constructing semantic queries and semantically registering the data and process 
resources.  

This paper is organized as follows: Section 2 introduces on the building 
architecture of DartGrid, Section 3 elaborates on the implementation of the Semantic 
Browser, the core components for data management and the process management in 
DartGrid, Section 4 mentions some related work, and Section 5 gives the summary. 

2   Abstract Architecture 

Figure 1 displays the layered architecture of DartGrid. Generally, DartGrid can be 
divided into five layers: resource layer, basic service layer, semantic service layer, 
collective service layer, and client layer. The main functionality and characteristics of 
each layer are elaborate on as follows. 

2.1   Resource Layer 

Two types of resources are considered in DartGrid design; they are data and process 
resources. These two types of resource are believed to be the most fundamental 
resources within a virtual organization.  

− Data Resources: includes database resources, file resource and multimedia 
resources. With DartGrid, we can access, integrate, and manage these data 
resources in a semantically meaningful way; 

− Process Resources: includes e-business processes, e-government processes, e-
leaning processes and so on. Process management in DartGrid refers to the 
management of process lifecycle, including process design, process verification, 
process execution, process monitoring and process mining.  

2.2   Basic Service Layer 

At this level, we’ve built several basic services upon the globus grid services. These 
services are designed for single data resources and process resources.  

 
 



 DartGrid: RDF-Mediated Database Integration and Process Coordination 353 

 

− Basic Services for Data Resources 
• Database Access Service: supports the typical remote operations on database 

contents, including retrieval, insertion, deletion of data, and modification of the 
data schema.  

• Database Information Service: supports the inquiring about the meta information 
of the database, those meta information include: schema definition, DBMS 
description, privilege information, statistics information including CPU 
utilization, available storage   space, active session number etc. 

  

Fig. 1. Abstract Architecture of DartGrid 

− Basic Services for Process Resources 
• Process Executing Service: supports the basic operations on process execution, 

such as to start, pause, restart and stop the execution of process instances. It is 
also responsible for parsing process definitions, generating process instances and 
invoking outside web services or grid services to execute activities of the 
processes. 

• Process Verification Service: supports the verification of process definition from 
both logic aspect and syntax aspect. Before invoking a process execution service 
to execute a process, the process verification service is usually invoked firstly to 
ensure the process definition is well-designed. 
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2.3   Semantic Service Layer 

We mainly contribute at this layer. Semantic layer is a layer where ontology-based 
interaction happens. We argue that in such an open, dynamic, heterogeneous 
networked environment, semantic is a fundamental issue to achieve the goal of 
seamless data integration and dynamic process coordination. 

− Data Semantic Service: DSemS 
DSems is used to export source database’s relational schema as RDF/OWL semantic 
description. Typically, local DBA publishes source data semantic of a specific 
database by DSemS. Others can inquire of this service to fulfill some tasks such as 
browsing the source semantic, using the source semantic to define semantic queries or 
do semantic mapping. We’ve developed a tool to automatically convert relational 
schema to its corresponding RDF/OWL description.  

− Process Semantic Service: PSemS 
PSemS is used to export processes as OWL-S descriptions. OWL-S is semantic 
markup language for web service composition. We argue that process composition is 
the same as service composition in grid environment. This is because all the processes 
can be implemented based on web service or grid service. Processes are becoming 
service-oriented. Process designers publish the semantic description of their processes 
by PSemS. Others can inquire of this service to brows the process semantic, to use the 
process semantic to define semantic queries or do semantic mapping from the local 
process description semantic to shared ontologies.  

− Ontology Service: OntoS 
Ontologies could be viewed as mediated schema and are published by OntoS for user 
to browse RDF/OWL, define semantic queries and do semantic mapping between 
local data/process semantic to shared ontologies.  

− Semantic Registration Service: SemRS  
Semantic registration establishes the mappings from source data semantic and process 
semantic to shared ontologies. SemRS maintains the mapping information and 
provides the service of registering and inquiring about the mapping information.  
We’ve developed a visual tool to facilitate the mapping tasks[5]. 

− Semantic Query Service: SemQS 
For database resources, SemQS accepts semantic queries, inquires of SemRS to 
determine which databases are capable of providing the answer, then rewrites the 
query in terms of relational schema; namely, the semantic queries will be ultimately 
converted into SQL queries. The results of SQL queries will be wrapped by 
RDF/OWL semantic again and what SemQS returns is always in RDF/XML format. 

For Process Resources, SemQS accepts semantic queries, inquires of SemRS to find 
out which service compositions or processes are capable of providing the wanted 
function. The returned result is process definition files both in OWL-S format and its 
original process definition language format. 
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2.4   Collective Service Layer 

At this level, DartGrid provides some collective services that are built upon the 
semantic services of lower level.  

− Collective Services for Data Resources: 
• Data Mining Service: Upon the semantic services, we’ve developed a data 

mining service for distributed knowledge discovery and data mining. 
• Database Monitoring Service: This service maintains an entire view of current 

available database resources and the information about their status. This service 
also provides some remote control functionalities such as dynamically adding a 
database resource , remotely start up a database services, and so on. 

− Collective Services for Process Resources: 
• Process Composite Service: This service is used to compose several component 

processes into a large scale and multi-functional process. In some cases, more 
than one component processes can be composed by this service to achieve a 
larger business goal.  

• Process Monitoring Service: This service maintains an entire view of current 
running process instances and the information about their status. This service 
also provides some remote control functionalities such as getting relevant data of 
process instance, querying the workload of Process Executing Services, 
retrieving the status of the process instances etc.  

2.5   Semantic Browser Client 

DartGrid provides end-user with a uniform visual interface, called Semantic Browser 
[5][6], to interact with various services and manage large-scale resources. Semantic 
Browser mainly offers the following functionalities: 

• Users can browse the RDF/OWL semantics graphically; 
• Users can visually construct a semantic query; 
• Users can perform semantic mapping from resource schema to RDF/OWL 

ontologies. 

3   Implementation 

The principal technical characteristics of DartGrid are highlighted as below: 

− We develop it on Globus toolkit, the de facto standard platform to construct 
Virtual Organization in Grid Computing research area.  

− All services are defined according to ggf†’s OGSA/WSRF specification; 
− We use RDF/OWL‡ to define the  mediated schema, i.e., source data semantic 

and shared ontologies are both represented by RDF/OWL; 

                                                           
† Global Grid Forum: http://www.ggf.org  
‡ RDF: http://www.w3c.org/RDF/ 
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− We use Protégé 2.0 to build the ontologies and HP Jena2 toolkit to store, read, 
process RDF/OWL data; 

− We devise a semantic query language called Q3 [8], and follows the syntax 
characteristic of N3 [9] , a compact and readable alternative to RDF's XML syntax. 

3.1   Semantic Browser 

We have implemented a novel semantic-based Grid client, Semantic Browser [5] [6] 
(see figure 2), which manipulates distributed services and resources at semantic layer 
and draws out a semantic view [7] for end-users with a series of semantic-based 
interactions and functionalities. Semantic browser is a lightweight client and accesses 
the Grid Services of DartGrid to perform high-level tasks.  

The Grid entry field, navigator bar and main menu on Semantic Browser, are just 
similar to those of traditional web browsers; however, there are several new features 
in Semantic Browser, which distinguish it from others. For various Grid Services, we 
accordingly develop semantic plug-ins, which are independent and optional functional 
modules in Semantic Browser. A semantic plug-in usually contains Grid Service stubs 
and remotely accesses a specific category of Grid Services.  

 

Fig. 2. A screen shot of Semantic Browser 

• VO Plug-in accesses the core Globus services and dynamically creates an intuitive 
tree view on various Grid Services delivered in the DartGrid VO. Users can select 
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a needed service simply by clicking a tree node and ask Semantic Browser to 
access the right service through the GSH. The description about a Grid Service can 
be viewed by expanding a tree node, which stands for a service instance. 

• Ontology Plug-in accesses the Ontology Service and provides users with a 
hierarchical class tree. Users can browse the RDF/OWL semantics graphically just 
by expanding class tree nodes, which is so called Semantic Browse. 

• End-users can use Data Registration Plug-in to dynamically register new data 
resources (DB or KB) with their schema to the ontology during the process of 
Semantic Browse. 

• Process Registration Plug-in provides users with the function similar to Data 
Registration Plug-in for registering Process to be composed into processes 
dynamically (see Figure 3).  

• Semantic Query Plug-in generates a dynamic query interface (the floating panel in 
Figure 2) for users to perform query operations visually [6]. It offers four query 
operations; they are “select”, “select and display”, “unselect” and “input 
constraint”, in the querying menu (see Figure 2). When users carry out one of the 
query operations at a semantic graph node, a corresponding Q3 [8] query string 
will be automatically constructed in the Q3 query panel. By combining a group of 
sequential operations, a complete Semantic Query request will be generated. Query 
results are returned as semantic information and displayed as RDF semantic 
graphs. 

 

Fig. 3. Process registration plug-in of Semantic Browser 

3.2   Data Management in DartGrid 

In current implementation of DartGrid, data management here mainly refers to the 
management of database resources [3]. In the following, we elaborate on two main 
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working processes of DartGid, i.e. semantic registration of a database and semantic 
query, by two working scenarios from TCM application domain. 

3.2.1   Semantic Registration for Database 
Typically, a database provider registers his/her database resource to a SemRS for 
sharing purpose. SemRS maintains a semantic registry functioning as : 

1. An ontology-based index for database. It maintains a taxonomy for classifying and 
enables the automatic discovery of data objects; 

2. A global repository maintaining  information about the mapping from local 
database relational schema to shared RDF/OWL ontologies. 
The following TCM scenario illustrates how to register a db-resource to SemRS. In 

this case, a TCM database provider wants to add his compound-medicine ( ) 
database resources into the TCM-VO for sharing.  
Publish his databases as a Data Service; 

Step 1. Visit the data service from Semantic Browser. This will retrieve the data  

Step 2. Schema of the databases and display it in the db-registering panel.  

Step 3. At the same time, he opens the TCM ontology service and locates the concept 
compound-medicine in it. Firstly, he maps the concept to the compound-medicine 
table, and then maps the properties of the concept of compound-medicine to the 
corresponding column name of the compound-medicine table. This will construct a 
registration entry in XML format.  

Step 4. Before the final submitting, the registration entry will be sent to the ontology 
service for semantic verification. This will verify that the concepts included in the 
entry are valid. 

3.2.2   Semantic Query Processing in DartGrid 
We’ve design a semantically enriched query language, called Q3[8], for specifying 
complex queries using RDF/OWL semantic in DartGrid. The following TCM 
working scenario illustrates how user can semantically query what tcm-compound-
medicine could help treat influenza from a TCM database grid. 

Step 1. Ontology Browsing: user visits the ontology service of the TCM-VO, and 
navigates in the TCM-ontologies by semantic browser. 

Step 2. Visual Semantic Query Construction: user locates the concept of tcm-
compound-medicine( ) in the tcm-ontology; selects its properties he/she want 
to retrieve, for example, the name property of ; by the semantic-link 
“curedBy” defined in tcm-ontology between the concept Medicine and Disease, user 
could easily navigate into the concept Disease by just one click; after inputting the 
“influenza” into the literal slot connected by the arc of “name” property  of the 
concept Disease, a whole semantic query is constructed. Simultaneously, the 
corresponding Q3 query string is displayed in the Q3 display panel. Figure displays 
the procedure of constructing a semantic query.  
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Step 3. Semantic Query Parsing: The Q3 query string will be submit to the SemQS 
for semantic query processing. Firstly, SemQS inquire of SemRS about which 
databases can provide the answer and the mapping information between the shared 
ontologies and database schema; secondly, with the mapping information ,SemQS 
converts the Q3 query to a SQL query plan which will be dispatched to specific 
databases for data retrieval. 

Step 4. Semantic Wrapping: Since the result returned from databases is just a db-
record-set without any semantics, the SemQS will convert the record-set into a data 
stream in RDF/XML format in which all semantics of the concepts such as ( ) are 
added. As a result, user could browse the result semantically again.  

3.3   Process Management in DartGrid 

Process management here refers to the management of serviceflow in DartGrid[4]. It 
involves the lifecycle management of serviceflow. This includes serviceflow design, 
serviceflow verification, serviceflow execution, serviceflow monitoring and 
serviceflow mining. All phases in the lifecycle can be divided into two categories, the 
build-time phase and the run-time phase.  

3.3.1   Process Management in Build-Time Phase 
While building a serviceflow, there is some initial work to be done. Component web 
service or grid service needs to be registered into the service community in DartGrid 
firstly. Take some for examples, these component services involve weather report 
service, ticket booking service, stock query service and any other kinds of applied 
services.  To do that, a graphic service registration portal as Figure 3 shows has been 
implemented for service providers to register their applied services at semantic level. 
Using this portal, service providers only need to do some mappings between ontology 
concepts and service elements. Figure 3 shows an example of the registration of a 
weather report service with two input elements and one output element. Ontology 
Service Description Language (OSDL)[4] is designed and implemented to store the 
mapping information between ontology concepts and service elements. Based on the 
semantic information embodied in those applied services, automatic service discovery 
and service matchmaking can be easily carried out based on semantic reasoning in 
DartGrid. 

When the service community has been filled with all kinds of applied web service 
or grid service, process designers can build serviceflows. In order to enhance the 
flexibility and usability to serviceflow, DartGrid supports both static activity node and 
dynamic activity node in serviceflow. The former refers to those nodes combined with 
specific applied services at build-time; and the latter refers to those nodes combined 
with an OSQL statements. OSQL (Ontology Service Query Language) is designed to 
specify service query on the service community. Figure 4 illustrates an example of 
these two kinds of nodes. 

After a graphic serviceflow is designed, the corresponding OWL-S file is 
generated. After that, the Process Verification Service will be invoked to validate the 
serviceflow from both logic aspect and syntax aspect.  
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Fig. 4. Activity nodes of serviceflow 

 

Fig. 5. Process Execution in DartGrid 

3.3.2   Process Management in Run-Time Phase 
When user invokes the Process Executing Service to start a serviceflow, the 
serviceflow execution engine (SFEE) will parse the serviceflow definition, generate 
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mapping including domain mapping and document structure mapping; The focus of 
Edutella [12] is to provide query and storage services for RDF, but with the ability to 
use many different underlying stores including database.  

The other goal of DartGrid is to management of service-oriented workflow  
or serviceflow. This issue has allured much attraction both from industry and 
academy [13-15]. METEOR-S [13] is a project initiated by the Large Scale 
Distributed Information Systems (LSDIS) Lab at the University of Georgia to build a 
framework to address the problems of semantic web service description, discovery 
and composition. SELF-SERV [14] is a platform where web services are declaratively 
composed and executed in a peer-to-peer environment. A DAML-S based prototype 
for semi-automatic composition of services is proposed in [15]. The detail comparison 
between DartGrid and other systems can be found in [4]. 

5   Summary 

The vision of the semantic web and Grid is compelling and will certainly lead to 
substantial changes in how the web is used. DartGrid is built upon these two 
innovative technologies, and aimed to provide an integrated solution for both data 
integration and process management. With current implementation of Dart Database 
Grid, we have made the following contributions: firstly, we have investigated how 
semantic web standards and grid technologies can be integrated together to address 
the challenge of web-scale information sharing; secondly, we have explored the 
essential and fundamental roles played by semantics in both data integration and 
process management; thirdly, we’ve designed and implemented several service for 
semantic processing including ontology service, semantic registration service, and 
semantic query service, upon which we have developed a series of  grid services 
enabling database integration, distributed data mining, automatic service discovery 
and matchmaking, process composition, process execution, process monitoring, etc. 
     However, web-scale resource management is certainly a big issue, and many big 
problems remain unsolved. For example, the database grid should deliver nontrivial 
qualities of service relating to response time, throughput, and performance. With 
respect to this issue, we plan to employ some grid-inspired scheduling strategies to 
control and optimize the query processing. We are also planning to develop a 
complete and integrated management console for database grid and service flow. 
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Abstract. Flood control for reservoirs require operations in a dynamic and 
cooperative manner in order to respond to the changing flood control conditions. 
There is an increasing emphasis on the collaboration of multiple partners with 
different backgrounds by sharing data, models and analysis tools in a 
user-friendly environment, thereby making analysis and evaluation more 
convenient. One of the key objectives of this paper is to exploit the Web as an 
infrastructure for running distributed applications that will address reservoir 
system operation. The web-based flood control system for reservoirs presented in 
this paper supports the entire decision-making process, including preprocessing 
the real-data observed data, setting initial conditions, selecting reservoirs 
constraints, interactively generating alternatives, evaluating alternatives and 
querying modeling analysis results and recommending alternatives. The system 
has been implemented in a real flood control management system in China. 

1   Introduction 

Flood control reservoirs provide an effective means of managing and controlling flood 
flows by the beneficial reduction of peak runoffs. They result in flood protection 
afforded at a strategic point on a stream via regulation of reservoir storages. However, a 
real-time flood control management for reservoirs is very complex due to the following 
reasons ( [1],[3],[5],[11],[18],[19],[20]): 

(1) Multiple participants and multiple purposes. In general, reservoir flood operation 
serves for multiple purposes such as flood control, hydropower generation, water 
supply for irrigation, municipal and industrial use, navigation, water quality 
improvement, recreation and ecology, and so on. These purposes are often 
conflicting and require to be balanced. Real-time flood control management usually 
involves numerous participants such as governments (central, provincial and local), 
agencies (ministry of water resources, river bureau), interest groups (Water supply 
companies, hydropower councils), and so on. No single agency is authorized to 
operate reservoirs as a system for flood control. Flood control decisions are usually 
a bargaining solution compromised by different parties with conflicting benefits. 
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(2) Uncertainty and inaccuracies. These factors include the intrinsic uncertainties in 
hydrological phenomenon, model assumptions, data or parameter values, result 
interpretation, as well as objectives in the sense that the values and targets are 
usually subjective, and the relative emphases on different objectives change with 
time ([3],[6]). As a result, the group interaction among the affected parties and 
agencies which are required to contribute ideas and critique the results at each 
stage are very imperative during reservoir operation simulation. 

(3) Distributed data storages. Reservoir flood control system involves a large amount 
of relevant flood management data that is usually maintained by various agencies, 
each with different levels of complexity ([16]). These data are difficult to be 
accessed by other agencies before the advent of Internet. Real-time flood control 
operation requires the latest and dynamic data about the rainfall, level, inflow and 
outflow distributed among various sites.  

(4) Experience and Knowledge. Flood control management incorporates the 
considerations of many political, social, and economic factors that directly affect 
the severity of floods with respect to damage and available options in limiting this 
damage. Flood control decisions are difficult to be made based on reservoir 
operating rule curves that defines the “optimal” strategies because of large 
numbers of options available for handling a flood situation such as reservoir 
storages, inflow, social considerations and risk perception and attitudes towards 
risk. Most decisions depend on the intuitions and experiences of operators after 
they carefully analyze streamflow data, physical and operational characteristics of 
the reservoirs, and operational channel capacities for reservoir and downstream 
points in the system ([14]). 

There have been many efforts devoted to establish the decision support system for 
integrated reservoir flood control since the advent of computers 
([8],[9],[10],[11],[12],[13],[15],[17]). However, most of the existing systems, where 
applications were developed as monolithic entities, are typically single executable 
program that does not rely on outside resources and cannot access or offer services to 
other applications in a dynamic and cooperative manner. Especially, they cannot 
incorporate the experiences and knowledge of experts distributed among the remote 
areas into the decision process ([2]). This limits rapid decisions where communication 
and discussions among the multiple agencies are necessary before a final decision will 
be made. There is an increasing demand for collaborative decision to support 
geographically dispensed participants in order to allow participants free and fast 
exchange of data and information. As such, exploiting the Web as the infrastructure 
for running distributed flood control applications for reservoirs is in time and 
important. 

The objective of this study is to develop a collaborative simulation environment over 
the Internet and WEB so that participants can share data, models and analysis tools and 
communicate with each other in different places to server the same flood control 
problems at the same time. The work presented here is part of a large project to develop 
a comprehensive management framework that is capable of making flood control 
decisions for reservoirs by establishing a collaborative platform via Internet and World 
Wide Web. This paper describes a collaborative environment among multiple agencies 
and users that acts as an important step before a final decision is made. For the 
web-based application, J2EE of Sun Microsystems is chosen as the development 
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solutions for the Web-based flood control system, Weblogic 6.0 of BEA as the 
container provider, and JBuilder 7.0 of Borland as the development tool. 

2   Web-Based Flood Control System for Reservoirs 

The Web technology is today a convenient and cost-effective tool for information 
storage, sharing, retrieval and modeling analysis. This new style of application 
development based on components has become increasingly popular. The proposed 
web-based application for flood control system of reservoirs is developed to support the 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Conceptural framework of Web-based flood control system for reservoirs 
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entire decision-making process, including the dissemination of real-time data, the 
acquisition of flood predictions of reservoirs from different agencies and experts, and 
the generation of gate control strategies based on modeling analysis. It links with 
web-enabled database management system in order to determine management 
responses of different decision-makers and lead to an integrated assessment in a timely 
manner. It utilizes user-supplied data, user-supplied scenarios, and user-selected 
manners for on-line and real time web-based decision analysis. Several useful functions 
are integrated as shown in Fig. 1. 

The core of the framework provides dynamic and collaborative interactions among 
multiple governments, multiple agencies and interests groups as well as experts. Under 
the web-based form, the agreement discussions are not restricted by geographical 
location. Access to information about issues being discussed is available from any 
location that has Web access. The information is also available for the authorized users 
at any time. More importantly, elite experts from the entire nation will be capable of 
performing their works and joining in the consultation and discussion with one another 
to contribute their views. They can freely elicit more detail about issues and problems 
in hand such as the possibility of rainfalls, the reliability of forecasted models, the 
special situations, spatial and topological relationships between reservoirs and their 
downstream flood control points, and so on. The proposed conceptual framework 
consists of four components: (1) login; (2) interactive generation of alternatives; (3) 
evaluation of alternatives and (4) recommendation of alternative.  

2.1   Login 

Flood control decisions for reservoirs were often made on an hourly or even shorter 
timescale based on real-time flood forecasts and hydrologic data readily available. The 
demand for rapid processing of information and selecting the alternatives of flood control 
under urgent constraints of reservoirs requires a dynamic operating environment for 
emergency planners or managers or experts who bear legal responsibility for the 
protection of life and property. This system is designed to assist specific users who are 
responsible for handing real-time large-scale flooding events and for simulating essential 
operational actions. Thus, authentication and authorization are provided in order to 
effectively manage the cooperative system. The cooperative partners include (1) 
governments who are responsible for the final decisions under the authority of the 
specific level flood events, (2) agencies who are responsible for bargaining the conflicts 
among the interests groups based on legal regulations, (3) interest groups who supply 
their concerns and opinions, and (4) experts who are invited to join and discuss the 
important flood events and located usually at remote locations. They will give their 
suggestions based on their experiences and knowledge at any time and anywhere. 

2.2   Interactive Generation of Alternatives 

The goal of using web-based flood control system for reservoirs is to determine a set of 
feasible alternatives for group users. It is vital for group users to understand what is 
happening and what results they can obtain in terms of the selected flood forecasting 
conditions and setting of possible flood control strategies. During the development of a 
modeling system for flood control operation, one of core aspects of the implementation 
is appropriate user interfaces where flood control decisions are highly dependent on| 
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Fig. 2. Basic structure of interactive generation of alternatives 
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rapid response to the transient change of practical flood conditions and the capability of 
simulating intuitions and experience of operators. Simple and convenient interfaces for 
interactive generation of alternatives are greatly desired. A procedure for generation of 
a flood control operation alternative in an interactive manner is represented in Fig. 2. 

Simulating flood control alternatives first require accessing real-time and dynamic 
information about rainfalls, inflow, and current reservoir system conditions by the 
related agencies and personals. One obvious advantage over traditional monolithic 
entities is the capacity of accessing basic information related to flood control decision 
via web and Internet and therefore a great impact on the flood control management is 
produced. The system supplies three options of reservoir inflow, (1) forecasted floods 
based on rainfall-runoff modeling analysis that come from experts and agencies, (2) 
design floods and (3) historical floods. Each option responds to a scenario and possible 
emphasis on simulating alternatives. The user can simulate different alternatives by 
selecting various forecasted flood results which may be from oneself or other, or by 
picking design floods and historical floods for comparison with specific floods. After 
an inflow process has been selected, the next step is to set the observed status including 
the level, inflow and outflow at the current stage. For reservoir system, the observed 
values are a sheet table that considers the flow routing from upper reservoir to 
associated downstream ones. 

Dynamic simulation of flood operation requires building feasible and efficient 
interfaces in order to respond to changing flood conditions. The system supplies 
transient analysis function to respond to the users’ input of simulating flood operation 
strategies when control strategies are changed on screen. The system integrates 
multiple analysis modules in order to deal with the limiting capacity defined on 
storage-discharge relationships when a constant operation strategy input is entered, and 
to calculate the reservoir routing under a spillway gate status. A simulation alternative 
is constituted of a series of constant or gate regulation or their mixtures ([2]). The mass 
balance equation for reservoir routing ([7]) is used to determine the change of flood 
control storage at the reservoir. 

When the outflow is represented with a constant outflow, the mass balance equation is 

tELRISS ttttt Δ−−+=+ )(1                                                                                            (1) 

where tS  , tI , tR , tEL  are respectively the reservoir storage, inflow, outflow and 
evaporation at time t, with unit of tS  in m3, and  units of tI , tR , tEL  in m3/s. tEL  
is usually neglected and is only considered for runoff calculation procedure during 
flooding events. tΔ  is the time interval between time t and t+1, with unit in s. 

When outflow is represented with opening status of the gates, reservoir routing 
([7]) is needed. Equation 2 is a simplified formulation developed here. 

)])(2[
6

1
43211 kkkkSS tt ++++=+                                                                            (2) 

It is noted that the resulting equation is obtained from Taylor’s expansion with 
fourth order (refers to[7]). The coefficients are   
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where 1k , 2k , 3k , 4k  = coefficients, with units in m3; 1+th  = time interval between 

time 1+t  and t; Z() is the functional relationship between storage tS  and level tZ . 

When tS  is given, tZ  is obtained by using the interpolation method. R() is the 

functional relationship between level tZ  and outflow tR . When tZ  is given, tR  is 

obtained by using the interpolation method. 
For each alternative, equation (1) or equation (3) will be used and repeated at each 

time interval within the decision interval. Accordingly, some key flood control indexes 
such as the maximum level of reservoir, the maximum outflow and the maximum 
discharge of downstream flood control points will be listed and alerted when specific 
values are reached. The user can adjust a series of combinations at one or more time 
intervals during the exploration of solutions. After an interactive procedure, the on-line 
analysis results can be displayed at client side in tables and graphs or their mixtures. 
Furthermore, they can be saved as a new alternative if the user obtains an acceptable 
result. All users can implement the application over WEB and Internet. The interactive 
procedure is active and without any time and spatial constraints. Their results will 
become part of the simulation results.  

2.3   Evaluation of Alternatives 

Generally, a large group of users result in complexity, potential conflicts and high 
transaction costs before a solution can be found that allows a consensus to be reached. It 
assumes that each user is capable of accurate representation of his or her goals and 
preferences through these alternatives that are generated by the aforementioned 
methods. Their results should include their knowledge and experiences. Based on these 
assumptions and considerations, this system unitizes the fuzzy iteration method of 
reservoir flood operation developed by Cheng and Chau ([4]) to evaluate the 
alternatives and to rank them. Two key equations are  
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where m and n are the total number of objectives and the total number of alternatives. 
i=1,2,...,m; j=1,2,...,n. iw  and u j denote the weight of ith objective and the 
membership degree of alternative j. ig  and ib  are the ith objective values 
corresponding to the ideal alternative G and the non-ideal alternative B. Only the 
fundamental principles of the methodology have been mentioned here. For more 
details, the reader may refer to Cheng and Chau ([4]). Equations (4) and (5) imply that 
experience and knowledge of users are duly incorporated in selected alternatives and 
the rank represents the group opinions. The system integrates the evaluation method for 
ranking alternatives provided by group users. 

2.4   Recommendation of Alternative 

Evaluation provides the initial agreement results that concentrate the opinions of 
associating partners and experts. Criteria assessing alternatives and final results are 
transparent to the all users. From the assessment results, users can know the emphasis 
of flood control operation at the current interval based on the weight of each objective 
and the rank of alternatives determined by equations (4) and (5). For the evaluation 
results, users can submit their opinions and revise their alternatives with the additional 
information, such as BBS and memos included in the associated alternatives through 
the web-based interface. In addition, feedback and appeals routines will be provided to 
all authorized users to exchange opinions and comments in order to moderate the 
results of assessment. Final recommended alternative will be a bargaining solution 
among group users and it is real-timely updated and disseminated. 

3   Development Solutions for Web-Based Application on Reservoir 
Flood Control 

3.1   Toolkit 

Web-based flood control system for reservoirs is a complicated Web application. 
Large-scale databases and on-line modeling analysis are its two main characteristics. It 
is not a difficult task to develop the web-based application not only for a data-oriented 
but also a task-oriented under the latest information technologies, such as Java servlets, 
JSP, EJB. The system adopts J2EE as the development tool for this project and 
ORACLE databases as DBMS. The application system includes three basic 
components: (1) applets and application clients at the client side, (2) servlets at Web 
server and (3) EJB at application server. On the front line of the Web site are the Web 
Servers that act as the presentation layer. Web Servers dynamically format content as 
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HTML or JSP to be displayed by Web browsers. All the business logic of the system 
resides in the Application Server tier. Application Servers receive requests from Web 
Servers, look up information in databases and process the requests. The processed 
information is then passed back to the Web Servers where it is formatted and displayed. 
Complicated middleware services such as resource pooling, networking, security, 
multithreading, clustering and distributed computing are provided in the Application 
Server. Examples of such Application Server products are BEA’s WebLogic, iPlanet’s 
iPlanet Application Server, IBM’s WebSphere. All these products can also act as Web 
Server at the same time. The relational database management system is the repository 
of the entire system. All input data, historical records, middle calculation procedure and 
results output are stored in the database.   

3.2   Database Tables Design 

Flood control management data consist of a variety of data sets, each of which is used 
for specific purposes. These data can be categorized into: (1) real-time data, such as the 
observed levels of control points and rainfalls of rain gauges; (2) historical record data; 
(3) attribute data about the topography, imagery, infrastructure, environment, 
hydro-meteorology, and so on; and, (4) modeling analysis results. The first three types 
of data are generally unique and fixed so that no specific design is given. But for the last 
one, a specific layout is necessary to support the communication on web and Internet. 

(a)                                                     (b) 

 

 

 

 

 

 

 

 

 

Fig. 3. The design table of simulation alternative (a) The process of flood control operation 
alternative; (b)The objective values of flood control operation alternatives 

The web-based application involves multiple users, whose modeling analysis is 
identified during discussion and evaluation. Fig. 3 depicts design tables of flood control 
operation alternatives. Figure 3(a) represents the simulating process determined by 
interactive interfaces, including the inflow, outflow, level, volume, and spillway status. 
Figure 3(b) shows the details of the simulation alternative, including the username, 
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Objective3 
Objective4 

Memo 
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initial level, objective values for this simulation, memos such as judgment and analysis 
about future floods, decision emphasis explanation, and so on, which supply a 
discussion and communication outlet with other parties. The output is transferred to the 
user interface to facilitate queries by users. This output allows users to evaluate the 
flood control strategies and gather the opinions for flood control operation. 

3.3   Interactive Interfaces 

Web technology is used by group members as a medium to share data, information, and 
knowledge. Java applets and JSP are used in this project for developing the client side 
user interfaces, servicing for data input, setting reservoirs initial conditions, selecting 
operation constraints, interactively generating alternatives, evaluating alternatives, 
displaying outflow by tables and graphs, querying modeling analysis results and 
recommending alternatives. All interfaces in the current project are developed in 
Chinese version and the version translation and readjustment takes a lot of time. Owing 
to limited space, interfaces are not included in this paper. Interested readers can refer to 
the Chinese site (http://202.118.74.192:7001/dalian), where a prototype system is 
supplied and has been applied to the flood control management system that consists of 
nine reservoirs in Dalian region, Liaoning Province, China. 

4   Conclusions 

The flood control operation for reservoirs should be undertaken in a dynamic and 
cooperative manner in order to respond to the changing flood control conditions. There 
is an ever-increasing need for the continuous collaboration among geographically 
distributed agencies and personals with different backgrounds by sharing data, models 
and analysis tools in a user-friendly environment, thereby making analysis and 
evaluation more convenient. The web-based flood control system for reservoirs 
presented in this paper supports the entire decision-making process, including 
preprocessing the real-data observed data, setting initial conditions, selecting reservoirs 
constraints, interactively generating alternatives, evaluating alternatives and querying 
modeling analysis results and recommending alternatives. The system has been 
implemented in a real flood control management system in China and run within an 
Internet-based environment, accessible by authorized users without geographical 
constraints. 
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Abstract. Recommender systems using collaborative filtering are a popular 
technique for reducing information overload and finding products. In this paper, 
we present a reliability-based WWW collaborative recommender system IWWS 
(Intelligent Web Wizard System), mainly aiming to attack so-called "Match-
maker" problem in collaborative filtering. The "Matchmaker" problem stems 
from false assumptions that users are counted only by their similarity and high 
similarity means good advisers. In order to find good advisers for every user, 
we construct a matchmaker's reliability mode based on the algorithm deriving 
from Hits, and apply it in IWWS. Comparative experimental results also show 
that IWWS contrastively improves performance. 

1   Introduction 

The Web is structured as a hypermedia system, in which documents are linked to one 
another, and users surf from one document to another along hypermedia links that 
appear relevant to their interests [1]. Browsing the Web is much like visiting a mu-
seum, but visitors find it difficult to locate the relevant documents on the Web, which 
is provided by individuals and institutions scattered throughout the world 

The common ways of finding information on the Web is through query-based 
search engines or designing an effective and efficient classification scheme. Some 
web sites today build intelligent recommender systems that can automatically recom-
mend the documents according to the interests of each individual visitor [2][3]. There 
are three prevalent approaches to build recommender systems: Collaborative Filtering 
(CF), Content-based (CB) recommendation and Content-based Collaborative Filtering 
(CBCF). Recommender systems help to overcome information overload by providing 
personalized suggestions based on the history of a user's likes and dislikes [4].  

The content-based approach to recommendation has its roots in the information re-
trieval (IR) community, and employs many of the same techniques [3]. CB methods 
can uniquely characterize each user, but CF still has some key advantages over them 
[4][5]. The collaborative approach to recommendation is very different. Instead of 
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recommending items that are similar to items a user has liked in the past, it recom-
mends items other similar users have liked. Instead of computing the similarity of the 
items, it computes the similarity of the users. As suggested by Malone, collaborative 
filtering takes advantage of social interactions between people to create a filter [6]. A 
further motivation for collaborative filtering comes from the following observation 
made by Hill [7].  

CF exploits similarities between the tastes of different users to recommend (or ad-
vise against) items without analysis of the items at all, and recommendations for a 
user are made solely on the basis of similarities to other users. We can see that CF 
embodies the idea of Human-Machine Integration. The basic idea of CF is [8]: (1) the 
system maintains a user-item matrix, and every row of this matrix is a user profile (a 
record of the user's interests in specific items, positive as well as negative). (2) It 
compares this profile with other user profiles, and weighs each profile for its degree 
of similarity with the user's profile. The metric used to determine similarity can 
change. (3) Finally, it considers a set of the most similar profiles, and uses informa-
tion contained in them to recommend (or advise against) items to the user. 

CF System has been used fairly successfully to build recommender systems in vari-
ous domains [1][2][8]. However they suffer from some fundamental problems, one of 
which is the "Matchmaker" problem. 

The remainder of the paper is organized as follows. Section 2 introduces the 
"Matchmaker" problem and we migrate the Hits algorithm [9] from Hyperlink analy-
sis to Collaborative Filtering for measuring user reliability in section 3. In section 4 
we describe in detail our implementation method of the CF advisor, and present our 
informal experimental results in section 5; finally in section 6, we conclude with some 
future extensions to our work. 

2   "Matchmaker" Problem 

The "Matchmaker" problem involved in CF put simply is, some users have big corre-
lation efficient based on the user-item matrix, but these users can't recommend au-
thoritative web pages. In other words, these users are not reliable. 

 

Fig. 1. "Matchmaker" Problem 

This problem is a big trouble for those beginners who are new to the field con-
tained in a web site. Beginners maybe visit a lot of introduction web pages, while 
experts maybe visit those authoritative and professional web pages instead of these 
introduction web pages. So similar users for a beginner are still beginners, and IWWS 
recommends web pages based on these similar beginners. In fact, beginners need 
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recommendation from experts, and IWWS should recommend authoritative web 
pages to users. 

Therefore, IWWS need to weigh those reliable advisors. Then the next problem is 
how IWWS distinguish reliable advisors from trite advisors? 

3   Our Method 

CF system relies on the fact that people's tastes are not randomly distributed, and 
performs well when the taste of a user is similar to the taste of his advisors in one 
group. The advisors are chosen based on their similarity to the active user, the similarity 
between two users is computed using the Pearson correlation coefficient in IWWS [4]. 

This issue resembles the distillation of broad search topics within search engines, 
and researchers have developed a set of algorithmic tools for extracting information 
from the link structures to address this issue. Hits algorithm [9] formulate of the no-
tion of authority, based on the relationship between a set of relevant authoritative 
pages and the set of "hub pages" that join them together in the link structure. 

We start describing the Hits algorithm with the explanation of hub pages, which 
have links to multiple relevant authoritative pages. Hubs and authorities exhibit what 
could be called a mutually reinforcing relationship: a good hub is a page that points to 
many good authorities; a good authority is a page that is pointed to by many good 
hubs [9]. 

 

Fig. 2. The Basic Operations 

With an eye to select those reliable advisor, we associate a non-negative authority 
weight A with each document and a non-negative reliability weight R with each advi-
sor, and we maintain the invariant that the weights of each type are normalized so 
their squares sum to 1. The following iterative algorithm makes use of the relationship 
between reliabilities and authorities via an iterative algorithm that maintains and up-
dates numerical weights for each user and each document: 
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Numerically, it’s naturally to express the mutually reinforcing relationship between 
advisors and web documents: if an advisor recommends many good web documents 
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with large A-value, he/she should receive a large R-value; and if document b is 
recommended by many a good advisor with a large R-value, it should receive a 
large A-value. 

4   Implementation and Experimental Results 

We have partly implemented IWWS, a web site wizard tool based on the framework 
described below. Here we will discuss those implementation-specific issues during 
our development. The right-top part of the framework performs the kernel activities. 

IWWS analyzes the web site log files to construct user-page matrix, from which 
we can compute the reliability of every user who recommends authoritative pages for 
active visitors. 

CF always uses neighborhood-based algorithms, where a subset of users are chosen 
based on their similarity to the active user, and a weighted combination of their rat-
ings is used to produce predictions for the active user [4]. In order to weigh those 
reliable neighborhoods, we compute the predictions as follows: 
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Where Pir  is the prediction for the active user r for item i; Rk is the reliability for 
user k; and C(r,k) is the similarity between users r and k. IWWS uses a neighborhood 
size of 30 [4]. 

Our experiment was performed on a Question-and-Answer part of the website, 
where students asked questions and their teacher would answer these questions. Many 
students may ask similar questions. If others also asked the same question, he may 
just browse the answer, or he may submit the question. The website contained 331 
questions and their corresponding answers on Oct.29 2002. 

A key point during the construction of extended referential user-item matrix of our 
experiments is detailed access to logs for users' surfing behaviors. Totally, 3,835 users 
had visited the Q&A part between Oct. 22 2002 and Oct.27 2002, 484 of them had 
visited 6 or more pages. We construct the initial referential user-item matrix from 
these 484 users. 

The referential users' reliabilities will converge to fixed points if iterate the opera-
tions (1) and (2) with an arbitrarily large values. But we just need to sort the referen-
tial users, and 20 iterations are sufficient for the order based on referential users’ 
reliability is stable. 

The performance measurement method used in IR is somewhat problematic in our 
experiment. Since our domain is the Web, we can't rely on a standardized collection, 
and there is no query involved in the use of our system, the concept of relevance is 
inappropriate [10]. We use a new performance measurement method derived from 
NDPM (Normalized Distance based Performance Measure) [11]. NDPM differs be-
tween ideal recommendation and system's recommendation for the user. Lower num-
ber of NDPM denotes that the algorithm provides better performance of recommenda-
tion. We focus on the probability of web pages recommended by IWWS containing 
the page actually visited by active users, who don't know IWWS run on the web 
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server in our experiment. IWWS starts to recommend web page for a user as soon as 
he visits 4 or more pages. 

We compare the web site logs from Oct.28 2002 to Oct.30 2002 with the recom-
mendation of IWWS. IWWS recommends pages for the surfing users 492 time every 
round, with the recommended pages varying every round. Figure 5 shows the com-
parative results with pure collaborative recommendation. As the recommended pages 
increases every time, these approaches would more likely recommend the web pages 
users visited actually, and the differences among these approaches decrease, i.e. 
IWWS improves on sort of recommended pages. 

 

Fig. 3. Comparative experimental results w represents the web pages recommended 

5   Conclusions and Future Work 

In this paper, we present a novel method to incorporate Hits algorithm into collabora-
tive filtering, which significantly improves the prediction quality of recommender 
systems. The comparative results also exhibits that IWWS sorts the web pages rec-
ommended for users out considerately. 

This paper opens the door to a wide range of future work. Here, we list two of our 
ongoing work. First, we are creating a hybrid recommender system by combining 
both collaborative and content-based filtering. Both pure CF or CB approaches are 
special cases of hybrid CBCF scheme. If the content analysis component returns just a 
unique identifier rather than extracting any features, it will degenerate into pure col-
laborative recommendation; if there is only a single user, it will degenerate into pure 
content-based recommendation [3]. 

Second, we are looking for a way to rearrange the organization of web sites, thus 
IWWS will act as an effective device for users to surf from one page to another with-
out returning to the directory every time. This domain needs further research both in 
theory and technology. 
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Abstract. OLAP (On-Line Analytical Processing) systems are used to support 
decision-making processes by providing agile analytical operations on large 
amounts of data. Usually, the operations require dimensions to be onto and cov-
ering; however, in real-world applications, many dimensions fail to meet the re-
quirements, which can be non-covering, non-onto or self-into. In this paper, we 
will mainly concern the transforming of non-covering dimensions; we first de-
fine four different types of non-covering dimensions, and then devise several 
algorithms to transform them into covering ones respectively. The algorithms 
are of low computational complexity and can provide full support for trans-
forming various non-covering dimensions into covering ones correctly. 

1   Introduction 

According to OLAP council, a dimension is defined as “a structural attribute of a cube 
that is a list of members, all of which are of a similar type in the user’s perception of 
the data.”[1], and a dimension usually includes one or more hierarchies [2]. OLAP 
systems are used to support decision-making processes by providing analytical opera-
tions on large amounts of data. Since dimensions are formally defined based on the 
everywhere-defined mapping between two levels in previous multidimensional mod-
els [4,5,6]; nowadays, many commercial OLAP systems require dimensions to be 
onto and covering so as to ensure proper pre-aggregations and queries associated with 
dimension hierarchies. However, in real-world applications, many dimensions fail to 
meet the requirements and they could be self-into, non-onto or non-covering [3]. 

There are two ways to deal with these “irregular” dimensions. One way is to pro-
vide an effective multidimensional model to support these dimensions, and also the 
cubes with irregular dimensions and the OLAP operations on them. The models can 
be found in [7,8,9]. However, they are very complex and great efforts are needed to 
develop practical OLAP systems based on them. Another way is to devise some algo-
rithms to transform irregular dimensions into well-formed ones that can be used in 
most multidimensional models. Moreover, this way seems more practical than the 
former. Therefore, we will mainly concern the transforming algorithms for irregular 
dimensions in this paper, especially those for non-covering dimensions. 
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Recently, some research work [3,10,11] has been done to solve the problem. In [3], 
Pedersen proposed several algorithms to transform irregular dimensions into well-
formed structures by adding some marked elements to the domains of certain levels. 
However, the MakeCovering algorithm for transforming non-covering dimensions is 
too simple. If we use the algorithm to transform every non-covering dimension in the 
same way, then errors may occur in the resulting dimension; for instance, the trans-
formed dimensions may become confusing to the experts, or incorrect aggregation 
results may be gotten. We will discuss them in the following sections. In [10], Tapio 
proposed a new formal form for OLAP cube design, and some decomposition algo-
rithms to produce normalized OLAP cube schemata, and then it could control the 
structural sparsity resulting from inter-dimensional functional dependencies. How-
ever, the normalization algorithms are mainly used to control the sparsity that is 
mostly caused by non-normalized relationships between dimensions and facts; more-
over, Tapio could not concern the possible non-normalization caused by the complex 
inner structure of a dimension; therefore, there are no further discussions in their work 
about the normalization of irregular dimensions. In [11], Jensen proposed a data 
model to accommodate spatial values that exhibit partial containment relationships in 
dimensions, especially in some spatial dimensions. In addition, he offered some algo-
rithms for transforming the dimension hierarchies with partial containment relation-
ships into simple hierarchies. However, these algorithms are merely the extended 
versions of those in [3] so as to deal with the partial containment relationships be-
tween the elements that need to be duplicated or moved. There are no further exten-
sions to consider the four cases mentioned in this paper. Therefore, like those in [3], 
these algorithms would cause the same problems discussed above when transforming 
irregular dimensions. 

In this paper, based on the dimension model in our previous work [9], we first pre-
sent the formal definitions of onto, non-onto, covering, non-covering, self-onto and 
self-into dimensions; and it is the first time that self-into dimensions are mentioned. 
After carefully analyzing of the problems related with non-covering dimensions we 
have met in real-world applications, we define four types of non-covering dimensions 
that need to be transformed in different ways. Furthermore, we propose several algo-
rithms to transform the four types of non-covering dimensions respectively. The algo-
rithms are more powerful in dealing with irregular dimensions than those in previous 
work [3,10,11]. Moreover, they are of low computational complexity and can cer-
tainly provide full support for transforming the four types of non-covering dimensions 
into covering ones correctly. 

The rest of the paper is organized as follows. Several irregular dimensions are for-
mally defined in section 2. Section 3 mainly defines four types of non-covering di-
mensions. In section 4, we propose some algorithms for transforming the four types of 
non-covering dimensions. Section 5 presents case study and defines a calling priority 
order for the algorithms we proposed. Finally, section 6 concludes the paper. 

2   Basic Concepts 

In [9], we proposed a new multidimensional model, which can support both standard 
dimensions and irregular dimensions. In this section, based on the dimension model, 
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we will present the formal definitions of onto, covering, self-onto, non-onto, non-
covering and self-into dimensions. Especially, self-into dimensions  

First, we review some basic concepts stated in [9]. Given a dimension d=(D, ' ), 
where D={l1, …lk, lk+1} is the set of levels, the partial order '  is called the aggrega-
tion relationship (AR) on D. The domain of d is defined as: dom(d)=

11 +≤≤ ki
dom(li), 

and the partial order ≤  is called the element aggregation relationship (EAR) on 
dom(d). Let h=(H, ' ) be a hierarchy of dimension d, where H a totally ordered subset 
of D, Parent(li) denote the set of all parent levels of li, and Child(li) denote the set of 
all child levels of li. 

As stated in [3], OLAP systems use a technique known as pre-aggregation to im-
prove query performance. Moreover, summarizability is necessary for the use of pre-
aggregated results. With summarizability, we can organize the pre-aggregated results 
in a reasonable dependency order, so that we can effectively perform analyzing opera-
tions, like drill-down and roll-up, on them. Furthermore, in most multidimensional 
models, summarizability needs the mappings between levels to be covering, onto and 
self-onto. These concepts and their counter-parts are given below. 

Definition 1. Given a hierarchy h of dimension d=(D, ' ), let l1, l2 be two levels of h 
such that l1 ' l2; we say that the mapping from l1 to l2 is onto iff for each e2∈dom(l2), 
there is at least one element e1∈dom(l1) such that e1 ≤ e2. Otherwise, it is non-onto. 

Definition 2. Given a hierarchy h of dimension d=(D, ' ), let l1, l2, l3 be three levels of 
h such that l1 ' l2 and l2 ' l3; we say that the mapping from l2 to l3 is covering w.r.t. l1 
iff for any elements e1 ∈ dom(l1), e3 ∈ dom(l3), if e1 ≤ e3 then there is an element 
e2∈dom(l2) such that e1 ≤ e2 and e2 ≤ e3. Otherwise, it is non-covering w.r.t. l1. 

Definition 3. Given a hierarchy h of dimension d=(D, ' ), let l1 be a level of h; for 
each element a∈ dom(l1), if there is no element b∈ dom(l1)-{a} such that a ≤ b or 
b ≤ a, then we say that h is self-onto in level l1; otherwise, h is self-into in l1. 

Given a dimension d=(D, ' ) and three levels: l1, l2 and l3 such that d is self-into in 
level l2 and l1 ' l2, l2 '  l3, let b1, b2 are two elements of dom(l2) such that b1 b2 and 
b1 ≤ b2. Then there may be three different cases for the self-into mapping: (1) b1 has 
no children in dom(l1) and no direct parents in dom(l3), (2) b1 has some children in 
dom(l1) but has no direct parents in dom(l3), (3) there is an element c1∈dom(l3) such 
that b1 ≤ c1. The three cases lead to three types of self-into dimensions. In addition, for 
the third case, b1 ≤ c1 must be concluded from b1 ≤ b2 and b2 ≤ c1 according to the 
specification of the dimension model in [9]. In the three types, the first one is the 
simplest, and other two types are much complex when being transformed into self-
onto mappings. Since we mainly concern the transforming of non-covering dimen-
sions here, we assume that the self-into mappings in this paper are of the first type. 

3   Four Types of Non-covering Dimensions 

This section will present four different types of non-covering dimensions, along with 
some figures to illustrate the differences in their structures. 
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According to our experiences from real-world applications, we find that there are 
four different types of non-covering dimensions, which need to be transformed into 
covering ones in different ways. We will mainly discuss these non-covering dimen-
sions here, and call them type A, B, C and D respectively; we distinguish them mainly 
depending on the different cases of the mapping between two adjacent levels. 

Fig.1 shows the schema structure of a non-covering dimension, in which the map-
ping from l2 to l3 is non-covering w.r.t. l1. We will define the four types according to 
the different cases of the mapping between l2 and l3. 

Type A. If the non-covering mapping between l2 and l3 is also everywhere defined and 
onto, then the dimension is of type A. For instance, the depot dimension in fig. 2 is of 
type A because “Shunyi depot” in dom(GrainDepot) directly belongs to “Central 
Grain Company” in dom(ParentCompany) without passing by any element in 
dom(SubCompany), and each sub-company belongs to “Central Grain Company”. 
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Fig. 3. Partial structure of location dimension 

Type B. If the non-covering mapping between l2 and l3 is also non-onto and every-
where defined, then the dimension is of type B. This means that there is at least one 
element in dom(l3), which has direct children in dom(l1) and has no children in 
dom(l2). For example, the location dimension in fig.3 is of type B, because “Beijing” 
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in dom(Province) has no children in dom(City), while it has a child “Miyun” in 
dom(County). 

Type C. If the non-covering mapping is also non-onto and not everywhere defined 
(i.e. partial), then the dimension is of type C. There are two cases for the partial map-
ping: (1) there may be another level l4 satisfying that the mapping from l3 to l4 is non-
covering w.r.t l2, (2) the dimension may be self-into in l3. The two cases mean that 
there is at least one element in dom(l3), which has no children in dom(l2) but has some 
in dom(l1); and there is at least one element in dom(l2), which has no parent in dom(l3) 
but has one in dom(l4). Furthermore, we treat the second case as type D. 

4   Transforming Algorithms 

In this section, we will devise some algorithms to transform irregular dimensions, 
especially non-covering dimensions, into well-formed dimensions that can be used in 
most multidimensional models. Moreover, these algorithms are much powerful in 
dealing with various non-covering dimensions by overcoming the deficiencies of the 
algorithms proposed by Pedersen in [3]. 

As stated in section 1, the MakeCovering algorithm proposed by Pedersen is too 
simple. If we use the same algorithm to transform the four types of non-covering 
dimensions, then errors might occur in the resulting dimensions. For example, the 
depot dimension in fig.2 is a non-covering dimension of type A, and the location 
dimension in fig. 3 is of type B. Now, we execute the MakeCovering algorithm on 
them respectively. For the location dimension, “Beijing”, “Chongqing” are duplicated 
and added to dom(County) after being marked with “L2-”, and the resulting dimen-
sion is still acceptable. Whereas, for the depot dimension, “Central Grain Company” 
is added to dom(SubCompany) after being marked with “L1-”, and then the trans-
formed depot dimension becomes confusing to analyzers because they think that sub-
companies cannot be ranked together and compared with their parent company. Fur-
thermore, this transformation can lead to error aggregations, e.g., the element “Central 
Grain Company” will be aggregated twice with different resulting values. However, if 
only “Shunyi depot” is duplicated and added to dom(SubCompany) after being 
marked with “L3-”, then the resulting dimension will become acceptable. Therefore, 
we should employ different algorithms to transform the four types of non-covering 
dimensions respectively. 

From the discussions above, we could know that the MakeCovering algorithm is 
only suitable to transform the non-covering dimensions of type B. Moreover, algo-
rithm MakeCovering could only deal with the dimensions in which the non-covering 
mappings are between adjacent levels; thus, we have to improve the algorithm to 
support those dimensions of type B, in which non-covering mappings are between 
non-adjacent levels. 

The MakeCoveringB algorithm is the improved version of MakeCovering, and it is 
shown in fig.4. In the algorithm, D is the dimension to be transformed, lx is a child 
level, lm is a parent level, ln is an ancestor level of lm and it is still a parent level of lx. 
The algorithm works as follows. Given the arguments: dimension D and level lx (ini-
tially the level Atomic [9]), for each parent level lm of lx, it further looks for another 
parent level ln that is “bigger” than lm. If ln exists and the mapping from lm to ln is non-
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covering w.r.t. lx, then those elements in dom(ln) which cause the non-covering map-
ping are found out and put in the set L in lines 6 and 7. In line 8, algorithm Adjust-
MappingB is called with the arguments: D, lx, ln and L to adjust the domains of the 
levels between lx and ln along the corresponding mappings with the elements in L. 
However, the elements in L cannot be copied to the domains of other levels without 
being marked. Here we follow the marking method in [3], and use the prefix “Li-” to 
mark the elements, where “i” denotes the rank of the level in the dimension hierarchy. 

After AdjustMappingB is executed, the marked elements in dom(lm) are linked to 
those elements in dom(lx) that are originally related with the original elements in 
dom(ln); and then the originally linked pairs in F are removed from the mapping σxn in 
line 11. Line 12 is the recursive call of the algorithm to fix each non-covering map-
ping higher up in the dimension D. 

(1) Procedure MakeCoveringB(D,lx) 
(2) for each lm Parent(lx) do 
(3)  begin 
(4)   for each ln D where lm ' ln and ln Parent(lx) do 
(5)     begin 
(6)       F σxn σxm·σmn 
(7)       L={n|(x,n) F} 
(8)       AdjustMappingB(D,lx,ln,L) 
(9)       σxm =σxm {(x,Mark(n))|(x,n) F} 
(10)      σxn=σxn F 
(11)     end 
(12)  MakeCoveringB(D, lm) 
(13) end 

Fig. 4. Algorithm MakeCoveringB 

(1) Procedure AdjustMappingB(D,lp,ltop,L) 
(2) for each lq in Parent(lp) where lq

' ltop do 
(3)  begin 
(4)    if lq= ltop then 
(5)      σpq=σpq {(Mark(n),n)|for any n L} 
(6)    else 
(7)      begin 
(8)        dom(lq)=dom(lq) {Mark(n)|n L} 
(9)        σpq=σpq {(Mark(n),Mark(n))| for any n L} 
(10)     end 
(11)   AdjustMappingB(D,lq,ltop,L) 
(12) end 

Fig. 5. Algorithm AdjustMappingB 

Algorithm AdjustMappingB is shown in fig.5, where L contains the elements to be 
duplicated, lp is the least level and ltop is the greatest level to be adjusted. For each 
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parent level lq of lp that is “smaller” than or equal to ltop, if lq=ltop then we need only to 
link every marked element “Mark(n)” in dom(lp) to the corresponding element “n” in 
dom(lq); otherwise, the marked elements are first added to dom(lq), and then they are 
linked to the corresponding marked elements in dom(lp). Line 11 contains a recursive 
call to the algorithm on lq to process every level between lp and ltop. 

In the two algorithms above, operations on sets are standard relational algebra op-

erators. The worst case of multiplication is )( 2nο , where n is the maximum size of 

the mappings between any pair of levels. Given two mappings σxy and σyz, if their 
elements are ordered in the same sequence by the elements in dom(y), then the com-
plexity becomes )log( nnο . Similarly, the subtraction and the union between two sets 

can also be evaluated in time )log( nnο . 

Since the number of elements that need to be marked is much fewer than n, we 
suppose that the operation Mark() can be performed in time )1(ο . Moreover, Make-

CoveringB is recursively called at most once for each mapping between any two lev-
els. Therefore, if we leave alone self-mappings, then the number of recursive calls 
would be m(m-1)/2; otherwise, it is m(m+1)/2, where m is the number of levels. In 
algorithm AdjustMappingB, the maximum number of the recursive calls is m(m-1)/2, 
but normally it is m. Then the worst-case complexity of AdjustMappingB is 

)log( 2 nnmο , and the normal case is )log( nmnο . Therefore, for MakeCoveringB, 

the worst case is )log( 4 nnmο  and the normal case is )log( 3 nnmο . 

The correctness argument for algorithm MakeCoveringB has two aspects: (1) each 
mapping in the resulting dimension should be covering upon termination, (2) the 
algorithm should only perform the transformations that are semantically correct, i.e., 
we should get the same results when computing aggregated values with the new di-
mension as with the old one. The correctness follows from Theorem 1, 2 and 3. 

Theorem 1. Algorithm AdjustMappingB terminates and the original aggregation se-
mantics will not be changed in the resulting dimension. 

Proof: By induction in the height of the dimension. (1) If the height is 1, then the 
algorithm does nothing to the dimension and the theorem is obviously true. (2) Sup-
pose the theorem holds true for the dimensions with height n. (3) Consider the dimen-
sions with height n+1. For termination, lp has finite number of parent levels and all 
operations in the loop but the recursive call will terminate; the recursive call on lq will 
perform the algorithm on a sub-dimension with height n, then according to the induc-
tion hypothesis, the algorithm must terminate. As to the aggregation semantics, in the 
loop, after the marked elements are added to dom(lq), they are linked to the corre-
sponding elements in dom(lp), and other links are kept untouched; this means that the 
original aggregation relationships among elements are inherited by the resulting di-
mension. Moreover, the recursive call will perform the algorithm on a sub-dimension 
with height n. Therefore, the statement holds true for the transformations by the in-
duction hypothesis. 

Theorem 2. Algorithm MakeCoveringB terminates and the resulting dimension is 
covering. 

Proof: By induction in the height of the dimension (similar to theorem 1, omitted).  
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Theorem 3. Let d1=(D1, ' 1) be the resulting dimension after executing MakeCover-
ingB on dimension d=(D, ' ), ≤ 1 be the EAR of d1, and ≤  be the EAR of d; then the 
following holds true: for any e1, e2∈D, e1 ≤ 1e2 ⇔ e1 ≤ e2. 

Proof: By induction in the height of the dimension (similar to theorem 1, omitted).  

Theorem 3 ensures that the aggregation paths in dimension d are kept unchanged in 
the resulting dimension d1. Therefore, for each aggregation query Q on d, an aggrega-
tion query Q1 on d1 can be found, such that Q ⊆ Q1. 

For the non-covering dimensions of type A, we provide another algorithm named 
MakeCoveringA shown in fig.6, which works as follows. Given the arguments: di-
mension D and level lx (initially the level Atomic), for each parent level lm of lx, it 
further looks for another parent level ln that is “bigger” than lm. If the mapping from lm 
to ln is non-covering w.r.t lx, then the elements in dom(lx) which cause the non-
covering mapping are found out and put into the set L in lines 6 and 7. Line 8 calls 
algorithm AdjustMappingA by passing the arguments: D, lx, ln and F. 

AdjustMappingA is shown in fig.7. In the algorithm, if lq is not equal to ltop, then 
AdjustMappingA adds the elements, which are extracted from F and belong to 
dom(lx), to the domain of the level lq between lx and ln; moreover, they are linked to 
the corresponding elements in the domain of the child level lp. Otherwise, the pairs in 
F are marked and added to the mapping σpq to establish the links between the marked 
elements in dom(lp) and the corresponding marked elements in dom(lq). 

After AdjustMappingA is executed, the marked elements in dom(lm) are linked to 
those original elements in dom(lx), and then the originally linked pairs in F are re-
moved from the mapping σxn in line 11. In line 12, the algorithm is called recursively 
to fix each non-covering mapping higher up in the dimension D. 

(1) Procedure MakeCoveringA(D,lx) 
(2) for each lm Parent(lx) do 
(3)   begin 
(4)    for each ln D where lm ' ln and ln∈Parent(lx) do 
(5)      begin 
(6)     F σxn-σm·σmn 
(7) L={x|(x,n)∈F} 
(8) AdjustMappingA(D, lx, ln,F) 
(9) σxm =σxm ∪{(x,Mark(x))|for every x∈L} 
(10) σxn=σxn-F 
(11)     end 
(12)   MakeCoveringA(D, lm) 
(13)  end 

Fig. 6. Algorithm MakeCoveringA 

Following previous reasoning and analyses, the worst-case complexity of algo-

rithm AdjustMappingA is )log( 2 nnmο , and the normal case is )log( nmnο , where n 

is the maximum size of the mappings between any pair of levels and m is the number 
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of levels. For algorithm MakeCoveringA, the worst-case complexity is )log( 4 nnmο  

and the normal case (also the usual case) is )log( 3 nnmο . 

The theorems related with the correctness of algorithms AdjustMappingA and 
MakeCoveringA are given below. Moreover, the proofs are similar to that of theo-
rems 1 and we omit them here. 

(1) Procedure AdjustMappingA(D,lp,ltop,F) 
(2) L={x|(x,n)∈F} 
(3) for each lq in Parent(lp) where lq ' ltop do 
(4)   begin 
(5)    if lq= ltop then 
(6)      σpq=σpq ∪{(Mark(x), n)|for every (x,n)∈F} 
(7)    else 
(8)      begin 
(9)        dom(lq)=dom(lq) {Mark(x)|x∈L} 
(10)       σpq=σpq ∪{(Mark(x),Mark(x))| for every x∈L} 
(11)     end 
(12)   AdjustMappingA(D,lq,ltop,F)    
(13)  end 

Fig. 7. Algorithm AdjustMappingA 

Theorem 4. Algorithm AdjustMappingA terminates and the original aggregation 
semantics will not be changed in the resulting dimension. 

Theorem 5. Algorithm MakeCoveringA terminates and the resulting dimension is 
covering. 

Theorem 6. Let d1=(D1, ' 1) be the resulting dimension after executing MakeCover-
ingA on dimension d=(D, ' ), ≤ 1 be the EAR of d1, and ≤  be the EAR of d; then the 
following holds true: for any e1, e2∈D, e1 ≤ 1e2 ⇔ e1 ≤ e2. 

For the non-covering dimension of type C stated in previous section, we could first 
call algorithm MakeCoveringA to transform the non-covering mapping between l2 
and l3. If the non-covering mapping between l3 and l4 is also non-onto, then the di-
mension can be transformed into covering one just by MakeCoveringA; otherwise, if 
the non-covering mapping between l3 and l4 is onto, then the MakeCoveringB algo-
rithm should also be called. 

For a dimension of type D, we should call algorithms MakeSelfOnto, MakeOnto 
[3] and MakeCoveringA or MakeCoveringB to transform it into a covering one, but 
the calling sequence is pending; we will discuss this problem in the next section. 

The MakeSelfOnto algorithm is shown in fig.8, and it works as follows. From line 
4 to line 7, the elements in dom(lx) that cause the self-into mapping are found out, and 
then they are put into the set Q; while the set H contains the corresponding pairs in the 
self-into mapping. In line 8 and line 9, the elements in Q are added to dom(ln) after 
being marked, and they are removed from dom(lx). In line 11 and line 12, the pairs in 
H are added to the mapping between ln and lx after x is marked, and then they are 
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subtracted from the self-into mapping on dom(lx). Line 15 is the recursive call to the 
algorithm on ln. The set V is used to ensure that the algorithm would not process one 
level twice. If ln is Atomic, then nothing needs to be done after the elements are added 
into dom(ln); otherwise, the mappings between the child levels and ln would become 
non-onto, and then need to be transformed by algorithm MakeOnto. Therefore, given 
a self-into dimension, after MakeSelfOnto is first executed on it, algorithm MakeOnto 
must be called immediately to deal with the non-onto mappings that might be caused 
by the marked elements in the domains of the lower levels. 

(1)Procedure MakeSelfOnto(D,lx,V) 
(2)for each ln∈Child(lx) do 
(3)  begin 
(4) F={(x,y)|(x,y)∈σxx and x•y} 
(5) P={x|(x,y)∈F} 
(6)  L={x|(n,x)∈σ nx } 
(7)  Q=P-L 
(8)  H={(x,y)| (x,y)∈F and x∈Q} 
(9)  dom(ln)=dom(ln)∪{Mark(x)|x∈Q} 
(10)  dom(lx)=dom(lx)-Q 
(11)  σxx=σxx-H 
(12)  σnx = σnx ∪{(Mark(x),y)| for any (x, y)∈H } 
(13) V=V∪{lx} 
(14) if ln∉V then 
(15)  MakeSelfOnto(D, ln, V) 
(16) end 

Fig. 8. Algorithm MakeSelfOnto 

Following the analyses of algorithm AdjustMappingB, the overall complexity of 
algorithm MakeSelfOnto is )log( nmnο  because the set V ensures that the algorithm 
would transform each level once at most. The following theorems ensure the correct-
ness of algorithm MakeSelfOnto. Their proofs are also omitted here. 

Theorem 7. Algorithm MakeSelfOnto terminates and the resulting dimension is self-
onto. 

Theorem 8. Let d1=(D1, ' 1) be the resulting dimension after executing MakeSelfOnto 
on dimension d=(D, ' ), ≤ 1 be the EAR of d1, and ≤  be the EAR of d; then the fol-
lowing holds true: for any e1, e2∈D, e1 ≤ 1e2 ⇔ e1 ≤ e2. 

For a non-covering dimension of type C, we could know from previous analyses 
that MakeCoveringA should be called first; then, it depends on the transformed map-
pings’ types whether MakeCoveringB should still be called in turn. Therefore, accord-
ing to previous analyses of the two algorithms, the worst case for transforming the 

dimension is in time )log( 4 nnmο , and the normal case is )log( 3 nnmο . 

For a non-covering dimension of type D, MakeSelfOnto, MakeOnto and Make-
CoveringA (or MakeCoveringB) should be called. Following the complexity analyses 
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of these algorithms, we could conclude that the worst case for transforming the di-

mension is also in time )log( 4 nnmο , and the normal case is )log( 3 nnmο . 

5   Case Study 

In this section, we will take a non-covering dimension of type D as example to ex-
plain the correctness of the algorithms we proposed; furthermore, we intend to define 
a calling priority order for the algorithms. The dimensions of type A and type B have 
been illustrated in section 3. The dimensions of Type C are similar to those of type D 
in transforming processes. 

We will investigate the location dimension in fig.9 in detail, and the algorithms 
proposed in previous section are employed to transform the dimension into a covering 
one. In addition to the theorems in section 4, the resulting dimension further verifies 
the correctness and effectiveness of these algorithms.  

According to the definition in section 3, we know that the location dimension is of 
type D. Moreover, according to the analyses in previous section, we should call algo-
rithms MakeSelfOnto and MakeOnto to transform the dimension into a self-onto and 
onto dimension, and then only one of the MakeCoveringA and MakeCoveringB algo-
rithms should be executed to transform the dimension into a covering one. 
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Fig. 9. Another structure of location dimension 

In these algorithms, MakeSelfOnto should be called first to transform the self-into 
mapping on level City, because it might cause non-onto mappings. Without any re-
striction, the rest algorithms can be called in various sequences, which would lead to 
different transformed results. There are three likely feasible calling sequences: 
{MakeSelfOnto, MakeOnto, MakeCoveringA}, {MakeSelfOnto, MakeCoveringB, 
MakeOnto} and {MakeSelfOnto, MakeCoveringA, MakeOnto}. If the algorithms are 
executed in the first sequence, then “L2-Beijing” and “L4-Yunyang” will be added to 
dom(City), while “Chongqing” is kept unprocessed. Obviously, the resulting dimen-
sion is unacceptable due to the different treatment of the two municipalities. If they 
are executed in the second sequence, then “Chongqing” will be added to dom(City) 
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after being marked, and thus it is in the same level as its child “Jiangjin’; this would 
lead to two different aggregation results on “Chongqing”. Therefore, this resulting 
dimension is also unacceptable. If we execute these algorithms in the third sequence, 
then “L4-Miyun” and “L4-Yunyang” will be added to dom(City), “L3-Jiangjin” is 
added to dom(County), “Dehui” is removed from dom(City) and “L3-Dehui” is added 
to dom(County). These processes seem reasonable and do not cause error aggregation 
results; therefore, the resulting dimension of the third calling sequence is acceptable.  

Given the sequence: MakeSelfOnto, MakeCoveringA, MakeCoveringB, Make-
Onto, based on the example and the discussion in previous section, we could conclude 
that the priority decreases gradually along the sequence. Now, as to the location di-
mension in fig.9, the calling sequence of the algorithms can be easily obtained accord-
ing to this priority order.  

6   Conclusions 

In this paper, we first formally defined several types of irregular dimensions based on 
the dimension model in [9]; especially, we mainly analyzed the characteristics of the 
four types of non-covering dimensions, which are never mentioned in previous work 
and need to be transformed into covering ones in different ways. Then, we extended 
the MakeCovering algorithm proposed by Pedersen to algorithm MakeCoveringB so 
as to deal with much complex non-covering hierarchies; moreover, we proposed two 
new algorithms: MakeCoveringA and MakeSelfOnto. Along with the MakeOnto 
algorithm, they can correctly transform the four types of non-covering dimensions 
into covering ones in proper combinations. Furthermore, we defined a calling priority 
order for them; along the sequence: MakeSelfOnto, MakeOnto, MakeCoveringB, 
MakeCoveringA, the priority decreases gradually.  

As stated in section 2, there are still other two types of self-into dimensions. We 
will investigate them further in future work, and we also plan to propose an algorithm 
to identify the four types of non-covering dimensions and call the four algorithms to 
transform them automatically. 
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Abstract. Methods for mining frequent trees are widely used in domains like 
bioinformatics, web-mining, chemical compound structure mining, and so on. In 
this paper, we present TG, an efficient pattern growth algorithm for mining 
frequent embedded suttees in a forest of rooted, labeled, and ordered trees. It uses 
rightmost path expansion scheme to construct complete pattern growth space, 
and creates a projected database for every grow point of the pattern ready to 
grow. Then, the problem is transformed from mining frequent trees to finding 
frequent nodes in the projected database. We conduct detailed experiments to test 
its performance and scalability and find that TG outperforms TreeMiner, one of 
the fastest methods proposed before, by a factor of 4 to 15. 

1   Introduction 

Frequent patterns mining is an important problem in data mining domain. It involves 
mining transactions, sequences, trees and graphs. Methods for mining frequent trees are 
widely used in domains like bioinformatics, web-mining, chemical compound structure 
mining, and so on. For instance, in web usage mining, it can be used to mine user access 
patterns from web logs and mine useful information from hyperlinks, and it can also be 
used to mine common tree structures from XML documents. In bioinformatics, 
researches can find important topology from known RNA structure and use this 
information to analyses new RNA structure. 

Frequent tree discovery has been studied popularly in recent years. Most of them are 
reminiscent of the level-wise Apriori [1,2] approach: Wang and Liu developed an 
algorithm to mine frequent subtrees in XML documents [3]; Asai presented FREQT 
method for mining frequent labeled ordered trees [7]; Chi proposed FreeTreeMiner 
algorithm for mining free unordered trees[4]. An apriori heuristic is used to reduce the 
number of candidate patterns: every sub-pattern of a frequent pattern is also frequent. 
Whereas, as indicated in previous itemset mining [5], if there are many complex 
patterns, there can be a huge number of candidates need to be generated and tested, 
which degrades performance dramatically. Furthermore, their work deals with 
traditional induced subtrees.   

Zaki and Asai respectively proposed a very useful rightmost expansion schema to 
generated candidate tree patterns [6,7]. In [6], Zaki presented two algorithms, 
TreeMiner and PatternMatcher, for mining embedded subtrees from ordered labeled 
trees. PatternMatcher is a level-wise algorithm similar to Apriori. TreeMiner performs 
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depth-first search for frequent subtrees, and uses a vertical representation of trees, 
scope-list, for fast support counting. TreeMiner is the fastest method among the 
published method to mine embedded subtrees. Whereas, using intersection of scope-list 
to count support is still a bottleneck of this method. 

Researches have indicate that depth-first search based, pattern growth method, such 
as FP-growth [5], H-mine [8], for frequent itemset mining, and PrefixSpan [9] for 
sequential pattern mining, be very efficient for mining frequent patterns. Our previous 
work also found that method based on static IS+-tree [10] was more efficient than that 
based on dynamic created FP-trees. Then, with combination of pattern growth method 
and static projection approach, is it possible to obtain a more efficient algorithm for 
mining frequent tree patterns? 

In this paper, we systematically study the problem of frequent tree pattern mining 
and develop a novel and efficient algorithm, TG to tackle this problem. The key 
contributions of our work are as follows:  

(1) We introduce array-based method to represent trees and forest in order to 
random access trees and their nodes.  

(2) The rightmost path expansion method is assimilated in our approach to form the 
complete pattern growth space.  

(3) We develop a framework to form the projected database systemically at every 
possible growing point for a frequent tree. Then, the problem is transformed 
from mining frequent trees to finding frequent nodes in the projected database. 

(4) We design and implement a novel method, TG, for frequent embedded subtrees.  

We contrast TG with TreeMiner and experimental results show that TG outperforms 
TreeMiner by a factor of 4-15 while the mining results are the same. 

2   Problem Statements  

A tree is denoted as T<r, N, B>, where (1) N is the set of labeled nodes, with labels 
taken from a label set, L; (2) r∈N, is the unique root; (3) B is the set of branches, each 
branch b=<u1, u2>∈B, is an ordered pair, with u1, u2∈N, where u1 is the parent of u2, 
and u2 the child of u1. If the order of children matters, the tree is called an ordered tree. 
For brevity, we use T(r) or T denoting a labeled tree rooted at r. the size of T is the 
number of nodes in T, denoted as |T|. A collection of trees is a forest. A database D is 
just a forest. When r is not unique, it’s a free tree, which we do not deal with in this 
paper.  

A path P is a set of connected branches of T(r), denoted as <u1,u2,…, uk>, with <ui, 
ui+1>∈B. The level of a node v is the length of the path from r to v, denoted as lv. Any 
node u on the path from r to v is an ancestor of v, and v the descendant u. Each node has 
a node order number, according to its position in the pre-order traversal of the tree. If 
the last node of T(r) is w according to its node order, the path from r to w is called the 
rightmost path of T(r). The scope interval of a node u is a piece of interval [l, r], i.e., l is 
the node order of its first child, and r is the node order of its last descendant. That is, the 
scope of node u contains all its descendants. The concepts of rightmost path and the 
scope interval play an important role in constructing topology projection. 
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Given a tree T(r, N, B), tree S(rs, Ns, Bs) is called an embedded subtree of T, and 
denoted as S T, if (1) Ns ⊂ N; (2) for any branch (u, v)∈Bs in S, there exists a path < 
r,…,u,…,v> in T, ie., u is an ancestor of v in T. We say that T contains S. if u and v must 
keep parent-child relation in T, then S is a induced subtree of T. It’s a special case of 
embedded subtrees. A tree with k nodes denoted as a k-tree. Usually, S is a pattern we 
are looking for, and T is a tree in D. For any node u∈Ns in S, there must exists a 
mapping node u’∈N in T. All the mapping nodes of S in T are called an occurrence of 
S in T.  

Given a tree database D, the support of a tree T is the number of trees in D such that 

T contains S, i.e., SUP(S) = |{T |T∈D, S T}|. Let )(STλ denotes the number of 

occurrences of S in T, then, the weighted support is the total occurrences of S in D. i.e., 

SUPw(S) = ∑ ∈DT T S)(λ . The relative support means the percentage of the number of 

trees contains S over the total number of trees in D. i.e., sup(S)=SUP(S)/D. The relative 
weighted support means the percentage of the number of all occurrences of S over the 
total number of trees in D. i.e., supw(S)=SUPw(S)/D.  

Definition 1 (Frequent tree). Given a minimum support thresholdε , a tree S is called 
a frequent tree pattern if sup(S) ≥ ε , or for some other users, supw(S) ≥ ε . 

3   Pattern Growth Based on Rightmost Path Projection  

Pattern growth method first used in frequent itemset mining [5]. The core of pattern 
growth method is transforming the problem from mining frequent patterns to finding 
frequent 1-patterns in projected database. In itemset mining, as there does not exist 
repetitive item in one transaction, adding one item on an itemset pattern can only 
generate a unique new pattern. Whereas, a tree can has many nodes with same label, 
and tree’s topology makes it have many possible growing points, and adding one node 
at different growing point will generate different trees. Thus, it is a non-trivial work to 
determine a correct and efficient pattern growth framework to mining frequent trees.  

There are three obstacles of using pattern growth method for mining frequent trees: 
Firstly, how to denote trees and their collection to be in favor of pattern growth 
method? Secondly, how to form a complete and non-redundant pattern growth space? 
Thirdly, how to grow a frequent k-tree pattern into frequent (k+1)-tree patterns? 

3.1   Topology Encodings of Trees and ForestAccess the Springer 

There are two schemes to construct projected database. One is to reallocate space 
dynamically for it,, where there are no useless nodes in it. The other is that the projected 
database shares the same space with original database, called static projection. Our 
previous study shows that the later is more efficient both for space and time [10]. TG 
adopts static projection method. Since array has the good property of random access, a 
array-based topology encoding method of trees and forest is presented in this paper. 

Definition 2 (Topology Sequence). Given a tree T(r), a label sequence can be 
constructed by arrange the node label in node order. We refer to a label sequence added 
with extra level information as topology sequence. Let the last node of T(r) is w, then 
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n1 

the topology sequence of T(r) is, top(T)=<rlr,…ulu,…wlw>. We refer to ulu as a tuple of 
top(T). 

Property 1 (Rightmost Path). Let top(T) refer to the topology sequence of T(r), and 
the last node of T(r) is w, its level lw. The parent node of w is u, its level lu. Then u is the 
nearest node located at the left-hand of w with lu=lw-1. By analogy, this procedure goes 
ahead step by step until we reach the root node r. Then <r,…u,…w> is the rightmost 
path of T(r).  

Lemma 1 (The uniqueness of topology sequence). Given a treeT1(r1,N1,B1) and a tree 
T2(r2,N2,B2), they are isomorphic if and only if there exists a order-keeping mapping 
function f N1 N2, for each node u∈N1, having u =f(u) and lu lf(u). 

Example 1 Figure 1 shows a database D used throughout the paper as a sample 
database. The labels of each tree taken from a set L={A,B,C,D}. We use ni to denote the 
node with order i. Then, top(T1) <B0A1C1D2>, the scope of <B0> is <A1C1D2>. 
top(T2) <B0A1B2D2B1C1>, the scope of <A1> is <B2D2>. Suppose there be a 
subtree S, top(S) =<B0B1D1>, then S occurs in T2 and T3. The occurrence of S in T2 is 
(n0n2n3), in T3 is (n3n5n6). If sup=2, then S is a frequent subtree in D. 

 
 
 
 
 
 
 
 
 

T1                     T2                    T3 

Fig. 1. Sample Database D 

As scope interval plays important role in constructing projection, it was added into 
the denotation of a node, in order to be computed once and used everywhere. For scope 
interval [l, r] of node u, value l is implied by the position of u, that is, if u is the ith node, 
the l=i+1. Thus, we can only record r.  

Definition 2 (Topology Encoding). The definition of topology encoding is as follows: 

(1) Each node of a tree consists of three fields: label, level, and scope (equal to r). 
(2) A tree is an array of nodes. The subscription associated with a node implies its node 

order in the tree. 
(3) A forest is an array of trees. 

3.2   Construct Pattern Growth Space Using Rightmost Path Expansion Users 

Zaki and Asai respectively developed this method to construct the complete 
enumeration search space [6,7]. The method adds new nodes only on the nodes of the 
rightmost path of a tree. They had proved that the enumeration space is complete and 
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non-redundant. Whereas, in [6,7], the rightmost path expansion method is used to 
generate candidate patterns. Totally different with that, we use rightmost path 
expansion approach to construct the complete pattern growth space. i.e., a frequent 
(k-1)-subtree can grow into a frequent k-subtree only by adding on the nodes of its 
rightmost path.  

Definition 4 (Growing point). Suppose S(rs) is a frequent (k-1)-subtree and k >1. Let w 
is its last node, and the rightmost path p= < rs,…,u,…,w>, u∈Ns, its length is |p|. Let 
function p(i) return the ith node of p (i 0…|p|-1). Let T(r) is a k-subtree that is obtained 
by adding a child node at p(i) on  S(rs). Then, when i =|p|-1, i.e., p(i)=w, p(i) is called 
downward growing point; when 0 ≤ i <|p|-1, p(i) is called rightward growing point. The 
number of growing point is, g=|p|. 

Lemma 2 (The completeness of pattern growth space).  Suppose T(r) is a frequent 
k-subtree (k>1), then, there must exist a unique (k-1)-subtree S(rs), that T(r) is obtained 
by adding child node on some node of its rightmost path of S(rs). 

Proof: we use an induction on the size n of T(r). The base is n=1, that is, T(r) is 
1-subtree constructed by frequent nodes in D. When n=2, it’s obvious that T(r) is 
obtained by downward growing of some frequent 1-subtree. Suppose when n=k-1, the 
lemma holds. For the induction, when n=k, by pre-order traversing T(r), we get the last 
node, w. Then, constrained by node order of T(r), w must be a child node added on 
some node of the rightmost path of a (k-1)-subtree, otherwise, w can’t be the last node 
of T(r). On the other hand, if T(r) is a frequent k-subtree, by removing its last node, we 
can get that unique frequent (k-1)-subtree. 

3.3   Pattern Growth Framework Based on Topology Projection  

Definition 5 (Projection and projected database). Suppose S(rs) be a frequent 
subtree, T(r)∈D, and S(rs) T(r). Suppose w be the last node of S(rs), and its mapping 
node on T(r) be w’, that is, w’=f(w), and w’ be the nth node of T(r). Let the rightmost 
path of S(rs) is p. Then: 

(1) For downward growing point w, the projection at w of S(rs) on T(r) is determined 
by the scope of w’, that is, all the nodes located in interval [n+1, w’.scope] of T(r). 

(2) For some rightward growing point, let it be u, and its child node on p be v, and their 
respective mapping node be u’ and v’ on T(r). Then, the projection at u is 
determined by the scope of u’ and v’, that is, the nodes located at interval 
[v’.scope+1, u’.scope] of T(r). 

The set of all pieces of projections at growing point p(i) forms the projected database 
at p(i) of S(rs). 

Example 2. In figure 2, suppose the pattern ready to grow be P=<B0A1>. Its 
occurrences in T1, T2 and T3 are respectively (n0n1), (n0n1) and (n3n4). Then, P can 
downward grow into <B0A1X2>, and rightward grow into <B0A1X1>, where X 
denotes any possible label. Based on the definition of topology projection, the projected 
database of the former one is the parts under the line in T2 and T3. The projected 
database of the later one is the parts under the arc in T1 and T2. 
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n1 

 
 
 
 
 
 
 

 
 
T1                                    T2                                                        T3 

Fig. 2. Projected Dtabase of <B0A1> 

Whereas, how to handle the cases where a subtree S has multiple occurrences in 
some T  tree in D The key to handle repetitive labels in projected database is: when 
the projected database is scanned and the support is counted, the labels are counted 
once if their tree ID is the same. However, the algorithm should record every 
occurrence of it in order to project it later; otherwise, information of some pattern may 
be lost. The case of weighted support is an easier context where each associated counter 
is just simply accumulated when meets a label. 

Definition 6 (A framework of Pattern Growth) For a (k-1)-subtree pattern S(rs) 
ready to grow, its  rightmost path p is first determined based on its topology structure; 
for each growing point p(i) on p, each projection of p(i) is determined by occurrences of 
S(rs); then, all pieces of projection form the projected database at p(i). The problem of 
mining frequent subtree is then transformed to finding frequent nodes in the projected 
database at p(i) of S(rs). Let the number of all frequent nodes in projected database be  
m if each of them is added at p(i) and become its child node, then S(rs) grow into m 
number of k-subtree pattern at p(i). This process can be conduct recursively. It’s the 
framework of frequent subtree pattern growth based on topology projection. 

 
Fig. 3. Framework of Pattern Growth 
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<B0B1X1> 

C: 2, 3
 

D: 2, 2

{(T2, n0 n2 n5), (T2, n0 n4 n5),  
(T3, n3 n5 n7)} 

{(T2, n0 n2 n3), (T3, n3 n5 n6)} 

< X0> 

A: 3, 4 
 

B: 3, 7 
 

C: 3, 4 
 

D: 3, 4 

{(T1, n1), (T2, n1), (T3, n0), (T3, n4)}

{(T1, n0), (T2, n0), (T2, n2), (T2, n4), 
(T3, n1), (T3, n3), (T3,n6)}

{(T1, n2), (T2, n3), (T3, n2), (T3, n7)}

{(T1, n3), (T2, n3), (T3, n6)} 

The basic idea of pattern growth framework is illustrated as figure 3. Thick lines 
refer to the rightmost path. Circles with shadow denote projected database. Pattern 
growth is started with frequent nodes in D, which form frequent 1-subtrees. Adding all 
frequent nodes to the growing point of a frequent (k-1)-subtree can form multiple 
frequent k-subtrees. 

4   Pattern Growth Algorithm Based on Topology Projection 

TG Algorithm tries to use pattern growth method to mine frequent embedded subtrees 
in pattern growth space.  

It’s clear that in order to get the projected database at any growing point of a frequent 
tree ready to grow, the algorithm should record following information: (1) the position 
and scope of any node of any tree in the forest; (2) the support and topology structure of 
a pattern and a list of all its occurrence. 

The first kind of information is recorded in topology encodings of trees and forest. 
The second kind of information is recorded in a concise structure called header table. 
The entries in the header table record all frequent nodes and their (weighted) supports 
in the projected database, pointing the lists of their occurrence by link. For example, in 
sample database D, let  sup =2. At beginning, the pattern ready to grow isφ , its head 

table is just like figure 5-(a). It includes four frequent nodes. 

              (a) the header table about < X0>                        (b) the header table about <B0B1X1> 

Fig. 4. Header Table 

For each frequent (k-1)-subtree S ready to grow, the algorithm first determines its 
rightmost path p based on its topology structure. Then it creates a header table for every 
growing point p(i) on p. Figure 4-(b) is the header table of <B0B1> at rightward 
growing point <B1>. From the occurrence list of <B0B1>, the projected database at 
<B0> can be induced. The algorithm uses two-scan strategy to fill this header table. In 
the first scan, the supports are counted, and all frequent nodes are found and are filled in 
each entry. In the second scan, the useless nodes are filtered through the entries of 
header table. At the same time, the occurrence list of each entry is filled. In the end, 
each entry in the header table is added at the grow point of <B0B1> and become the 
rightmost node of a new frequent pattern which ready to grow. 
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The header table structure can be more concise. Since in the recursive procedure of 
algorithm, only the rightmost path of a tree plays role, the algorithm can only record the 
mapping nodes on the rightmost path.   

Based on above analyse, we presents algorithm TG.  

Algorithm: TG (D,•)  
Input: Database D; the minimum support• 
Output: All frequent subtrees in D 
Steps: 
begin 

minsup=•*|D|; 
F1=scan D, accumulating sup(or supw), getting all 
frequent nodes; 
Forest=topology encodings after removing non-frequent 
nodes from D; 
header=create header table of •, filling each entry and 
its link using F1; 
TreeGrow (header); 

end 
Function: TreeGrow (header) 
begin 

for each entry in header, do: 
            P=the corresponding pattern; 

Put out P• 
            for each growing point of P, do: 

determine the projected database through the 
occurrence list of P; 
F1=scan the projected database, accumulating 
sup(or supw), finding frequent nodes; 
newHeader= create a header table, filling 
each entry and its link using F1; 
TreeGrow (newHeader)• 

end  
end 

end 
 

The completeness of algorithm TG can be proved. It is omitted for limited space. 

5   Experimental Result 

In this section, we compare the performance of TG with TreeMiner. All experiments 
are performed on a 466-MHz Celeron PC with 256 megabytes main memory, running 
on Windows XP. All programs are written in C++ with STL and compiled by visual 
C++ .net. We get the source code from the author of TreeMiner. After trivially 
modified, we recompiled it by visual C++ .net.  

5.1   Synthetic Datasets  

We wrote a synthetic data generation program to output all the test data. There are 5 
parameters for adjustment: the number of the labels, (S); the probability threshold of 
one node in the tree to generate children, (P); the data size of synthetic trees, (N); the 
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average height of synthetic trees, (H), and the maximum fanout of nodes, (F). The 
actual height of each tree is determined by the Gaussian distribution having the average 
of H, and the standard deviation of 1. The default parameters are: S = 100, p = 0.5, L = 
10, N = 10000, H = 8, F = 6. In order to compare with TreeMiner, the format of original 
dataset is the same as [5]. The algorithm transforms it to topology sequence encodings 
after reading it. 

5.2   Performance Comparison 

Figure 5 shows the experimental result, TreeMiner called TM for short. Except for 
figure 5-(f), Y axes figures have been processed as logarithm. 

 
 
 
 
 
 
 
 

(a) Support vs. time         (b) Data size vs. time 
 
 
 
 
 
 
 
 

(c) Fanout vs. time       (d) Height vs. time   

 

 

 

 

 

 

(e) Fanout vs. pattern number   (f) Height vs. pattern number 

Fig. 5. Performance Comparison 

At first, we consider the performance variance with descending minimum support of 
the two algorithms. Figure 5(a) shows the result, where ε is set from 0.02 to 0.003, and 
all other parameters are set to default value. In this case, TG is about 5 to 8 times faster 
than TreeMiner.  
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Figure 5(b) shows how the algorithms scale with increasing number of trees in the 
database D, which changes from 10,000 to 50,000 trees, with other parameter in default 
value and ε  with 0.01. The running time of both algorithms increases linearly, though 
TG continues to be 5 to 10 times faster than TreeMiner. 

Figure 5(c) and figure 5(d) show how the algorithm performs with variant tree size. 
With increasing maximal fanout or average height of tree, the size of tree becomes 
larger and larger, and the found patterns become more complex. First, we scale the 
fanout from 4 to 7, ε with 0.01 and other parameter in default value, as shows in figure 
5(c). In the beginning, both algorithms have good performance. With the growth of 
fanout, the performance margin between them becomes wider and wider. When F=7, 
TG is 15 times faster than TreeMiner. If we vary the average height of trees with other 
parameters in default value, as figure 5(d) shows, we get similar result. When H=9, TG 
is 10 times faster than TreeMiner. It’s outstanding that when the fanout changes from 6 
to 7, or the average height changes from 8 to 9, the running time goes up sharply. 
Comparing the numbers of frequent patterns at those cases, as figure 5(e) and figure 5 
(f) show, we found that the numbers increase sharply from 12081 to 170688, and from 
41971 to 126018, and most of them are very complex. Thus we expect that TG will 
outperform TreeMiner by a wider and wider margin if the tree size becomes larger.  

5.3   Result Analysis 

These experiments clearly indicate the superiority of pattern growth method based on 
topology projection for mining frequent trees, especially as patterns become long and 
complex. There exist three main reasons for this: Firstly, array-based representation of 
tree and forest supports random access any node and any tree, which is in favour of 
determining the static projected database; Secondly, the search space is non-redundant; 
Thirdly, the process of scanning projected is just simply operation like counting or 
recording position, which greatly reduces the complexity of the algorithm. 

Note that both TG and TREEMINER are memory-based mining method. TG needs 
transform the original database into topology encodings, which are static structures and 
should be read into memory. In addition, it has an extra spending on header table. 
Header table is a dynamic structure, whose size is proportion to search depth, that is, the 
size of the pattern. TREEMINER should create a scope list for each node, which is a 
static data structure, and its size is as much as a copy of database. In addition, in the 
process of depth-first search, it generates dynamic scope list for candidate patterns, just 
like header table. Experimental results show that the two algorithms spend similar 
amount of memory.  

6   Conclusions 

We present a efficient pattern growth algorithm based on topology projection for 
mining frequent embedded subtrees. Experimental results show it is efficient both for 
space and time. 

Whereas, when potential frequent tree patterns are very complex, the users are often 
confused by the significant magnitudes of complete set of frequent patterns. One 
solution is to mine frequent maximal trees or frequent closed trees. A tree pattern M is 
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called maximal if there does not exist a super set M’ of M that M’ is also frequent. A 
tree pattern C is called closed if there does not exist a super set C’ of C, that has same 
support. All frequent patterns can be deduced from max mal frequent patterns, and 
frequent closed patterns have same power as complete frequent patterns. The number of 
maximal or closed patterns can be orders of magnitude smaller. It’s a challenge to mine 
maximal or closed embedded subtree patterns. Method form mining frequent has been 
successfully used in classifying XML documents [14]. Yan has adopted frequent 
structure-based approach for graph index and query, which achieves good performance 

[15]. It’s a better stimulation for us to extend tree mining method for indexing and 
querying XML document. 

Acknowledgements. We would like to express our thanks to Mr. Zaki for his sending 
us the source code of TreeMiner.  
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Abstract. Association Rule Mining algorithms operate on a data matrix to derive 
association rule, discarding the quantities of the items, which contains valuable 
information. In order to make full use of the knowledge inherent in the quantities 
of the items, an extension named Ratio Rules [6] is proposed to capture the 
quantitative association. However, the approach, which is addressed in [6], is 
mainly based on Principle Component Analysis (PCA) and as a result, it cannot 
guarantee that the ratio coefficient is non-negative. This may lead to serious 
problems in the association rules’ application. In this paper, a new method, called 
Principal Non-negative Sparse Coding (PNSC), is provided for learning the 
associations between itemsets in the form of Ratio Rules. Experiments on several 
datasets illustrate that the proposed method performs well for the purpose of 
discovering latent associations between itemsets in large datasets. 

1   Introduction 

In recent years, due to the increasing popularity of dealing with a large number of data 
in various fields, association rule as a central issue has received considerable interest in 
data mining. The problem of Association Rule Mining (ARM) in large transactional 
databases was introduced in [1, 5], Its basic idea is to discover important and interesting 
associations among the data items such that the presence of some items in a transaction 
will imply the presence of other items in the same transaction. The form of such 
association is as follows: 

{ , }  (80%)bread milk butter=>  

                                                           
*  Supported by the National Natural Science Foundation of China under Grant No.60373053, 

60273026;the hundred Talents of the Chinese Academy of Sciences; the National High-Tech 
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The above form means that customers who buy “bread” and “milk” are likely to buy 
butter with 80%  confidence. Inspired by work [1], several fast algorithms based on the 
level-wise Apriori framework[2]and partitioning [9] are proposed to remedy the 
performance bottleneck of Apriori. In addition, several novel mining techniques, such 
as parallel algorithms [10, 19], uncertain algorithm [4, 11] and other techniques[8, 12, 
17], also received much attention lately. 

Most of the prevalent approaches assume that the transactions only carry Boolean 
information and ignore the valuable knowledge inherent in the quantities of the items. 
To find the association rules, the Boolean approach assumes that all we need to know is 
whether an item is contained in a transaction or not. Thus, Boolean association rules 
have the advantages that they are easy to interpret. However, the major drawback is that 
a given data matrix V  (with e.g. amounts spent per customer per product) is converted 
to a binary matrix by treating non-zero amounts as plain “1”s. This approach simplifies 
the data mining algorithms but tends to lose lots of valuable information. 

In fact, considering that the quantities of the items in many datasets contain valuable 
information for us, it is necessary to provide a definition of association rules when the 
datasets contain quantitative attributes. Several efficient algorithms for mining 
quantitative association rules have been proposed in the past [3,6,16]. A notable 
algorithm is the work [6], where they provided a stronger set of rules as Ratio Rules. A 
rule under this framework is expressed in the following form: 

: : : :  

( , ,     )

bread milk butter a b c

a b c is arbitrary numerical values

=
 

This rule states that for each a amount spent on bread, a customer normally spends a 
b amount on milk and c amount on butter.  Given such a definition, Ratio Rules allow 
quantitative information to be expressed in many practical applications, including 
forecasting such as “if a customer spends $ a  on bread, how much will s/he spend on 
butter?” and “what-if” scenarios such as “we expect the demand for bread, how much 
butter should we stock up on? ”. 

Principal Component Analysis (PCA) is often used in data mining applications to 
discover the eigen-vectors of a dataset. Ratio Rules [6] can represent the quantitative 
associations between items as the principal eigen-vectors of a data matrix, where the 
values a, b and c in the example above correspond to the projections of the eigenvector 
in the space defined by bread, milk and butter. Because PCA factorization requires only 
the orthogonality in matrix factorization, the ratio coefficient of rule (element of 
eigen-vector) can be either positive or negative. An example of Ratio Rules, which 
contains a negative value, is  

:  :  1: -2 : -5Shoe Coat Hat =  

Obviously, this rule loses the intuitive appeal of associations between items when 
containing negative values, because a customer’s spending should always be positive 
(there is no consideration of profit here).  In this paper, we present a method to address 
this problem.  

Our method amounts to a novel application of non-negative matrix factorization 
(NMF) [7].  Like PCA, the NMF is aimed at learning latent components; unlike PCA, 
the NMF imposes the non-negativity constraints in the matrix factorization to ensure 
that all principle components are positive.  However, we cannot directly apply NMF for 
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our purpose; we observe that although all the coefficients of the latent components 
learned by NMF are non-negative, it is still difficult to explain that these latent 
components represent the latent association between items in a quantifiable dataset.  
We need to provide a bridge to bring NMF closer to association rules.   

In this work, we propose a novel method called Principal Non-negative Sparse 
Coding (PNSC), for learning the latent components. Furthermore, we extend the 
definition of Ratio Rules with all the ratio coefficients constrained to be non-negative. 
An example of such a rule according to this definition would be:  

: : 1: 2 : 5 bread milk butter =  

This rule implies that the customer who spends $ 1 on bread tends to buy $ 2 of milk 
and $ 5 of butter. We will illustrate that the Ratio Rules by PNSC can also support a 
variety of important tasks such as forecasting and answering “what-if” scenarios. 

The rest of the paper is organized as follows: Section 2 reviews the related work. 
Section 3 describes the problem and the intuition behind the Ratio Rules. Section 4 
introduces Principal Non-negative Sparse Coding (PNSC) and compares it with PCA. 
Section 5 presents the experimental results. Section 6 concludes the paper.   

2   Related Work 

Association rule algorithms find rules of the form X Y  where X and Y are disjoint 
sets of items. The data used in the notable Apriori algorithms [1] is market basket data 
that is naturally binary (two-valued), that we refer to here as Boolean. Either an item 
has been purchased by a customer and is in his/her market basket, indicated by a value 
of 1 (true), or it has not, indicated by a value of 0 (false). Although Although finding 
association rules in two-valued categorical data has been well researched, Problems occur 
when trying to find these types of rules in data with pure numeric (quantitative) or mixed 
numeric and categorical (qualitative) values. Srikant et al. extended the traditional 
definition to include quantitative data, and proposed quantitative association rules [16].  
A notable algorithm is proposed in [6], where a type of quantitative rules known as 
Ratio Rules are introduced. In the framework of Ratio Rules, Principal Component 
Analysis (PCA) is used to discover the latent associations, and the eigen-vectors are 
used to represent the associations between items. Following lists the simple example 
for these types of association rules: 

Boolean association rules[15, 18]: 
 { , }  (80%)bread milk butter=>  

Quantitative association rules [16]: 
:[2 5] :[1 2]bread butter− => −  

Ratio Rules [6]:  

      
: : : :  

( , ,    .)

bread milk butter a b c

a b c is arbitrary value

=
 

In the Ratio Rules listed above, a, b and c are used to denote relative coefficient of 
the corresponding items, that is the association among such items can be represented 
as : :  a b c . The method in [6] is based on the Principal Component Analysis (PCA), 
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where each Ratio Rule corresponds to a eigen-vector found by the PCA. Because PCA 
factorization requires only the orthogonality in matrix factorization, the ratio 
coefficient of rule can be of arbitrary numerical values. Obvious it is not interpretable 
in the context of association rules. 

3   Problem Definition 

The problem that we tackle is as follows. Given a large set of N  customers 
and M products organized in a N M× matrix V where each row corresponds to a 
customer transaction (e.g., market basket databases), and the entity ijv  gives the 

dollar amount spent by customers on the products. The goal is to find all Ratio Rules 
of the form: 

( )1 2 3: : : ... : 0M iv v v v v ≥
 

The above form means that there are some latent components, which represent the 
non-negative associations between the items of the datasetV .  That is, customers who 
buy the items will spend v1, v2, … respectively on each itemset with sufficient 
frequency.  

Fig1. (a) lists a large set of N  customers and M ( 2)M =  products organized in a 
N M×  matrixV . Each row vector of the matrix can be thought of as a M-dimensional 
point. Fig 1. (b) lists such 2-points distribution in graphical form. Here we assume that 
the dataset is made up of two clusters. Each cluster corresponds to a latent component 
that implies the association between items in the dataset. Given this set of N  points, the 
goal is to capture the latent components, which represent the associations between 
items. We list two Ratio Rules discovered by PCA[6] in Fig.2 (a), where one contains 
negative values:  

:  -0.77 : 0.64bread butter =  

According to the above definition of Ratio Rules, negative association between 
items (“bread” and “butter”) does not make sense. However, the PCA does not prevent 
this from happening. Furthermore, the Ratio Rules which tend to represent the 
association between items often do not give the latent associations behind the 
distribution of these points. In Fig 1.(b), it is obvious that Ratio Rules found by PCA  
are deviated with the latent associations between items. 

In fact, from Fig.1 (b) we find that the latent associations are not mutually 
orthogonal, while the method by PCA imposes the orthogonality constraint on these 
Ratio Rules. Therefore, Ratio Rules found by the PCA cannot truly reflect the latent 
associations among the items correctly. Compared to Fig.2 (a), Fig 2(b) illustrates the 
Ratio Rules captured by our proposed PNSC in this work. Surprisingly, each rule could 
be treated as an association between items in the two clusters respectively. 
Furthermore, our method guarantees that all the values of Ratio Rules is positive. For 
example:  

:  0.21: 0.79bread butter =  
:  0.64 :  0.36bread butter =  
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From Fig.2 (b), we can find that the customers of one cluster mainly depend on the first 
rule where their relative spending amounts between bread and butter are closely to the 
ratio (0.21:0.79). Furthermore, customers of another cluster are related by the ratio 
(0.64:0.36). In addition, in this work, a support measurement is designed to illustrate 
the importance of each rule for the entire dataset. 

 

 

 

 

 

 

 

 

 

  (a) Data matrix with 2-dimension in table form                   (b) Data matrix with 2-dimension in graphical form    

Fig. 1. Data matrix  with 2-dimension in table form and in graphical form 

4   Principal Non-negative Sparse Coding (PNSC) 

Let a set of N M-dimension training records be given as a M N× matrixV , with each 
column consisting of the M non-negative attribute values of records. Denote a set of 
P M  basis components by a M P×  matrixW , where each record can be represented 
as a ratio combination of the basis components using the approximate factorization:  

V WH≈  (1) 

where H is a P N×  coefficients matrix, and the entities of H  are the coefficients of 
corresponding basis components.  

Korn et.al [6] applies the Principal Component Analysis (PCA) in matrix 
factorization. PCA factorization requires that the basis components that are the 
columns of W are orthogonal and the rows of H  are mutually orthogonal. One major 
problem with PCA is that the basis vectors have both positive and negative 
components, and the data is represented as linear combinations of these vectors with 
positive and negative coefficients. In many applications, the negative components 

 bread ($) butter ($) 

1T      2.50         4.39 
2T      3.91           8.44 

3T      3.99        11.56

4T      3.65           8.20 
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10T      4.24           1.64
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contradict physical realities. For example, in representing the associations between 
items, anomalies such as the following can happen, which is clearly not desirable: 

: 1: -2.bread butter =  

4.1   Non-negative Matrix Factorization 

To address this philosophical problem, a method called NMF [7] is proposed as a 
procedure for matrix factorization which imposes non-negative instead of orthogonal 
constraint in learning basis component. The element values of component vector, as 
well as coefficients, are all non-negative, i.e. the entries of W  and H  are all 
non-negative. 

In contrast to PCA, NMF uses the Euclidean distance of a matrix V  from another 
matrix Y , defined as 

2 2

,

( )ij ij
i j

V Y v y− = −  (2) 

As the measurement of fitness for factorizing V into [ ]ijWH Y Y= , a NMF 

factorization is defined as  

2

,
min       .  0,  1  ij
W H

i

V WH s t W H w j− ≥ = ∀,  (3) 

where , 0W H ≥  means that all entries of W  and H are non-negative. The above 
optimization can be done by multiplicative update rules [7]. 
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(a) Ratio Rules identified by PCA                                 (b) Ratio Rules identified by PNSC  

Fig. 2. Latent associations discovered by PCA and PNSC 

4.2   Non-negative Sparse Coding (NNSC) 

Although NMF is successful in matrix factorization, the NMF model as defined by the 
constrained minimization of Equation (2) does not impose the sparse constraints. 
Therefore, it can hardly yield a factorization, which reveals local sparse features. The 
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sparsity implies that the projection coefficients over all training records have 
probability densities, which are highly peaked at zero and have heavy tails. This 
basically means that any given training record can be represented using only a few 
significantly non-zero latent coefficients. Related sparse coding is proposed in the work 
of [13] for matrix factorization. 

Considering both the non-negativity constraints and the sparseness are important for 
learning latent component, Non-Negative Sparse Coding (NNSC) is provided in [14], 
Here, we briefly the algorithm NNSC in [14] which combines the non-negativity and 
sparseness constraints in a matrix factorization. 

Definition 1. Non-negative sparse coding (NNSC) of a non-negative data 
matrix  ( . . :  0)ijV i e ij v∀ ≥ is given by the minimization of  

21
( , )

2 ij
ij

C W H V WH Hλ= − +  

subject to the constraints :  , 0  : 1ij ij iij w h and i w∀ ≥ ∀ =  

(4) 

As for estimating the hidden components H, the author [14] developed a multiplicative 
algorithm by iterating the following update rule:  

1 .* ( )./( + ) t t T T tH H W V W WH λ+ =  (5) 

where .* and ./ denote element multiplication and division. After H is updated, basis 
matrix W can be updated by the following three steps:  

1. ' ( )t t TW W W H V Hμ= − −                                                                     (6) 

2. Any negative values in 'W are set to zero 
3. Rescale each column of 'W  to unit norm, and then set 1 'tW W+ = . 

In [14], the authors have proved that the objective function is non-increasing under 
the above iterative updating rules, and the convergence of the iteration is guaranteed. 

4.3   Principal Non-negative Sparse Coding (PNSC) 

When a dataset V  is decomposed with W  and H , the column vectors of W  make up a 
new basis components space, and each column value of H represent the corresponding 
projection on the new basis component space. In other words, every row coefficient of 
H  is the affection fact of a corresponding column basis for the whole dataset. As a 
whole, the sum of every row vector of H represents the importance of corresponding 
base for the whole dataset. Therefore, we define a support measurement after 
normalizing every column of H : 

kl kl klk
h h h=  (7) 

Definition 2. For every rule (column vector) ofW , we define a support measurement: 

( )                           

 ( )      

( ) [0,1],   ( ) 1

i ij ij
j ij

i

i i
i

support w h h

where rule w denotes the column of W

support w and support w

=

∈ =

 

(8) 
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Consequently, we can measure the importance of each rule for the entire dataset by 
their support values. The high value of support implies more importance of such rule is 
given by for the whole datasetV .  

In order to select the principal k rules as Ratio Rules to denote the associations 
among items of the dataset, firstly, we rank the whole rules in descending by the 
support value of each rule. And then, we retain the first k principal rules as Ratio Rules 
because they are more important than the other rules for the entire dataset. About the 
selection of k value, a simple method is taken such as: 

1

1

( )
min

( )

k

ii
Mk

ii

support w
threshold

support w
=

=

>  (9) 

From above form (9), the Ratio Rules are obtained effectively according that the sum of 
the k support values of the Ratio Rules covers threshold (i.e.90%) of the grand total 
support values. 

5   Experiments  

Experiments are performed on synthetic and real datasets to illustrate that the proposed 
method is effective in mining Ratio Rules between items on quantitative matrix.  

Synthetic Dataset: 
We have applied both the PNSC and the PCA to a dataset that consists of two clusters, 
which contains 25 Gaussian distribution points on a x-y plane (generated with μ =[3;5], 
σ =[1,1.2;1.2,2]) and 50 points on y-z plain. (generated with μ =[3;5], σ =[2,1.6;1.6,2]) 
(Fig.3). 
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Fig. 3. Two clusters (25 Gaussian distribution points on x-y plain and 50 points on y-z plain) 
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                  Table 1. Rules Based on PNSC                             Table 2. Rules Based on PCA 

PNSC 
1RR  2RR  3RR  

(X) 0.000 0.696 0.020 

(Y) 0.493 0.304 0.980 

(Z) 0.507 0.000 0.000 

( )iSum w  49.88 21.636 3.488 

( )iSupport w  0.665 0.289 0.046 
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   (a) PNSC                                                            (b) PCA 

Fig. 4. Data projection in PNSC and PCA subspace 

Ratio Rules on PNSC: 
Table 1.lists all rules (columns of W ) and corresponding support values. According to 
the support measurement of rule we rank rules: 1 2 3RR RR RR> > . 

Since 1 2( ) ( ) = 0.9535>90%support w support w+  Thus, the Ratio Rules, which illustrate the 

association between items, are: 

1

2

::    : :  0 : 0.493: 0.507               (0.6650)

::   : :  0.696 : 0.304 : 0               (0.2885)

 , ,     (   )

rule X Y Z

rule X Y Z

where X Y Z represents the items columns of matrix

=>
=>  

In addition, Fig.4 (a) indicates all the data projection in PNSC subspace possess the 
sparse property. That is, every record can be well represented using only a few 
significant non-zero latent coefficients. For example, 2/3 records (the cluster with 
distribution on y-z plain) mostly depend on 1rule and others on 2rule . Therefore, the 

corresponding support value (0.665) of 1rule  is consistent with intuition. 

Ratio Rules on PCA: 
According to the method by PCA, we retain two corresponding eigen-vectors as 
Ratio Rules in Table 2. From Table 2, we find some entities of Ratio Rule to contain 
negative values, which cannot be explained intuitively the association between such 
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items. Furthermore, in the work [6], no measurement is given to rank the importance 
of Ratio Rules for the input dataset, thus we can not separate those Ratio Rules that 
are more important for the entire dataset. In addition, from Fig.4 (b), the projection of 
a dataset in a PCA space does not have the sparsity features, which are the features of 
PNSC instead. 

Real Dataset: NBA ( 459 11× ) 
This dataset comes from the basketball statistics from the dataset obtained from the 
1997-1998 season, including minutes played, Point per Game, Assist per Game, etc. 
The reason why we select this dataset is that it can give an intuitive meaning of such 
latent associations. Table 3 presents the first three Ratio Rules ( 1RR , 2RR , 3RR ) by the 

PNSC. Based on a general knowledge of basketball and through examination of these 
rules, we conjecture the 1RR  represents the agility of a player, which gives the Ratio of 

Assists per Game and Steals, is 0.21:0.22 1:1≈ . It means that the average player who 
possesses once of assist per game will be also steal the ball once. 2RR shows the number  

Table 3. Relative values of Ratio Rules by PNSC from NBA 

Field 
1RR  2RR  3RR  

Games    0.450 
Minute   0.013 
Points Per Game   0.010 
Rebound Per Game  0.12  
Assists per Game 0.21   
Steals 0.22   
Block Shots    
Total Rebound    
Fouls  0.26  
Field Goals    
3Points    

Table 4. Relative values of Ratio Rules by PCA from NBA 

field 
1RR  2RR  3RR  

Games    -0.586 

Minute  0.280 0.332 

Points Per Game   0.389 

Rebound Per 
Game 

 -0.374  

Assists per Game 0.167   

Steals 0.229   

Block Shots    

Total Rebound    

Fouls  -0.320  

Field Goals     

3Points    
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of rebounds per game is correlated with Fouls time in a 0.12 :  0.26 1: 2.17≈  ratio, and this 
Ratio Rule can be interpreted with the following: an average player who makes better in 
rebound usually are easy to make more fouls per game. In this case, the traditional 
method cannot give such ratio information behind the dataset. In addition, in the Table 
4, we list the results according to the method by PCA and we will find some entities of 
Ratio Rule to contain negative values (such as 2RR ). Obviously, this rule lacks the 

intuition to explain the association that a player who adds 0.28 minute of play time will 
obtain (-0.374) rebound per game and (-0.320) times of fouls. 

6   Conclusions 

In this paper, we have defined the Principal Non-negative Sparse Coding (PNSC) as a 
combination of sparse coding with the constraints of non-negative matrix factorization. 
Based on PNSC algorithm, an extension of association rules is provided for learning 
latent components in large database. Although this approach is a special case of NMF 
in fact, experimental results illustrate that our approach is more suitable for learning 
quantifiable associations between items. 
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Abstract. Itemset share has been proposed as a measure of the importance of 
itemsets for mining association rules. The value of the itemset share can provide 
useful information such as total profit or total customer purchased quantity 
associated with an itemset in database. The discovery of share-frequent itemsets 
does not have the downward closure property. Existing algorithms for 
discovering share-frequent itemsets are inefficient or do not find all 
share-frequent itemsets. Therefore, this study proposes a novel Fast Share 
Measure (FSM) algorithm to efficiently generate all share-frequent itemsets. 
Instead of the downward closure property, FSM satisfies the level closure 
property. Simulation results reveal that the performance of the FSM algorithm is 
superior to the ZSP algorithm two to three orders of magnitude between 0.2% 
and 2% minimum share thresholds.  

1   Introduction 

Recent developments in information science have a surprisingly rapid accumulation of 
data. Accordingly, efficiently managing massive bodies of data, rapidly discovering 
useful information, and making effective decisions based on data are crucial [10]. 
Newly developed data mining or knowledge discovery techniques have made routine 
the once impossible task of gathering hidden but potentially useful information from 
data in a large database or in a data warehouse. Such techniques have been widely 
applied in numerous areas, and have come to represent an important field of research.  
     Mining association rules is the main task of various data mining techniques. 
Agrawal et al. first introduced the problem, and developed an Apriori algorithm to 
generate all significant association rules for the retail organization in the context of bar 
code data analysis [2, 3]. The mining of association rules includes two-step process (1) 
finding all frequent itemsets, and (2) using these frequent itemsets to derive the 
association rules. Restated, the corresponding association rules can be 
straightforwardly derived from the frequent itemsets. Therefore, the first step is critical 
in mining associations. As the amount of data increase, the design of efficient algorithm 
becomes increasingly urgent. Various methods have been proposed to speed up the 
mining process, such as Apriori and subsequent Apriori-like algorithms [2, 3, 7, 8, 16] 
and pattern-growth methods [1, 11, 12, 15, 17].  
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    Given a database of customer transactions, the goal of data analysis is to discover the 
buying patterns of customers. Such information hints that how to group the products in 
store layout or product packets to promote these goods. Each product is regarded as an 
item. An itemset is a group of items bought together in a transaction. The support value 
of an itemsets is the typical measure to address the importance of an itemset in a 
transaction database [2]. An itemset is referred as frequent itemsets when the 
occurrence count of the itemsets in a database is above a threshold value. However, the 
support measure only considers the number of transactions in which the itemset was 
purchased. The exact purchased number of products is not analyzed. Therefore, the 
support count method does not measure in terms of the profit or cost of an itemset. In 
1997, Carter et al. presented a share-confidence framework to provide useful 
information about numerical values associated with transaction items and addressed the 
problem of mining characterized association rules from itemsets [9]. Recently, several 
searches about share measure have been proposed to efficiently extract share-frequent 
(SH-frequent) itemsets with infrequent subsets [4, 5, 6, 13, 14].  
    An SH-frequent itemset usually includes some infrequent subsets. Consequently, the 
downward closure property cannot be applied to discover all share-frequent itemsets. 
Existing algorithms are either inefficient or do not discover complete share-frequent 
itemsets. Accordingly, this study proposes an efficient Fast Share Measure (FSM) 
algorithm to discover all SH-Frequent itemset. Instead of the downward closure 
property, FSM employs the level closure property to rapidly reduce the number of 
candidate itemsets. The inequality of level closure property guarantees all supersets of 
the pruned itemsets must be infrequent. This study focuses on the technique to discover 
all SH-frequent itemsets efficiently.  
    The rest of this paper is organized as follows. Section 2 introduces the review of 
support-confidence and share-confidence frameworks. Section 3 explains the level 
closure property and the proposed fast share measure (FSM) algorithm. FSM applies 
the level closure property to efficiently prune useless candidates. Section 4 provides 
experimental results and evaluates the performance of the proposed algorithm. Finally, 
we conclude in Section 5 with a summary of our work.  

2   Reviews of Support and Share Measures 

2.1   The Support-Confidence Framework 

In 1993, Agrawal et al. first presented a model to define the problem of mining 
association rules [2, 3]. Given a transaction database, the mining of association rules is 
to discover the important rules that apply to items. Let I = {i1, i2, …, im} be a set of 
literals, called items. Let X be a set of items X ⊆ I, which is called an itemset. Let DB = 
{T1, T2, ..., Tn} be the transaction database, where each transaction T∈ DB, T ⊆ I, 
1 ≤ q ≤ n. Each transaction is associated with a unique identifier, called TID. An itemset 
X is contained in T if and only if X ⊆ T. An association rule is an implication of the form 

X Y, where X ⊆ I, Y ⊆ I and X Y= φ  (For example, I={ABCDE}, X={AE}, 

Y={BD}). An association rule X Y has two characteristic values, called support and 
confidence. The support of an itemset X, denoted as support(X), is the percentage of 
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transactions in DB containing X. If the itemset X Y appears in s% transactions of DB, 

the support of the rule X Y is s%. This is taken to be the probability, Pr(X Y). The 
rule X Y has confidence c% in DB if c% is the percentage of transactions in DB 
containing X that also contain Y. This is taken to the conditional probability, Pr(Y|X). 
The mathematical expression of confidence is confidence(X Y) = 
support(X Y)/support(X). The problem of mining association rules is to discover all 
rules whose support and confidence satisfy the user-specified minimum support 
(minSup) and minimum confidence (minConf) requirements, respectively. An itemset 
is called a frequent itemset when its support is greater than or equal to the minSup 
threshold.  
    Given a user-specified minSup, Apriori employs the characteristic of the downward 
closure to discover the frequent itemsets by filtering some infrequent itemsets 
beforehand. The downward closure property is that any subset of a frequent itemset 
must be frequent; otherwise the itemset is infrequent. The process makes multiple 
passes over the database. In each pass, Apriori collects a candidate set of frequent 
itemsets. The algorithm scans the entire transaction database to count the number of the 
occurrences of each candidate k-itemset (which is an itemset with k items), and then 
determines the frequent itemsets. Candidate k-itemsets are established from two 
arbitrary frequent (k-1)-itemsets, whose first k - 2 items are identical. If k ≥  3, Apriori 
applies the downward closure property to reduce the number of candidates. The process 
is repeated until no candidate can be generated. 

Example 2.1. Consider the example database with eight transactions in Table 1 and the 
minimum support threshold is 36%. Let Ck be the set of candidate k-itemsets and Fk be 
the set of frequent k-itemsets. In the first pass, Apriori scans the database to count the 
support value of each item of C1. In Figure 1, four 1-itemsets {B}, {C}, {D} and {E} 
satisfy the minimum support requirement and are added to F1. Then, each frequent 
1-itemset joins with each other to form C2. In the second pass, Apriori scan the database 
second time to examine which itemsets of C2 are frequent. C3 is generated from F2 as 
follows. Figure 1 displays two frequent itemsets of F2 with the same first item, such as 
{BC} and {BD}. Then, Apriori checks the 2-itemset {CD}, which is a subset of {BCD} 
to determine whether {CD} is frequent. If {CD} is not frequent, then {BCD} must be 
infrequent. Since {CD} is in F2, all the subsets of {BCD} are frequent. Hence, {BCD} 
is a candidate 3-itemset. The algorithm stops when no candidate 4-itemset can be 
generated from F3. In each pass, Apriori scans the database once. Consequently, 
Apriori scans the database k times.  

2.2   The Share-Confidence Framework 

In 1997, Hilderman et al. first introduced the share-confidence framework, which is an 
alternative measure of the importance of itemsets [9]. The local measure value of an 
itemset X is the total count of each distinct item in the itemset in each transaction, which 
contains X. The share value is of an itemset X is known as the ratio of the local measure 
value to the total measure value in DB. Each item has a numerical attribute in each 
transaction. The value of the numerical attribute of an item ip in a transaction Tq is 
called the transaction measure value, denoted as tmv(ip, Tq). For Table 1 example, 
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tmv(F, T02) = 4. The type of the numerical attribute can be an integer type, such as the 
purchased quantity of customers in a transaction, or a real type such as profit margin, 
unit cost, or total revenue. The other notations and definitions of share measure are 
described as follows [6].  

Table 1. Example of a transaction database with counting 

TID Transaction Count 
T01 {A, B, C, D, E, G, H} {1, 1, 1, 1, 1, 1, 1} 
T02 {F, H} {4, 3} 
T03 {B, C, D} {4, 3, 3} 
T04 {C, E} {4, 1} 
T05 {B, D} {3, 2} 
T06 {B, C, D} {3, 2, 1} 
T07 {B, C, D, E} {3, 4, 1, 2} 
T08 {A, F, G} {4, 1, 1} 

 

Pass 1    C1 Support  F1 Support 
    {A} 2  {B} 5 
   Scan DB {B} 5  {C} 5 
   ==> {C} 5 ==> {D} 5 
    {D} 5  {E} 3 
    {E} 3    
    {F} 2    
    {G} 2    
    {H} 2    
         
Pass 2 C2   C2 Support  F2 Support 
 {BC}   {BC} 4  {BC} 4 
F1 ∞ F1 {BD}  Scan DB {BD} 5  {BD} 5 
==> {BE}  ==> {BE} 2 ==> {CD} 4 
 {CD}   {CD} 4    
 {CE}   {CE} 3    
 {DE}   {DE} 2    
Pass 3         
F2 ∞ F2 & Prune C3  Scan DB C3 Support  F3 Support 
==> {BCD}  ==> {BCD} 4 ==> {BCD} 4 

Fig. 1. Application of Apriori algorithm 

Definition 2.1. Each k-itemset X ⊆ I has an associated transaction set dbX = {Tq∈DB | 
X ⊆ Tq}. In other words, dbX is a set of transactions containing itemset X. 

Definition 2.2. The global measure value gmv(ip) of an item ip is the sum of tmv(ip, Tq), 
where Tq∈DB. In other words, gmv(ip) = 

∈DBT
qp

q

Titmv ),( .  
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Definition 2.3. The total measure value TMV of all items is the sum of the global 

measure value of each item ip. In other words, TMV = 
=

m

p
pigmv

1
)( , where m is the 

number of all distinct items.  

Definition 2.4. The local measure value lmv(ip, X) of an item ip in an itemset X is the 
sum of the transaction measure values of the item ip in all transactions that contain X. In 
other words, lmv(ip, X) = 

∈ xq dbT
qp Titmv ),( . Similarly, the local measure value lmv(X) of 

an itemset X is the sum of the local measure values of each item ip in X. In other words 
lmv(X) = 

∈Xi
p

p

Xilmv ),( . 

Definition 2.5. The item share of an item ip in X, denoted as SH(ip, X), is the ratio of the 
local measure value of ip to the total measure value. In other words, SH(ip, X) = 

TMV

Xilmv p ),(
. Similarly, the itemset share of an itemset X, denoted as SH(X), is the ratio 

of the local measure value of X to the total measure value. In other words, SH(X) = 

TMV

Xlmv )(
.  

Definition 2.6. A k-itemset X is share-frequent (SH-frequent) if SH(X) is greater than a 
pre-defined minimum threshold (minShare) s%.  

Example 2.2. Consider the same transaction database as in Table 1 with a minimum 
share threshold of 36%. As shown in Table1, the column Count lists the corresponding 
count of each item in a transaction. The global measure value and the item share of each 
item are listed in Table 2, where TMV = 56. The local measure value of {B} in the 
itemset {B, C, D} is lmv(B, {BCD}) = 1 + 4 + 3 + 3 = 11. SH({BCD}) = 
lmv({BCD})/TMV = (lmv(B, {BCD})+ lmv(C, {BCD})+ lmv(D, {BCD}))/56. Then, 
SH({BCD}) = (11 + 10 + 6) /56 = 0.482 > 36%. Therefore, {B, C, D} is SH-frequent. 
Table 3 enumerates all SH-frequent itemsets.  

Table 2. Occurrence count (global measure value) and itemset share of each 1-itemset 

Item A B C D E F G H Total 
gmv(ip) 5 14 14 8 4 5 2 4 56 
SH(ip) 8.9% 25% 25% 14.3% 7.1% 8.9% 3.6% 7.1% 100% 

Table 3. All SH-frequent itemsets of the sample database 

SH-frequent itemset BC BD BCD 
lmv(X) 21 22 27 
SH(X) 37.5% 39.3% 48.2% 



422 Y.-C. Li, J.-S. Yeh, and C.-C. Chang 

 

3   Fast Share Measure (FSM) Algorithm 

The Apriori-like algorithms employ the downward closure property to discover 
efficiently frequent itemsets based on the support measure. All (k-1)-itemsets of a 
candidate k-itemset are frequent itemsets, otherwise, the k-itemset can be pruned. 
Therefore, the characteristic of downward closure can be used to reduce the number of 
candidates and speed up the process. However, an SH-frequent itemset could include 
some infrequent subsets. It does not satisfy the downward closure property. Obviously, 
the exhaustive search method can find all SH-frequent itemsets, but has an exponential 
running time. Barber and Hamilton presented the ZP (zero pruning) algorithm and the 
ZSP (zero subset pruning) algorithm to improve the performance [6]. However, the two 
algorithms only prune the candidate itemsets whose local measure values are exactly 
zero. There is no efficient algorithm to discover all SH-frequent itemsets up to now. 
Consequently, this study develops a fast share measure (FSM) algorithm to find all 
SH-frequent itemsets efficiently.  

3.1   Level Closure Property 

The notations and definitions of FSM are described as follows. 

Definition 3.1. The maximum length of all transactions in DB is denoted as ML. That is, 
ML = max(|Tq| | Tq∈DB). 

Definition 3.2. Let MV be the maximum transaction measure value of all items in DB. 
That is, MV = max(tmv(ip, Tq) | ip∈Tq, and Tq∈DB). 

Definition 3.3. Let X be an itemset, which is a subset of X’, the local measure value of X 
on X’, denoted as lmv(X, X’), is the sum of the local measure values of each item ip in X’ 
in DB, where ip in X. That is, lmv(X, X’) = 

∈Xi
p

p

Xilmv )',( .  

    If X = X’, then lmv(X, X’) = lmv(X). The local measure values of itemsets have some 
characteristics, which are described as follows. 

Lemma 3.1. Let X, X’ and X’’ be itemsets, where X ⊆  X’ ⊆  X’’, then 
(1) lmv(X, X’’) ≤  lmv(X’, X’’). Especially, when X’ = X’’, lmv(X, X’) ≤  lmv(X’). 
(2) lmv(X, X’) ≥  lmv(X, X’’). Especially, when X = X’, lmv(X) ≥  lmv(X, X’’). 

Proof. 
(1) Since X ⊆  X’, for arbitrary item ip in X, ip is also in X’.  lmv(X, X’’) = 

∈Xi
p

p

Xilmv )'',( ≤
∈ '

)'',(
Xi

p
p

Xilmv  = lmv(X’, X’’). 

(2) Since X’ ⊆  X’’, dbX’  ⊇  dbX’’. For arbitrary item ip in X, lmv(ip, X’) ≥ lmv(ip, X’’). 
Therefore, lmv(X, X’) ≥  lmv(X, X’’).  Q.E.D 

Lemma 3.2. Let X be a k-itemset, then |dbX| × k ≤ lmv(X) ≤ |dbX|× k ×MV. 
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Proof. By Definition 2.4, lmv(X) = 
∈Xi

p
p

Xilmv ),(  = 
∈∈ xqp dbT

qp
Xi

Titmv ),( . For each 

item ip and transaction Tq, 1 ≤  tmv(ip, Tq) ≤  MV. Therefore, |dbX| ×  k ≤ lmv(X) ≤ 
|dbX|× k ×  MV.  Q.E.D 

Theorem 3.1. Given a minShare and a k-itemset X, if lmv(X) + (lmv(X)/k)× MV < 
minShare× TMV, all supersets of X with length k + 1 are infrequent. 

Proof. For arbitrary superset X’ of X with length k + 1, says X’ = X  {ip}. By 
Definition 3.3, lmv(X’) = lmv(X’, X’) = lmv(X, X’) + lmv(ip, X’). First, by Lemma 3.1, 
we have lmv(X, X’) ≤ lmv(X). Second, by Lemma 3.2 on X’, lmv(ip, X’) ≤ |dbX’|× MV. 
Since dbX’ is a subset of dbX, |dbX’| ≤ |dbX|. So, lmv(ip, X’) ≤ |dbX|× MV ≤ (lmv(X) 
/k) × MV, by Lemma 3.1 on X. Now, we have lmv(X’) ≤ lmv(X) + (lmv(X) /k)× MV. If 
the inequality lmv(X) + (lmv(X)/k) × MV < minShare × TMV holds, lmv(X’) < 
minShare × TMV. That is, SH(X’) = lmv(X’)/TMV< minShare. X’ is infrequent. 
Theorem is proofed. Q.E.D 

Theorem 3.2. Given a minShare, a k-itemset X and a positive integer k’, if lmv(X) + 
(lmv(X)/k)× MV× k’ < minShare× TMV, all supersets of X with length less than or 
equal to k + k’ are infrequent. 

Proof. Let X’ be an arbitrary superset of X with length k + i, where 1 ≤ i ≤ k’. Let Y = 
X’ – X. Clearly, the size of Y is i. With the same argument in Theorem 3.1, we have  

(1) lmv(X’) = lmv(X’, X’) = lmv(X, X’) + lmv(Y, X’).  
(2) lmv(X, X’) ≤  lmv(X).  
(3) lmv(Y, X’) ≤  |dbX’|×  i × MV ≤ (lmv(X)/k)× MV × i ≤ (lmv(X)/k)× MV× k’.  

So, lmv(X’) ≤ lmv(X) + (lmv(X)/k) × MV × k’. If the inequality lmv(X) + 
(lmv(X)/k)× MV × k’ < minShare × TMV holds, lmv(X’) < minShare × TMV. That is, 
SH(X’) = lmv(X’) / TMV < minShare. X’ is infrequent.  Q.E.D 

Corollary 3.1. Given a minShare and a k-itemset X, if lmv(X) + (lmv(X)/k)× MV×  
(ML - k) < minShare× TMV, all supersets of X are infrequent. 

Proof. Since the maximum length of all transactions in DB is ML, lmv(X’) = 0 for any 
superpset X’ of X with length greater than ML. Definitely, X’ is infrequent. For arbitrary 
superset X’ of X with length less than or equal to ML, if the inequality lmv(X) + 
(lmv(X)/k)× MV × (ML - k) < minShare× TMV holds, by Theorem 3.2, X’ is infrequent. 
Corollary is proofed.  Q.E.D 

Definition 3.4. The characteristic of Theorem 3.1, Theorem 3.2 and Corollary 3.1 is 
called the level closure property. For a given integer k’, let CF be a critical function, 
defined as CF(X) = lmv(X) + (lmv(X)/k)× MV× L, where L = min{ML-k, k’}. 

Theorem 3.2 guarantees if CF(X) < minShare × TMV holds, no superset of X with 
length ≤ k + k’ is SH-frequent. The level closure property can be applied to prune 
candidates whose supersets are not SH-frequent with length ≤ k + k’, but it cannot 
ensure the SH-frequency of the supersets with length greater than k + k’. Accordingly, 
Corollary 3.1 modifies the level closure property of Theorem 3.2 and assures that all 
supersets of X are not SH-frequent if CF(X) < minShare× TMV. 
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3.2   Fast Share Measure (FSM) Algorithm 

The FSM algorithm is a level-wise and a multiple passes algorithm. In the k-th pass, let 
Ck be the candidate set, RCk be the remainder candidates after checking the critical 
function CF, and Fk be the SH-frequent set. Like Apriori, each single item is a 
candidate. In the first pass, FSM scans the database to count the local measure value of 
each item. Each candidate 1-itemset X is pruned when CF(X) < minShare× TMV. In 
next each pass, FSM joins arbitrary two candidates in RCk-1, whose first k-2 items are 
identical. The k subsets with length (k - 1) of each k-itemset in Ck are in RCk-1; otherwise 
the k-itemset can be pruned. After Ck is produced, delete the RCk-1. Next, for each 
itemset X in Ck, if the itemset share lmv(X)/TMV is higher than minShare, X is added to 
Fk; if CF(X) is greater than minShare, the superset of X could be SH-frequesnt, so X is 
added to RCk. The process is repeated until no candidate can be generated. 
     The pseudo code of FSM is described as follows. 

Algorithm. FSM(k’) 

Input: (1) DB: a transaction database with counts, (2) minShare: minimum share 
threshold, and (3) k’: the parameter of critical function (Definition 3.4) 

Output: All SH-frequent itemsets 

Procedure: 
1. k:=1; F1:=φ ; C1:=I; 
2. foreach T∈DB { // scan DB 
3.  count the local measure value of each item; } 
4. foreach ip∈C1 { 
5.  if lmv(ip) ≥ minShare×TMV {  
6.   F1:= F1+ip; } 
7.  elseif CF(ip)<minShare×TMV { 
8.   C1:= C1-ip; }  
9. } 
10. RC1:=C1;  
11. for k:=2 to h { 
12.  foreach Xp, Xq ∈RCk-1 { 
13.   Ck :=Apriori-join(Xp, Xq); } 
14.  foreach T∈DB { // scan DB 
15.   count each candidate’s local measure value; } 
16.  foreach X∈Ck { 
17.   if lmv(X)≥ minShare×TMV {  
18.    Fk:= Fk+X; } 
19.   elseif CF(X)<minShare×TMV { 
20.    Ck:= Ck-X; } } 
21.  RCk:= Ck;  
22. } 
23. return F  
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4   Experimental Results 

The performance of FSM was compared with that of ZSP using a 1.5GHz Pentium IV 
PC with 1GB of main memory, running Windows XP Professional. All algorithms 
were coded using Visual C++ 6.0, and applied to process the synthetic dataset. The 
whole SH-frequent itemsets were output to main memory to reduce the effect of disk 
writing.  
    The IBM synthetic dataset was generated using a synthetic data generator [18].  The 
VC++ version of the data generator was obtained from [19]. Table 4 lists the 
parameters of the synthetic data generation program.  

Table 4. Parameters 

x Mean size of the transactions 
y Mean size of the maximal potentially frequent itemsets
z Number of transactions in DB 
n Number of items 

    The notation Tx.Iy.Dz.Nn denotes a dataset with given parameters x, y, z and n. 
To simulate the characteristic of the count in each item in each transaction, the 
count of each item in each transaction is randomly generated between 1 to m,      
with the proportion of 1 equal 50%. The notation of the dataset becomes 
Tx.Iy.Dz.Nn.Sm. 
    Figures 2 plots the performance curves associated with the two algorithms applied to 
T4.I2.D100k.N50.S10. The x-axis represents the several distinct minShare thresholds 
between 0.2% and 2%, and the y-axis represents the running time. Note that Fig. 2 uses 
a logarithmic scale for y-axis. FSM(1), FSM(2), FSM(3) and FSM(ML-1) are special 
cases of the FSM algorithm with different parameter k’, respectively. The lower 
minShare threshold results in the longer running time of FSM. In the low minShare 
(0.2%) scenario, FSM(ML-1) outperforms the ZSP algorithm two orders of magnitude. 
Contract to the high minShare (2%) scenario, FSM(ML – 1) outperforms ZSP more 
than three orders of magnitude. FSM(ML – 1) always outperforms ZSP and discovers 
all SH-frequent itemsets. In Fig. 2, FSM(1) is always the fastest. Although it could loss 
some SH-frequent itemsets while the parameter k’ of FSM is set less than ML – 1, the 
output set of SH-frequent itemsets is identical with that of ZSP using 
T4.I2.D100k.N50.S10 with minShare = 0.8% as listed in Table 5. The number of Ck, 
RCk and Fk and the total running time of ZSP and FSM algorithms are also listed in 
Table 5. ZSP only prunes the itemsets with SH(X) = 0. Therefore, ZSP terminates the 
process at pass ML. The value of ML of T4.I2.D100k.N50.S10 is 14. Contrast to 
FSM(1), FSM(2), FSM(3) and FSM(ML-1), their processes terminate at pass 5, 6, 6 and 
6, respectively. In a very low minShare (0.005%) scenario, FSM(1), FSM(2) and 
FSM(3) lose some SH-frequent itemsets using the dataset. In the scenario, FSM(ML - 1) 
discovers all SH-frequent itemset. 
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Fig. 2. Comparison of running time using T4.I2.D100k.N50.S10 

Table 5. Comparison of the number of candidate set and SH-frequent set (Fk) in each pass using 
T4.I2.D100k.N50.S10 with minShare = 0.8% (ML=14) 

        Method 
Pass (k) 

ZSP FSM(1) FSM(2) FSM(3) FSM(ML-1) 

Ck 50 50 50 50 50 
RCk 50 49 49 49 50 k=1 
Fk 32 32 32 32 32 
Ck 1225 1176 1176 1176 1225 
RCk 1219 570 754 845 1085 k=2 
Fk 119 119 119 119 119 
Ck 19327 4256 7062 8865 14886 
RCk 17217 868 1685 2410 5951 k=3 
Fk 65 65 65 65 65 
Ck 165077 1725 3233 5568 24243 
RCk 107397 232 644 1236 6117 k=4 
Fk 9 9 9 9 9 
Ck 406374 81 258 717 6309 
RCk 266776 5 40 109 1199 k=5 
Fk 0 0 0 0 0 
Ck 369341 0 1 4 287 
RCk 310096 0 0 0 37 k=6 
Fk 0 0 0 0 0 
Ck 365975 0 0 0 0 
RCk 359471 0 0 0 0 k ≥ 7 
Fk 0 0 0 0 0 

Time(sec) 10349.9 2.30 2.98 3.31 11.24 

    Figure 3 presents the scalability with the number of transactions of DB. The x-axis 
represents the several distinct DB sizes between 100k and 1000k, and the y-axis 
represents the running time. Figure 3 uses a logarithmic scale for y-axis. Consider 
minShare = 0.8%, the running time linearly increases with the growth of the DB size. 
The running time of ZSP exceeds 105 seconds when |DB| ≥ 600k.  
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Fig. 3. Scalability with the transaction number of DB 

5   Conclusions 

Data mining techniques have been applied extensively across many areas, and data 
mining has become an important research field. Mining frequent itemsets in a 
transaction database plays an important role for mining association rules. Itemset share 
has been proposed to measure the importance of itemsets for mining association rules. 
Developing an efficient approach for discovering complete SH-frequent itemsets is 
very useful in solving numerous mining problems. However, share-frequent itemsets 
do not satisfy the downward closure property. To solve the problem and develop an 
efficient method for fast generating all SH-frequent itemsets, this study proposes the 
level closure property. The inequality of level closure property guarantees all supersets 
of the pruned itemsets must be infrequent. Consequently, the developed FSM algorithm, 
which implements the level closure property, can efficiently decrease the number of 
itemsets to be counted. Experiments indicate that FSM outperforms ZSP several orders 
of magnitude. In the future, the authors will consider the development of superior 
algorithms to improve the performance of discovering all SH-frequent itemsets. 
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Abstract. Web pages from a web site can often be associated with
some semantic concepts, and relationships can exist between pairs of
web pages. By deriving these concepts and relationship instances, web
pages can be searched, browsed or even reorganized based on their as-
sociated concepts and relationships. In this paper, we present a search
and browsing tool, Core, for concept and relationship instances which
are derived using some web classification and link chain extraction tech-
niques. Core assists users to quickly search and navigate the concept
and relationship instances using a single user interface.

1 Introduction

The goal of recent research on Semantic Web is to enhance the accessibility of
the current Web by providing semantics information about Web pages so that
applications and users can easily process the Web page content [7]. To achieve
this goal, one of the important tasks is to derive knowledge about the web pages
and the relationship between the web pages. Once such kind of knowledge is
derived, search engines and browsers are able to access web pages of different
categories and their semantic relationships so as to support more complex user
queries. In order to meet the above requirement, web pages from web sites need
to be classified into categories.

An ontology consists of concepts and relationships between the concepts.
Web pages can be associated with concepts while pairs of web pages can be
associated with relationships between concepts. For example, web pages from
a movie web site can be associated with concepts such as Movie, Actor, Di-
rector, Producer, etc.. These web pages are therefore instances of different con-
cepts. Relationships between concepts such as Actor-of(Movie,Actor) and Di-
rectedBy(Movie,Director) can have instances relating pairs of web pages. When
concepts and relationships are associated with web pages, new semantic ap-
proaches to access web sites can be supported [7]. For example, web pages can

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 429–440, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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be queried by their concept labels, or can be navigated using the relationship
labels as some guidances.

Automatic assignment of concept labels to web pages has been studied ex-
tensively [6, 4]. On the other hand, automatic assignment of relationship labels
is relatively new problem. In our research, we investigated the learning of link
chain pattern for pairs of web pages [3]. For example, at the Yahoo! Movies
Web Site1, determining the relationships between the instances of the Actor-
of(Movie, Actor) relationship can be found by traversing from movie web pages
to the actor web pages following the links with some specific anchor text.

The semantically labelled web pages enable a new approach (sometimes
known as the ontology approach) to access a web site. For example, instead of
plain keyword queries, web page queries can be augmented with concept labels.
Web pages can also be browsed via their relationships instead of physical links.
The main objective of this research is to develop a tool known as CORE (Core)
to allow users to access a web site using the ontology approach. An integrated
search and browsing interface is provided. Core treats web pages as concept
instances and its search module can support not only keyword queries on web
pages of user specified concepts, but also complex queries involving web pages
connected by some relationships. Core’s browser module allows web pages of
user specified concepts to be browsed and virtual links are provided to traverse
to other related web pages.

The rest of the paper is organised as follows. In Section 2, we review some
related works. The system architecture of searching and browsing tool Core
is presented in Section 3. Section 4 gives the definition of link chain and brief
description of link chain extraction method that was used to find the relation-
ship instances. A few use case scenarios of using Core are given in Section 5.
We finally conclude the paper and highlight the future research directions in
Section 6.

2 Related Work

This section reviews three research projects closely related to Core.
Magpie [1] is a semantic Web browsing tool that allows users to view concept

and relationship instances embedded in the Web pages of a Web site. Each con-
cept instance is represented by a name and a set of attribute values, and each
relationship instance is represented by a pair of concept instances. Magpie as-
sumes that the concept and relationship instances are pre-defined in a database.
These concept and relationship instances will be highlighted in those Web pages
containing their names. No search capability is provided in Magpie.

MnM project [8], similar to Core, is a tool for browsing and annotating Web
pages. It adopts a knowledge base definition that consists of classes (similar to
concepts in Core) and each class has one or more attribute slots. Relation-
ships between Web pages however are not captured. MnM can learn extraction

1 http://movies.yahoo.com/
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patterns from annotated attribute slots from a Web page and apply them to
annotate other Web pages. Both the manually and automatically annotated at-
tribute slots can be viewed in the MnM browser. Since MnM deals with mainly
text based Web pages, the extraction patterns involves text matching only. There
is no search module provided by MnM.

CREAM [5] supports manual annotation of Web pages (e.g., home page of a
PhD student) as concept instances, text fragments (e.g., name, postal address,
email address) in these pages as concept attributes, and pairs of Web pages as
relationship instances, in order to facilitate navigation and queries on the Web
pages. When browsing Web pages, the attribute instances and anchor text of
links to related concept instances will be highlighted.

Compared to the above three projects, Core provides both browsing and
search facilities, and allows users to browse any search results. The concept
instances in Core are Web pages, and relationship instances are pairs of Web
pages such that the pages representing source concept instances are connected to
the pages representing target concept instances. The target concept instances of
currently browsed Web pages can be reached by mouse hovering the highlighted
anchor texts.

3 System Architecture

The system architecture of Core is shown in Figure 1. It mainly consists of a
search and a browsing server application, web page classification module, link
chain extraction module and a knowledge repository.

Server Application. There are two main application components, namely:

– Search Component. The search component accepts user queries and com-
municates with the knowledge repository in order to derive the query results.
Both concept queries and relationship queries are supported as defined below:

Definition 1. Concept Query
Let site, C, and K be a Website, a concept label and a set of keywords
respectively.
CQ(site, C, K) = {w | w ∈ site, w is an instance of C and w contains k ∀
k ∈ K }
For example:
CQ(“http://movies.yahoo.com”, “Actor”, {“Harry”}) returns Web pages
that are Actor instances and that contain “Harry”.

Definition 2. Relationship Query
Let site, R(C1, C2), K1 and K2 be a Website, a relationship from C1 to C2,
two sets of keywords respectively.
RQ(site, R(C1, C2),K1,K2) = { (w1, w2) | w1, w2 ∈ site and (w1, w2) is an
instance of R(C1, C2) where w1 contains k1 ∀k1 ∈ K1 and w2 contains k2
∀k2 ∈ K2 }
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For example:
RQ(“http://movies.yahoo.com”, Actor-of(Movie,Actor),{“big”},{“Harry”})
returns pairs of Web pages each consists of a Movie instance that contains
“big”, and an Actor instance that contains “Harry”.

The search component requires Web pages from each Website to be classi-
fied and their relationships to be extracted using the Web page classification
module and link chain extraction module respectively.

We use Jakarta Lucene2 text search tool as the core indexing and search
engine in our search component. Since Lucene only handles term indexing
and simple keyword search. Additional query evaluation procedures have
been developed to examine the concept and relationship labels of web pages.

– Browsing Component
The browsing component allows users to browse any instance (Web page) in
the search results or by simply entering the URL of a Web page. If the Web
page to be browsed has been classified, its concept label(s) and associated
relationships will be displayed in the page information frame. Note that more
than one concept label may be assigned to a Web page. For example, the
director of a movie may also be a producer of the other movie. Similarly, a
Web page can be the source concept instance of more than one relationship.
The browsing component also allows users to view Web pages augmented
with highlighted anchor text strings that lead to related target pages in
terms of a particular relationship. The highlighted anchor texts are parts of
link chains originating from the currently viewed Web pages.

Web Page Classification Module. The web page classification module as-
signs concept labels to web pages from a given web site. It assumes that each

2 http://jakarta.apache.org/lucene/docs/index.html
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web site can be associated with some semantic domain and the concepts relevant
to the domain will be used to label the web pages. For example, in the movies
domain, the relevant concepts are Actor, Movie, Director, etc.. It is not necessary
for Core to classify every web page as some of them could not be assigned any
concept labels and others will be labelled during the link chain extraction process
as they are identified as target concept instances of some relationship instances.
The current version of Core uses URL features to classify web pages as the
web sites are well structured. Web pages from two web sites, Yahoo! Movies web
site3 and DBLP web site4, have been categorized under seven concepts. They
are Movie, Actor, Director, Producer and Writer for the Yahoo! movie web site
and Journal and Author for the DBLP web site.

Link Chain Extraction Module. Link chain extraction module extracts link
chains from some given web pages that constitute the source concept instances.
A link chain is a series of links from a source web page to a target web page
such that a relationship exists between the two web pages. The link chain ex-

3 http://movies.yahoo.com/
4 http://www.informatik.uni-trier.de/∼ley/db/journals/
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traction module is designed to learn the extraction patterns of link chains from
some training examples and apply them to other source web pages. The formal
definition of link chain and extraction of link chain information will be described
in Section 4.

Knowledge Repository. The knowledge repository maintains information
about the ontology concepts and relationships, their instances, the link chain
information of relationships, and Web pages. The ER diagram describing the
content of knowledge repository is shown in Figure 2. At the top of Figure 2, the
ontology concepts and relationships are modelled. The lower portion of the figure
depicts the instance-level knowledge about the Web site. We apply one-to-one
association between link chains and relationship instances.

Core has been fully implemented in Java running on a Tomcat application
server. It uses Microsoft Access as its underlying database system. The graphical
user interface is implemented using Java Server Page(JSP) in J2EE platform.

4 Extraction of Link Chains

In this section, we give the definition of link chain and describe briefly our link
chain extraction method.

4.1 Link Chain

Suppose (ws, wt) is an instance of a relationship R(Cs, Ct). We define the link
chain of (ws, wt) as follows:

Definition 3. (Link Chain)
The link chain of (ws, wt) with respect to R(Cs, Ct) is a list of chain elements
denoted by ((w1, l1), (w2, l2) . . . , (wn, ln)) such that (i) w1 = ws; (ii) li is an
anchor element in wi; (iii) ln.target = wt.url; and (iv) ∀1 ≤ i < n, li.target =
wi+1.url.

In the above definition, the target of an anchor element, li.target, refers to
its href attribute.

For example, Figure 3 depicts a relationship instance of Actor-of(Movie, Ac-
tor) that involves an intermediate page (w2)(that contains the list of cast and
credits). The link chain of the relationship instance, (w1, w3), with respect to
Actor-of(Movie, Actor) is ((w1, l1), (w2, l2)).

As shown in Figure 3, the link chain ((w1, l1), (w2, l2)) connecting from movie
home page(w1) to actor’s home page(w3) represents an essential piece of infor-
mation about the Actor-of(Movie, Actor) relationship instance. It allows us to
know which anchor elements in the chain of web pages leads us from the source
web page to the target web page of a Actor-of relationship instance.

When a web site is well structured or is generated from some backend
database, the link chains of instances of the same relationship can share very
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Fig. 3. An Actor-of (Movie,Actor) relationship instance, (w1, w3), and its link chain

similar pattern in the way their anchors elements are embedded in the source
and intermediate web pages. By learning this pattern, one can extract all in-
stances of the relationship from the web site automatically. This is extremely
useful in applications where only selected web pages are to downloaded from a
structured web site and they can only be located by traversing from source web
pages which are instances of some given concept.

4.2 Learning of Link Chain Extraction Patterns

In our research, we define a link chain extraction pattern to be a set of rules on
the page paths leading to the chain elements of the link chains. Within a web page
containing a chain element, a page path consists of a series of HTML segments
(also known as page segments) one nested within another with the chain element
being the innermost page segment. The extraction pattern therefore includes a
hierarchy of extraction rules to identify these segments and extract the relevant
chain element.

Formally, we can define link chain extraction pattern as follows:

Definition 4. (Link Chain Extraction Pattern)
The link chain pattern of R(Cs, Ct) is a series of page path patterns de-
noted by (pp1, pp2, ..., ppn) such that each ppi represents the page path of web
page containing the i-th chain elements. Each page path ppi is a list of page
segment nodes where each node is assigned one or more extraction rule.
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Definition 5. (Extraction Rule)
Each extraction rule of a page segment node is set of text predicates to determine
the page segment from a given web page corresponding to the node.

The text predicates used in Core include matching of literal strings, token
types, and regular expressions.

In the current implementation, we assume that page path patterns are speci-
fied by expert users. To learn extraction rules associated with the page segment
nodes, a sequential covering [2] based method has been developed. The learn-
ing method requires some link chains to be given as training examples. Detailed
description of these algorithms will be reported in an extended version of [3].

Based on our experiments that involved over 1000 movie source pages from
Yahoo! movie, our link chain extraction method was able to extract link chains
of a few pre-defined relationships with high precision and good recall using less
than 15 training examples.

5 Scenario of Searching and Browsing the Semantic
Instances

In this section, we describe some usage scenarios of Core and highlight its
unique features.

5.1 Searching Scenarios

We describe the usage scenarios for querying concept and relationship instances
as follows.

Concept Query
Consider a movie enthusiast gathering information about movies and related in-
formation such as actors, directors, etc.. Suppose he/she wants to search his/her
favourite actor at Yahoo! Movie web site. He/she however does not recall the full
name of the actor except the first name “Harry”. When Google5 search engine is
given the query string “Harry site:.movies.yahoo.com” which specifies “Harry”
as the search term and “movies.yahoo.com” as the web site to be searched, the
results returned consist of mainly the home pages of movies containing “Harry”
in their titles, e.g., “Harry Potter and the Prisoner of Azkaban”, “Harry Pot-
ter and the Chamber of Secrets”, etc.. In this example, Google actually fails to
return any actor page in the top 10.

Unlike Google, Core allows the user to use the concept query facility and
select Actor as the concept to be queried. The search term “Harry” can now
be specified against the web pages that are instances of the Actor concept. As
expected, the results returned will consists of actor pages only as shown in Fig-
ure 4(a).

5 http://www.google.com
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(a)

(b)

Fig. 4. (a) Results of querying Actor concept instances using search term “Harry” (b)
Results of querying Actor-of relationship instances using search term “big” for the
Movie concept instances and search term “Harry” for the Actor concept instances

Relationship Query
Suppose now the user wants to find a specific movie which involves his/her
favourite actor. Unfortunately, he/she only remembers that the movie title in-
cludes the word “big” and the actor’s name includes “Harry”.

Again, when such a query is posed to Google in a query string “big Harry
site:.movies.yahoo.com” where the search terms “big” and “Harry” are included,
the results fail to match the user requirement. The query results will even
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be more unexpected when the query string “movie + give + actor + harry
site:.movies.yahoo.com” is used.

Using Core, the user can formulate a relationship query that involves Actor-
of(Movie, Actor) relationship. Appropriate search terms can be specified against
the source and target concepts. In this example scenario, the user can input “big”
as the search term for the Movie concept and “Harry” as the search term for the
Actor concept. Core will return pairs of instances (web pages) of the Actor-of
relationship that satisfy the relationship query. The query results are shown in
Figure 4(b).

The left column of the result table displays the Movie concept instances and
the right column displays the related Actor concept instances. Note that when
the same source web page have multiple related target web pages that satisfy
the relationship query, the results have the same source page will be merged
together showing the source page only once.

5.2 Browsing Scenario

The traditional Web browsers are not aware of the semantics of web pages.
They are not equipped with the ability to display semantic information and to
support browsing based on the concept and relationship labels. Users therefore
have to decide which web pages to visit by examining the anchor elements linking
to the pages. Due to the limited information provided by the anchor text and
intermediate web pages to be traversed before reaching the wanted web pages,
the users are likely to commit errors in the choice of web pages to be browsed
next and waste some of their time and efforts.

For example, starting from a movie home page, a user may want to navigate
to its actor home page. The user can directly reach the actor home pages only if
there are some anchor elements (i.e, with the names of the actors as anchor text)
available within the movie home page. If there is no direct link from the movie
page to the actor page, the user will not know which anchor element should be
traversed in order to reach the desired actor page.

To rectify the above problem, Core allows a semantic-based selection of web
pages for browsing, and the navigation of relationship instances.

Let us assume that a user has browsed the movie page “The Big Bounce(2004)”
from the relationship query result as shown in Figure 5. In the figure, the URL,
concept label and relevant relationships of the selected movie web page are au-
tomatically displayed in the page information frame while the page is displayed
in another browser window.

Suppose the user wishes to see the web page of some actor who appeared in
“The Big Bounce(2004)”, he/she can select the Actor-of relationship in the page
information frame. Upon selection, the anchor element (i.e., “Cast and Credits”)
that leads to actor web pages will immediately be highlighted. Moreover, as the
user moves the mouse over the highlighted anchor text, virtual links that lead to
actors’ web pages will appear in the browser window. These virtual links display
the names of actors in the movie as shown in Figure 5(a). The user can now
choose any of the actor web pages to browse without going astrayed.
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(a)

(b)

Fig. 5. (a)Browsing Movie home page with highlighted anchor texts for Actor-of rela-
tionship (b)Browsing Actor’s home page by directly clicking the Actor-of relationship
instance listed in the Movie source page

Suppose the user chooses to visit the web page of actor “Harry Dean Stan-
ton” as shown in Figure 5(b). The web page is loaded into the browser window
and the page information panel is updated accordingly including a new set of
relationships relevant to actors. In this way, user can minimise errors in the web
site navigation.
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6 Summary

Knowledge about the concept labels of web pages from a web site and the
relationships among the pages is crucial in realizing the goal of the Seman-
tic Web. In this paper, we introduce an integrated search and browsing tool
Core for searching and browsing web pages that are concept instances and their
relationships.

Core has been implemented and it includes modules for assigning concept
labels to web pages, learning link chain extraction patterns and using them to
determine the relationships among web pages. A new web search model has been
introduced to support both concept and relationship queries. We also highlight
a few example scenarios where Core can be used to enhance web site searching
and browsing.
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Abstract. This paper presents a new method for visualizing and navigating 
huge graphs. The main feature of this method is that it applies Level-Of-Detail 
(LOD) strategy to graph visualization and navigation, and allows the user to 
navigate the graph in real time. First, the algorithm calculates the weight for 
each vertex by an improved link analysis method. Second, representative verti-
ces with higher weights are selected. Third, a wavefront algorithm is utilized to 
cluster neighboring vertices for each representative vertex. This step produces 
several clusters characterized by the representative vertices. Then steps two and 
three are repeated in each cluster to form an LOD tree. Finally, we use a force-
directed method to draw the sub-graph under the non-leaf node of the LOD tree. 
Based on the proposed method, we develop a graph visualization and naviga-
tion system—DynamicViewer. We then demonstrate its application in Web 
navigation. With DynamicViewer, the user can have an overview of the Web 
and then browse individual information on demand. The experiment results 
show that DynamicViewer enhances the ability to provide the right information 
to the user. 

1   Introduction 

Graph is one important data type. We are surrounded by graphs of all kinds: social 
network, knowledge network, computer network, economic network, and so on. With 
web pages considered as the vertices and the hyperlinks between them as edges, the 
Web can be regarded as the most popular graph. As the amount of information on the 
Web increases exponentially, it becomes increasingly difficult for users to find infor-
mation and increasingly easy for users to be overloaded with information. 

Because of the web's exponential growth, tools that help users browse and search 
this vast information space are now essential. Visualization is a powerful tool to help 
finding the relations and trends of the data. Applying visualization technology to the 
Web can help to find the important pages and the connectivity of the Web. Thus a 
better way to present the information on the Web is by drawing a nice picture, i.e., a 
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graph which represents the Web. Drawing such a graph enables people to deal with 
information by taking advantage of our innate visual perception capabilities. 

The size of the graph to view is a key issue in graph visualization [12]. The Web 
often consists of thousands of vertices or more, which severely limits the usefulness 
of the traditional graph visualization methods. Huge graphs pose several difficult 
problems. First, if the number of elements is large, it can compromise performance or 
even reach the limits of today’s graphics hardware. Second, even if it is possible to 
place and display all the elements, the issue of readability or usability arises, because 
it will become impossible to discern between vertices and edges. Thus it is important 
to study the graph visualization methods for efficiently browsing and navigating huge 
graphs. 

However, most existing methods aim at getting a final and stable graph layout and 
pay little attention to huge graph navigation. In this paper, we present a method to 
visualize and navigate a huge graph such as Web. With this method, a user can have 
an overview of the graph and then view individual information on demand. The main 
feature of this method is that it applies LOD strategy to graph visualization and navi-
gation, and allows users to navigate the graph in real time and then explore further 
knowledge about their interests. 

2   Related Work 

Over the past two decades, much effort has gone into the area of two dimensional 
graph drawing [ 1,  2,  12,  16]. The most commonly used methods are based on physical 
analogies [ 16]. The main idea of this kind of methods is that they treat the graph as a 
system of interacting physical objects and assume that energy-minimal states of suita-
bly defined systems correspond to readable and informative layouts. Force-directed 
method is a well-known physical analogy technique for drawing general undirected 
graphs [ 4,  5,  12,  14,  22]. Many models and algorithms have been proposed for it. The 
spring embedder proposed by Eades [ 4] is one of the earliest examples. In this model, 
vertices are physical objects (steel rings) and edges are springs connecting them. The 
vertices are given initial positions, usually random, and the system is released so that 
the springs move the vertices to a minimal energy state. Since then, this method has 
gradually been revisited and improved [ 3,  5,  7,  13,  14]. 

In the force-directed method, each iterative process involves a visit of all pairs of 
vertices in the graph and the quality of the layout depends on the number of full itera-
tions. Therefore a general problem with this method is that it is only applicable to 
relatively small graphs. Most of later research efforts have been focused on drawing 
huge graphs efficiently [ 8,  10,  18].  

Although a lot of graph layout algorithms have been proposed to deal with large 
graphs, no layout algorithm alone can overcome the problems raised by the large size 
of the graphs. Thus, navigation and interaction facilities are essential in information 
visualization. By the efforts of graphics researchers, many such facilities have been 
proposed. The techniques in this aspect can be classified into two main categories: 
focus+context [ 6,  24] and zooming[ 9,  23,  25].  

Based on the above techniques, many methods have been proposed to visualize and 
navigate the structure of the Web. Natto [ 26] visualizes a number of Web pages by 
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drawing such a vertex/edge graph that is initially distributed on a flat horizontal plane. 
Then the user may select nodes and raise them vertically to de-occlude the structure. 
Narcissus [ 11] also produces a graph-like representation. Occlusion is automatically 
reduced through the metaphor of attractive and repulsive forces. An alternative ap-
proach is to construct a hyperbolic space that supports “focus+context” exploration of 
hyper-text structure [ 20]. However, most of these methods try to display all the in-
formation on the Web in one screen, which severely limited their usaget is therefore 
important to find a new way to navigate the Web. 

3   Visualization and Navigation of the Huge Graph 

Here, a new approach is developed to construct an LOD model for browsing and 
navigating huge graphs. The LOD model organizes a complex graph into several 
levels. The main feature of this approach is that it combines link analysis technique 
with wavefront algorithm to facilitate the graph visualization and navigation. In the 
following sub-sections, we describe the proposed graph visualization method in detail. 

3.1   Construction of an LOD Tree  

The key of LOD construction lies in finding representative vertices for each level of 
the LOD tree and discovering clusters for each representative vertex. The representa-
tive vertex of a cluster is the vertex which conceptually represents all the vertices in 
the cluster. We begin the construction process of the LOD model with selecting a 
representative vertex for each cluster. The main task of this step is to calculate 
weights for all vertices, and then select several representative vertices for the input 
graph according to their weights. Next, the graph is divided into several clusters (sub-
graphs) according to the representative vertices. 

3.1.1   Selection of Representative Vertices 
In this section, we propose a novel vertex ranking method to measure the importance 
of the vertices in a graph, which is based on the link analysis technique [ 17,  19] in 
web information retrieval. 

The basic principle of link analysis is to rank pages by citation popularity. High 
quality web pages are those pointed to by many other pages or those pointing to many 
high quality pages. Web pages that are pointed to by many other web pages are au-
thorities, which provide the best source of information on a given topic. While web 
pages that point to many high quality pages are hubs, which provide collections of 
links to authorities. Hubs and authorities exhibit what could be called a mutually 
reinforcing relationship: a good hub is a page that points to many good authorities; a 
good authority is a page that is pointed to by many good hubs. Thus, with each page 
p, we associate a non-negative authority weight x<p> and a non-negative hub weight 
y<p>. Without loss of generality, we assume that (x<p>)2=1, (y<p>)2=1. We view 
the pages with larger x-values and y-values as being better authorities and hubs 
respectively. 

Numerically, it is natural to express the mutually reinforcing relationship between 
hubs and authorities as follows [ 17]: if p points to many pages with large x-values, it 
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should receive a large y-value; and if p is pointed to by many pages with large y-
values, it should receive a large x-value. This motivates the definition of two opera-
tions on weights, which we denote by  and . Given {x<p>}, {y<p>}, the  operation 
updates the x-weights as follows. 

∈

><>< ←
Epqq

qp yx
),(:

 (1) 

Here, we view the collection of hyperlinked pages as a directed graph G = (V, E): 
the vertex in the vertex set V correspond to the Web page, and the directed edge (p,q) 
in the edge set E indicates the presence of a link from p to q. 

The  operation updates the y-weights as follows. 

∈

><>< ←
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qp xy
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 (2) 

In calculating the weight of a vertex p, the HITS algorithm [ 17] only considers the 
vertices which directly connect to p (to or from). However, Miller et al. [ 19] have 
found certain tree-like web structure can lead the HITS algorithm to return arbitrary 
or non-intuitive results. Based on this observation, they modified the Kleinberg’s 
HITS algorithm. The basic idea of the modified algorithm is as follows: when meas-
uring the authority or hub importance of a vertex p, they extended the graph distance 
between vertices p and q from 1 to r (r>1). The graph distance between a pair of ver-
tices is the length of the shortest path between them in the graph G. Our vertex rank-
ing algorithm adopts the basic idea of the modified HITS algorithm proposed by 
Miller et al. [ 19].  

We first introduce some preliminary definitions which are useful for subsequent 
discussions.  

Definition 1 (directed-graph-distance (q, p)). The shortest directed path from vertex q 
to vertex p in the graph is termed as the directed-graph-distance between q and p.  

Definition 2 (r-in-set (p)). The vertices whose directed-graph-distances to p are less 
than or equal to r are defined as the r-in-set of p. 

Definition 3 (r-out-set (p)). The vertices to which the directed-graph-distances from p 
are less than or equal to r are defined as the r-out-set of p. 

Based on these definitions, the traditional link analysis method is modified. We use 
the vertices in the r-in-set of p to measure its authority importance; similarly, we use 
the vertices in r-out-set of p to measure its hub importance. Thus, equations (1) and 
(2) can be rewritten as 
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where, r<q,p> is the directed-graph-distance(q, p) between q and p. 
Compared with the traditional link analysis method, the modified equations accel-

erate the convergence of iterations for calculating vertex weight. The comparison 
between these two methods is illustrated by the example in Fig. 1 (see Section 4). 
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The modified link analysis algorithm is used to calculate the x-weight and y-weight 
for each vertex, and equation (5) is used to calculate the weight of each vertex. We 
then select representative vertices for the LOD model according to these weights. 
Vertices with higher weights will be the representative vertices in the higher level of 
LOD model. 

10     ~))1(( ≤≤⋅⋅⋅+⋅−= ><>< ααα pepd
pp

p wwyxw  (5) 

where, wpd is the semantic weight of the vertex, which indicates its semantic impor-
tance to the Web. 

pew~  is the average of the semantic weights of the edges directly 

connected to the given vertex, including the edges which are from or to this vertex. In 
our program, wpd and 

pew~  are determined manually by the user.  

3.1.2   Clustering 
After selecting representative vertices, a clustering process is applied to group verti-
ces around each of the representative vertices. Here, the wavefront algorithm [ 21] is 
utilized to group vertices around each representative vertex. The principle of the 
wavefront algorithm can be viewed as exploring the graph in waves that expand out-
ward from a given vertex n, much as waves expand from a pebble thrown into a pond. 
The wavefront algorithm is a breadth-first search algorithm. It starts out from some 
initial vertices in the graph and iterates to find all of vertices reachable from these 
initial vertices by using breadth-first search.  

Based on this algorithm, the LOD model can be constructed by the following steps. 
First, we divide a set of vertices into a certain number of clusters based on the above 
clustering algorithms. The vertices in each cluster form a sub-graph. Next for each 
cluster, we repeat the above operation until the number of vertex of each sub-graph 
falls below a given threshold. And finally, a hierarchy is yielded from the repeated 
clustering process and it can be navigated as a tree, with each cluster represented as a 
node in the tree. The cluster vertices under each non-leaf node of the LOD tree form a 
cluster graph. We will discuss the layout of such a graph in the next section. 

3.2   Graph Layout 

3.2.1   Initial Placement of the Whole Graph 
To provide an overview of the graph structure to the user, we present a structure-
based method for quickly generating an initial placement of the whole graph. Our 
method is based on the intelligent placement method adopted by the GRIP system [ 7]. 
The idea behind the initial placement method in GRIP is that each vertex v is placed 
“close” to its optimal position as determined by the graph distance from v to several 
already placed vertices. The intuition of this method is that if the vertices are placed 
close to their optimal positions from the very beginning, then the refinement stages 
need only a few iterations of a local force-directed method to reach a minimal en-
ergy state. 

GRIP adopts two simple strategies for the initial placement. The first strategy, 
“simple barycenter” starts with setting the initial position of a new vertex t at the 
barycenter (u+ v+ w)/3 of u, v, and w, the three vertices closest to t that have already 
been placed. This is followed by a force-directed modification of the position vector 
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of t with the energy function calculated at the three vertices u, v, w.  One major limita-
tion of this method is that some vertices may overlap after initial placement. 

In this section, we propose a structure-based method for quickly generating an ini-
tial placement of the whole graph. We have successfully overcome the limitation in 
the above method by utilizing a subdivision strategy. Our method first divides the 
original placement region into a finite number of sub-regions. The number of the sub-
regions is calculated by 

CVk /=  (6) 

where C is a constant, it is the maximum number of vertices which a sub-region con-
tains. In our program, C is set to 100.  

Next, three vertices with the highest weights are placed. Here, the vertex with the 
highest weight is placed on the center of the placement region. The other two vertices 
are placed according to their graph distances to the first one. Then our method finds 
an unprocessed vertex t which has the maximum degree in the sub-graph formed by t 
and the vertices that are already placed. In a graph, the degree of a vertex is the num-
ber of edges incident to it. The new vertex t is placed at the barycenter (u+ v+ w)/3 of 
u, v, and w, the three vertices closest to t that are already placed. And finally, a local 
force-directed method is applied to reach a minimal energy state. Here, instead of 
applying the local force-directed method at the three closest points to t, we apply it to 
the sub-region in which vertex t lies. This greatly reduces vertex overlap. 

3.2.2   Layout of a Cluster Graph 
In this section, we describe a force-directed method for positioning the cluster vertices 
in each cluster graph. Our graph layout algorithm is based on Fruchterman-Reingold 
method [ 5]. For each vertex v in V, we first compute its local Fruchterman-Reingold 
force vector by  
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where, distRn (u,v) is the Euclidean distance between u and v, edgeLength is the unit 
edge length, Adj(v) is the set of vertices adjacent to v, and s is a small scaling factor 
which is set to 0.05 in our program, just as in GRIP system [ 7], V(GL) is the vertex set 
of the cluster graph in which the vertex v lies. In equation (7), the first item indicates the 
sum of attractive forces to v, and the second item is the sum of repulsive forces to v. 

Next, our method calculates vertex-edge repulsion force vector by equation (8) 
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where e is an edge which does not incident to v and p is the projection of v onto e. 
Finally, the boundary repulsion force vector is calculated by the equation (9). Here, 

instead of using a step function to simulate the repulsion forces exerted by the 
boundaries of the placement region, we propose to use a linear function to simulate 
such repulsion forces. The equation (9) indicates that the boundary repulsion force of 
a vertex is proportional to the vector which starts from the center point of the place-
ment region and end with this vertex.  
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where Norm(v) normalizes v by dividing its x-component and y-component by the 
width and height of the placement region respectively. vc is the center point of the 
placement region.  

In this algorithm, the local temperature heat[v] of v is a scaling factor of the dis-
placement vector for vertex v. We adopt the same algorithm as in GRIP [ 7] for deter-
mining the local temperature.  

4   Implementation and Evaluation 

4.1   System Design 

Based on the proposed method, we developed a graph visualization system—
DynamicViewer. Its novelty is in the use of different views: global view, detail view 
and text view, together to help a user navigate the Web. The first view, global view, is 
responsible for giving an overview of the graph being displayed. In order to improve 
the efficiency of graph drawing, the graph layout algorithm adopted for this view is 
the one described in Section 3.2.1. The second view, detail view, focuses on display-
ing the detail sub-graph. A force-directed method described in Section 3.2.2 is utilized 
to draw the sub-graph for this view. The third view, text view displays additional 
textual information in response to mouse move in detail view or global view. 

4.2   Experimental Results 

A number of examples have been tested to demonstrate various cases that could be 
handled by our method.  

First, to evaluate the performance of our representative vertex selection method, we 
compare it with the traditional link analysis method [ 17] using the example in Fig. 1. 
In this example, vertex A is actually the most important vertex since it is the root node 
of the tree. However, the traditional link analysis method found vertex F being the 
most important one after performing 38 iterations. As a comparison, our method con-
verged after iterating only 19 times. It recognized vertex A being the most important 
one. Tables 1-2 show some intermediate results of the two iteration processes. In 
these two tables, the weight value whose font is italic bold is the largest one at each 
iteration. From these two tables, we can conclude that the results generated by the 
improved method are more reasonable than the ones generated by the traditional 
method. This is because the improved method recognized vertices A, B, F, C, G, and 
H being the important ones; while the traditional method found vertices F, I, J, K, and 
L being the important ones. Furthermore, our comprehensive study on other 10 real 
examples shows similar improvement (see Table 3).  

Next, we demonstrate the distinction between our initial layout method (Section 
3.2.1) and GRIP’s method by a simple graph with 46 vertices (see Fig. 2). Fig. 2(a) 
shows an initial layout generated by GRIP, and Fig. 2(b) gives our initial layout re-
sult. Compared with the initial layout algorithm adopted in GRIP, our approach 
avoids the drawbacks of vertex overlap by utilizing a subdivision strategy. Moreover, 
our method distributes the vertices more evenly. 
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Theoretically, information on the Web can be regarded as a graph. It is therefore 

feasible to apply graph visualization and navigation technology to the Web. In the 
following part of this section, we will illustrate the application of DynamicViewer in 
Web navigation. Here the Web also includes the Semantic Web since it is an exten-
sion of the current Web. 

Fig. 3 illustrates the construction process of LOD model by an example of Seman-
tic Web. It is a repository that contains RDF data and schema information about art 
and museum (e.g., museum web sites, web pages with exhibited artifacts). This ex-
ample is taken and adapted from [ 15]. Fig. 3(a) is the original graph with 46 vertices. 
Fig. 3(b) shows the graph corresponding to the first level of the LOD tree, the repre-
sentative vertex of this cluster is “ExtResource”. After clicking “painting” in the 
graph of the first level, we obtain a sub-graph at the second level (see Fig. 3(c)). Then 
in the sub-graph shown in Fig. 3(c), we click the vertex “abraham.jpg” and then ob-
tain a sub-graph at the third level (see Fig. 3(d)). 

Fig. 4 shows an example of how DynamicViewer helps the Web user to find the in-
formation he needs. This web graph was produced by submitting query words “Lotus 
Workplace” to the search engine on the home page of IBM Corp 
(http://www.ibm.com). With this query, 74,774 results were acquired. Next, the first 
100 search results were analyzed and a graph representing these results was formed. 
Finally, an LOD model was constructed for this graph. In DynamicViewer, pages 
with higher connectivity will be in the higher level of the LOD tree, and thus will be 
displayed to the user first. Thus DynamicViewer enhances the ability to provide the 
right information to the user. Fig. 4(a) shows the graph corresponding to the first level 
of the LOD tree, the representative vertex of this cluster is “IBM Lotus Software-
Products”. This graph gives an overview of 9 Lotus products; while the first page of 
the search result only contains 6 Lotus products. After clicking “IBM Lotus Software-
QuickPlace” in the graph of the first level, we obtain a sub-graph at the second level 
(see Fig. 4(b)). This graph illustrates the relationship between “QuickPlace” and other 
Lotus products. Compared with traditional browsing tools of search engines, Dy-
namicViewer provides an overview of the search result to the user, which enhances 
his or her understanding of the knowledge structures, thus promotes further explora-
tion. In addition, traditional search engine organizes the search results with a linear 
model, and the user has to click the "Next" button to find new information. It does not 
provide the navigation cue for next page since next page is marked by “Next” only. 
While our method provide navigation cues before going to the next graph since each 
vertex has a hover text to describe it. This text information can help the user to find 
the right navigation path. Thus this can reduce the number of clicks. 

A

B C

E F G H

I KJ L M N O P  

Fig. 1. An example 

 

 
(a) GRIP (b) Our algorithm 

Fig. 2. Comparing the layout results  

S. Liu et al. 



 An LOD Model for Graph Visualization and Its Application in Web Navigation 449 

 

Table 1. The intermediate results of the traditional link analysis method [ 17] on the example of 
Fig. 1 

Weight of each vertex Step 
A … F I J K L … 

1 0.166667 … 0.466964 0.133631 0.133631 0.133631 0.133631 … 
… … … … … … … … … 
22 0.000244 … 0.500122 0.250000 0.250000 0.250000 0.250000 … 
… … … …… … … … … … 
37 0.000001 … 0.500001 0.250000 0.250000 0.250000 0.250000 … 
38 0.000001 … 0.500000 0.250000 0.250000 0.250000 0.250000 … 

Table 2. The intermediate results of our improved link analysis method on the example of  
Fig. 1 (r=3) 

Weight of each vertex Step 
A B C E F G H … 

1 0.395994 0.241234 0.241234 0.109556 0.240680 0.175118 0.175118 … 
2 0.374747 0.288806 0.288806 0.131428 0.285297 0.208363 0.208363 … 

… … … … … … … … … 
18 0.384202 0.295436 0.267787 0.133160 0.285732 0.189180 0.189180 … 
19 0.384201 0.295442 0.267779 0.133161 0.285739 0.189175 0.189175 … 

Table 3. Comparison between traditional link analysis method and our method based on 10 
examples 

Method Average iterations (times) Precision 

Traditional method 42.6 20% 

Our method 26.2 100% 

 

Fig. 3. LOD model of a graph with 46 vertices 
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The final example is intended to demonstrate the distinction between our method 
and the ratio cut method proposed by Roxborough et al [ 25]. The result is shown in 
Fig. 5. Comparatively, our method does not display all vertices in one cluster. Instead, 
it only displays the representative vertex of each cluster (see Fig. 5(b)). In our 
method, more details are shown when clicking a particular vertex in the detail view or 
selecting several vertices in the global view. Our approach avoids the drawbacks of 
displaying all vertices by selecting a representative vertex for each cluster. 

             

(a) First level of LOD                                  (b) Second level of LOD 

Fig. 4. LOD model of the search result from the homepage of IBM Corp 

                      

                      (a)  Roxborough’s method                                   (b) Our method 

Fig. 5. A comparison illustrating the viewability of our approach 

5   Conclusion 

We propose a new method for visualizing and navigating huge graphs. The main 
feature of this method is that it applies LOD strategy to graph visualization and navi-
gation, and allows the user to navigate a huge graph in real time. To provide a 
friendly interactive system in which the user can retain context while viewing 
individual information on demand, we apply link analysis and wavefront algorithms 
to graph visualization and navigation.  

The development of a prototype visualization system—DynamicViewer, is pre-
sented in this paper. In this system, three views, global view, detail view, and text 
view, are provided to facilitate the navigation and exploration of the huge graph. 
Moreover, we demonstrate its application in Web navigation.  

 We regard the work presented as an initial step and there are improvements to be 
made as well as many directions to pursue. The future work will be focused on im-
proving the usability and reliability of the LOD model. Semantic information embed-
ded in the Web should be fully exploited to improve the clustering results. In addition, 

hover text 
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we should study user experience in navigating Web and provide a more friendly inter-
action mechanism. 
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Abstract. Essential to an audience driven website design philosophy is the or-
ganization of information and functionality according to the requirements of the 
different audience classes. However, at design time, it is often difficult to cor-
rectly assess the different needs and requirements of the different prospective 
users of a website. This may result in a non-optimal navigation structure, which 
will decrease the usability of the website. In this paper, we describe how to cor-
rect, at run-time and automatically, possible flaws in the design resulting from 
incomplete requirement assessment, using adaptive behavior. By observing the 
browsing behavior of the users, the requirements for the different users are vali-
dated and the website is adapted according to adaptation specifications made by 
the designer. These specifications express when and how the website needs to 
be adapted and are expressed using an Adaptation Specification Language. The 
work is presented in the context of an audience driven design method but we 
also elaborate shortly on the applicability of the technique in general. 

1   Introduction 

In the beginning of the World Wide Web (WWW), when web sites consisted of one 
single page with hyperlinks, or a small amount of linked pages, the necessity for a 
well thought-out, structured design was not important: complexity was well manage-
able for web designers and the resulting site was easy to grasp for its visitors.   
However, as the WWW aged, and web sites became large, professional applications, 
offering both static and dynamic, rapidly changing information and functionality, 
maintenance and usability problems with ad hoc designed sites became apparent [16]. 
Visitors failed in making a mental model of the website, experienced difficulties in 
locating the information they were looking for and felt ‘lost in hyperspace’. 

Quite recently, we see that companies and organizations, in an attempt to better fa-
cilitate the user in finding information relevant for him/her, use a so called Audience 
Driven approach [6].  In this approach, the designer takes into account the target audi-
ences of the web site, and creates the main structure of the site according to the in-
formation and functionality required by these different target audiences.  Concretely, 
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for the visitors this results in different links on the homepage, each representing a 
different navigation path (also called audience track) for a different type of visitor. 
Examples of leading companies and organizations applying an audience driven ap-
proach include1: HP (http://www.hp.com/), Sun Microsystems (http://www.sun.com/), 
IBM (http://www.ibm.com/us/), AIG (http://www.aig.com/GW2001/home/), NASA 
(http://www.nasa.gov/), Dell (http://www.dell.com/), several universities (Oxford 
University: http://www.ox.ac.uk/ and others),… 

Although the audience driven design philosophy significantly reduces the amount 
of information the visitor needs to plough through, it also has as drawback that possi-
bly some information needed is not available in the audience track chosen by the user.  
This is a direct result of the fact that the assessment of requirements by a designer (at 
design time) is reflected in the final navigation structure of the site, i.e. incorrectly 
assessed requirements result in information/functionality being in a wrong navigation 
track.  More specifically, some relevant information may be missing in a certain audi-
ence track but present in another, while other information present in that audience 
track may be superfluous. 

Indeed, for web designers it is very difficult, if not impossible, to correctly assess 
the exact requirements relevant or irrelevant for a certain user: it is often difficult or 
impossible to access the targeted web visitors and perform standard requirement engi-
neering techniques.  In this paper, we tackle this (requirement-) problem by describ-
ing how to identify missing or superfluous requirements for audience classes (section 
4 and 5).  Based on this identification, correction of the structure and navigation of the 
web site can be done automatically, at runtime (section 6).  Note however that the 
specification of when, what and how to adapt is done at design time.  This effectively 
gives the designer the means to anticipate possible requirement/design problems, and 
specify during the design how to correct for them if they are detected (at runtime).  
Preliminary results on this topic can be found in [3].  The work will be presented in 
the framework of the Web Site Design Method (WSDM), explained in section 3.  
Section 2 gives an overview of related work. 

2   Related Work 

Using adaptation to better tailor a web site to the users exists in the adaptive hyper-
media community (e.g. [18] and others). In this community, most of the work is done 
in the context of learning and user assistant applications.  In these systems, the user is 
‘guided’ towards a certain goal (mostly a learning goal), by (adaptively) constructing 
the pages tailored to his knowledge (which is e.g. gathered by analyzing browsing 
behavior).  This approach is fundamentally different from the one taken in this paper: 
the navigation space is conditionally specified during design and the actual navigation 
space for a user is generated based on the profile of the user. The navigation space is 
in fact personalized. Our goal is different. We do not want to personalize the naviga-
tion space; we only want to improve it using adaptive techniques.  The adaptation is 
done after the (statically) designed navigation space has been used, and this usage 
data has been analyzed (note that the adaptation is specified during design). 

                                                           
1 At the time of writing this paper. 



Automatic Runtime Validation and Correction of the Navigational Design of Web Sites 455 

 

Web design methods that have support for adaptation include WebML[4], 
Hera[10], UWE[14] and OOH[11].  However, these methods focus on personalization 
(e.g. content personalization) or/and customization towards different devices or con-
text.  They do not evaluate and alter an existing navigation space (after it has been 
deployed), as described in this paper. 

WebML does describe a quality evaluation framework that exploits conceptual 
knowledge when analyzing web access logs [15].  The framework supports web usage 
analysis (e.g. access analysis of data schema entities at instance level) and web usage 
mining (e.g. finding data that is accessed together, navigation sequences).  But there is 
no provision for (automatic) adaptation based upon this analysis. 

3   WSDM Overview 

Given the fact that WSDM has been sufficiently specified in the literature [1] [2] [7] 
[8], we will only provide a short overview and go into deeper detail only where nec-
essary for the context of this paper.  

The general design cycle for WSDM can be summarized as follows.  In the mis-
sion statement, the purpose and the subject of the web site is expressed and the target 
audience is identified.  Based on the mission statement, an audience modeling phase 
is performed, consisting of an audience classification and an audience characteriza-
tion.  During audience classification, the different audience classes based upon the 
informational and functional requirements of the potential visitors are identified and 
classified into an audience class hierarchy.  During audience characterization, the 
relevant characteristics for the different audience classes are described. 

The next phase, the Conceptual Design, consists of two sub-phases: task modeling 
and navigation design.  During task modeling, for each requirement of the different 
audience classes, a task is defined.  Consequently, the task is elaborated and decom-
posed in elementary tasks using ConcurTaskTree ([7] describes how).  In this way, a 
task model is specified for each requirement.  In parallel, for each elementary re-
quirement, a tiny conceptual schema, called a chunk, is specified, formally describing 
the information or functionality needed to fulfill the requirement.  These chunks are 
modeled using ORM [12] with some extensions to express functionality.   

During navigational design, the conceptual navigation model for the website is 
constructed.  It consists of a graph of nodes, connected by means of links.  Every node 
contains information that logically belongs together, in the form of (information or 
functional) chunks.  A node can contain zero or more chunks (a node without chunks 
represents a kind of hub, presenting a choice of navigation possibilities to the user).  
In WSDM, the navigation model is obtained in two steps.  First, the audience class 
hierarchy from the audience modeling phase is used to obtain the basic structure of 
the navigational model, by creating one navigation track (a so called audience track) 
for every audience class [1].  Such an audience track can be thought of as a “sub-site”, 
where all and only the information/functionality relevant for that particular audience 
class can be found.  Secondly, the internal structure of each audience track is derived 
from the task models of the task modeling phase, elaborating the requirements of each 
audience track. 
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Fig. 1. Simplified Navigational Model for (part of) the NASA website 

It is only in the next phase, the implementation design, that the conceptual nodes 
from the navigational model are actually mapped on pages, and that layout and pres-
entation is specified. Finally, the last phase, the actual implementation, is a mapping 
of the previous phases onto the chosen implementation platform. 

A (simplified) example of a Navigational Model of an audience driven website is 
given in figure 1.  The example is the NASA website (http://www.nasa.gov/) and 
shows the main structure of the website and the navigation structure for both the Me-
dia & Press User Track and the Educator User Track. The other tracks are not elabo-
rated to not overload the figure. Nodes are represented by rectangles, chunks by 
rounded rectangles, links by arrows and the connections between chunks and nodes 
by lines. A double lined rectangle is used for the root of a track or the root of the web 
site (in this example the node ‘Visitor Track’ is the root of the web site). 

4   Missing or Superfluous Information 

As already explained in the introduction, the aim in this paper is 1) to detect missing 
or superfluous requirements for a certain audience class by investigating the access to 
information offered in the corresponding audience track, and 2) to adaptively alter the 
structure of the site to correct for detected problems.  In this section, we will describe 
the data necessary to be able to identify missing or superfluous requirements.  In the 
next section, we will describe how to use this data to detect flaws, and in section 6, 
we will give possible solutions to correct the flaw.  
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From now on, the requirements originally assigned (by the designer) to an audi-
ence class will be called native requirements; all other requirements will be called 
foreign requirements (for that particular audience class).  

According to the audience driven philosophy, a user should find all the informa-
tion and functionality he needs in his particular audience track.  Consequently, if a 
user leaves his audience track, to look for information elsewhere, then the information 
he is visiting outside of his audience track might be information that is actually miss-
ing in his own audience track.  If a significant amount of users of the same audience 
class do this, then we have a good indication that that information is actually relevant 
for this audience class. 

When a user does not leave his audience track, still some problems with the infor-
mation in the track are possible.  Some information in the track might be accessed 
very few times (compared to the other information), suggesting the information does 
not belong there in the first place.  Note that identifying information that is accessed 
few times does not necessarily imply that information is superfluous.  We will discuss 
this in more detail in section 5. 

Thus, to identify missing/superfluous information, the following steps are identified: 

1. Determine the audience class of the current user 
2. Track which information the user visits, both in and outside his audience track 
3. Analyze the accumulated data to determine if the information within the audience  

track is relevant, or if visits to information/functionality outside the audience 
track are significant 

Because an audience driven design has been used, the first step is simple: when a user 
enters the web site, he is presented with a choice of different audience tracks (i.e. sub-
sites), each representing the information/functionality for a certain type of user.  By 
selecting one of these tracks, the current user effectively identifies the role in which 
he is currently visiting the website, and thus reveals his/her audience class. 

In the second step, we store data about which information a user visits.  As we 
want to keep track of which information is visited outside a particular audience track, 
and relate this information to the frequency of visits inside the track, we need to store 
the number of visits to each piece of information (chunk) relative to each audience 
class.  This data can be conveniently stored in a matrix, which we will call the infor-
mation access matrix.  Rows of the matrix represent the different elementary require-
ments Ri (track-able in the website by their corresponding chunk Ci), while the columns 
represent the different audience classes.  An example is given in the next section. 

In pseudo code, the algorithm to populate the matrix is as follows: 

WHEN session.start THEN Determine Audience Class Aj by observing first click(s) 
 WHILE browsing DO: IF currentNodeVisited has chunk(s) Ci connected 
            THEN FOREACH (Ri) : M(i,j)++ 
 END 
END 

Note how the connection between the requirements (line 3) and their corresponding 
chunks (line 2) is exploited.  Over time2, the matrix contains a good summary of the 

                                                           
2 An exact estimate the (first) evaluation time of the matrix is not the subject of this paper; 

suffices to say a significant amount of visitors needs to have visited the site. 
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amount of accesses to the different chunks for each audience class.  In the next sec-
tion, we will give an example of an information access matrix, and we will describe 
how the matrix can be used to identify missing or superfluous information in an audi-
ence track. 

5   Method for Identifying Missing or Superfluous Information 

5.1   Identifying Missing Information 

To determine if the amount of accesses from a certain audience class to information 
outside the audience track is significant, we can use known statistical techniques.   In 
statistics, the problem of determining if a certain value fits well in a given relatively 
small sample data set is solved using basic statistical measures for central tendency 
(e.g. mean, median, ..) and standard measures of spread (e.g. variance, standard devia-
tion, median absolute deviation, ..). 

As our dataset (and its distribution) is unpredictable and we do not want our calcu-
lations influenced by (a few) extreme values (e.g. nodes that are highly popular), we 
choose median, a robust central tendency (i.e. not influenced by extremes in our data 
set).  As a measure of spread the median absolute deviation (MAD) is chosen, as this 
measure is less influenced by outliers (compared to other measures) and has robust-
ness of validity (i.e. the underlying distribution doesn’t influence reliability too 
much).  The following formula is used to calculate absolute median deviation: 

– )( mi xxmedianMAD −=  

where xi is each of the values of the data set, and xm is the median of the data set. 
As the spread denotes how far, on average, the values of the dataset are removed 

from the middle value, we can conclude that most of the values of the dataset lie 
within the distance of the spread from the middle value (for more exact estimates of 
how much elements of the data set lie within this interval, we refer to [5]).  Conse-
quently, external values fit well in the given dataset, if they lie within that range. 

Applied to the problem of finding information outside the audience track of a par-
ticular audience class that is actually relevant for that particular audience class, we 
adopt the following method: 

For a given audience class/track: 

1. Calculate median and MAD for the set of number of accesses to information 
resulted from native requirements and calculate the threshold (median – MAD) 

2. For all information resulting from foreign requirements, verify if the amount of 
accesses is greater than the calculated threshold.  If this is the case, we have an 
indication that that particular information is relevant to the audience class under 
investigation  

Note that only the lower limit of the range is used as information resulting from a 
foreign requirement track that is accessed more than (median + MAD) is off course 
also relevant for the current audience class. 
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To clarify this method, let’s consider the (simplified) example of the NASA web 
site that was introduced in section 3 (see figure 1).  The information access matrix for 
this example is shown in figure 2.  In the columns we have the two audience classes 
considered in this example (Media & Press and Educators) and in the rows we have 
the different requirements that resulted in information chunks on this web site.  As 
explained, each cell in the matrix denotes the number of visits to some information by 
a certain audience class.  For example, cell (1,1) shows that members of the audience 
track “Media & Press” have accessed 52 times the information resulting from re-
quirement R1 “Press Release Archive”.   

Note that the first six requirements in the matrix are native for the Media & Press 
track, and the last six ones are native to the Educator track. As we were unable to 
obtain the real access information for the NASA website, we have used here ficti-
tious data.3 

Lets now analyze the accesses to the native information of the Educators audience 
track (R7 … R12), and determine if accesses to foreign information (R1 .. R6) were 
significant compared to these accesses.  Calculating median and MAD we obtain: 

Data set (ordered): 10  15  20  30  50  56  ;   Median: 25 ;   MAD: 12.5 

  Media & Press  Educators 
R1 Press Release Archive 52 40 
R2 Press Contacts 49 4 
R3 Press Kits 31 10 
R4 Fact Sheets 16 5 
R5 Speeches 40 5 
R6 Images 38 12 
R7 Contacts for educators 0 56 
R8 Professional development 5 50 
R9 Student opportunities 1 30 
R10 Fellowships and grants 0 10 
R11 Teaching Internet Resources 3 20 
R12 Teaching Multimedia Resources 2 15 

Fig. 2. Information Access Matrix 

The threshold that is the lower limit to decide if foreign information is relevant for 
the current audience track is median – MAD = 25 – 12.5 = 12.5.  The information of 
the Media & Press track with a number of accesses greater then this threshold is de-
termined to be relevant for the Educator audience track. This is the case for the Press 
Release Archive information (40 accesses).   We can thus conclude that this informa-
tion should somehow be included in the Media & Press track (how and where this 
information is added is the subject of the next section). 

5.2   Identifying Superfluous Information 

As for identifying missing information, we also use statistical techniques to determine 
when information is superfluous.  In statistics, the problem of finding an outlier in a 
                                                           
3 Experiments are being performed at the author’s university web site with real access data. 
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data set is generally seen as hard, especially when the dataset is small, and accurate 
information about it (e.g. distribution) is missing.  Consequently, most existing tests 
are not usable here because they only work on large datasets  (e.g. Rosner’s Test [17] 
and others [5], [13]), and those that were usable for small data sets gave poor results 
(e.g. Dixon’s test [9] and others). 

However, for our purposes, detecting significantly low values (but not per se out-
liers as they are defined in statistics) in our dataset is already sufficient.  To identify 
these low values, we will use a double strategy: we will look for values which lay 
both far from their (bigger) neighbor, and also lay far from the middle value of the 
dataset.   

To determine which value lies far from its neighbor, we take the ordered dataset, 
and calculate the distances between each 2 consecutive values.  These distances give 
us a new dataset, for which we calculate mean and standard deviation4 (= std).  
Calculating the interval [(mean–std)  (mean+std)] gives us the range in which most of 
the distances (i.e. 50% for normally distributed data) lie.  Distances above the 
(mean+std) are thus relatively big, compared to the other distances, and we have 
identified two points which are relatively far from each other. 

To determine which point lies far from the middle value, we apply the same tech-
nique as in the previous section: values below the threshold (median–MAD) can be 
labeled as being far from the middle value. 

Let’s consider the NASA website example from the previous subsection, and  
apply the technique described above to identify possible superfluous information in 
the Media & Press track:  

Data set (ordered): 16  31 38 40 49 52 
Median: 39  ;  MAD: 9 
Lower limit: 39 – 9 = 30 

Data set of distances: 15 7 2 9 3 
Mean: 7.2   ;   Std.: 4.7 
Upper limit: 7.2 + 4.7 = 11.9 

The distance between the first and the second element of the original dataset is 15, 
which is bigger than the threshold 11.9. Therefore, we can conclude that the first 
element lies significantly far from the next element.  As this first element, namely 16 
in the original dataset, lies below the threshold of 30, we can also conclude that it lies 
far from the middle.  With both tests positive, we conclude that the value 16 is indeed 
significantly low compared to the other values: the information related to the re-
quirement ‘Fact Sheets’   is detected as (possibly) superfluous for the audience class 
Media & Press.  The concentrated reader will note that, in case the detected value is 
not the first value of the data set (as in this example), then also all smaller values are 
marked as superfluous, as they obviously are also significantly low compared to other 
values. 

6   Adaptation of the Web Site Structure 

Having identified missing or superfluous information in a certain audience track, the 
structure of the web site can be adapted (automatically) to reflect the detected defi-

                                                           
4  As this time, we want to detect high distances, we use mean and standard deviation, as they 

are more affected by the presence of extreme low or high values. 
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ciencies.  To leave the control over the web site structure to the designer, we allow the 
designer to specify at design time how the structure of the web site should be adapted 
when such deficiencies are detected. For this, the Adaptation Specification Language 
(ASL) [2] can be used, which is defined upon the navigational model to allow speci-
fying (at design time) possible adaptive changes to the structure of the site (at run 
time).  Due to space restrictions, we have simplified ASL notation in this paper to 
reflect the basic idea. 

6.1   Adaptively Correcting Missing Information 

There are several ways to anticipate the fact that information present in some audi-
ence track is apparently missing in a certain audience track.  The designer might du-
plicate the information in the place it is missing; provide a link to the existing infor-
mation from where it is missing; or totally re-arrange the structure of the site so that 
all interested users can access the information. 

The approach taken in this paper consists of “duplicating” the information, and of-
fering a link to the information at the root of the audience track.  Although more suit-
able adaptations can be chosen, we think that the ratio effort/benefit is certainly the 
highest for this adaptation. 

Let W be a web site, with a set of Audience Classes A={A1, ..., An} with associated 
Audience Tracks T={TA1, ..., TAn} and MRAi the set of nodes containing information 
detected to be missing from the audience track TAi.  We can express the adaptation 
explained above as follows: 

(1)    Foreach AudienceClass in A 
(2)       Foreach node not in NodesOfAudienceTrack(AudienceClass): 
(3)  if node in MRAudienceClass  then addLink(root(TAudienceClass), duplicate(node)) 

In words, this rule iterates over all audience classes (line 1).  Within each audience 
class, for each node outside the audience track of that audience class (line 2) it is 
checked if that node contains missing information (line 3).  If this is the case, the node 
is duplicated (along with all chunks connected to it) and a link from the root of the 
audience class under investigation to the duplicated node is added (then-part line 3). 

6.2   Adaptively Correcting Superfluous Information 

As mentioned in section 4, information identified as superfluous in a certain audience 
track does not necessarily need to be removed.  Although visited only few times, it 
might still be valuable for (a small amount of) visitors (think of ‘how to get there’ 
information for a research lab:  only a minority of users will actually want to go to the 
lab, yet the information is invaluable on the website).  Thus, we see the detection of 
superfluous information rather as an alert to the web master, rather than something 
that requires (automatic) adaptation.  If the web master indeed decides the information 
is not needed in that track, he can remove it.  However, an (automatic) adaptation that 
may be useful for the designer to specify, is re-arranging the links so that a link to 
information detected as superfluous appears last. 
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(1) Foreach AudienceClass in A: 
(2)   Foreach node in NodesOfAudienceTrack(AudienceClass): 
(3)  if node in SRAudienceClass then 
(4)     foreach link with target(link) = node: reorder(link, last) 

In words, the rule iterates over all audience classes (line 1).  For each node within the 
audience class (line 2), it is checked if the node has been detected to contain superflu-
ous information (line 3).  If this is the case, then each link to this node (line 4) will be 
re-ordered so it appears last in the originating node (end line 4). 

7   Applicability Beyond the Audience Driven Approach 

The technique, described in this paper, to validate requirements by detecting missing 
or superfluous information in a certain audience track, can also be applied to web sites 
not following the audience driven philosophy.  The key requirement for the applica-
bility of the approach is the existence of a collection of information belonging logi-
cally together (in our case, the requirements for an audience class). Information in 
such a collection can be tested to be superfluous, and information external (to this 
collection) can be tested to be missing.  Two example applications are given below. 

In a data driven web site, where the navigation structure is determined by the avail-
able data, the main navigation structure (e.g. the main navigation options from the 
homepage) is usually topical.  The technique described in this paper could be used to 
determine relevant data outside a certain topic group, and possibly adaptively alter the 
navigation structure to cluster related topic groups or to provide a link within the topic 
group to the (external) relevant data. 

In e-commerce, product categories can be considered as sets of related items, and 
thus the technique described in this paper could be used to determine which products 
from other categories could be of interest to a user browsing a particular category.  
E.g. if  a user is leaving a product category, briefly browses outside the category, and 
consequently returns, this may indicate that the information visited outside the cate-
gory may also be relevant for the current category.  Consequently, the navigation 
structure could be adaptively altered to include a link to the categories in question. 

8   Conclusion 

In this paper, in the context of WSDM, we show how to validate the requirements of 
the different users by detecting two types of flaws in an audience driven web site.  
These flaws are 1) information put wrongly in a certain track (superfluous informa-
tion), and 2) information missing in a certain track but present in another (missing 
information).  The automatic detection is done using statistical techniques, performed 
on the web access log.  Furthermore, this paper describes how the existing navigation 
structure can be (automatically) adapted to remedy for detected flaws: at design time, 
the designer can specify (using the Adaptive Specification Language) the adaptive 
actions that should be taken in case such situations are detected at run time.  By doing 
so, the structure of the web site will better reflect the audience driven design  
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philosophy, and the site will be better tailored to the needs of the different audience 
classes.  Finally, the paper elaborates on the use of this technique outside the scope of 
audience driven web design. 
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Abstract. Summarizing topological relations is fundamental to many
spatial applications including spatial query optimization. In this paper,
we examine the selectivity estimation for range window query to summa-
rize the four important topological relations: contains, contained, over-
lap, and disjoint. We propose a novel hybrid histogram method which uses
the concept of Min-skew partition in conjunction with Euler histogram
approach. It can effectively model object spatial distribution. Our exten-
sive experiments against both synthetic and real world datasets demon-
strated that our hybrid histogram techniques improve the accuracy of
the existing techniques by about one order of magnitude while retaining
the cost efficiency.

1 Introduction

For range query in the spatial databases, users are looking for data objects
whose geometries lie inside or overlap a query window. In many applications,
however, users are more interested in summarized information instead of ob-
jects’ individual properties . Especially with the availability of a huge collection
of on-line spatial data [1, 2, 3] (e.g. large digital libraries/archives), it becomes
extremely important to support interactive queries by query preview [4, 1]. These
applications require systems to provide a fast summarized spatial characteristics
information. Summarizing spatial datasets is also a key to spatial query process
optimization.

In this paper, we investigate the selectivity estimation problem of summariz-
ing topological relations between rectangular objects and window query. Several
techniques have been proposed for estimating the selectivity [5, 6]. Technique
based on histogram to approximate data distributions is widely used by cur-
rent database systems [7]. Histogram-based techniques can be classified into two
categories: 1) data partition techniques and 2) cell density techniques [8]. The
Min-skew algorithm [9] and the SQ-histogram technique [10] belong to the first
category. They group “similar” objects together into one bucket for estimating
the number of disjoint and non-disjoint objects with respect to window query.
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Techniques based on cell density [4, 11, 3, 8] propose to divide the object space
evenly into a number of disjoint cells, and record object density information in
each cell. Cumulative density based approach [11] and Euler histogram [4] can
provide the exact solutions against the aligned window query (to be defined in
Section 2) for non-disjoint and disjoint topological relations only. Euler-Approx
[3] and Multiscale Histogram [8] substantially extended the Euler histogram tech-
niques for summarizing the 4 important binary topological relations: “contains”,
“contained”, “overlap”, and “disjoint” ( to be defined in Section 2) against the
aligned window query.

In this paper, we will focus on these 4 relations against aligned window query.
Specifically, we developed a novel hybrid histogram method that combines Min-
skew technique with Euler histogram approach. By combining these two tech-
niques together, this hybrid histogram may lead to more accurate solution for
aligned window query. We evaluate our new techniques by both synthetic and
real world datasets. Our experiment results demonstrated that the hybrid his-
togram may improve the accuracy of the existing techniques by about one order
of magnitude while retaining the cost efficiency.

The rest of the paper is organized as follows. In Section 2, we provide prelim-
inaries and related work. Section 3 presents our hybrid histogram construction
algorithm, query algorithm and analysis of this structure. Section 4 evaluates
the proposed methods through extensive experiments with synthetic and real
datasets, and Section 5 concludes the paper with direction for future work.

2 Preliminary

In this section, we give a brief overview of Min-skew algorithm [9], Euler his-
togram [4], Euler-Approx algorithm [3] and Multiscale Histogram [8]. These
techniques are closely related to our work in this paper. First we introduce
the middle-resolution topological relations.

A binary topological relation between two objects, P and Q, is based upon
the comparison of P ’s interior, boundary, exterior with Q’s interior, boundary,

Q
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Fig. 1. Topological Relations between Two Objects
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and exterior [12]. It can be classified into 8 high-resolution topological relations
according to the 9-intersection model [12], and can be also classified into the
middle-resolution topological relations by removing the intersections involving
the object boundaries [13, 3] (Figure 1).

Aligned window query means the query window contains whole cells but not
part of the cells.

2.1 Min-Skew Algorithm

Acharya, Poosala, and Ramaswamy proposed a partitioning scheme to build
histograms for spatial data called Min-skew partition [9]. It is regarded as the
winner among several other histogram techniques. The technique uses a uniform
grid that covers the whole space and their spatial densities as input. Initially one
bucket represents the whole space. The algorithm iteratively splits a bucket into
two until the histogram has the required number of buckets B. The algorithm
tries to minimize the spatial-skew, defined as the variance of the number of
objects in the grid cells constituting the bucket, at each step.

2.2 Euler Histogram

To construct an Euler histogram [4], the whole space is first divided evenly into
n1 × n2 disjoint cells. For each node, edge and cell, a bucket would be allocated
respectively. So the total space required is (2n1−1)× (2n2−1). For every object
insertion, an update is needed for all the nodes, edges and cells that the object
intersects: the value of relevant cell and node is increased by 1 and the value
of relevant edge is decreased by 1. Figure 2(a) gives an example of an Euler
histogram for a dataset with only one object.

Table 1 lists the symbols that will be used frequently throughout the paper.
Given Q, we can get Pi by summing up all the bucket values inside Q. By Euler
formula, we have:

Nnds = Pi (1)
Nnds + Nds = |S| (2)

Equation (1) and equation (2) yield the exact solution for low-resolution
relations Nnds and Nds. In Figure 2(b) for example, given Q (shadow area),
Nnds = Pi = 2−1+3 = 4, Nds = |S|−Nnds = 5−4 = 1, which means there are
4 objects (cs, cd, it, cr) non-disjoint with Q and 1 object (ds) disjoints with Q.

Q

cd

cs it

cr

ds

(b) Compute Pi and Pe(a) Euler histogram for one object
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Table 1. Frequent Symbols

Q aligned window query
|S| the total number of objects in dataset
Pi the summation of all the bucket values inside Q

Pe the summation of all the bucket values outside Q

Nds the number of objects that disjoint with Q

Nnds the number of objects that non-disjoint with Q

Ncs the number of objects that Q contains
Ncd the number of objects by which Q is contained
Nov the number of objects that overlap Q

Nit the number of objects that intersect Q

Ncr the number of objects that crossover Q

2.3 Euler-Approx Algorithm

Sun, Agrawal and El Abbadi [3] proposed to use the histogram information out-
side query window, Pe, to solve middle-resolution relations: contains, contained,
overlap and disjoint. The equal relation is merged into contains relation. It is
shown the overlap relation has to be separated into two classes: intersect re-
lation and crossover relation. This is because an object with intersect relation
contributes 1 to the outside of query and an object with crossover relation con-
tributes 2 to the outside of query (see Figure 2(b) object it and cr for example).
So we have to deal with crossover and intersect relation respectively, and then
sum them up to get overlap relation. In the rest of paper, the 5 relations rep-
resent contains, contained, intersect, crossover and disjoint relations. Again, by
Euler formula, we have:

Ncs + Nit + Ncr + Ncd = Pi (3)
Nds + Nit + 2×Ncr = Pe (4)

Ncs + Nit + Ncr + Ncd + Nds = |S| (5)

For example, in Figure 2(b), Pi = 4. This 4 comes from the object cs, cd, cr,
and it. We can also have Pe = 4. This 4 comes from the object ds, it, and cr
which contributes 2 to Pe.

The information in one Euler histogram is not enough to determine all the
above 5 relations. To solve these 5 relations with only 3 exact equations, Sun
et. al proposed three query algorithms: Simple-Euler, Euler-Approximate and
Multi-resolution Euler Approximate. All algorithms are based on assumptions
Ncd = 0 and/or Ncr = 0 (see [3] for details).

2.4 Multiscale Histogram

Lin et. al proposed a multiscale framework [8] which can provide exact solution
for many real applications. The framework contains two parts: exact algorithm
(MESA) and approximate algorithm (MAPA). In MESA, it is proved that if
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all the objects involved in one Euler histogram have at most four adjacent scales
(w, h), (w + 1, h), (w, h + 1), (w + 1, h + 1), the exact results can be obtained.
So objects with adjacent scales are grouped together and one Euler histogram
is constructed for each group. When storage space is limited to k, MAPA will
build k − 1 exact histograms and 1 approximate histogram.

For an Euler histogram with a resolution n1×n2, the storage space required
is O(n1 × n2). Both Euler-Approx and Multiscale Histogram run in constant
time with the prefix-sum technique [14].

3 EM Histogram

In this section, we introduce the hybrid histogram technique. The histogram
captures information not only about the location of the data objects, but also
about their sizes. These information are essential to the accuracy of 5 relations
estimation. We call this hybrid histogram EM histogram. It takes advantages
both from Euler histogram and Min-skew partition to achieve high accuracy as
well as efficiency. We first identify our motivation.

Our study shows, despite different techniques have their own attractive as-
pects, they also have their own limited applicability due to this unique problem.
Min-skew provides a good location estimation. But to approximate the objects
within a bucket, all objects are presented by an average size object. Obviously
this solution could not be applied for our problem because it is very unlikely all
the objects in one bucket only have one relation with respect to a given query.
Multiscale Histogram could provide a very accurate estimation if most of ob-
jects are involved in the exact histograms. But usually the histogram space is
limited. If given 1 histogram space, no accurate result can be obtained for any
objects. So estimation accuracy for using only 1 histogram is a critical compo-
nent to solve the 5 relations problem. Motivated by these, next we present our
EM histogram.

3.1 Histogram Construction

EM histogram includes two parts: Min-skew-like partition and Euler histogram.
The construction method for Euler histogram is exactly the same as that in
Section 2.2. For Min-skew-like partition, given a regular n1×n2 cells and object
scale range, we partition the objects based on the location of their bottom-left
corners as well as their scale information. So instead of only minimizing the
location variance sum in Min-skew partition, Min-skew-like partition aims at
minimizing the location as well as scale variance sum of all the buckets.

It generates B rectangular buckets whose edges are aligned with the cell
boundaries. In each bucket, the distribution of object location and scale are
almost uniform. Then the location uniform model is applied locally in each
bucket. The scale uniform model could not be applied directly. But with this
uniform model, the accuracy of estimation can be improved a lot in each bucket.
Each bucket b records the following information:
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– the spatial extent bl.MBR [(minX, maxX), (minY, maxY )] (1 ≤ l ≤ B)
– the scale matrix bl.Matrix of the objects involved in the bucket

[(width1, height1) objNum1, ..... , (widthn, heightn) objNumn] (1 ≤ l ≤ B)

Figure 3 gives an example for skewed scale data distribution with 2 buckets.
The overall location distribution of this dataset is uniform. So by the Min-skew-
like partition, 2 buckets are obtained. In bucket 1 (Figure 3(b)), b1.MBR is [(1,
4), (1, 4)], b1.Matrix is [(1, 1) 32]. In bucket 2 (Figure 3(c)), b2.MBR is [(1, 4),
(1, 4)], b2.Matrix is [(2, 2) 3, (4, 4) 1].

3.2 Querying EM Histogram

By Section 2.2, we have equation (3), (4) and (5) based on the Euler histogram.
Next we will use the Min-skew-like partition to get 2 more equations to solve 5 re-
lations: contains(cs), contained(cd), intersect(it), crossover(cr) and disjoint(ds).

Given a query Q and a bucket, we estimate its selectivity with respect to 5
relations based on the bucket scale matrix information. The basic idea is by the
scales of objects and a given query, the objects in each bucket can be separated
into 5 groups. In each group, a mean object will be calculated to represent the
objects in that group. Then probabilistic method is applied to estimating the 5
relations. Details can be explained in 3 steps:

Step 1. For each bucket, Q divides the objects into five groups according to
object scale Ow,h and query scale Qi,j . In each group, we know exactly how
many objects may contribute to the specific relations.

Group A. w ≤ i and h ≤ j - at most 3 relations: cs, it and ds.
Group B. w ≥ i + 2 and h ≥ j + 2 - at most 3 relations: cd, it and ds.
Group C. w ≤ i and h ≥ j + 2 - at most 3 relations: cr, it and ds.
Group D. w ≥ i + 2 and h ≤ j - at most 3 relations: cr, it and ds.
Group E. w = i + 1 or h = j + 1 - at most 2 relations: it and ds.

In the example of Figure 3(c), there are 2 kinds of objects in this bucket. A
query window with scale (3, 3) separates the scale matrix into five groups:
A, B, C, D, E. Objects with (2, 2) scale belong to group A. So these objects
will only contribute contains, intersect or disjoint relation to Q. No object
belongs to group B,C,D which indicates no object contributes to contained



470 Q. Liu, X. Lin, and Y. Yuan

Α
itω

δΑ
it

Query Q
MA

w, h

Object

= b.MBR Α
csδ

MB
w, h

Object

Β
cdω

Query Q δD
cr

crωD

Query Q
MD

w, h
Object

bucket

bucket

(a) Group A

bucket

=

(b) Group B (c) Group D

δΑ
cs δΒ

cd

δΒ
it

Β
itω

δD
it

itωD

Fig. 4. Possible Area regards to Different Relations in Group A, B, D

(crossover) relation. The objects with (4, 4) scale belong to group E. So they
may only contribute to intersect and disjoint relation.

Step 2. Calculate a mean object Mg

w̄,h̄
(g ∈ {A, B, C, D, E}) for each group.

To make the computation more efficient, we use 5 mean objects Mg

w̄,h̄
to

represent all the objects in 5 groups respectively. The number of Mg

w̄,h̄
(mg)

can be calculated by adding up all the objects with scales belonging to
group g.

Step 3. Estimate the number of objects with respect to the 5 relations using
probabilistic approach based on the mean object. Each mean object has 3 or 2
relations with respect to the query window Qi,j . The occurring probabilities
against the 3 or 2 relations can be calculated based on each mean object
Mg

w̄,h̄
by applying the location uniform model in each bucket.

In Figure 4, δs show the rectangular areas used by the mean object
bottom-left corner regards to different relations for group A, B and D re-
spectively. The rectangular areas for group C is similar to group D and
for group E, it is similar to group A without the white area δA

cs. δg
relation

(g ∈ {A, B, C, D, E}, relation ∈ {cs, cd, cr, it, ds}) denotes the possible area
covered by the objects Mg

w̄,h̄
that will contribute to relation relation in group

g with respect to Q. For example, in Figure 4(a) δA
cs means if the mean object

MA
w̄,h̄

has cs relation with Q, its bottom left corner should locate in this δA
cs

area. So compared with other bucket estimation method, we would not com-
pute the intersection area between bucket and query window, but between
bucket and δg

relation. Even there is no intersection between bucket and query
window, the objects in this bucket may still contribute to some relations (eg.
contained, crossover or intersect) to Q (see Figure 4(a, c) for example). Nds

can be computed directly from equation (3) and (5). We would not compute
it using probability approach. There are 2 possible cases between b.MBR
and δg

relation:

– case 1: b.MBR ∩ δg
relation = ∅ (relation ∈ {cs, cd, cr, it})

– case 2: b.MBR ∩ δg
relation = ωg

relation (relation ∈ {cs, cd, cr, it})
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In case 1, there is no object that will contribute to relation relation in this
group. For example in Figure 4(a), b.MBR ∩ δA

cs = ∅, so all the objects in
this bucket will not contribute to cs relation with respect to Q.

In case 2, the selectivity ρg
relation that objects in the g group contribute

to relation relation can be calculated by the ratio of ωg
relation to the total

area b.MBR. The number of objects which contribute to a specific relation
in each group is mg×ρg

relation. The summations of the results from 5 groups
with respect to 5 relations form the results of this bucket.
By summing up the estimation of different relations (αcr, βit, γcs, μcd) from

each bucket, 2 more equations can be obtained:

Ncs : Ncd = γcs : μcd (6)
Ncr : Nit = αcr : βit (7)

Together with equation (3), (4) and (5), five relations Ncs, Ncd, Ncr, Nit, Nds

can be solved.

3.3 EM Maintenance

If an object is updated, EM histogram may be also updated. First, for an in-
sertion or deletion, the value of relevant node, cell and edge should be updated.
Because Euler histogram is constructed in a cumulative fashion, an efficient up-
date technique, Δ tree [15], can be applied. Second, based on the object’s spatial
location and scale, the scale matrix information in the corresponding bucket will
also be updated.

3.4 EM Performance Analysis

The storage space required by Euler histogram is (2n1 − 1)(2n2 − 1). And the
space for buckets is Bn1n2 in the worst case (B is the number of buckets). The
total actual storage space required by EM histogram can be calculated as (2n1−
1)(2n2−1)+Bn1n2. But in practice, by our extensive experiments, it takes much
smaller space than that in theory. This would be shown in our experiment part.

Because we can also represent the scale matrix information in each bucket by
applying prefix-sum techniques, querying each bucket runs in constant time. The
time for querying B buckets is O(B). And we know an Euler histogram can be
queried in constant time, so the total time for querying EM histogram is O(B).

4 Performance Evaluation

This section experimentally evaluates the proposed methods. All the experiments
were performed on Pentinum IV 1.80GHz CPU with 512 Mbytes memory.

The objective of this study is to show by taking advantages of Euler his-
togram and Min-skew-like techniques, EM histogram provides an accurate and
efficient method for spatial selectivity estimation for middle-resolution topologi-
cal relations, especially for non-uniform distribution dataset. In the first part of
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experiments, we will show the importance that we integrate Min-skew-like parti-
tion technique into our EM histogram. In the second part of experiment, we will
show the importance of Euler histogram. And cost comparison will be examined
in the third part. We evaluate the accuracy of the following techniques:

– EM Histogram
– Euler-Approx [3]
– Multiscale Histogram [8]
– Pure-Minskew Method: it is used to show the advantages of Euler histogram.

In Pure-Minskew method, only bucket information is recorded without any
Euler information. The spatial space and object scale space are partitioned
by Min-skew algorithm. In each bucket, the bucket spatial extent as well
as object scale matrix are maintained. For previous Min-skew algorithm,
only 1 average scale information is recorded. Modified in this way, the Pure-
Minskew method can also be used to answer the query for middle-resolution
relations.

Datasets. In our experiment, both real-world and synthetic datasets are used.
To do a fair comparison with Euler-Approx and Multiscale histogram regarding
accuracy, we adopt the 360 × 180 resolution to evaluate the accuracy of our
algorithms, as this resolution was used in [3] and [8] to provide the experiment
results. The 360×180 grid is a simulation of the earth resolution by the longitude
and latitude. Below are the datasets used.

– Ca road consists of the 2, 851, 627 California road segments obtained from
the US Census TIGER [16] dataset. We normalized the dataset into the
360× 180 grid.

– Zipf is a synthetic dataset with one million square objects. Both the side
length and the spatial location of the object follow a Zipf distribution.

Query Sets. We adopt the same query setting in [8]. This is because this setting
simulates various user query patterns. Query windows are divided into 2 classes,
small and non-small. A query window in small class has a scale such that the
width and height are both smaller than 5, while a query window in non-small
class has either height between 6 and 20 or width between 6 to 20. We randomly
generate 3 different sets of windows, T1, T2, and T3, each of which has 100, 000
query windows.

In T1, 20% of the 100, 000 query windows are in the small class. In T2, 40% of
the query windows are in the small class, while in T3, 80% of the query windows
are in the small class.
Error Metrics. We adopt average relative error for Ncs, Ncd and Nov where
Nov = Nit + Ncr.

4.1 The Advantages of Min-Skew-Like Partition

To prove the advantages of Min-skew-like partition, in this part, we evaluate the
performance of EM histogram in comparison with Euler-Approx and Multiscale
Histogram.
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Fig. 5. Performance Comparison for Real Dataset: Ca road
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Fig. 6. Performance Comparison for Synthetic Dataset: Zipf

First we compare the performance between EM histogram and Euler-Approx.
Both algorithms can calculate the Nds accurately. Figure 5 shows the experiment
results for Ca road dataset. Because the location distribution is not quite skew,
the performance with different number of buckets of EM is quite similar. By
Figure 5, we can see even using 1 bucket, EM histogram has a better result than
that of Euler-Approx using 5 histograms in most cases.

Figure 6 shows the experiment results for synthetic dataset Zipf using differ-
ent query set. 100 buckets are allocated to EM histogram. Again, even using 1
histogram, the EM still outperforms the Euler-Approx with 5 histograms. The
performance difference between 2 algorithms is quite large compared with that
of Ca road dataset. This is because when the dataset follows non-uniform dis-
tribution, the assumptions made by Euler-Approx would be fail. On the other
hand, EM histogram uses only a few buckets to capture the skew data distri-
bution and local uniformity assumption is applied only in each bucket. Another
problem of Euler-Approx shown in [8] is the accuracy of Nov is fixed regardless
of the number of histograms used (see Figure 5(a), 6(a)).

In fact, Multiscale histogram is a special case of EM histogram if k = 1 (the
number of Euler histograms) and B = 1 (the number of buckets). On the other
hand, we can also treat EM histogram as a solution for the last histogram in
Multiscale histogram techniques. So for Ca road dataset, the performance of EM
(Figure 5) is also the performance of Multiscale histogram. Figure 7 for B = 1 is
the experiment result of Multiscale histogram for dataset Zipf. We can see EM
always outperforms Multiscale histogram.



474 Q. Liu, X. Lin, and Y. Yuan

200
100
50

10

0.5
0.2

100806040201

R
el

at
iv

e 
E

rr
or

 (
%

)

Number of Buckets

EM
Pure-Minskew

(a) Nov

0.15
0.1

0.05

0.01

0
100806040201

R
el

at
iv

e 
E

rr
or

 (
%

)

Number of Buckets

EM
Pure-Minskew

(b) Nds

2000

1000

500

100

20

100806040201

R
el

at
iv

e 
E

rr
or

 (
%

)

Number of Buckets

EM
Pure-Minskew

(c) Ncs

100
80

50

30

20

10
100806040201

R
el

at
iv

e 
E

rr
or

 (
%

)

Number of Buckets

EM
Pure-Minskew

(d) Ncd

Fig. 7. Synthetic Data: Zipf

With Min-skew-like partition technique, EM histogram can capture the fea-
tures of data objects accurately which are the critical information for the esti-
mation accuracy.

4.2 The Advantages of Euler Histogram

To prove the advantages of Euler histogram, in this part, we evaluate the per-
formance of EM histogram in comparison with Pure-Minskew method in which
no Euler information is provided.

Figure 7 shows the experiment results of T3 query set against the different
number of buckets The results for T1 and T2 query set are similar to T3 query
set. With the increase of number of buckets, the Ncs and Ncd calculated by EM
histogram are improved quickly. The Nov with low relative error is not changed
too much. We can always get the exact results for Nds from EM histogram by
using equation (3) and (5).

The accuracy of Ncs by Pure-Minskew method is increased with the increase
of number of buckets. But it is interesting to note the performance of Ncd and
Nov are decreased. Another major concern about Pure-Minskew is, even the
performance could be improved with the increase of number of buckets, a big
number of buckets means more buckets have to be accessed in the on-line phase,
which slows down the query performance.

With Euler histogram, EM histogram could use only a relative few number
of buckets to accurately estimate the underlying data distribution. It is espe-
cially noteworthy for the on-line case. Pure-Minskew could not be a solution for
selectivity estimation of middle-resolution relations.

4.3 Cost Evaluation

Storage Space. In theory, the storage space required is (2n1 − 1)(2n2 − 1) +
Bn1n2. By our experiment, the space required for every 100 buckets is about
2.5KB (0.18% of one Euler histogram space) both for Ca road dataset and Zipf
dataset. So the storage space required for EM histogram is slight higher than
those of the other 2 algorithms when using 1 Euler histogram. But from the
experiments, we can see this is worthwile especially for non-uniform data. And
more, 1 EM histogram even outperforms 5 Euler-Approx histogram in most cases
but with much less space.
Histogram Construction Time. We evaluate the time to construct the EM
histogram. The time costs for constructing 1 Euler histogram are similar to
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the Euler-Approx and Multiscale algorithms, about 40 to 41 seconds. For EM
histogram, extra time is required to build buckets. With the resolution 360 ×
180 spatial resolution, the time cost is about 43 seconds to build 100 buckets.
The histogram construction time will be decreased with the decrease of spatial
resolution.
Query Time. As analyzed in Section 3.4, the time for querying EM histogram
is O(B) (B is the number of buckets), which is irrelevant to the size of the
Euler histogram and the underlying dataset. By our experiment, for every 10,000
window queries, it takes about 1 seconds for querying EM histogram with 100
buckets.

5 Conclusion and Remarks

In this paper, we investigate the problem of summarizing the spatial middle-
resolution topological relations: contains, contained, overlap and disjoint. Spatial
datasets could be various both in location distribution and scale distribution. A
novel hybrid histogram technique, EM histogram, is presented as an accurate
and effective tool to solve the problem. EM histogram use the concept of Min-
skew partition in conjunction with Euler histogram approach. Our experiment
results demonstrated that our approach may greatly improve the accuracy of
existing techniques while retaining the costs efficiency.

As a possible future study, we will investigate the problem of non-aligned
window query and explore other related research topics.
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Abstract. For the last years, many researchers have been addressing their ef-
forts to try to solve the problem regarding the integration between analytic and 
geographic processing systems. The main goal is to provide users with a system 
capable of processing both geographic and multidimensional data by abstracting 
the complexity of separately querying and analyzing these data in a decision 
making process. However, this integration may not be fully achieved yet or may 
be built by using proprietary technologies. This paper presents a service integra-
tion model for supporting analytic and/or geographic requests over the Web. 
This model has been implemented by a Web Service, named GMLA WS, which 
is strongly based on standardized technologies such as Web Services, Java and 
XML. The GMLA WS query results are displayed using a Web browser as 
maps and/or tables for helping users in their decision making. 

1   Introduction 

Several researchers from the Information Technology community have thoroughly 
investigated the problem of integrating the analytic and geographic processing [29-
33]. However, much of this work does no more than proposing an operator for the 
system interface. Moreover, this is an arduous task and deserves some special atten-
tion. The main idea is to develop an open and extensible system with the analysis 
capabilities available in these two technologies. Thus, a geographic processing system 
[5-8] could take the advantage of the facilities implemented by an analytic tool [1,16], 
while the latter  would receive a considerable gain in aggregating some spatial treat-
ment for the geographic dimension. 

According to this, members from the project GOLAPA (Geographic Online Ana-
lytic Processing Architecture) [17,18], have been studying a way of providing users 
with an abstraction of the complexity involved in querying  analytic and geographic 
data for decision support [34,35]. The work presented in this paper is part of the 
GOLAPA project and aims to integrate the analytic and geographic services for deci-
sion support over the Web. This article presents the GMLA Web Service, which pro-
vides operations for performing analytic and/or geographic analysis over a geo-
graphic-multidimensional data source. The remainder of this paper is organized as 
follows. The second section presents a summary of the main related work. The third 
section outlines the XML and Web services technologies together with a view of 
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some other related standards. In the four section, the integration model namely ISAG 
is presented. In the section five, some details concerning the GMLA Web Service 
implementation are given. The section six shows an application of the GMLA Web 
Service, with some experimental results. Finally, some conclusions regarding this 
investigation are given in the section seven. 

2   Related Work 

A lot of research about the integration of analytic and geographic processing has been 
found in literature [48-56], but just the following studies have showed to be more 
relevant to the work given in this paper: MapCube [29], GeoMiner [30], GOAL [31, 
57] and SIGOLAP [32, 33]. 

MapCube is an operator used to perform aggregation and visualization of geo-
graphic data and may be seen as a metaphor for an album of maps. MapCube is based 
on the Cube [58] operator and performs all combinations of aggregation for each data of 
each Data Warehouse (DW) dimension. The main difference between these two opera-
tors is the presentation of their results. The Cube operator just presents its results in a 
tabular view, whereas the MapCube operator shows the results as both tables and maps. 

GeoMiner is a project aiming at the mining of geographic data and is composed by 
three basic modules. However, just two modules of them can be considered as related 
work: the module for geo-cubes construction and the one for geographic OLAP. In 
[59, 60], Han et al. proposed two algorithms for the efficient construction of geo-
graphic data cubes: Pointer Intersection and Object Connection. These algorithms 
provide a means of building analytic and spatial cubes based on the selective materi-
alization of a geographic dataset. The specified criteria were: 1) the geo-dataset access 
frequency, 2) its storage cost and 3) the support for building other derivatives geo-
graphic cubes. 

Geographical Information On-Line Analysis (GOAL) is a project that aims to ac-
complish the integration between DW / On-Line Analytical Processing (OLAP) and 
Geographical Information Systems (GIS). To achieve this, Kouba et al. [31,57] have 
implemented an architecture where the main component used to manage this task is 
the Integration Module (IM). For the case study presented in [57] the software GT 
Media98 and ArcView  were used together with the MSOLAP server as the OLAP 
component. Because these tools have different interfaces for communication, the IM 
has to be adjusted to offer the appropriate support for each new software component. 
While the communication with ArcView was achieved by using Avenue scripts (the na-
tive language of ArcView) and Delphi libraries, the communication with MSOLAP was 
done by implementing an OLE DB for OLAP provider [61] with Visual C++. 

SIGOLAP aims to provide the integration between GIS and OLAP by a three tier 
architecture, which is based on a mediation approach. The implemented case study 
demonstrates this architecture by using the following technologies: MSOLAP Server; 
MSAccess and AutoDesk Mapguide Server;  SQL Server and Visual Basic, and, Vis-
ual Basic Script. 

With regard to the work discussed above, we shall now conclude that: the  Map-
Cube approach, just provides multidimensional analytic processing over geographic 
data without considering the GIS operators (e.g. distance and adjacency). However, 
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despite using proprietary technologies and as a result, preventing them from being 
multi-platform based approaches and from providing extensibility and data inter-
change capabilities, the reminding work discussed above, namely GeoMiner, GOAL 
and SIGOLAP do integrate SIG and  OLAP functionalities. This lack of platform 
independence can be  seen as a motivation for the work given in this paper. 

3   XML and Web Services 

This paper presents a XML (eXtensible Markup Language) based approach to provide 
users with analytic and geographic processing over the Web. The main goal is to 
provide an environment for decision making that abstracts the complexity involved in 
simultaneously querying multidimensional and/or geographic data. To overcome the 
limitations cited in the previous section, we use the Web Services technology, be-
cause it is strongly based on XML, and thus, allows us to easily integrate systems 
with distinct functionalities. Using the Web Services and XML technologies, we have 
obtained an open and platform independent solution for the analytic and geographic 
processing integration. 

The development of the XML [20] has been recognized as an important issue in 
the Information Technology research area. XML has become a standard for data pub-
lication and data interchange over the Web. It is an extensible language that allows 
new standards to be specified from it, and thus, enables the development of new tech-
nologies to be operated in conformity with it. Another technology that has been de-
veloped from XML is Web Services [9]. These compose a distributed computational 
architecture based on auto-descriptive services that can be published, located and exe-
cuted through the Web, and that publish interfaces and connections that are both defined 
and described in XML.  

In this paper, both the XML and Web Service technologies are considered as es-
sential for the processing, interchange and visualization of the analytic and geo-
graphic data over the Web. XML for Analysis (XMLA) [13], Web Feature Service 
(WFS) [15] and Geography Markup Language (GML) [14] are mainly standardized 
and key technologies, that can be used in the development of Web Services for geo-
graphic-multidimensional processing. 

XML For Analysis (XMLA) is one of the open technologies that is available to en-
able the OLAP [1] processing over the Web. It is a XML API based on SOAP[11] 
that has been created as an initiative of the Microsoft Corporation [23] and Hyperion 
Solutions Corporation [24] to provide an open access for multidimensional databases. 
This standardized access enables a non-proprietary communication between client 
applications and OLAP data servers through the Internet. XMLA implementation is 
based on the Web Services architecture and the description of its service is defined in 
terms of a WSDL document. XMLA provides two methods for managing their func-
tionality: Execute and Discover. These enable the access to both data and metadata 
stored in a multidimensional OLAP Server. As these methods are invoked through 
SOAP, the input and output are XML documents. 

The two most important XML based technologies that makes the provision for the 
geographic data processing over the Web are GML [14] and WFS [15]. GML is the 
OpenGIS [27] XML Schema for interchanging and storing the descriptive and geo-
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metric properties of geo-referenced data. GML is based on the abstract model [26] of 
the OpenGIS consortium and its last stabilized version (i.e. 2.1.2) supports vector 
geo-data only. Although the GML 3.0 has recently been launched already, this is still 
under industry evaluation, and for this reason, we have decided to use GML 2.1.2 
which is an evaluated and stabilized version.  

WFS [15] is the OpenGIS Specification for providing some interfaces for the de-
scription of operations used to manipulate geographic features (coded in GML) in a 
distributed environment through the HTTP protocol. The geographic features are 
spatial objects that must at least contain one geometric property and may have one or 
more descriptive properties. Operations for data manipulation include abilities to 
create, erase, change, obtain or search features based on spatial restrictions (e.g. adja-
cency and distance) and on non-spatial criteria (e.g. population >= 800.000 and gen-
der = "M"). The recovery of both data and metadata stored in a geographic database is 
achieved by the use of the following WFS operations: GetCapabilities, DescribeFea-
tureType and GetFeature. The spatial, logic, arithmetic and comparison operators, 
which may be used in a WFS request are described in [25]. 

Based on XMLA and GML, we have specified the GMLA [17] according to the 
XML Schema [22] syntax. Thus, GMLA imports, extends, and integrates the original 
XML Schemas. With GMLA, the data that had been previously described by two 
distinct schemas, can now be described and semantically integrated by just one 
schema. This resulting schema is then used by the GMLA Web Service to describe 
and validate the geographic-multidimensional data.  

The technologies discussed in this section have fundamentally contributed for the 
integration of the analytic and geographic processing. Using them helped in the de-
velopment of the GMLA Request Schema, of the integration model and of the GMLA 
Web Service. These are described in the following sections.  

4   The Model ISAG 

Before developing the integration model and the GMLA Web Service for the analytic 
and geographic services integration, the GMLA Request Schema [37,63] was defined. 
This XML schema is responsible for the validation of requests that are processed by 
the GMLA Web Service and, consequently, for the prevention of syntactic errors. The 
GMLA Request Schema integrates the request syntax of the XMLA and WFS ser-
vices and was defined to support the following three query types: MD (Multidimen-
sional), GEO (Geographic) and GEOMD (Geographic-Multidimensional). 

A query of type MD just contains analytic parameters allowing the execution of a 
multidimensional expression [28] or a metadata request. When this query type is 
submitted to the GMLA WS, it delegates this request to the XMLA analytic service 
that will process the corresponding result. On the other hand, a request of type GEO 
just contains geographic parameters, making the GMLA WS to activate the WFS 
service to produce the needed result. Finally, a GEOMD request contains both ana-
lytic and geographic parameters, and in this case, both services (i.e. XMLA and WFS) 
are processed to obtain a solution satisfying the query. In addition, a GEOMD request 
can be further classified as follows: 1) Mapping GEOMD, where an analytic request 
is sent to the GMLA WS and analytic data are displayed on a map, and 2) Integration 
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GEOMD, where analytic and spatial restrictions are specified and used in the request 
processing. The GMLA Request Schema can be downloaded from http://www.cin. 
ufpe.br/~golapa/schemas, while some query examples can be downloaded from  
http://www.cin.ufpe.br/~golapa/gmlaws/requests. 

In software engineering methodologies, models [36] are used to simplify and 
graphically indicate the main concepts, activities, processes and/or data involved in 
the development of a system. In using models, some aspects pertinent to the imple-
mentation can be abstracted, enabling a better understanding of the main processes 
that compose a system. 

After specifying the GMLA Request Schema, which defines the supported opera-
tions types, the services integration model named ISAG [37] was specified. This 
model was specified in UML [36] and defines an activities group to enable the inte-
gration of the analytic and geographic processing.  

In figure 1, the highest abstraction level of the ISAG model is given. The activities 
of this model are sequentially performed and each execution result is used by the 
following activity in the sequence, until the processing is completed and the final state 
is reached. Each model activity has some sub activities, which need to be performed 
so that the main activity is concluded. 

The ISAG model takes into account the existence of a metadata source, which con-
tains information about which analytic data have a geographic correspondence, and 
about how to recover these correspondences. These are very useful for requests need-
ing to either integrate or map the final query results. Data with geographic correspon-
dences are considered here as those analytic data which are associated with some 
information that represent their geometry. 

The first activity of the ISAG model shown in figure 1 is Receive Request. Then, 
the activity Verify Request Type is performed which classifies the request according to 
the query types defined by the GMLA Request Schema (i.e. MD, GEO or GEOMD). 
The next activity is Extract Request Parameters, which extracts some information 
from the analytic and/or geographic parameters found in the user request. Following 
this, these parameters are validated by the activity Validate Request Parameters. 
Next, the analytic and/or geographic services are asked to produce the query results. 
Following this, for a request of type MD, the activity Request MD Service solves the 
query and returns its response. Finally, for a GEO request, the next activity to be 
executed is the Query GEO Service which recovers the geographic information satis-
fying the query. 

If the request type is GEOMD, the next activity to be executed is the Request MD 
Service. Then, the activity Query Metadata is performed. For a mapping GEOMD, 
the metadata source is used to identify which analytic data have geographic corre-
spondences and how to recover these correspondences. After doing this, in the activ-
ity Build GEO Request, the GEO query that recovers all geographic correspondences 
of the analytic members involved in the request is formulated. In the activity Map 
Results, the resulting document is built, which contains the analytic data together with 
their corresponding geographic correspondences. If the request is of type integration 
GEOMD, after querying the metadata source, the next activity is the Query GEO 
Service, which recovers all geographic features satisfying the request. Then, in the 
activity Integrate Results, the response document is built, which just contains the 
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geographic and analytic data that satisfy the spatial operators found in the user re-
quest.  

The integration model outlined in this section has been implemented by the 
GMLA Web Service that will be presented in the next sections. 
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Fig. 1. The ISAG Model diagram 

5   GMLA Web Service – GMLA WS 

The main components of the GMLA Web Service (i.e. GMLA WS) architecture proposed 
here are displayed in figure 2. The GMLA WS enables the integration of the analytic 
service (i.e. XMLA) and geographic service (i.e. WFS), both discussed in the third 
section of this paper. This integration provides users with the capability of executing 
their geographic-multidimensional requests.  

This enables users to query and analyze geographic and/or multidimensional data 
stored in a Geographic Data Warehouse (GDW) [19,40-42]. A GDW schema is simi-
lar to the traditional Data Warehouse schemas (e.g. star schema) [1-4]. However, the 
geometries of the geographic data are stored in the GDW as well. 

The metadata source (METADATA) plays an important role in the integration of 
the XMLA and WFS services. The integration metadata are accessed by the GMLA 
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WS whenever a GEOMD request is received. Thus, the GMLA WS can find out if the 
analytic data have some geographic correspondences. The metadata source implemen 
tation has been based on the  MOF (MetaObject Facility) [38] specification, by the 
OMG (Object Management Group) [39] and on the metamodels GAM (Geographical 
and Analytical Metamodel) and GeoMDM (Geographical Multidimensional Meta-
model) presented in [62]. 

 

Fig. 2. GMLA WS architecture 

The GMLA WS implementation has been based on the Web Services architecture 
[9]. Thus, the GMLA WS provides a WSDL [21] document with the service descrip-
tion and available operations, allowing a client application to be implemented regard-
less of the chosen operating system or programming language. 

The GMLA WS is both a client and a server. It can be seen as a client because it 
may access two other services (i.e. XMLA and WFS), and as a server, because a 
WSDL interface is provided to allow other applications to be developed. 

The communication between the GMLA WS and the XMLA is based on the Web 
Services standard, and made by sending and receiving information coded in a SOAP 
envelope. On the other hand, the communication between the GMLA WS and the 
WFS service is achieved by sending and receiving HTTP [12] requests,  instead of 
using the SOAP protocol due to the WFS do not operate according to the Web Ser-
vices standard. 

The GMLA CLIENT component is responsible  for formulating the requests ac-
cording to the GMLA Request Schema, sending these requests to the GMLA WS and 
then, after obtaining the response document, for graphically displaying the results. 

When a client application sends a request to the GMLA WS, this is executed and a 
XML document is returned as the final result. The structure of this document is de-
fined and validated by the GMLA Schema [17].  
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6   A GMLA WS Application 

To illustrate an application for the GMLA WS, the processing of a GEOMD query is 
demonstrated having both analytic and geographic requests. In this example, the idea 
is to visualize the total of the product sales, classifying by the product category and 
grouping the results by country, states and cities. The key issue in this request is that 
users wish to graphically visualize the result on a map. Then, a query of type mapping 
GEOMD will be sent to the GMLA WS containing the proper request parameters. 

After having received the request parameters sent by the client application, the GMLA 
WS performs the multidimensional request, which will result in a collection of product 
categories, together with their total of sales organized by country, states and cities. This 
processing is performed by the multidimensional service XMLA. 

Following this, the GMLA WS identifies the resulting elements of the multidimen-
sional request that have geographic correspondences, so that the needed information is 
displayed on a map. This is done by using the GMLA WS metadata source.  Accessing 
this metadata allows the system to elaborate a request that will be sent to the WFS geo-
graphic service to recover all the geographic features that are involved in the correspond-
ing query. 

 

Fig. 4. Graphic visualization of a GEOMD request result 

After having received the response from the WFS geographic service, the GMLA 
WS builds a XML document containing the integration of the multidimensional and 
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geographic data, creates a SOAP envelope and then, returns it to the client application 
that had previously sent the request. Next, the client application receives the SOAP 
envelope and graphically shows the result. Then, the geographic data of the resulting 
document are transformed by the GMLA CLIENT to the Scalable Vector Graphics 
format (SVG) [43], showing them as a map. The multidimensional data are also sub-
mitted to a XSLT processing [47] and visualized in the HTML format. The figure 4 
demonstrates this query processing result, where a table with the  multidimensional 
data is given at the bottom, and a map showing the elements involved in the request 
that have geographic correspondences is given at the top. The final graphic result can 
be visualized in a Web browser with a SVG Plugin [44]. For this case study, the 
Internet Explorer [45] was used. 

As can be seen in the legend given above, in the right side of the browser screen 
(figure 4), the geographic data are organized in three themes: 1) Country, 2) States 
and 3) Cities. In these themes, all members showed in the multidimensional data table 
given at the bottom of the browser screen are displayed. To manipulate the data found 
in these themes, the  operations available in the toolbar, located at the top of the web 
browser screen and above the map, may be used. These available operations include 
zoom in, zoom out, pan operator, label insertion and exclusion, and presentation of 
detailed information about each geographic feature found in the map. The interface 
component that is responsible for graphically showing the geographic data coded 
the in SVG format is an adaptation of the GeoClient Component of the GeoServer 
Project [46].  

Any other request type that satisfies the GMLA Request Schema (see section 4) 
can be sent to the GMLA WS to be processed. However, this processing has not been 
shown here for the sake of simplicity and limitation of space. 

7   Conclusions 

The integration between analytic and geographic processing as a single tool provides 
a wider context for decision support. This is so because it aggregates: the capability of 
quickly analyzing a large volume of data and the power of visualizing data on maps 
and running spatial queries. 

The work presented in this paper is part of the GOLAPA project, which is concerned 
with the development of a service layer, making a set of operations available for the 
geographic-multidimensional processing. Due to the use of open and extensible tech-
nologies, the solutions discussed in this paper are independent from the GOLAPA, and 
as a result, they may be applied to any other projects aiming at integrating analytic and 
geographic processing.  

The proposed integration model defines a set of activities that are performed for in-
tegrating the tools provided by the analytic and geographic services used in the query 
and analysis of geographic-multidimensional data. The model is based on three request 
types defined by GMLA Request Schema, which integrates the syntax of both XMLA 
and WFS services. Also, this model takes into account the use of a metadata source to 
provide information about the relationships existing between the analytic and geo-
graphic data. 
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The implementation of the integration model was achieved by specifying and devel-
oping a Web Service namely GMLA WS. This integrates both the XMLA and WFS 
services to make operations available for the processing of analytic and/or geographic 
requests. This system prototype provides an environment that abstracts the complexity 
found in the joint use of analytic and spatial operators found in decision support queries. 
Moreover, the GMLA WS provides the visualization of both the analytic and/or geo-
graphic information on maps and/or tables, through the use of a simple Web browser. 
Finally, for implementing the system prototype, technologies such as Web Services, 
GML, SVG, MOF, Java and XML were used to provide an extensible and platform 
independent solution. 
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Abstract. Selectivity estimation for spatial query is very important process in 
finding the most efficient execution plan. Many works have been performed to 
estimate accurate selectivity. However, the existing works require a large 
amount of memory to retain accurate selectivity, and these works can not get 
good results in little memory environments such as mobile-based small data-
base. In order to solve this problem, we propose a new technique called MW 
histogram which is able to compress summary data and get reasonable results. 
The proposed method is based on the spatial partitioning algorithm of MinSkew 
histogram and wavelet transformation. The experimental results showed that the 
MW histogram has lower relative error than MinSkew histogram and gets a 
good selectivity in little memory. 

1   Introduction1 

Most of database management systems (DBMS) use summary data for efficient proc-
essing of a query. The summary data consists of paired attribute values and frequen-
cies, which implicitly represent the data distribution for attribute value of records 
stored in the database. With the recent dramatic increase in the scale of the database, 
the significance of the summary data has further intensified. 

Especially, for estimating selectivity of spatial query, the summary data can be 
generated by histogram methods using spatial partitioning, graphic theory, dimension 
transformations, and trees. Among these methods, the spatial histogram is the sim-
plest method, which preserves the buckets produced by spatial partitioning to be ad-
justed under any circumstances. Various histograms that have thus far been proposed 
in the field display the variety of performance according to bucket partitioning meth-
ods and the information kept within the buckets[1,3,6,8]. 

Also recent advancements in computing and mobile technology make it possible to 
provide information services on the user’s position and geography using small size 
database, thus the importance, in practical as well as in theoretical aspects, of selectiv-
ity estimation method for small database is on the increase. However, the existing 
methods are capable of producing good selectivity estimation only when sufficient 
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memory space is available. If such methods are used in given small memory capacity, 
good selectivity cannot be obtained. 

In this paper we propose a compressed histogram called MW histogram that yields 
a good selectivity estimation using a small space. This method exploits the spatial 
properties which allocate more buckets to place with more spatial distribution, and 
ensure each bucket to have uniform density. The proposed histogram method is de-
signed to maintain summary data using a small space that results from compression of 
these partitioned buckets. 

The rest of this paper is organized as follows. In the next section we summarize re-
lated work. The proposed structure of MW Histogram is presented in section 3. In 
section 4 we describe the strengths and weakness of the proposed method through 
experiments. Finally, we draw conclusions and give a future work in Section 5. 

2   Related Work 

Selectivity estimation is a well-studied problem for traditional data types such as 
integers. Histograms are the most widely used form for doing selectivity estimation in 
relational database systems. Many different histograms have been proposed in the 
literature and some have been deployed in commercial DBMSs. In case of selectivity 
estimation in spatial databases, some techniques for range queries have been proposed 
in the literature[2,4,5,7].  

In [2], Acharya et. al. proposed the MinSkew algorithm. The MinSkew algorithm 
starts with a density histogram of the dataset, which effectively transforms region 
objects to point data. The density histogram is further split into more buckets until the 
given bucket count is reached or the sum of the variance in each bucket cannot be 
reduced by additional splitting. In result, the MinSkew algorithm constructs a spatial 
histogram to minimize the spatial-skew of spatial objects. The CD (Cumulative Den-
sity) histogram is proposed in [5,7]. Typically when building a histogram for region 
objects, an object may be counted multiple times if it spans across several buckets. 
The CD algorithm address this problem by keeping four sub-histogram and store the 
number of corresponding corner points that fall in the buckets, so even if a rectangle 
spans several buckets, it is counted exactly once in each sub-histogram. The Euler 
Histogram is proposed in [4]. The mathematical foundation of the Euler Histogram is 
based on Euler’s Formula in graph theory. As in the CD Histogram, Euler Histogram 
also addresses the multiple-count problem.  

Though these techniques are efficient methods to estimate selectivity in spatial da-
tabases, these techniques require a large amount of memory for better accuracy.  

To compress the summary information in conventional databases, in [1] Matias et 
al. introduce a new type of histograms, called wavelet-based histograms, based upon 
multidimensional wavelet decomposition. Wavelet decomposition is performed on the 
underlying data distribution, and most significant wavelet coefficients are chosen to 
compose the histogram. In other words, the data points are compressed into a set of 
numbers via a sophisticated multi-resolution transformation. Those coefficients con-
stitute the final histogram. 
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3   MW Histogram 

For estimating the selectivity for spatial query using small memory space, the pro-
posed MW histogram is constructed by through the spatial partitioning and wavelet 
transformation stage. 

3.1   Spatial Partitioning  

The partitioning of space is conducted by using spatial density and spatial skew. Spa-
tial density refers to an elementary function h among the partitioning function MF, 
and presents the number of the objects that intersect certain grid cell ci,j. Spatial 
skewness corresponds to a weight function g, and is computed by the statistical proc-
essing of grid cell in a given domain. Thus, the partitioning function MF can be de-
fined as a combination of the following functions (MF=f-g-h). 
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This partitioning function MF makes the spatial skewness of each partitioned 
bucket as small as possible. Fig.1 shows the process of the spatial split.  

marginal skew of X= 8
marginal skew of Y= 2

split axis

split node 1 (X, 0, 8,NULL, NULL) 
marginal skew of X= 8
marginal skew of Y= 2

split axis

split node 1 (X, 0, 8,NULL, NULL)  

Fig. 1. Process of Spatial Split 

First, the spatial frequency inside the grid cell is obtained using the function h. 
Second, compute the axis skew by applying function g to each axis after calculating 
cumulative spatial frequency abstracted in each axis. Third, choose the bucket and 
axis that has the maximum skew using the elementary function h, and then partition 
until the skew of the divided bucket is at its lowest level. Finally, generate split node 1 
possessing the partitioning information and extrapolate into the binary split tree. Follow-
ing these steps, repeat the process until a desired number of buckets is generated. 

3.2   Wavelet Transformation  

If all process of the split terminate, generate the gird cell with elementary resolution r, 
and establish the value of each grid cell after applying the summary function TF. The 
summary function will produce the output value, counting the number of objects with the 
center of the spatial object included in lattice ci,j. Summary function is defined as follows: 



492 J.H. Chi, S.H. Kim, and K.H. Ryu 

 

)))(,(()( ,, STcentroidccontaincountcTF jiji =  (4) 

Next step is to wavelet transform the grid that exists inside the domain that each 
bucket occupies. In this process, one dimensional wavelet transformation is applied in 
MW histogram. 
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Fig. 2. Wavelet Transform 

First procedure is to transform two dimensional grid of a bucket into one dimen-
sional grid. This process is accomplished using a space-filling order method. When 
the values of the adjacent domain are similar, wavelets generate a lot of coefficients 
close to 0, increasing the compression effects further. As shown in Fig.2, the search 
direction is in the same direction of the split axis of the parent split node. Since the 
similar values in the direction of the split axis will be distributed more likely, it can be 
said to be an efficient compression method because it has many coefficients with 
automatic 0 values. Fig 2(b) is an error tree for wavelet transformation of single 
bucket. Second procedure is to shrink wavelet coefficients. In order to choose wavelet 
coefficients retained, we use a deterministic threshold with simple computations, 
while effectively minimizing the total error. The number of wavelet coefficients pre-
served in each bucket has to be properly allocated in order to store histogram in a 
limited storage space. When the number of buckets needed is determined using Equa-
tion 5, the wavelet coefficients that are maintained on average can be found. How-
ever, if all buckets preserve average number of wavelet coefficients, it may generate 
much error, because the skewness of each bucket is different, and the size of the oc-
cupied space is also different, a number of coefficients excepts those with 0 are quite 
different. For buckets with large occupied space size and high spatial skewness, aver-
age square error of the removed wavelet coefficients increases. Thus, if a given query 
intersects with this bucket space, the selectivity error rate increases. On the other 
hand, a bucket that occupies small space and has skewness close to 0 results in wast-
ing of the storage space. Thus, we set differently the number of the coefficients pre-
served in each bucket. If the skewness is close to 0, the spatial frequency of grid cell 
becomes consistent. Therefore, even if we use the least number of coefficients, a low 
error occur. The preserved number of the coefficients |WAi| is determined by the fol-
lowing equation (coeff_size is the total number of preserved coefficients): 

sizecoeff
BskewB

BskewB
W

ii

ii
Ai _

||.

||.
  || ×

×
×=

∑
 (5) 



 Spatial Selectivity Estimation Using Compressed Histogram Information 493 

 

4   Experimental Results 

In this section, we compare MW histogram with MinSkew histogram and use the 
11,000 building data in JoongGu, Seoul, Korea as the experimental data. Also we 
changed storage space to 60~720 units as an experimental parameter, and the size of 
the query to 5%~20% of the total space. Finally, to evaluate the relationship between 
the number of buckets and the number of wavelets, we produced MW histogram with 
the required number of buckets and the size of the storage space. MW0~MW2 is a 
histogram that makes preserved number of the buckets be {0.3, 0.5, 0.7} * M/6, 
where M is the size of total storage space. In order to experiment the validity of the 
proposed method, we compared MinSkew histogram with 360 storage space with 
MW histogram, MW0~MW2 with 180 storage space. 

Fig. 3. Average Relative Error according to Query Size 

Fig. 4. Average relative error according to memory size 

As shown in Fig.4, MW0~MW2 has relatively lower than or similar to MinSkew 
histogram despite the storage space being half the size. We can see that the size of the 
relative error to the large size of the query is similar in MW0 through the experimen-
tal results. Also, in case of MW1, the larger the query, the lesser the relative error. On 
the other hand, MW2 has higher error than MW0 and MW1 in 20% of query. The 
smaller size of the query is included relatively easily in larger domain, and thus the 
probability of false counting is high, resulting in higher error. But, MW0, in which 
preserved wavelet coefficient is big, reduces the probability of false counting because 
it stores efficiently as compressing the distribution information inside each bucket 
into wavelet summary data. The big size query includes completely one bucket, or 
most buckets, so that it can get more accurate selectivity. This result implies that the 
designed MW histogram can solve the problem of distributional skewness in a rela-

(a) 5% query (b) 20% query
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tively large bucket space, even in the case where the spatial domain is big, or the 
restriction to the storage space is severe. 

Fig.4 (a) and (b) show the average relative error of MW0~MW2 according to the 
storage space in 5% and 20% query. In Fig.4 (a), since the intersecting number of 
buckets with query is small, there is little effect on the size of storage space. This 
result demonstrates that MW histogram can maintain more information even with 
small storage space. The relative error curve in 20% query of Fig.4 (b) shows a big 
change as the size of the storage space increases. Especially, MW histogram in 60 
storage space has lower error than the relative error of the MinSkew histogram. MW0, 
in which the number of wavelet coefficients preserved per bucket are big, has lower 
error than other histogram. That is, the bigger the number of preserved wavelet coef-
ficients, the better selectivity we can get even with small storage space. 

5   Conclusions 

Selectivity estimation is used in query optimization and decision of optimal access 
path cardinally. The existing works for spatial selectivity estimation have been fo-
cused on obtaining high accuracy and fast response time. However, they require very 
large memory space to maintain high accuracy of selectivity if spatial domain is also 
large. Therefore, we proposed a new method called MW histogram that could get 
reasonable selectivity with small memory size. Based on our experimental analysis, 
we showed that the proposed technique can obtain maximum compression effects and 
reasonable selectivity simultaneously.  

In the future, we need to analyze our histogram to improve much experimental evalua-
tion. We also will extend our histogram to do work easily about dynamic insertion. 
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Abstract. A spatiotemporal database system manages data of geospatial objects 
whose geometry change over time and vagueness is their inherent nature. In this 
paper, we concentrate on the applications dealing with objects whose extents 
are indeterminate and change constantly. To support geographic information 
systems (GIS) in representing and handing such objects efficiently, we propose 
a fuzzy spatiotemporal data model called FSTDM based on fuzzy set theory. 
Also, we introduce algorithms for proceeding queries depending on whether the 
predicate is fuzzy spatial, temporal, or fuzzy spatiotemporal (FST). This work is 
applicable to many applications handling time-varying geospatial data, includ-
ing global change (as in climate or land cover change), social (demographic, 
health, etc.) applications. 

1   Introduction* 

Most of phenomena existing in the world are dynamic and vagueness is their inherent 
feature. In GIS community, models for vague objects[3, 5, 7] do not include the time 
dimension of objects. Besides that, spatiotemporal data models (STDM) have also 
been introduced to deal with time-varying spatial objects, but they do not accommo-
date fuzzy aspect of objects[2, 6, 12]. For the purpose of this paper, we concentrate on 
spatial fuzziness that captures the property of many spatial objects with no sharp 
boundaries, called fuzzy objects and applications dealing with objects that change 
their extents over time. We propose an FSTDM, outcome of the aggregation of spa-
tial, temporal and fuzzy components into a single framework, based on fuzzy set the-
ory. We also introduce algorithms for proceeding queries on FST data. This work is 
applicable to the applications including change (as in climate or land cover change), 
or social (demographic, health, ect.) applications.  

The rest of this paper is organized as follows: Data models for crisp objects are re-
viewed in the next section. Section 3 presents an FSTDM followed by the integration 
method of fuzzy spatial and temporal operations. In section 5, the experimental result 
is displayed.  Conclusions and future work are given in section 6.  

                                                           
* This research was supported by University IT Research Center Project in Korea. 
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2   Related Work 

This section summarizes several STDM and models for geospatial objects with vague 
boundaries. Definitions for fuzzy regions and their fuzzy spatial topological relation-
ship are given. 

2.1   STDM and Models for Geospatial Objects with Indeterminate Boundaries 

So far STDM for crisp objects have been received many attentions[2, 6, 12]. Query 
languages are the subjects of the related researches. ST query language extensions 
need developing in parallel with the independent spatial[8] and temporal[9] query 
language development[12]. At present, there are several approaches available to rep-
resent vague objects. Among them, exact model transfers the type system for spatial 
objects with sharp boundaries to that for objects with unclear boundaries[3]. Because 
this model treats a vague boundary as a thick one finer distinction between points 
lying within it cannot be made[11]. The view of vague regions in 5] is coarse and 
restricted, the original gradation in the membership values of the points of the bound-
ary gets lost[7].  

2.2   Definition of Fuzzy Regions and Fuzzy Spatial Relationship  

Fuzzy regions defined based on fuzzy set theory take the view of a collection of 
nested crisp α–cut regions[11]. Let μF:X×Y→ [0,1] be the membership function of a 
fuzzy region F. An α-cut region Fα for α∈[0,1], is defined as Fα={(x,y)∈ IR2|μF(x,y)≥ 
α}. Therefore F is described as F={Fαi|1≤i≤ΛF} with αi>αi+1 Fαi⊆Fαi+1 for 1≤i≤|ΛF| 
-1 and ΛF is the level set α∈[0,1] representing distinct α-cuts of F.  

Let πf(P,S) be the value representing the topological relations between two fuzzy 
regions P and S. It is determined by the following formula: 

),())((),(
1 1

11 jicr

N

i

N

j
jjiif SPSP ααπααααπ

= =
++ −−=  (1) 

where N is the number of α-cut regions; πcr(P i,S j) is the predicate between two crisp α-
cut regions P i, S j calculated by 9-IM in [4]. Its value should belong to the interval 
[0,1]. With that way, a set of eight fuzzy predicates between two fuzzy regions 
Tf={disjointf, meetf, overlapf, coversf, coveredByf, equalf, insidef, containsf } is obtained. 

3   The Fuzzy Spatiotemporal Data Model 

Following is the description of the data model. We examine the two-dimensional 
geographic space and linear time.  

The data model can be viewed as a hierarchy of data. Map at the top level is a li-
brary of space-time cubes, called thematic layers. Each thematic layer consists of a set 
of space-time cubes, called lexical layers. Each lexical layer accommodates the de-
gree of the membership value of each individual space-time location in the lexical 
layer characterizing a theme.  
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Regions extracted from field observation data. Due to the vagueness of object class 
definition, for each individual location Pij a membership function value vector vector 
[L(Pij,C1),L(Pij,C2),…,L(Pij,Cn)]

T (0≤L(Pij,Ck)≤1) after classification is generated. 
Here L(Pij,Ck) represents the membership function value of individual location Pij 
belonging to class Ck, n is the total number of the classes. Objects may have fuzzy 
transition zones, that is, in the transition zone an individual zone location might be-
long to multiple objects. The change of natural phenomena is a gradual continuous 
process. Thus regions which may have been shifted, expanded, or shrunk at different 
time points should be linked to form lifetime of the objects. An object that appears at 
a specific moment represents a new object, and disappears at some moment represents 
a disappearing object. They can be merged or split.  

The design of FSTDB is based on the integration of independent researches on spa-
tial and temporal databases. In term of spatial databases, whenever a new object in-
stance is inserted into a database, the old one should be deleted. It does not support 
the ability of managing the historical information about geospatial objects that have 
been changed with temporal evolution. In view of temporal databases, it is extremely 
hard to manage directly spatial objects without any modification.  

Definition 1. FSTDB Scheme 
The feature relation FRi’ and feature history relation FRi” for the thematic layer ith, 
describe a vector of spatial data <fid, density, f1,…,fn, Geoi> with fid is object dis-
criminator; density indicates the number of α-cuts, f1,…,fn are geometric elements 
describing spatial extents of the objects; Geoi indicates the actual shape and size of 
the objects. An attribute history relation ARi” for ith layer represents an attribute vector 
of non-spatial attribute <fid ,Ai, VT, prev> where Ai is an attribute vector for the fuzzy 
spatial object fid of the ith layer  <fid, a1 ,a2,…am>, a valid time vector VT=(VTs,VTe) 
denotes the beginning and ending time of valid time, and prev is a historical pointer of 
a feature in an attribute history relation. The attribute relation ARi’ for the ith layer is 
described by an attribute vector of non-spatial data <Ai, VTs, prev>. A merge relation 
MRi describes a historical pointer vector of merged objects <fid, hid, VT> in which 
hid denotes the historical pointer of the object determined by fid in the feature history 
relation. The merge relation MRi stores only history information of spatial objects in 
which merge operation occurs.  

4   Fuzzy Spatiotemporal Operators 

The idea of FST operators is the unification of fuzzy spatial operators and temporal 
operators. Temporal predicates including before, equal, meets, overlaps, during, 
starts, finishes and their semantics introduced in [1]. Given two valid time intervals 
VT1=<VTs,VTe> and VT2=<begin,end>, and a given predicate Top the function Tem-
poral_Operator(VTs,VTe,begin,end,Top) verifies if VT1 and VT2 has the 
relation Top.  

Since fuzzy spatial predicates are embedded into query languages via the qualita-
tive linguistic descriptions of fuzzy topological relations. For example, depending on 
the value generated by containsf, we can distinguish not contain, somewhat contain, 
and completely contain, where not, somewhat, quite, completely are called fuzzy 
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quantifiers. Each fuzzy quantifier is represented by an appropriate fuzzy set with a 
membership function.  We need to define a classification for them: Create Fquanti-
fier(not, somewhat, quite, completely); Then activate it: Set Fquantifier; 

Given two fuzzy regions P and S the function FS_Operator() verifies if they 
satisfy a given quantified fuzzy spatial predicate Fq.Sop composed of a fuzzy quanti-
fier Fq and a spatial predicate Sop using equation 1.   

Function Boolean FS_Operator(P,S,Fq,Sop) 

  Begin 
    result=0; temp=0;  
    for(i=1;i<N;i++)//N is the number of α-cuts 
    for (j=1;j<N;j++) 
      - Identify α-cut regions Pαi and Sαj and check if  
        they satisfy Sop using semantics of spatial  
        operators between simple crisp regions in[4]  
      - If the determined value crisprel= true then 
         temp+=(alpj-alpj+1)*crisprel;  
      result +=(alpi-alpi+1)*temp; 
    If (result coincides the value defined for Fq in  
    Fquantifier) then return ‘False’; Else return  
   ‘True’  

End. 

With those pretreatments we are ready to define FST_Operator() as below which 
are used in ‘where’ clause of query statements. 

Function Boolean FST_Operator(P, S, Top, Fq.Sop) 
  Begin 
    Get time period of P&S (VTs,VTe) and   
    (begin,end)respectively 
    Invoke Temporal_Operator(VTs,VTe,begin,end,Top) 
    If Temporal_Operator()is True 
    Return FS_Operator(P,S,Fq.Sop); Else return False;      

End. 

5   Experiment and Evaluation 

We now implement an FSTDB scheme by extending valid time and fuzziness in GIS 
and new operators. 

5.1   Experimental Results  

Assume we have two relations: Pollution keeps information about factors causing 
pollution sources. The blurred geometry of polluted zones are considered as fuzzy 
region. LandUse stores information about the use of land areas and vague spatial 
extents. The valid time is used to represent the lifespan of objects.  

We define values for fuzzy quantifiers as Fquantifer{not(0,0.05), some-
what(0.05,0.5), quite(0.5,0.8), completely(0.8,1)}. 
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An FST query can be “Search regions are quite in polluted area caused by the Ce-
ment Factory during 1990-2000”. The result displayed in figure 1(b) consists all re-
gions retrieve from LandUse satisfying temporally overlap the time period ‘1990-
2000’ and spatially quite overlap the Cement Factory. 

 

 
(a) An identify operation with fuzzy spatial and 

temporal conditions 
(b) Result of query operation with 

fuzzy spatial and temporal conditions 

Fig. 1. FST query 

5.2   Comparison of Our Model to Previous Works  

Here, we compare our model to the prior models using criteria time semantics, query 
capability, and database scheme shown in table 1. The previous models address 
temporal, spatial, and ST query operations, but do not support fuzzy spatial types. An 
FST framework introduced in [10] only reasons the ST concepts with respect to fuzzy 
characteristic of spatial objects. It defines no operators to support queries on FST 
data. Our work inherits nearly all the advantages of the previous works. With the 
definition of FSTDB scheme and the new operators our work is directly applicable to 
the management of time-varying information of fuzzy spatial objects 

Table 1. Comparison of FSTDM and previous models 

Time semantics Query Capability 
ST models 

Database 
scheme Valid 

time 
Transaction 

time 
Temporal 
queries 

Fuzzy 
queries 

FST 
queries 

[12] Kim, D.H. STDB      

[2] Claramunt, C. ST framework      
[6] Peuquet, D.J. ESTDM      

[10] Stefanakis, E. FST framework      

FSTDM FSTDB      

6   Conclusions and Future Work 

In this paper, we concentrated on the applications handling objects whose extents are 
vague and change over time. We introduced an FSTDM based on fuzzy set theory. 

Retrieved 
fuzzy regions  
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Moreover, we introduced and implemented operators to help process queries relating 
to whether the predicate is fuzzy spatial, temporal, or both. Our research is feasible to 
use in applications dealing with time-varying geospatial data, including global 
change, social applications. We are creating a richer set of operators and investigating 
a suitable indexing method to efficiently retrieve fuzzy spatial objects. 
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Abstract. When analyzing patterns in server side data, it becomes quickly ap-
parent that some of the data originating from the client is lost, mainly due to the 
caching of web pages. Missing data is a very important issue when using server 
side data to analyze a user’s browsing behavior, since the quality of the brows-
ing patterns that can be identified depends on the quality of the data. In this pa-
per, we present a series of experiments to demonstrate the extent of the data loss 
in different browsing environments and illustrate the difference this makes in 
the resulting browsing patterns when visualized as footstep graphs. We propose 
an algorithm, called the Pattern Restore Method (PRM), for restoring some of the 
data that has been lost and evaluate the efficiency and accuracy of this algorithm. 

1   Introduction 

Clickstream data is a principle resource for the analysis of user’s browsing behavior 
on a website. The process of analyzing clickstream data and taking actions as a result 
of that analysis can be viewed as a circular process (see Figure 1) [7]. There are many 
open problems in this process. For example, the data integrity problem between the 
first step and the second step, the problem of measuring the "interestingness" of a pat-
tern between the second and the third step, the problem of assessing the significance 
of a pattern between the third step and the fourth step, and the final problem of how to 
close the loop. 

Data Collection
and

Pre-processing

Pattern Discover
and

Analysis

Recommendation

Action

 

Fig. 1. The process of web usage mining for E-commerce [Adopted form 7] 

The quality of the pattern discovery and analysis step depends on the quality of the 
data that is produced after the data pre-processing step [1]. Missing data in server side 
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logs is a common problem in this respect. For example, clickstream data can be lost 
due to the use of the “back” button in the browser, which does not show in the server 
side clickstream data. Consequently, some of the user’s browsing patterns may be 
misinterpreted due to the missing data. 

In this paper, we describe a series of experiments that show how clickstream data 
is lost at the server side. We examine the effects of different browsers, different ISPs 
and different proxy servers and propose a pattern restoration method (PRM) to over-
come the caching problem caused by use of the browser’s "back" button. 

The structure of this paper is as follows. Some related literature is discussed in sec-
tion 2. Section 3 briefly describes the concept of a footstep graph, the experiment de-
sign and results. Section 4 describes the concept and the process of the PRM algo-
rithm in detail and section 5 evaluates the efficiency and accuracy of the PRM 
algorithm. Section 6 concludes the paper. 

2   Data Pre-processing for Web Usage Mining 

In web usage mining, there are three main sources of usage data. These are client side 
data, intermediate data and server side data [8]. Client side data is normally collected 
by installing an agent in the client user’s computer or using embedded script in the 
web page. No data is lost in this process and the data is complete [5]. 

However, server side data is the most common source of data for web mining, as it 
is easy to collect. Unfortunately, raw server side data contains much noise and is usu-
ally incomplete [6]. Therefore, research has focused on pre-processing server side data 
to improve it’s quality. The pre-processing is an essential step but one that consumes a 
large proportion of the processing time in web usage mining [4]. Colley et al. [3] have 
developed a series of steps for data pre-processing for web usage mining. These in-
clude data cleaning, user identification, session identification and data formatting. 

In recent years, the use of "bots" (search engine robots and web crawlers) has be-
come widespread and a single bot can visit a website many times. However, these vis-
its do not represent “real” users and are simply seen as noise in the server logs. There-
fore, some systems try to find and delete these requests as an initial step in pre-
processing [10]. In addition to this noise, incomplete information is also a problem 
when mining server side data. In [2], two problems that cause the loss of information 
in server side clickstream data have been pointed out. 

The first is that there may be data missing in the server side data due to a frame-
based website. Such a website may cause errors in user browsing time measurements, 
because every page of the framesets is treated as a single page and an independent re-
quest in the server side data. This problem has been solved by Spiliopoulou et al., who 
use a referrer-based heuristic algorithm to reconstruct the incomplete session record 
[9]. Others have used the web site structure to reconstruct incomplete session data [1]. 

The second is the problem caused by web page caching, e.g. when the “back” func-
tion of a browser is used. When the "back button" is used, the browser does not send a 
request to the server and consequently the user’s browsing behavior is not recorded in 
server's logs. However, the user’s backward browsing is important information for 
web usage mining, and this kind of missing data problem will affect the quality of any 
patterns discovered. 
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3   The Missing Data Problem in Server Side Clickstream Data 

In this paper, we propose a method for restoring this lost data by using referrer infor-
mation from the clickstream data and website structure. However, first we present the 
results of a series of experiments to investigate the missing data problem. In order to 
visualize the user’s browsing behavior, we use footstep graphs [11]. A footstep graph 
is based on a simple x-y plot: the x-axis in this graph denotes time and the y-axis 
represents the nodes (i.e. pages) on the user’s browsing route. Horizontal distance in 
this graph represents the time between two nodes, and changes in the vertical axis in-
dicate a transition from one node to another node (See figure 2). An Upstairs pattern 
in the footstep graph is found when the user only moves forward. A Mountain pattern 
occurs when a Downstairs pattern follows an Upstairs pattern. A Valley pattern oc-
curs after the user goes back to a page they visited and then goes to another new page. 
A Fingers pattern in a footstep graph indicates that a user is in a browsing loop. 

3.1   Design of an Experiment to Find the Scope of the Missing Data Problem 

The goal of the experiment is to look at the difference between browsing patterns as 
they appear at the client and server side in order to identify what data is lost in differ-
ent user browsing environments. Three different browsing environments were chosen 
for the experiments using different browsers, ISPs and proxy servers. Additionally, 
four browsing routes representing the Upstairs (figure 2a), Mountain (figure 2c), Fin-
gers (figure 2e) and Valley pattern (figure 2g) were used. 

Three widely used browsers were chosen for the experiments: Microsoft Internet 
Explorer, Netscape Navigator and Opera. Different users, using different ISPs to ac-
cess the web site, were asked to follow a predetermined browsing route. The tests 
were repeated using different proxy server settings. 

3.2   The Results 

3.2.1   Using Different Browsers 
The main purpose of this test is to see if there is any difference in the server side data 
when different browsers are used to browse a predetermined route. We used the de-
fault setting for the cache and did not set a proxy server in this part of the experiment. 

Internet Explorer & Netscape Navigator. Internet Explorer & Netscape Navigator 
both use the same default cache setting. The default setting is that when the user uses 
the backward and forward function, the browser does not sent the request to the server 
but use the cached webpage. Thus, server side data is lost if the user clicks the back-
ward and forward buttons. Figure2 shows the results of this experiment. There is no 
difference between the Upstairs patterns in the client side and server side data when 
using Internet Explorer and Netscape Navigator (See (a) and (b) in the figure2), but 
data for all other patterns are lost due to caching. 

Opera. Opera browser does not send a request to the website server when the user 
opens a web page that has been browsed within the last five minutes. Thus, much of 
the server side information is lost. For example, figure 3b should be a Mountain pat-
tern, but there is no server side data because all of the web pages had been requested 
before. Figure 3c has been affected in the same way. 
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(b) Upstairs-Server 
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(c) Mountain-Client 
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(d) Mountain-Server 
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(e) Fingers-Client 
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(f) Fingers-Server 
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(g) Valley-Client 
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(h) Valley-Server 

Fig. 2. Browsing patterns when using Internet Explorer and Netscape Navigator 
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(b) Mountain-Server 
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(c) Fingers-Server 
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(d) Valley-Server 

Fig. 3. Server side browsing patterns when using Opera 

3.2.2   Using Different ISPs 
The second test investigated the server side patterns formed by using different ISPs. 
Again, users were asked to follow a pre-defined route through a given web site. Here 
only Internet Explorer or Netscape Navigator, without proxy server settings, were 
used. The commercial ISPs used in this experiment (Onetel, Hinet, SeedNet, BT and 
AOL) did not cache the experimental web pages and all of these ISPs created the ex-
pected patterns in server side data. However, some server side data was lost when us-
ing Loughborough University as an ISP as Loughborough appeared to cache web 
pages that had been browsed before. In this case, the user’s browsing pattern at the 
server side appeared similar to the pattern produced by the Opera browser. 

3.2.3   Using Different Proxy Servers 
In the third set of experiments, we tested the impact of different proxy settings.  The 
server side image of the user’s browsing pattern depends on the proxy server’s type.  If 
the proxy server caches web pages for the user but does not send a request to the web-
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site server, some server side clickstream records will be lost and the server side pattern 
will be similar to the pattern when using the Opera browser.  If the proxy server still 
sends a request to the website server, the server side pattern will suffer no losses. 

4   The Pattern Restore Method (PRM) Algorithm 

Having identified the potential scope of the problem, we now turn to a possible solu-
tion.  Below we describe a method to restore the lost data that we call the pattern re-
store method (PRM).  The basic idea behind the PRM algorithm is to use referrer in-
formation and the web site structure to restore the lost data.  The PRM algorithm has 
two phases, the details of which are presented below. 

4.1   The First Phase of the PRM Algorithm 

4.1.1   The Process and Algorithm of the First Phase PRM Algorithm 
Before we discuss the PRM algorithm, the general description of a clickstream format 
after pattern restoration is defined as: 

Ci: [Ui, Ti, Li, Ri, Mark] 
Ci: Ci denotes the ith clickstream in one user session 
Ui: Ui denotes the IP address of ith clickstream in one user session (In our example, 

we use the IP address to identify the session.  Therefore, all the Ui in one session 
are the same) 

Ti: Ti denotes the timestamp of ith clickstream in one user session 
Li: Li denotes the requested URL of ith clickstream in one user session. 
Ri: Ri denotes the referrer information of the ith clickstream in one user session 
Mark: Mark is used to distinguish original from restored clickstream data. 

The first phase of the PRM algorithm uses the referrer information to restore the 
missing clickstream data.  First, the algorithm checks the first clickstream record in a 
session to check if it has any referrer information.  If it does, and if the referrer be-
longs to the current site, some clickstream data must have been lost and needs to be 
restored.  The restoration rule uses the referrer information of the first record as the 
URL of a new record.  The referrer information of this new record is set to a null 
value, the time stamp is set to a suitable time (in this case 5 seconds earlier than the 
first record) and the record is marked as "Restored".  The general description of the 
restored clickstream record in this step is C1’ [U1, T1-5, R1, -, Mark].  Figure 4 shows 
an example of original clickstream data in a session and Figure 5 shows the restored 
data for the same session. 

(1) 61.59.121.221, 16:02:54, http://www-users.cs.york.ac.uk/~kimble/research/ research. .html, 
http://www-users.cs.york.ac.uk/~kimble/ 
(2) 61.59.121.221, 16:03:00, http://www-users.cs.york.ac.uk/~kimble/teaching/teach.html,  
http://www-users.cs.york.ac.uk/~kimble/ 

Fig. 4. The clickstream data before the first phase of the PRM algorithm 
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(1) 61.59.121.221, 16:02:49, http://www-users.cs.york.ac.uk/~kimble/, -, Restored 
(2) 61.59.121.221, 16:02:54, http://www-sers.cs.york.ac.uk/~kimble/research/research.html,  
http://www-users.cs.york.ac.uk/~kimble/ 
(3) 61.59.121.221, 16:03:00, http://www-users.cs.york.ac.uk/~kimble/teaching/teach.html, 
http://www-users.cs.york.ac.uk/~kimble/ 

Fig. 5. The clickstream data after the first step of the first phase of the PRM algorithm 

The next step of the first phase of the PRM algorithm compares the referrer URL 
in each clickstream record with the target URL from the previous record.  If they are 
the same (such as record 1 and 2 in figure 5), it means that the user moved directly 
from one URL (e.g. record 1 in figure 5) to another (e.g. record 2 in figure 5).  Thus, 
it is assumed that there is no missing data and no need to perform pattern restoration.  
However, if the target and referrer are different, it means that some data must have 
been lost before the current record (e.g. between record 2 and 3 in figure 5). 

In this case, the algorithm will restore a record using the information in the current 
record.  The IP address of the restored record is set to the same as the current record 
and the timestamp is set to be midway between the time between the current record 
and the previous record (i.e. midway between the times of record 2 and 3 in figure 5).  
The target URL of the restored record is taken from the referrer of the current record 
and the referrer of the restored record is set to null.  Finally, the marker of this record 
is set to “Restored”.  The general description of the restored clickstream record in this 
step is Ci’ [U1, (Ti-1+Ti)/2, Ri, -, Mark]. 

 
Fig. 6. The clickstream data after the second step of the first phase of the PRM algorithm 
 
Record (3) in figure 6 is an example of a restored record created by comparing re-

cords (2) and (3) in figure 5.  The algorithm will continue until the last record in a 
session has been processed.  The pseudo code of the first phase of the PRM algorithm 
is given in figure 7. 

Fig. 7. The pseudo code of the first phase of the PRM algorithm 

(1) 61.59.121.221, 16:02:49, http://www-users.cs.york.ac.uk/~kimble/, -, Restored 
(2) 61.59.121.221, 16:02:54, http://www- sers.cs.york.ac.uk/~kimble/research/research.html,  
http://www-users.cs.york.ac.uk/~kimble/, Original 
(3) 61.59.121.221, 16:02:57, http://www-users.cs.york.ac.uk/~kimble, -, Restored 
(4) 61.59.121.221, 16:03:00, http://www-users.cs.york.ac.uk/~kimble/teaching/teach.html,  
http://www-users.cs.york.ac.uk/~kimble/, Original 

1: IF R1 is not null then 
2:  IF R1 belongs to website THEN Restore C1’ [U1, T1-5, R1, -, Mark] 
3: END IF 
4: FOR i=2 to n 
5:  IF Li-1 ≠ Ri THEN Restore Ci’ [U1, (Ti-1+Ti)/2, Ri, -, Mark] 
6: END FOR 
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4.1.2   Server Side Browsing Patterns After the First Phase of the PRM 
Algorithm 

After the first phase of the PRM algorithm, Fingers patterns and Valley patterns have 
been restored.  Figure 8(a) shows an example of a Fingers pattern recorded in a client 
side; Figure 8(b) shows the corresponding pattern in the server side log.  The pattern 
now looks like an Upstairs pattern because data from pages browsed using the back 
function has been lost.  Figure 8(c) shows the restored pattern after the first phase of 
the PRM algorithm has been run.  Figures 9(a) to 9(c) show a similar restoration proc-
ess with a Valley pattern. 

(a) 

 

(b) 

 

(c) 

Fig. 8. (a) The Fingers pattern in client side data (b) The Fingers pattern appears as an Upstairs 
pattern in server side data (c) The restored Fingers pattern from the server side data 

 

(a) 

 

(b) 

 

(c) 

Fig. 9. (a) The Valley pattern in client side data (b) The Valley pattern appears as an Upstairs 
pattern in server side data (c) The restored Valley pattern from the server side data 

Although the algorithm works with Fingers and Valley patterns, Mountain patterns 
cannot be restored using this method.  Figure 10(a) shows a Mountain pattern in the 
client side data and the Figure 10(b) shows the corresponding pattern in server side 
data.  The data lost by backward browsing cannot be restored and the pattern after the 
first phase of the PRM algorithm looks the same as in figure 10(b). 

 (a)  (b) 

Fig. 10. (a) The Mountain pattern in client side data (b) The Mountain pattern as it appears in 
the server side data and/or after the first phase of the PRM algorithm 
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4.2   The Second Phase of the PRM Algorithm 

4.2.1   The Process and Algorithm of the Second Phase of the PRM Algorithm 
As described above, the Downstairs part of Mountain patterns cannot be restored by 
the first phase of the PRM algorithm.  Therefore, a second phase is needed to replace 
the missing data.  The second phase of the PRM algorithm uses information from the 
website’s link structure to insert the "most probable" browsing path of the user.  To do 
this, a list of pages and the link structure for the site must be maintained. 

A

B

C

D

E

F

G

H

I

J

K

L

0 10 20 30 40 50 60 70 80 90 100 110

Time

R
O
U
T
E 1

2
3

4

 

Fig. 11. An example of the second phase of the PRM algorithm 

Figure 11 shows a simple example of how this algorithm works; the Downstairs 
part of Mountain pattern begins at node E. Firstly, the algorithm will check the link 
structure of node E.  If node E has a direct link to node A, then the restored pattern  
 

Fig. 12. The pseudo code of the second phase of the PRM algorithm 

1:  FOR i=2 to n 
2:  IF Ri ≠ Li-1 THEN 
3: IF Li-1 has link to Li THEN 
4:  Restore Ci [Ui, Ti, Li, Li-1, Mark] 
5: ELSE 
6:  FOR j=1 to m 
7:  IF Li-1-j ≠ Li THEN 
8:   IF Li-1-j has link to Li-1-j+1 and has link to Li THEN 
9:    k=k+1, Restore Ci

k [Ui, Ti, Li-1-j, Li-1-j+1, Mark] 
10:     Restore Ci [Ui, Ti, Li, Li

k, Mark] 
11:     Exit for 
12:   ELSE IF Li-1-j has link to Li-1-j+1 THEN 
13:     k=k+1, Restore Ci

k [Ui, Ti, Li-1-j, Li-1-j+1, Mark] 
14:   END IF 
15:  END IF 
16:  END FOR 
17:  FOR all restored clickstream k=1 to p Ti

k=(Ti-Ti-1)/p 
18: END IF 
19: END IF 
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will look like pattern 1 in figure 11.  If node E does not have a direct link to node A, it 
means some data must have been lost.  In this case, the algorithm will search back 
from the nodes before node E to find the closest node that has a direct link to it.  For 
example, the closest node to node E in figure 11 is node D, which has a direct link to 
node E.  The algorithm then checks the link structure of node D.  If there are direct 
links to node A, node D will be restored and the pattern is shown as 2 in figure 11.  
The algorithm will continue to loop until it finds a node that has a direct link to node 
A or the node is equal to A. 

The pseudo code for the second phase of the PRM algorithm is shown as figure 12.  
Here, m denotes the total records before the current record, and k is used to count the 
total number of restored records in a single restoration session. 

4.2.2   The User’s Browsing Pattern After the Second Phase of the PRM 
Algorithm 

After the second phase of the PRM algorithm, some of the lost clickstream data can 
be restored.  For example, figure 13(a) shows how a Mountain pattern appears in the 
server side logs; figure 13(b) shows the restored Mountain pattern. 

 
(a) 

 
(b) 

Fig. 13. (a) The original Mountain pattern as it appears in the server side data (b) The restored 
Mountain pattern after the second phase of the PRM algorithm 

Unfortunately, there is a weakness of the second phase of the PRM algorithm: 
when attempting to restore a Valley pattern, some errors may occur. 

Figure 14(a) shows how a Valley pattern appears in the server side log.  After the 
second phase of the PRM algorithm, the pattern becomes that shown in figure 14(b).  
However, the original pattern was as shown in figure 14(c), not figure 14(b). 

 

 
(a) 

 

 
(b) 

 

 (c) 

Fig. 14. (a) The server side data (b) The restored Valley pattern (c) The original Valley pattern 

5   Evaluation of the PRM Algorithm 

To evaluate the performance of the PRM algorithm, we tested the processing time of 
the PRM algorithm under different restoration rates (i.e. the number of restored re-
cords / total number of records after restoration) and the restoration accuracy under 
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different user’s browsing patterns.  The evaluation was performed under Windows XP 
operation system, 512Mb RAM, 2.4 GHz Intel Pentium 4 CPU. 

5.1   The Evaluation of the Processing Time of the PRM Algorithm 

The tested number of original records ranged from 10 records (about 2 Kbytes file 
size) to 51200 (About 30 Mbytes file size).  The results are shown in figure 15. 
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Fig. 15. Processing time of the first phase of the PRM algorithm 

This shows that the rate of increase in processing time is similar under different 
restoration rates.  When running the first phase of the PRM algorithm to process 
51200 records, the processing time for 10% restoration rate is about 26 seconds; for 
30% it is about 36 seconds and for 50% it is about 44 second.  The processing time 
needed is not particularly high, even when given a large amount of data. 

The same testing method is also be used to evaluate the second phase of the PRM 
algorithm; the results are shown in figure16. Here, the processing time with a restora-
tion rate of 10 % is quite low and does not increase very much as the number of re-
cords processed increases. 

When the restoration rate has reached 30%, the time / number of records slope has 
increased substantially. The reason for this is that the second phase of the algorithm 
needs to check the site structure.  When the restoration rate and record number in-
creases, the algorithm needs to check the structure table many times.  Thus, the proc-
essing time increases as the restoration rate and the number of records increases. 
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Fig. 16. The evaluation of processing time of the second phase of the PRM algorithm 
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5.2   The Evaluation of the Accuracy of the PRM Algorithm 

In order to evaluate the accuracy of the algorithm, we designed ten different browsing 
routes that produced different Fingers, Valley and Mountain patterns, run the PRM 
algorithm on each of the resultant sets of server side data, and compared the result to 
the original pattern. 

Table 1. The accuracy of restoration of the first phase of the PRM algorithm under different 
user’s browsing pattern 

 Finger Valley Mountain 
Route Correct Error Rate Correct Error Rate Correct Error Rate 

1 9 0 1 9 0 1 5 4 0.556 
2 10 0 1 10 1 0.909 5 4 0.556 
3 7 1 0.875 9 0 1 5 4 0.556 
4 7 0 1 9 0 1 6 4 0.600 
5 8 1 0.889 7 1 0.875 6 3 0.667 
6 9 0 1 6 1 0.857 7 4 0.636 
7 11 1 0.917 8 0 1 5 5 0.500 
8 8 0 1 9 0 1 5 4 0.556 
9 9 0 1 7 0 1 4 4 0.500 

10 11 0 1 10 0 1 6 2 0.750 
Avg.   0.968   0.964   0.587 

Table 1, shows the restoration accuracy of the first phase of the PRM algorithm 
when restoring Fingers, Valley and Mountain patterns.  Although the restoration accu-
racy for the Fingers and Valley is high, restoring Mountain patterns is only about 60% 
accurate, as the first phase of the PRM algorithm cannot deal with the Downstairs part 
of Mountain patterns. 

Table 2. The accuracy of restoration of the second phase of the PRM algorithm under different 
user’s browsing pattern 

 Fingers Valley Mountain 
Route Correct Error Rate Correct Error Rate Correct Error Rate 

1 9 1 0.900 7 2 0.778 8 1 0.889 
2 10 0 1 8 3 0.727 9 0 1 
3 6 2 0.750 7 2 0.778 7 2 0.778 
4 7 0 1 9 2 0.818 9 1 0.900 
5 7 0 1 8 3 0.727 8 1 0.889 
6 9 0 1 7 2 0.778 11 0 1 
7 10 0 1 8 2 0.800 8 2 0.800 
8 8 1 0.889 9 3 0.750 7 2 0.778 
9 9 0 1 7 2 0.778 6 2 0.750 

10 11 0 1 10 3 0.769 8 0 1 
Avg.   0.954   0.770   0.878 
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In table 2, the restoration accuracy rate of Mountain patterns has been increased by 
about 30%, but the restoration accuracy rate of Valley patterns has been decreased by 
about 20%.  The reason for this is that the second phase of the PRM algorithm can 
deal with the Downstairs part of the Mountain pattern but some Valley patterns are 
now restored as Mountain patterns (see figure 14). 

6   Conclusion 

This paper describes a series of experiments to examine the differences between click-
stream data on the client side and on the server side. We found that due to caching, 
some data is lost. We subsequently developed and evaluated an algorithm for restoring 
the lost data. The evaluation showed that the algorithm could restore most of the lost 
patterns. Although not perfect, we believe that the method we describe can be used as 
the last part of the data pre-processing step in web mining. Consequently, we believe 
that by using the PRM algorithm the accuracy of the pattern discovery can be increased. 
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Abstract. Wireless sensor networks are envisioned to be promising in
gathering useful information from areas of interest. Due to the limited
battery power of sensors, one critical issue in designing a wireless sensor
network is to maximize its lifetime. Many efforts have been made to deal
with this problem. However, most existing algorithms are not well opti-
mized. In this paper, we investigate the maximum lifetime data gathering
problem formally. We adopt tree structure as the basic routing scheme
for our analysis, and propose a near optimal maximum lifetime data
gathering and aggregation algorithm MLDGA. MLDGA tries to mini-
mize the total energy consumption in each round as well as maximize
the lifetime of a routing tree used in the round. Comparing with existing
algorithms which are only efficient in some specified conditions, the sim-
ulation results show that our algorithm performs well regardless of the
base station location and the initial battery energy levels of sensors.

1 Introduction

Wireless sensor networks have received increasing interest in recent years [1, 10].
A wireless sensor network usually consists of a large number of small, inexpen-
sive, limited-battery-powered sensors. The sensors can be densely deployed to
monitor the environment and collect useful information on their surroundings.
During the lifetime of network, the collected information is periodically gathered
and transmitted to a base station for further processing.

To gather more information, one of the key challenge in designing a sensor
network is to increase the network lifetime. In [3], Chang and Tassiulas proposed
a maximum lifetime routing algorithms by treating the data transmission pro-
cess as a maximum flow problem which meets the flow conservation principle.
Nowadays data aggregation has emerged as a particularly useful paradigm for
wireless routing in sensor networks to reduce the energy consumption [2, 6]. The
idea is to combine the data from different sensors enroute to eliminate redundant
transmission. This paradigm greatly reduces the amount of data transmitted and
thus saves energy. Several protocols, such as LEACH [4] and PEGASIS [8], used
data aggregation to minimize the energy consumed by sensors and increase the
network lifetime accordingly. Further, Lindsey et al proposed PEDAP-PA [9],

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 513–522, 2005.
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a tree based routing algorithm, which tries to improve the network lifetime. It
achieves a good performance comparing with LEACH and PEGASIS in terms
of lifetime. However, these algorithms are not well optimized.

In this paper, we investigate the maximum lifetime data gathering and aggre-
gation problem formally. Tree structure is used as the basic routing scheme for
our analysis since it is the minimal graph structure supporting the network con-
nectivity. After giving some analysis, we propose a new near optimal maximum
lifetime data gathering and aggregation algorithm MLDGA. MLDGA tries to
construct a maximum lifetime routing tree for each data gathering round while
the tree is energy-efficient. The experimental results show that MLDGA suc-
ceeds in achieving longer lifetime and better network utility than several other
existing algorithms in various conditions.

The rest of the paper is organized as follows. Section 2 reviews some related
works. Section 3 presents the maximum lifetime data gathering problem and
gives some definitions used in this paper. Section 4 investigates the problem and
proposed a near optimal algorithm MLDGA. In section 5, we conduct experi-
ments to compare our algorithm with other known algorithms. We conclude our
work in section 6.

2 Related Work

Several efficient data gathering routing algorithms have been proposed in the
recent years.

LEACH, a cluster-based distributed routing protocol, was described in [4].
In LEACH, each cluster-head collects data from sensors in its cluster, fuses the
data, then sends the result to the base station. LEACH utilizes randomized
rotation of cluster-heads to evenly distribute the energy load among sensors in
the network. Simulation results show that LEACH achieves as much as a factor
of 8 reduction in energy dissipation comparing with direct transmission [4].

In PEGASIS [8], sensors are formed by chain. Each sensor communicates only
with a close neighbor, and takes turns transmitting to the base station to prevent
the failure of network. Only one node is designated to communicate with the base
station, consequently the energy dissipation is significantly reduced. PEGASIS
achieves better lifetime than LEACH about 100 to 200% [8].

In [9], the authors proposed two tree based protocols PEDAP and PEDAP-
PA. The basic idea is to minimize the total energy expended in a round of com-
munication while balance the energy consumption among sensors. In PEDAP,
the weights of edges are the transmission cost between two connected sensors. In
PEDAP-PA, the weight of edges is the ratio of the transmission cost between two
connected nodes to the remaining energy of the sending node. PEDAP prolongs
the lifetime of the last node death while PEDAP-PA provides a good lifetime for
the first node death. Simulation results show that these two algorithms perform
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better than LEACH and PEGASIS both in systems that the base station is far
away from and inside the field [9].

3 Problem Statement and Definitions

In this section, we present some background information about the maximum
lifetime data gathering and aggregation problem, and give some definitions which
will be used in the following paper.

3.1 Problem Statement

We consider a wireless sensor network consisting of a group of sensors and a
base station which are randomly distributed over a region. The locations of
sensors and the base station are fixed. The base station knows the locations of
all sensors apriori, which can be obtained by manually entering coordinates or
by using GPS-equipped sensors. A sensor can transmit data to any other sensor,
and can communicate directly with the base station. The sensors periodically
monitor their vicinity and generate monitoring data. The data from sensors are
gathered at each time unit and sent to the base station for further processing.
The time unit is called round. We assume that each sensor has limited battery
energy and the action of transmitting or receiving data will consume its battery
power. Our problem is to find a routing scheme to deliver data from all sensors
to the base station, which can maximize the lifetime of the sensor network. In
the process, data aggregation can be used to reduce the number of messages in
the network.

Our energy model for sensors is based on the first order radio model described
in [4]. In this model, the radio dissipates Eelec = 50nJ/bit to run the transmit-
ter or receiver circuitry, and Eamp = 100pJ/bit/m2 for the transmit amplifier.
Therefore, the energy expended to transit a k-bit message to a distance d is:

ETx(k, d) = Eelec × k + Eamp × k × d2, (1)

while the energy expended to receive this message is:

ERx(k) = Eelec × k, (2)

which is a constant for a fixed-size message.
We treat the time when the first node dies as the lifetime of the network.

[9] mentioned two different definitions for lifetime: In applications that the co-
operation of all sensors working together is important, lifetime is defined as the
time when the first node is drained of its energy; In applications that adjacent
sensors record identical data, lifetime is defined as the time when a specified
percentage of the sensors die. In this paper, we focus on the applications that
need the cooperation of all sensors, and we adopt the first type of definition. Put
it another way, we try to maximize the time when the first node dies.
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3.2 Definitions

We can view a sensor network as a directed graph G = (N, A), where:

– N is a set of all sensors and the base station in network. Each sensor is
labelled with a node ID ∈ {1, 2, . . . , |N |}, the base station is labelled with
ID 0;

– A is a set of directed edges connecting two sensors, i.e. A = {(i, j)}.

We denote the weight of edge (i, j) ∈ A as wij (wij 	= wji).

Definition 1. For a sensor network G = (N, A), T = (N, A′) is a rooted di-
rected spanning tree of G, where A′ is a subset of A (i.e. A′ ⊂ A) and T is rooted
at the base station (i.e. root[T ] = 0). we call T a routing tree for network G.

The tree structure can be used as a basic routing scheme for data gathering
in sensor networks. It can be seen that a spanning tree is the minimal graph
structure supporting the network connectivity. In the tree-based routing scheme,
for each sensor i, we can find a directed path from i to the base station, and
the path does not contain a cycle. In section 2, we have reviewed three types
of routing scheme: cluster-based, chain-based and tree-based routing scheme. In
fact, cluster-based and chain-based routing scheme can be viewed as a special
case of the tree structure based routing scheme. Therefore, we base our discussion
on the tree structure in the following paper.

Definition 2. We define the lifetime of a sensor i as the duration of the time
when i is alive, and denote it as li. We also define the lifetime of a edge (i, j) in
tree T as the duration of the time when i and j are alive, and denote it as lij.
For a edge (i, j) in tree T , we have lij = min{li, lj}.

Here, we also introduce some notations used in the following paper. For a sen-
sor i in routing tree T , the residual battery energy level of a sensor i at round t
is denoted as Ri(t), the transmit power of i is denoted as Ei

Tx(T ), the number of
sensors sending data to i is denoted as ni(T ). Then the receive power of sensor i is
ni(T )×ERx. The tree with minimum total energy consumption is denoted as T o,

T o = arg min
T⊂G(N,A)

|N |∑
i=1

(
Ei

Tx(T ) + ni(T )× ERx

)
. (3)

4 Maximum Lifetime Data Gathering and Aggregation

In this section, we investigate the maximum lifetime data gathering and aggre-
gation problem in sensor networks. Based on tree structure routing scheme, we
propose an algorithm MLDGA for the problem.

By using tree-based routing scheme, the maximum lifetime data gathering
problem can be described formally as following: For a sensor network G = (N, A),
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find a series of routing trees {T (t)} of G, where T (t) is the routing tree for G at
round t. When data is gathered through these routing trees, the lifetime of the
network G can be maximized.

Definition 3. For a sensor network G = (N, A), let the series of routing trees
used by G be Γ = {T (t)}. Then the network lifetime of G is

L(Γ ) = L(T (1), T (2), T (3), . . .) = min
i∈N

{li}, (4)

where li is the maximum value which satisfies

li∑
τ=1

(
Ei

Tx (T (τ)) + ni (T (τ))× ERx

)
≤ Ri (0) . (5)

The optimum network lifetime Lo of G is defined as

Lo = max
Γ∈Γ ∗

{L(Γ )} , (6)

where Γ ∗ is the set of all possible routing tree series for G.

We have following theorem for the optimum network lifetime Lo.

Theorem 1. For a sensor network G, its optimal network lifetime Lo is upper
bounded by

Lo
U =

∑|N |
i=1 Ri (0)∑|N |

i=1

(
Ei

Tx(T o) + ni(T o)× ERx

) , (7)

i.e. Lo ≤ Lo
U .

Proof. We cannot spend more energy than the total energy of G, which is∑|N |
i=1 Ri (0). In every round, at least

∑|N |
i=1

(
Ei

Tx(T o) + ni(T o)× ERx

)
amount

of power should be spent no matter what kind of tree we use. Therefore, the
network lifetime cannot exceed Lo

U .

Here we present two strategies to deal with the maximum lifetime data gath-
ering problem. (1) Try to minimize the total energy consumption of a routing
tree in each round. From theorem 1, we know that if the total energy consumed
in a round is minimized, we will have more energy to be used in the following
data gathering process, thus the lifetime of the network can be increased. (2) Try
to maximize the lifetime of a routing tree constructed in a round. By maximizing
the lifetime of a routing tree used in a round, we will have a cumulative effect
to improve the lifetime of the network.

Integrating the two strategies discussed above, we propose a new maximum
lifetime data gathering and aggregation algorithm MLDGA. In each round,
MLDGA constructs a routing tree for this round. We describe the tree con-
struction process of MLDGA by presenting an example.

Step 1: Initialize variables. Figure 1(a) shows a five-node sensor network. The
base station is location in (2, -100), which is labelled by 0. The current energy
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(a) Step 1: A five-node sensor net-
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(b) Step 2(1): 1 → 0
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(d) Final tree

Fig. 1. Example of routing tree construction in a round using MLDGA

level of 1 is 0.12J, and the current energy levels of 2, 3, 4, 5 are 0.01J. Each sensor
sends 2000-bit message to the base station in a round. We use tree structure T0
to represent the sub-routing-tree that has been built for G at a round, use S to
represent the sensors that have already been selected as part of T0 (includes the
base station), and use U to represent the sensors that have not been inserted
into T0 (U = N − S). S is initialized to the base station, and U is initialized to
all the sensors. In Fig. 1(a), S = {0} and U = {1, 2, 3, 4, 5}.
Step 2: Determine which edge can be added to T0. For each node i in U and
each node j in S, we compute the edge weight wij(t) between i and j at round
t, and add the edge with maximum weight to T0. We define the edge weight
wij(t) as the ratio of the edge lifetime (lij = min{li, lj}) to the transmission
cost between i and j. The lifetime of a node is related to its residual battery
power, transmission cost and receive cost. Since the routing tree has not been
constructed and the tree is dynamic, we cannot determine the lifetime of a node
until the death of the node. Therefore, we have to make an estimation to the
lifetime of a node, and give an estimation to the weight of an edge accordingly.
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(1) If j is the base station, we treat the lifetime of base station as∞ and make

w′
ij(t) =

min {l′i(t),∞}
Ei

Tx (k, dij)
=

1
Ei

Tx (k, dij)
× Ri(t)

Ei
Tx (k, dij)

. (8)

as the estimation to edge weight wij(t). In Fig. 1(b), E1
Tx(2000, d10) ≈ 0.00218,

l′1 ≈ 55 and w′
10 ≈ 25220. w′

10 is the maximum weight among w′
20, w′

30, w′
40 and

w′
50. We add edge (1, 0) to T0. The base station is located far from the boundary

of figure, so we use the dotted line to denote the edge between 1 and 0 in Fig.
1(b). Set S and U are changed correspondingly. S = {0, 1} and U = {2, 3, 4, 5}.

(2) If j is not the base station, we make

w′
ij(t) =

min
{
l′i(t), l

′
j(t)
}

Ei
Tx (k, dij)

=
1

Ei
Tx (k, dij)

×min

{
Ri(t)

Ei
Tx (k, dij)

,
Rj(t)

Ej
Tx(T0) + (nj(T0) + 1)× ERx

}
.

(9)

as the estimation to edge weight wij(t). In Fig. 1(c), E2
Tx(2000, d21) ≈ 0.0001,

l′2 ≈ 99.6, l′1 ≈ 52.6 and w′
21 ≈ 517928.3. w′

21 is the maximum weight among
w′

20, w′
21, w′

30, w′
31, w′

40, w′
41, w′

50, and w′
51. We add edge (2, 1) to T0. S and U

are changed correspondingly. U = {3, 4, 5} and S = {0, 1, 2}.
Continue: The procedure is continued until all sensors in U have been added to
S. Figure 1(d) shows the final tree. The routing tree T for G in current round
is constructed (T0 = T ).

From the definition of edge weight, we can get following two points that fit
our strategies about the maximum lifetime data gathering problem:

– If the transmission cost between the sending sensor i and the receiving sensor
j is low, the edge weight wij tends to be high. Thus the sensor i has high
possibility to be added to T0 and connects to j. It meets the strategy to
minimize the total energy consumption in each round;

– If the lifetime of edge (i, j) is high, the edge weight wij tends to be high.
Here we adopt a heuristic greedy strategy that the higher the weight of an
edge, the higher the possibility of the edge being added to T0. It meets the
strategy to maximize the lifetime of a routing tree constructed in a round.

The tree construction process of MLDGA is similar to Prim’s algorithm es-
sentially. It inserts a sensor into the tree based on the maximal weight edge one
at a time until all sensors are included in the tree. In [9], the authors used Prim’s
algorithm to construct a minimal spanning tree. The edge weight of PEDAP-PA
relates to the transmission cost and the remaining energy of sending node, which
only considers the effect of the sending node and keeps unchanged during the
construction of routing tree at a round. However, our definition of edge weight
considers not only the transmission cost of sending node, but also the combined
effect of sending node and receiving node, which can be got from the definition of
edge lifetime (lij = min{li, lj}). We think our definition of edge weight better re-
flects the essence of maximum lifetime data gathering problem, and can achieve
a longer lifetime comparing with other existing algorithms, which is confirmed
by experiments.
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5 Experiments

In this section, we conducted experiments to evaluate performance of our algo-
rithm. We compared MLDGA with several other different data gathering algo-
rithms: LEACH, PEGASIS, PEDAP and PEDAP-PA. We tried to investigate
the effect of base station location and the effect of initial energy level to these al-
gorithms by considering two metrics: the round when the first node dies (RFND)
and the round when the last node dies (RLND). RFND is considered in the first
place since it meets our definition of network lifetime. For a sensor network, we
try to maximize RFND and also expect to prolong RLND.

The basic setting of our experiments is described as following. 100 sensors were
randomly distributed over a region of 50m×50m. Each sensor had an initial energy
level of 0.5J or uniform distribution between 0.2J and 0.8J. The base station was
located far away from the field (at point (0, -100)) or in the center of the field (at
point (25, 25)). In each round, a sensor sent a 2000-bit message to the base station.
The base station computed a routing scheme to deliver data in each round.

5.1 Effect of Base Station Location

We investigate the effect of base station location first. [9] mentioned that PEDAP-
PA performs well both in systems that the base station is far away from the field
and the base station is in the center of the field, while LEACH and PEGASIS
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Fig. 2. Timings of node deaths
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perform poor when the base station is inside the field because they do not take
the cost of sending data to base station into account. So we examined the effect
of base station location to our algorithm.

Figure 2(a) presents the situation that the base station was located far away
from the field and all sensors had equal initial energy levels (F-EE). It can
be observed from Fig. 2(a) that both MLDGA and PEDAP-PA achieve a good
RFND comparing with other algorithms. PEDAP provides a good RLND but has
a bad RFND, since it constructs a minimum energy consuming routing tree for
each round of communication but pays no attention to balance the load among
sensors. PEGASIS provides both a good RFND and a good RLND. However,
MLDGA and PEDAP-PA further improves the RFND about 60% comparing
with PEGASIS.

Figure 2(b) presents the situation that the base station was located in the
center of the field and the sensors had equal initial energy levels (C-EE). It can
be seen from Fig. 2(b) that MLDGA also achieves a good RFND. It is the best
one which achieves the longest RFND in all algorithms.

From Fig. 2(a) and 2(b), we can conclude that MLDGA has a good RFND
(i.e. lifetime) regardless of the base station location. It distributes the load evenly
among sensors and tries to minimize the total energy consumed in a round, so
it achieves a good RFND and a RLND near to RFND.

5.2 Effect of Initial Energy Level

To check the ability of balancing the load among sensors further, we investigate
the situations when the sensors have unequal initial energy levels. We distributed
the initial energy levels of all sensors between 0.2J and 0.8J uniformly. The
average energy level of a sensor is 0.5J, which is the same as Fig. 2(a) and 2(b).

Figure 2(c) presents the situation that the base station was located far away
from the field and the sensors had unequal initial energy levels (F-UE). Com-
paring with Fig. 2(a), we see from Fig. 2(c) that the RFNDs of all algorithms
decrease significantly except MLDGA. It means that MLDGA is robust to bal-
ance the energy consumption among sensors even the initial energy levels of all
sensors are different greatly. MLDGA improves the RFND about 35% comparing
with PEDAP-PA, and about 200% comparing with PEGASIS.

Figure 2(d) presents the situation that the base station was located in the cen-
ter of the field and the sensors had unequal initial energy levels (C-UE). Again,
MLDGA is the best one which achieves the longest RFND in all algorithms. It
improves the RFND about 70% comparing with PEDAP-PA, and about 100%
comparing with PEGASIS.

From Fig. 2(c) and 2(d), we can conclude that MLDGA has a good RFND
(i.e. lifetime) regardless of the initial energy levels of all sensors. Its abilities
to distribute the load evenly among sensors and to minimize the total energy
consumed in a round are further confirmed because it achieves a good RFND
and a RLND near to RFND even when all sensors have unequal initial energy
levels.
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6 Conclusion

In this paper, we investigated the maximum lifetime data gathering and ag-
gregation problem in wireless sensor networks. We convert this problem into a
problem that: finding a series of routing trees for a sensor network so that the
network lifetime can be maximized when data is gathered through these trees.
After giving some analysis, we proposed a near optimal algorithm MLDGA to
construct the series of routing trees. In MLDGA, the edge weight is estimated
as the ratio of the edge lifetime to the remaining energy of sending node, which
meets the requirement to construct an energy-efficient maximum lifetime routing
tree for each data gathering round. We conducted experiments to evaluate the
performance of MLDGA. The experimental results show that MLDGA achieves
a good lifetime performance and a good network utility performance regardless
of the base station location and the initial battery levels of sensors.
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Abstract. To improve the availability of communication bandwidth in distrib-
uted data stream systems, communication overhead should be reduced as much 
as possible under the constraint of the precision of queries. In this paper, a new 
approach is proposed to transfer data streams in distributed data stream systems. 
By transferring the estimated occurrence times of frequent items, instead of raw 
frequent items, communication overhead can be saved greatly. Meanwhile, in 
order to guarantee the precision of queries, the difference between the estimated 
and true occurrence times of each frequent item is also sent to the central stream 
processor. We present the algorithm of processing frequent items over distrib-
uted data streams and give the method of supporting aggregate queries over the 
preprocessed frequent items. 

1   Introduction 

The technique of processing distributed data stream has attracted the researchers in the 
database community [1,2,3]. In distributed data stream systems, the distributed remote 
data source nodes produce and collect data, and transfer them to the central stream 
processor node in the form of stream. Meanwhile, the central stream processor node 
receives users’ queries and returns answers to users. The available communication 
bandwidth is a bottleneck resource [1]. Especially in the application of sensor net-
works, the battery energy, which sensors use to transmit the data, is also a bottleneck 
resource [4]. So, one research issue in distributed data stream systems is how to reduce 
the transferred data volume as much as possible under the constraint of the precision of 
queries, in order to save the communication cost or the electric energy.  

At present, there are some kinds of methods to reduce communication cost [1,4,5] in 
distributed data system systems. However, these work can’t extensively support que-
ries in real time with a good precision guarantee. Note that the frequent items in data 
streams occupy most of the communication cost. We propose to transfer the estimated 
occurrence times of frequent items, instead of the raw frequent items, in distributed 
data stream systems for the purpose of saving communication overhead. Meanwhile, in 
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order to guarantee the precision of queries, the difference between the estimated and 
true occurrence times of each frequent item is also sent to the central stream processor. 
Thus, our method can not only overcome the drawback of the previous methods and 
guarantee the precision of queries, but also reduce the communication overhead. 

2   Problem Description 

2.1   Model of Distributed Data Stream Systems 

Figure 1 illustrates the model of distributed data stream system. All kinds of processor 
nodes consist of the central stream processor node, relay nodes and remote data source 
nodes. Remote data source nodes produce and collect data, and transmit raw data to the 
relay nodes. Relay nodes preprocess the received raw data and transmit it to the central 
stream processor node. The central stream processor node takes charge of user’s queries 
and returns the answers. The controller on the central stream processor node is respon-
sible for sending the registered requirement and precision of queries to the relay nodes. 
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Fig. 1. Model of distributed data stream systems 

2.2   Frequent Items 

The data stream from the remote data source nodes can be denoted as an unlimited 
multiset with the form of <r, t>, where r denotes an item and t denotes its timestamp 
(i.e. time order) which is determined by the time when r enters the data stream system 
or when the remote data source produces r [6]. Suppose the items in data streams form 
into a series r1, … , rn , and F(ri) denotes the occurrence times of the item ri in data 
streams. Given a real number λ, where 0≤λ≤1, if F(ri)≥λ×n holds, ri is called as a 
frequent item in data stream and λ is the support-degree of frequent items.  

Definition 1. Suppose r is a frequent item, the triple (r, Tv, Count) is called as the de-
rived-body of r, where Tv=[tb , te] is the lifetime of r and we denote |Tv| as te − tb . De-
rived-body is divided into two classes, named as forecast-body and correct-body re-
spectively. When the derived-body is a forecast-body (denoted by Prb), Count means 
the estimated occurrence times of r within Tv. When the derived-body is a correct-body 
(denoted by Crb), Count means the difference between the estimated and true occur-
rence times of r within Tv. 
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Definition 2. A unit doublet (Qid, Tv) is called as a Querying-metadata, denoted by 
MoQ, where Qid identifies the query and Tv=[tb , te] is the querying time interval.  

Each registered query, especially for motoring queries, can specify a querying time 
interval, which can be represented by querying-metadata. The controller on the central 
processor node collects querying-metadata based on the requirement of registered 
queries and sends it to relay nodes. Meanwhile, in order to control the progress of 
generating derived-bodies of frequent items in data streams, each relay node maintains 
a querying-metadata series as MoQ1,…,MoQn, where MoQi.Tv.te≤MoQj.Tv.te and i<j 
hold. 

2.3   FDI Structure 

Each relay node maintains a data structure about frequent data items (denoted by FDI) 
described as in Figure 2, which preserves the corresponding information of the frequent 
items who will occur within the future period of time Tp. The information includes the 
raw frequent item r, the estimated occurrence times r.fe of r within Tp, and the true 
occurrence times r.fr of r within Tp, where Tp is defined as the lifetime of FDI and r.fe is 
the approximate estimated value of r.fr. We use TopK to denote the set of all frequent 
items in FDI.  

 

 
 
 
 
 
 
 

    Fig. 2. Example of FDI structure                         Fig. 3. Structure of join operator 

Information of frequent items in FDI structure is maintained as follows. Initially, for 
each frequent items r in FDI, the value of r.fr is set to zero. When the relay node re-
ceives a raw item s from remote data source nodes, it will examine whether s∈TopK 
holds. If it holds, the value of s.fr in FDI is increased by one. 

2.4   Research Issue 

Based on the model of distributed data stream systems in Figure 1, the research issue in 
this paper is how relay nodes generate derived-bodies of frequent items in data streams, 
so as to filter raw frequent items and reduce the communication cost under the con-
straint of precision of queries. Meanwhile, the method for processing derived-bodies on 
the central stream processor node also needs to be studied. 
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3   Processing Data Streams on Relay Nodes 

3.1   Determining Frequent Items 

In distributed data stream systems, reducing the volume of transferred frequent items 
can decrease the communication overhead greatly. Therefore, frequent items in data 
streams need to be determined firstly. In our work, we can adopt one of the well-known 
algorithm of finding frequent items over data streams such as Lossy Counting algorithm 
[7], Majority algorithm [8] and hCount algorithm [9], which we refer to as FFDS al-
gorithm. During the time interval Th, suppose FFDS algorithm outputs the set of fre-
quent items over data streams as TopK={k | F(k)≥λ×N ∧ k∈D} with the support-degree 
λ, where Th is the valid-statistical-interval of FFDS algorithm and N is total occurrence 
times of all items within Th. 

3.2   Processing Frequent Items 

3.2.1   Generating Forecast-Bodies 
In fact, the forecast-bodies are the compressed form of frequent items in data streams. 
So, transferring forecast-bodies, instead of the raw frequent items, can reduce the 
communication cost. Forecast-bodies should be generated and transmitted at the be-
ginning of their lifetime. Otherwise, it will cause the delay for querying frequent items 
on the central stream processor. Concretely, forecast-bodies of frequent items should be 
generated at the end time of the first querying requirement in querying-metadata series 
(mentioned in Section 2.2). Following is the algorithm of generating forecast-bodies of 
frequent items. 

Algorithm 1: Generate-Prb 

(1) Delete all entries in FDI structure, obtain frequent items using FFDS algorithm and pre-
serve them in FDI structure; 

(2) For any frequent item k in FDI structure, set k.fr=F(k) and k.fe=0, where F(k) is the oc-
currence times of the frequent item k computed by FFDS algorithm;  

(3) Determine the lifetime Tp of FDI structure, where Tp.tb=Now, Tp.te=MoQ1.Tv.te (i.e. the 
end time of the first querying requirement in querying-metadata series) and Now denotes 
the current system clock;  

(4) For any frequent item k in TopK, generate and transmit the forecast-body Prbk=(k, Tv, 
Count) of k, where Prbk.Tv=Tp, Pdbk.Count=|Prbk.Tv|×F(k)/|Th|, Th is the 
valid-statistical-interval of FFDS algorithm and F(k) is the occurrence times of k com-
puted by FFDS algorithm within Th; 

Based on Generate-Prb algorithm, it is obvious that the lifetime of FDI structure 
ranges from the time of generating forecast-bodies to the end time of the first querying 
requirement in querying-metadata series. In fact, generating forecast-bodies is the 
process of estimating the occurrence times of frequent items within the lifetime of FDI.  

3.2.2   Processing Data During Lifetime of FDI 
After generating the forecast-bodies of frequent times, relay nodes continue to deal 
with the arriving raw data and reduce the volume of data transferred to the central 
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stream processor as much as possible. Meanwhile, relay nodes also prepare to generate 
the next round forecast-bodies of frequent items. During this process, there are some 
variables needed to be computed respectively, including the true occurrence times of 
total frequent items (denoted by Cf), the occurrence times of all items (denoted by Cr), 
the summation of frequent items (denoted by Sf) and the summation of all items (de-
noted by Sr). The algorithm of dealing with data during the lifetime Tp of FDI on relay 
nodes can be described as follows. 

Algorithm 2: Processing-within-Tp 

(1) Initialize the parameters used in FFDS algorithm, set the valid-statistical-interval Th of 
FFDS algorithm to be Tp ; 

(2) Initialize the variables, let Cf=0, Cr=0, Sf=0 and Sr=0; 
(3) WHILE (there is a new item r arriving and Now≤Tp.te holds ) 
(4) Invoke FFDS algorithm with the input r ; 
(5) IF (r∈TopK)     r.fr++, Cf++, Sf+=r ; 
(6) ELSE  transmit r to the central stream processor;  /* r is a non-frequent item.*/ 
(7) Cr++, Sr+=r ; 

Relay nodes filter raw frequent items in data streams and only transmit the 
non-frequent items to the central stream processor. Thus, the communication overhead 
is reduced greatly. Meanwhile, relay nodes take the new arrival of raw data as the input 
of FFDS algorithm, i.e. predicting the future frequent items based on the newest his-
torical data, which can enhance the performance of algorithms. 

3.2.3   Generating Correct-Bodies 
As the characters of data streams fluctuate continuously, the deviation will exist be-
tween the estimated occurrence times in forecast-bodies and the true occurrence time of 
frequent items. To guarantee the precision of queries on the central stream processor 
node, relay nodes should also transmit the correct-bodies of frequent items to correct 
the content of transferred forecast-bodies. Correct-bodies should be generated and 
transmitted before the next round forecast-bodies are generated, i.e. the end time of the 
lifetime of FDI. Note that, the time of generating the correct-body of frequent item k is 
the deadline of forecast-body of k.  

Following is the algorithm of generating correct-bodies. 

Algorithm 3: Generate-Crb 

(1) FOR  (each frequent item k in TopK) 
(2) Generate the correct-body Crbk=(k,Tv,Count) of k, where Crbk.Tv=Tp, 

Crbk.Count=k.fr−k.fe  and Tp is the lifetime of FDI ;  
(3) Transmit the correct-body Crbk of k to the central stream processor; 
(4) Delete MoQ1 from the querying-metadata series;  

3.3   Algorithm of Processing Data Streams on Relay Nodes 

The algorithm of processing data streams on relay nodes is given as follows. 

Algorithm 4: RelayNode-Processing 

(1)  As data continuously arrives, use FFDS algorithm to make statistical analysis; 
(2)  WHILE (querying-metadata series is not null) 
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(3)  Invoke Generate-Prb algorithm; 
(4)  Invoke Processing-within-Tp algorithm; 
(5)  Invoke Generate-Crb algorithm; 

For each repetition in RelayNode-Processing algorithm, correct-bodies generated by 
step (5) are corresponding to the forecast-bodies produced by step (3). 

4   Processing Data on Central Stream Processor Node 

In this paper, we mainly focus on aggregate queries over distributed data streams. In 
aggregate queries plans, the input data flows through several middle operators and fi-
nally arrives aggregate operators (such as SUM, COUNT and so on) that will output the 
querying results. In this section, we will discuss how operators in query plans process 
derived-bodies and skip the simple case of project and select operators. 

4.1   Join Operators 

At present, most of join algorithms over data streams are based on sliding windows. 
The join process over sliding windows is separated into three phases [10]: expiring, 
inserting, probing and joining. Suppose T is the valid time interval span of sliding 
windows and Now denotes the current system clock. The structure of a join operator is 
shown in Figure 3(a), where A and B are two different data streams, WA and WB are the 
sliding windows over A and B respectively. Figure 3(b) illustrates the data structure of 
sliding windows, where the column StreamData preserves the data coming from data 
streams and the column Deadline (denoted by Dl) preserves the deadline of data in 
sliding windows. 

Expiring: The condition of expiring the data in sliding windows is Dl<Now. The time 
complexity of expiring the old data is O(n) and n is total number of data in sliding 
windows. 

Inserting: When a new data r arrives, r is inserted into StreamData of sliding windows. 
If r is a derived-body, set Deadline of r to be r.Tv.te+T. Otherwise (i.e. r is a raw data), 
set Deadline of r to be r.Timestamp+T. The time complexity is O(1). 

Probing and joining: When a new data r arrives from A (or B), data s in B (or A) sat-
isfying the join condition should be probed and joined with r. Then, the join-result is 
yielded. Due to space limitation, we skip the content of processing r    s, which has been 
completely discussed in our full paper [11]. 

4.2   Aggregate Operators 

It is straightforward for aggregate operators to process derived-bodies. When handling 
derived-bodies, aggregate operators directly regard them as many same items. Suppose 
db=(k,Tv,C) is a derived-body, aggV and aggV’ respectively denote the aggregate re-
sults before after processing db. So, we have: 
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(1) aggV’COUNT = aggVCOUNT+C.                (2) aggV’SUM = aggVSUM+ k ×C. 
(3) aggV’AVG = aggV’SUM / aggV’COUNT.    (4) aggV’MAX = max{ aggVMAX, k }. 
(5) aggV’MIN = min{ aggVMIN, k }. 

5   Summary 

In this paper, a new method is proposed to transfer data streams in distributed data 
stream systems. Replacing frequent items with derived-bodies, not only the transferred 
data size is reduced greatly, but also the precision of queries can be guaranteed. 
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Abstract. Recently, lots of work focus on devising one-pass algorithms
for processing and querying multiple data streams, such as network moni-
toring, sensor networks, .etc. Estimating the cardinality of set expressions
over streams is perhaps one of the most fundamental problems. Unfortu-
nately, no solution has been devised for this issue over sliding windows. In
this paper, we propose a space-efficient algorithmic solution to estimate
the cardinality of set expression over sliding windows. Our probabilistic
method is based on a new hash based synopsis, termed improved 2-level
hash sketch. A thorough experimental evaluation has demonstrated that
our methods can solve the problem efficiently.

1 Introduction

A data stream is an ordered sequence of items that arrive in timely manner.
Motivation applications include financial applications, stock tickers, sensor net-
works and telecom call records, etc. The volume of a stream is unbounded and
the rate of a stream is rapid. Lots of applications prefer to sliding window model
where only a collection of latest N elements are considered. Distributed pro-
cessing is another key topic in stream applications. In distributed environments,
each stream is observed and summarized by its party and the resulting synopses
are then collected at a central site, where queries over the entire collection of
streams can be processed [8].

One of the most fundamental problems over data stream is estimating the
cardinalities of set expressions over multiple streams. Assume three streams of
IP addresses (A, B, C) are seen at routers R1, R2 and R3. A network manager
may want to know the number of distinct IP addresses rising at either R1 or R2
but not R3. It is equally estimating the number of distinct elements for (A∩B−
C). In [7], Ganguly et al. devised an algorithm to estimate the cardinalities of
set expressions. Unfortunately, their method is lack of ability to handle sliding
window situations.

In this paper, we propose an algorithmic solution to estimate the cardinal-
ity of set expressions over sliding windows. Based on a hash based synopsis
data structure, termed improved 2-level hash sketch, our algorithm can provide
low-error, high-confidence estimates with small memory space. We will firstly de-
scribe improved 2-level hash sketch in Section 2, followed which, a novel solution
is presented in Section 3.

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 530–535, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Problem Definition

Let {· · · , at−2, at−1, at, · · · } be a stream of data elements, where at represents
the data element observed at time t, at ∈ [1..u]. In sliding window model, at any
time t, only last N elements, at−(N−1), at−(N−2), · · · , at, are considered. Let AN

and BN denote two itemsets, each containing N latest elements in streams A and
B. Three set operators are defined as follows. (1) (Union) Operator A∪B returns
an itemset containing all items in AN and BN . The frequency of each item is the
sum of each item in AN and BN respectively. (2) (Difference) Operator A− B
returns an itemset containing all items in AN but not in BN . The frequency of
an item is equal to the frequency of the item in AN . (3) (Intersect) Operator
A ∩B returns an itemset containing all items in AN and BN at the same time.
The frequency of an item is the sum of the frequency of the item in AN and BN .

Let E = (((S1op1S2)op2S3) · · ·Sk) denote an arbitrary set expression, where
S1, · · · , Sk are k input streams and opi is a set operator defined above. The goal
of the query is to estimate the cardinality of an itemset generated by expression
E and a predefined window size N .

Related Work

Recently, many researches have focused on processing data streams[2]. Several
literatures are done for sliding window model[5][11]. Estimating the cardinality
of a stream is a basic problem, which has been widely studied including the
algorithm by Flajolet and Martin [6] and its variant[1].

There are still a few literatures on distinct queries over multiple streams.
In [8], Gibbons .et al considered the problem on the union of streams, followed
which, in [9], Gibbons extended their work to meet sliding windows. The method
of Minwise Independent Permutations (MIP)[3][10] can estimate the result car-
dinality of set operators. Ganguly et al.[7] proposed another solution, which can
query set-expressions over update streams. Their recent work[4] focuses on esti-
mating cardinality of set expressions in distributed applications with a goal to
minimize transmission costs. Notice that neither of above work [3][4][7][10] has
considered the sliding window model.

2 Improved 2-Level Hash Sketch

An improved 2-level hash sketch, as shown in Fig. 1, is in fact an improvement
upon 2-level hash sketch (please refer to [7] for detailed information) in two
aspects. Firstly, it contains a time level, which does not appear in 2-level hash
sketch. Secondly, each counter in second-level only occupies 1 bit, not log N bits.
Three kinds of hash functions are applied in an improved 2-level hash sketch
including one first-level hash function h (h : [M ] → [Mk]), s second-level hash
functions, g1, · · · , gs (g : [M ] → [2]) and one LSB operator (LSB : [M ] → [log M ]
and Pr[LSB(j) = l] = 1

2l+1 ).
Conceptually, a 3-dimension array, X.bits[i1, i2, i3] can be used to present

counters in the first- and second- levels of sketch X. Additionally, X.time[i1].P rev
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0 

First Level 

Count10 

Counts2

Counts0

Count21 

Count20 

Count11 

g1(e) g1(e) g1(e) 

Second Level

Stream element: e  LSB(h(e)) 

Prev Latest 

Time level 

Fig. 1. Improved 2-level hash sketch Fig. 2. Algorithm to process an incoming
tuple

and X.time[i1].Latest are used to represent counters in time level. Field Latest
represents the time when the latest tuple is mapped to the bucket. Field Prev
represents the time for the latest different tuple. Algorithm Maintain(X, e, t)(Fig.
2) demonstrates the way to process an element e arriving at time t. Detailed de-
scriptions are omitted due to lack of enough space.

For the reason that an improved 2-level hash sketch is just an enhanced
version of a 2-level hash sketch, it also owns six elementary properties of the
latter. We list them here. Assume XA, XB are sketches for streams A and
B. (1) SingletonBucket(XA, i, t, N) checks if only one item in the window
mapped to the ith first-level bucket of XA; (2) EmptyBucket(XA, i, t, N) checks
if no element in the window mapped to the ith first-level bucket of XA. (3)
IdenticalSingletonBucket(XA, XB , i, t, N) checks if one identical element
is mapped to the ith first-level bucket of XA and XB at the same time; (4)
SingletonUnionBucket(XA, XB , i, t, N) checks if there is only one element in
A∪B mapped to the ith first level bucket of XA and XB ; (5) AtomicDifference
(XA, XB , i, t, N) checks whether there is one element in A − B mapped to the
ith first-level bucket of XA and XB . It is worth noting that AtomicDifference
returns 1 when ((not EmptyBucket(XA, i, t, N)) and EmptyBucket(XB , i, t, N))
is equal to true. (6) AtomicIntersection(XA, XB , i, t, N) checks whether there
is one element in A ∩ B mapped to the ith first-level bucket. It returns 1 when
((not EmptyBucket(XA, i, t, N)) and not EmptyBucket(XB , i, t, N)) = true.

3 Algorithms for Distinct Estimating

In this section, we will introduce our solutions. Firstly, three algorithms, termed
WinUnion, WinDiff and WinIntersect, are presented to estimate the cardinality
of three basic set operators, such as union, difference and intersection. We then
claim that our algorithms can be extended to cope with a general set expression.

All of our three methods require r independent improved 2-level hash sketch
synopses built over streams A and B, denoted as {Xi

A}, {Xi
B} . Notice that

Xi
A and Xi

B share same hash functions for 1 ≤ i ≤ r. Algorithm WinUnion can
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Algorithm 1 WinUnion({Xi
A},{Xi

B}, t, N)

1: f ← (1 + ε)r/8; j ← 0;
2: while (true) do
3: count ← 0;
4: for i = 1 to r do
5: if (not EmptyBucket(XA, j, t, N) or not EmptyBucket(XB , j, t, N)) then
6: count ← count + 1;
7: end if
8: end for
9: if count ≤ f then

10: break;
11: else
12: j ← j + 1;
13: end if
14: end while
15: p ← count / r; R ← 2j+1;
16: return ( log(1−p)

log(1−1/R) )

Algorithm 2 WinDiff({Xi
A},{Xi

B}, u, ε, t, N)

1: sum← 0;count← 0
2: for i = 1 to r do
3: index ← �log( 2·u

1−ε
)�; atm ← AtomicDifference(Xi

A, Xi
B , index, t, N);

4: if atm �= noEstimate then
5: sum ← sum + atm; count ← count+1;
6: end if
7: end for
8: return (sum × u / count);

estimate the cardinality of A ∪ B. Algorithm WinDiff can estimate the cardi-
nality of A−B by following steps. Firstly, an estimate for |A ∪B| is calculated
through WinUnion as input variable u. Then, calculate |A − B|/|A ∪ B| to es-
timate |A − B|. Notice that ε is an error parameter for Algorithm WinDiff;
Algorithm WinIntersect can estimate the cardinality of A ∩ B. we omit the
algorithm description because it is similar to WinDiff except that at Line 3,
AtomicDifference is replaced by AtomicIntersection.

Analysis. In [7], by using 2-level hash sketch, Ganguly et al. have given out
three algorithms, SetUnionEstimator, SetDifferenceEstimator and SetIntersec-
tionEstimator, to estimate three set operators, including union, difference and
intersection. Our new algorithms are similar to them except that the basic data
structure changes to be improved 2-level hash sketch. Remember that improved
2-level hash sketch is in fact an extension of 2-level hash sketch, our three algo-
rithms can become an (ε, δ)-algorithms when given same number of first- and
second- level buckets. And, For the reason that a second-level counter only oc-
cupies 1 bits in an improved 2-level hash sketch, the space requirement of our
algorithms are reported in Theorem 1.
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Theorem 1. Algorithms WinUnion,WinDiff and WinIntersect can return an
(ε, δ)-estimate for the cardinality of set union A∪B, set difference A−B and set
intersection A ∩ B over sliding windows by using improved 2-level hash sketch
synopses with a storage requirement of O( log(1/δ)

ε2 log M log N), O( log(1/δ)|A∪B|
ε2|A−B|

log M(log( log(1/δ)M
ε2δ )+log N)), and O( log(1/δ)|A∪B|

ε2|A∩B| log M(log( log(1/δ)M
ε2δ )+log N))

respectively.

Extended to General Set Expression. Algorithms WinUnion, WinDiff and
WinIntersect are devised to estimate the cardinality of single set operator,
including union, difference, and intersection over sliding windows. These algo-
rithms can be extended to estimate the cardinality of a general set-expression
E = (((A1op1A2)op2A3) · · ·An by following two steps. Firstly, estimate | ∪i Ai|
by using WinUnion with the if-condition at Line 5 changed to: not EmptyBucket
(XA1 , j, t, N) or · · · or not EmptyBucket(XAn , j, t, N). Secondly, estimate
|E|/|∪iAi| in a way similar to WinDiff. Remember that WinDiff identifies a wit-
ness of A−B by AtomicDifference. we can also identify a witness of E by check-
ing a condition integrated with AtomicDifference, AtomicIntersection and
WinUnion. For example, assume E = ((A−B)∩C)∪D. A witness is found iff ex-
pression ((((not EmptyBucket(XA, i, t, N)) and EmptyBucket(XB , i, t, N)) and
(not EmptyBucket(XC , i, t, N))) or (not EmptyBucket(XD, i, t, N)))
returns true.

4 Experimental Study

We report experimental results here. All codes were written in C and imple-
mented at a 2.8GHz PC with 1G memory. Our experiments are done upon a
synthetic dataset following zipfian distribution with z = 0.8. The dataset con-
tains 1,000,000 elements each in a range of [1, · · · , 220]. The first half and the
rest are simulated as stream A and B respectively. The size of sliding window N
is set to 50,000 elements. Fig. 3 shows the true values of |A∪B|, |A−B|, |B−A|
and |A∩B| at time points N , 2N , · · · , 10N . We can observe that |A∩B| is far
smaller than |A−B| and |B −A|.

Let ê denote an estimate for the cardinality of an expression E. The error of
the estimate can be defined as the ratio |ê− |E||/|E|. According to Theorem 1,
the error is greatly influenced by the number of improved 2-level hash sketch

 

Fig. 3. Real cardinality of
set operators

 

Fig. 4. Error changes
with 500 synopses

 

Fig. 5. Error changes
with 1,000 synopses
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synopses. Fig. 4 and 5 demonstrate the error change with 500 and 1000 improved
2-level hash sketch synopses respectively. Although both settings are far smaller
than the theoretic boundaries, the errors of all set operators are below 25%. The
errors are greatly reduced when the number of synopses is doubled. The estimate
for |A∪B| owns smallest error, while the estimate for |A∩B| owns largest error.
It is because that |A ∩B| < |A ∪B|.

5 Conclusion

Estimating the cardinality of set expressions defined over multiple streams is
perhaps one of the most fundamental problems over data stream. Earlier work
focused solely on the unbounded model(all tuples in a stream are considered).
Sliding window model is very important when only latest N tuples of a stream
are considered. In this paper, we have restudied previous work and devise a
probabilistic space-efficient algorithmic solution to estimate the cardinality of
set expressions over sliding windows. Our experimental results evaluate the cor-
rectness of algorithms.
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Abstract. An essential problem of automatic Web service planning is, how to 
compose the services together with minimal human effort. Most composition 
mechanism depends on relevant feedback method to ask the user to change the 
request or to accept insufficient services when there is no available services for 
the user (agent)’s request. This paper focuses on the point that even though 
there is no available autonomous services that satisfy the user’s request, the 
planner tries to find out a way that can satisfy the request through extended 
service planning with available services. The extended service planning 
mechanism consists of two parts. First, if the request is not entitled to receive a 
service, the planner tries to find the complement services for the request so that 
the request can get the desired service. Secondly, if the request is partially 
satisfied by a service, then the planner tries to find the complement service that 
can complete the requester’s service requirement. The extended service 
planning mechanism is based on the service matching cases between service 
request of user (agent) and the service description of provider that are described 
in semantic service ontology, e.g., DAML-S Service Profile Ontology. The 
service matching cases are derived from the Plugin match and the non-Plugin 
match with the in-/out-part parameters. This paper presents a new mechanism 
for extended service planning process that can enhance autonomous semantic 
Web service. 

1   Introduction 

Unlike the domain specific dedicated legacy system service, the benefit of a Web 
service is that it can be found and utilized dynamically among agents in a Web envi-
ronment. There are several key issues to smoothing the Web service mechanism in a 
more lively way. One of them is to have well standardized Web service descriptions 
[4] and to have well explored service finding and planning technologies. The second 
is focused on the development of the capabilities for rich service discovery and ser-
vice planning which is done by the service planning agent. 
                                                           
1 This work was partly supported by Software Research Center of CNU. 
2 He is a corresponding author. 
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The rich service discovery implies the service planning agent support as much as it 
can for the part of human being, especially in case of the complex service environ-
ment without much interference of human decision. Most service matching algorithms 
feed back to human effort at the end of service finding when there is no complete 
satisfied service. If there is no satisfied service the system feed back the service re-
quest to user for a modification of the request or to select one out of a set of candidate 
services that partially satisfy the original request of the user (agent). The user feed 
back mechanism is a good design for service accuracy and completeness, but the 
point is that the service planning agent must do its best to solve the problem with its 
own effort before resorting to the service requester.  

We define two problem domains, one is how to do service planning for complex 
service request, and another is how to maximize automation of service planning with-
out human interaction. 

This paper suggests an automated service composition with logically valid paths. 
The approach is based on in/out-part concept and concept restriction. Section 2 pre-
sents the service matching cases of Plugin match and Non-Plugin match with further 
solution strategy. Section 3 presents service planning service grounding. Section 4 
presents the related work with the conclusion following. 

2   Service Matchmaking 

The extended matching/planning processes for each matched case are based on the 
Exact, Plugin [9][14] and non-Plugin match. The Exact match is subsumed by Plugin 
match, so every match case converges to Plugin and non-Plugin match. The matching 
is done on in-/out-parts, which corresponds to the concept in Description Logic 
(DL)[20]. 

2.1   Definition of Matching Type 

To explain the matching types, we introduces the terms of Requester (R), Requester’s 
Service (RS), Provider (P) and Provider’s Service (PS).  

Definition 1.  Concept-Spectrum (ConS) 
A set of concepts that compose the in-part or out-part in conjunctive form. 

Definition 2.  Concept-Depth (ConD) 
The set of concepts with range restriction that compose the in-part or out-part in 
conjunctive form. It can be specified as follows: 

• ConD of PS’s in-part : A set of PS’s in-part concepts that also exists in RS’s in-
part. Each concept in this ConD has range restriction in either in-part, or in both 
in-part of PS and RS. 

• ConD of PS’s out-part : A set of PS’s out-part concepts that also exists in RS’s 
out-part. Each concept in this ConD has range restriction in either out-part, or in 
both out-part of PS and RS. 
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• ConD of RS’s in-part : A set of RS’s in-part concepts that also exists in PS’s in-
part. Each concept in this ConD has range restriction in either in-part, or in both 
in-part of PS and RS. 

• ConD of RS’s out-part : A set of RS’s out-part concepts that also exists in PS’s 
out-part. Each concept in this ConD has range restriction in either out-part, or in 
both out-part of PS and RS. 

ConD is more specific case of ConS with restriction. If there are RS.in-part = 
(Painter:Europe, Time:1880-1990), PS.in-part = (Painter:Italy, Time: 1880-1990), 
then the ConS of RS’s in-part is (Painter, Time) and the ConD of RS.in-part is 
(Europe(Painter), 1880-1990(Time)). In this case every concept in RS’s in-part must 
have a corresponding concept of PS’s in-part by definition.  

Definition 3. Services R Sand PS is Exact Matching if, 
(For in-part) 
ConS of RS.in-part(c) = ConS of PS.in-part(c) and ConD of RS.in-part(c) = ConD of 
PS.in-part(c) 
(For out-part) 
ConS of RS.out-part(c) = ConS of PS.out-part(c) and ConD of RS.out-part(c) = ConD 
of PS.out-part(c) 

The Plugin match(PS Plugin match to RS) is the case when all requests in demand are 
available in provider’s supply, i.e., RS is satisfied by PS. The definition the Plugin 
match [14] can be expressed as, 

Matchplugin(RS,PS) = (RSpre  PSpre)  (PSpost  RSpost)  

Definition 4.  Services RS and PS is Plugin Matching if, 
(For in-part) 
ConS of RS.in-part(c)  ConS of PS.in-part(c) and ConD of RS.in-part(c) ⊆ ConD 
of PS.in-part(c) 
(For out-part) 
ConS of RS.out-part(c) ⊆ ConS of PS.out-part(c) and ConD of RS.out-part(c) ⊆ 
ConD of PS.out-part(c) 

The non-Plugin match(PS Plugin match to RS) is the case when not all requests in 
demand are available in provider’s supply, i.e., RS is not satisfied by PS. 

Definition 5  Service RS and PS is non-Plugin Matching if, 
(For in-part) 
~(ConS of RS.in-part(c)  ConS of PS.in-part(c)) or ~(ConD of RS.in-part(c) ⊆ 
ConD of PS.in-part(c)) 
(For out-part) 
~(ConS of RS.out-part(c)  ConS of PS.out-part(c)) or ~(ConD of RS.out-part(c) 
ConD of PS.out-part(c)) 

2.2   Matching Cases 

For explanatory convenience, we introduce the concept tables. Each column describes 
a concept where the top most field denotes the name of the concept and the other 
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fields denote the concept restrictions. There are four types of matching cases as de-
scribed below. 

Type-A, PluginC (Plugin match without Concept Restriction) 

(1) Match-1: In-PluginC (in-part PluginC) 
• Condition : ConS of RS.in-part(c)  ConS of PS.in-part(c) 
• Result: Satisfied.  
• Solution: Return the matched service.  
• Consideration: False Positive (Maybe finds surplus not wanted answer) 

(Example) 
RS.in-part: (Picture, Genre, Museum, Time) 
PS.in-part: (Picture, Genre, Museum) 

(2) Match-2 : Out-PluginC (out-part PluginC)  
• Condition : ConS of RS.out-part(c)  ConS of PS.out-part(c) 
• Result: Satisfied. 
• Solution : Return the matched service. 

Type-B, PluginCR (Plugin match with Concept Restriction) 

(3) Match-3 : In-PluginCR (in-part Plugin match for Concept Restriction) 
• Condition : ConD of RS.in-part(c)  ConD of PS.in-part(c) .AND. 

ConS of RS.in-part(c)  ConS of PS.in-part(c) 
• Result: Satisfied. 
• Solution: Return the matched service. 

(4) Match-4 : Out-PluginCR (out-part Plugin match for Concept Restriction)  
• Condition :  ConD of RS.out-part(c)  ConD of PS.out-part(c) .AND. 

  ConS of RS.out-part(c)  ConS of PS.out-part(c) 
• Result: Satisfied. 
• Solution: Return the matched service. 
• Consideration: False Negative (Maybe can’t find a result that should be done). 

Type-C, nPluginC (no Plugin match without Concept Restriction) 
Some concepts in request are not satisfied by provider’s service. 

(5) Match-5.: In-nPluginC (in-part non Plugin match for Concept) 
• Condition : ~(ConS of RS.in-part(c)  ConS of PS.in-part(c)) 
• Result: Need to be expanded. 
• Solution: Find a service that gets RS’s in-part as in-part and provides the out-

part  
which is not in RS’s in-part but in PS’s in-part. 

(6) Match-6 : Out-nPluginC (out-part non Plugin match for Concept) 
• Condition : ~(ConS of RS.out-part(c)  ConS of PS.out-part(c))  
• Result: Need to be expanded. 
• Solution: Find a service that gets RS’s in-part as in-part and returns RS’s not  

covered concept (e.g.,Genre) as out-part. 
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(Example) 
RS.out-part: (Museum .location.West, Title .(< stringsize  30), Genre) 
PS.out-part: (Museum .location.West, Title .(< stringsize 30)) 

Type-D, nPluginCR (no Plugin match with Concept Restriction)  
Some concepts in request are not satisfied by provider’s service considering the con-
cept restriction. 

 
(7) Match-7: in-PluginCR (out-part non Plugin match for Concept Restriction ) 
•  Condition:   

Case 7A : ((ConD of RS.in-part(c)  ConD of PS.in-part(c)) .AND. 
  ~(ConS of RS.in-part(c)  ConS of PS.in-part(c))), or 
Case 7B : (~(ConD of RS.in-part(c)  ConD of PS.in-part(c)) .AND. 
  (ConS of RS.in-part(c)  ConS of PS.in-part(c))), or 
Case 7C : (~(ConD of RS.in-part(c)  ConD of PS.in-part(c)) .AND. 
  ~(ConS of RS.in-part(c)  ConS of PS.in-part(c))) 

 
(Match-7-1) (In-nPluginCR) (concept conflict cases for 7B and 7C) 

• Result: Can’t get the service. 
• Solution: No solution, return Fail. 

(Example) 

(Painter) (Time)

Italy 1880-1990

(Painter) (Time)

1880-1990

France

PSRS

 

RS.in-part: (Painter .nationality.Italy, Time .(  year 1880)  
.(  year 1900)) 

PS.in-part: (Painter .nationality.France, Time .(  year 1880)  
.(  year 1900)) 

 
(Match-7-2) (In-nPluginCR) (non concept conflict case for 7A)  

• Result:  Need to be expanded. 
• Solution: Find a service that gets RS’s in-part as in-part and provides the out-

part  
which is not in RS’s in-part but in PS’s in-part. 

 
(Match-7-3) (In-nPluginCR) (non concept conflict case for 7B)  

• Result:  Satisfied. 
• Solution: Return the matched service. 
• Consideration: False Positive (Maybe finds surplus not wanted answer) 
 

 



 An Extended Planning Mechanism to Increase Web Service Utilization 541 

 

(Match-7-4) (In-nPluginCR) (non concept conflict case for 7C)  
• Result:  Need to be expanded. 
• Solution: Find a service that gets RS’s in-part as in-part and provides the out-

part  
                  which is not in RS’s in-part but in PS’s in-part. 

• Consideration: False Positive (Maybe finds surplus not wanted answer) 
 
(8) Match-8: Out-nPluginCR (out-part non Plugin match for Concept Restriction ) 
•    Condition:   

Case 8A : ((ConD of RS.out-part(c)  ConD of PS.out-part(c) .AND. 
  ~(ConS of RS.out-part(c)  ConS of PS.out-part(c))), or 
Case 8B : (~(ConD of RS.out-part(c)  ConD of PS.out-part(c)) .AND. 
  (ConS of RS.out-part(c)  ConS of PS.out-part(c))), or 
Case 8C : (~(ConD of RS.out-part(c)  ConD of PS.out-part(c)) .AND. 
  ~(ConS of RS.out-part(c)  ConS of PS.out-part(c))) 

 (Match-8-1) (Out-nPluginCR) (concept conflict cases for 8B and 8C) 
• Result: Can’t get the service. 
• Solution: No solution, return Fail. 

 
(Match-8-2) (Out-nPluginCR) (non concept conflict case for 8A) 

• Result: Need to be expanded. 
• Solution: Find a service that gets RS’s in-part as in-part and returns RS’s not  

covered concept as out-part.  
• Effect: False Negative 

(Example) 

(Genre) (Museum) (Title)

StillLife
West

size > 30

(Genre) (Museum)

StillLife USA

PSRS

 
RS.out-part: (Museum .location. West, Title .(< stringsize 30),  

Genre .genre.StillLife). 
PS.out-part: (Museum .location.USA, Genre .genre.StillLife)) 
 
(Match-8-3) (Out-nPluginCR) (non concept conflict case for 8B) 

• Result: Satisfied 
• Solution: Return the matched service. 
• Consideration: False Positive 

(Match-8-4) (Out-nPluginCR) (non concept conflict case for 8C) 
• Result: Need to be expanded. 
• Solution: Find a service that gets RS’s in-part as in-part and returns RS’s not  

covered concept as out-part.  
• Consideration: False Positive 
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3   Service Planning and Grounding 

3.1   Planning Description 

This planning phase is done at the abstract layer based on matching cases. The ser-
vices found in this phase are composed with link and order information that defines 
the sequence of operation and service precedence. To get the service results that the 
user requested, the services composed in this phase should be realized through the 
corresponding Web service providers. The successful services composition in the 
planning phase doesn’t guarantee the successful service result. That’s because the 
service planning only ensures the service availability, not the service result itself. For 
example, Even if the request for an Airplane ticket matched a proper service, the 
service result is dependent to the requester’s in-part data, e.g., flight time. If there is 
no available airline at the requested time, the service provider returns null result. 

(Explanatory Example A) 
The service expansion we suggest here has the purpose to derive the extended service 
set to satisfy the user (agent)’s request as much as possible. For example, let’s con-
sider the following P and R’s service definition. 

Web Service Requester(R):  
RS1= (in-part:Painter/out-part:Picture,Genre) 

Web service provider 1(P1):   
PS1=(in-part:Painter,Nationality/out-part:Picture) 

Web service provider 2(P2):   
PS2=(in-part:Painter/out-part:Nationality) 

  PS3=(in-part:Painter,Picture/out-part:Genre) 

In here, there is no direct matching Web service for the request RS1. To get the 
Picture, the in-part of PS1 must be satisfied by the in-part of RS1. Because RS1 has 
no in-part of Nationality, it should search other service, which returns Nationality as 
out-part with Painter in-part that is the only one RS1 can support. This service expan-
sion process is self-complement processing because it is the pre-processing to be 
entitled to get the PS1 service. Fortunately another Web service provider (P2) regis-
tered a service PS2 that return Nationality with Painter in-part. Now RS1 get the Na-
tionality information from PS2 and can receive PS1 service. Until now the original 
RS1 is not satisfied because the Genre. To obtain the Genre information for RS1, the 
planning agent must use PS3 service, which returns Genre information. Now, the 
planning agent must have Painter and Picture to receive the service from PS3. The 
RS1 has the Painter intrinsically, and the agent can obtain the Picture from PS1, so it 
can obtain the Genre information from PS3. From the extended service planning as 
described here, the user’s request of RS1 can be satisfied. 

As we can see here, the in-part service expansion is, naturally, self-complementing 
which means the additional in-part required by currently matched service is derived as 
out-part from existing in-part information through a service. The out-part expansion is 
to find out a complementing service which receives existing in-part and returns the 
out-part that current service can’t cover. 
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3.2   Planning Tree Generation 

The planning algorithm omitted here for space limitation generates a planning tree 
with the planning domain described above. 

The planning tree consists of Reference service, Current service and New service. 
The Reference service is a target service that should be satisfied by service providers. 
At starting point, a Reference service is selected from the request service set that is 
derived from a user’s request and the planning tree for the selected Reference is gen-
erated. The planning agent finds the matched service for the Reference service and 
selects most appropriate service (Current) from the matched candidate services. In 
Fig. 1, the generated planning tree for the Planning Example A, the service 
S1(Painter,Nationality/Picture) is selected as a Current service for the Reference  
service RS1. The unselected candidate Current services will be pushed into a stack for 
next use in case the selected Current service is proved unsolvable. If the in-/out-part 
match type of Current service and Reference service is falling into match cases 
1,2,3,4, the Planning Tree generation will be completed with success. But if not the 
cases, the planning agent defines new service goals(New) to complement the Current 
service. The new goals are generated according to the Actions regarding to the match 
types. In Fig. 1, the new goals “Painter/Nationality”, “Painter/Genre” for the Current 
service S1 are generated according to the Action 5 and 6 for the match cases of 5 and 
6 respectively. At this time each generated New service becomes the Reference ser-
vice and does recursively the planning steps for the Reference service. If all leaf 
nodes of the generated Planning Tree are Null, the planning is finished successfully. 
The planning is failed if one of the leaf nodes of generated Planning Tree is Fail. 
 

Requested Service Set(RSS) = {RS1=(Painter/Picture,Genre)}

S1(Painter,Nationality/Picture)

new
goal

Painter/Nationalty Painter/Genre

match case in/1,out/2 match case in/5,out/2

Root (Null)

new
goal

RS1=(Painter/Picture,Genre)

S2(Painter/Nationality)

new
goal null null

S3(Painter,Picture/Genre)

new
goal

Painter/Picture null

S4(Painter,Nationality/Picture)

new  goal Painter/Nationality null

S5(Painter/Nationality)

new
goal null null

from PS1

from PS2 from PS3

from PS1

from PS2

match case in/5,out/6

match case in/5,out/2

match case in/1,out/2

New

Current

from Action in/5,out/6

from Action in/1,out/2 from Action in/5,out/2

from Action in/5,out/2

from Action in/1,out/2
 

Fig. 1. Planning example for Explanatory Example A 
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3.3   Service Grounding 

The planned service set must be grounded to get the real data from service provider. 
The service grounding is done using WSDL in SOAP protocol.  

(Explanatory Example B) 
Fig. 1 shows the generated PSS with the service execution sequence “S2-S1-S5-S4-
S3” for the RS1 with the provider’s services of PS1, PS2 and PS3(see Explanatory 
Example A). It takes 188msec. for this planning tree generation with our planning 
agent that is supported by RACER [22] for subsumption relation check among con-
cepts. 

If the RS1 is “find Pictures and Genres with Painters of Vincent Van Gogh, Claude 
Monet and Pablo Picasso” with the following grounding service results of  PS1, PS2 
and PS3, the final answer for RS1 is:   
 

{(Vincent Van Gogh/Sunflowers 1888,Stilllife), 
(Vincent Van Gogh/Olive Grove,Landscape), 
(Claude Monet/Le Vieux Guitariste,Portrait)} 
 
PS2(in-part:Painter/out-part:Nationality) returns the following information. 
{(Vincent Van Gogh/Netherlands), 
(Claude Monet/France), 
(Pablo Picasso/Spain)} 

 
PS1(in-part:Painter,Nationality/out-part:Picture) returns the following information. 
{(Vincent Van Gogh,Netherlands/Sunflowers 1888), 
(Vincent Van Gogh,Netherlands/Olive Grove), 
(Claude Monet,France/Le Vieux Guitariste), 
(Claude Monet,France/White and Purple Water Lilies), 
Claude Monet,France/Nymphaeas, Effect du Soir)} 
 

PS3(in-part:Painter,Picture/out-part:Genre) returns the following information. 
{(Vincent Van Gogh,Sunflowers 1888/Stilllife), 
(Vincent Van Gogh,Olive Grove/Landscape), 
(Claude Monet,Le Vieux Guitariste/Portrait)} 

4   Related Work 

Sheshagiri[2] describes the service composition planner that uses STRIP-style[1] 
services. In his approach the requester must specify the complex service in detailed 
atomic service level that results in a large burden on the requester contrary to our 
approach that requires only an abstract level description of complex service. 
Sirin[18] presents Web service pipelining through input/output matching. His service 
pipelining concept looks similar to our service composition, but his service pipelining 
is based on the user’s selection among the candidate services of exact and generic 
matching contrary to our full automatic composition and he even doesn’t consider the 
cases of non-Plugin match. 

Zaremski[13][14] suggests the signature matching and specification matching for 
software library and components. His matching definition is based on logic expres-
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sion of in-/out-part parameters but does not have the in-/out-part constraints as we 
have. Sycara [9][11] proposed a matching process of matchmaker in Web environ-
ment. Among his five filter matching processes, the Signature and Constraints Filter 
is closely related to our work. While his approach end with fail or success in service 
finding after tried to find a Plugin match, our approach tries to maximize the chance 
of success before returning fail with autonomous extended service composition 
according to each match type even though there is no Plugin match services.  
     The Web service matchmaking and discovery [7][8][10] for Grid environment is 
suggested. Even they use input/output constraints for service matchmaking, they still 
don’t consider the automated service planning in case that there is no directly 
satisfiable service. 

WSDL [4] based matching processes are proposed by [12][15][21]. Wang [12] pre-
sents a Web service matching algorithm with WSDL specification through multi step 
processes of data type comparison, service message comparison, service operation 
comparison based on input/output. His approach has no extended match processing 
when the request is not fully satisfied, as we suggested in this paper. Medjahed [15] 
proposes an ontology based framework for the automatic composition of Web ser-
vices. He presents a technique to generate composite services from high-level declara-
tive description. His experienced composition similar to case based reasoning [19] but 
does not consider the extended matching process as we proposed. Sudhir Agarwal 
[21] provides a framework, OntoMat-Service, to embed the process of Web service 
discovery, composition and invocation. It assumes that the service provider describes 
its service through WSDL. The framework supports the semi-automatic composition 
and invocation of Web services contrary to our full automatic approach. P. Traverso 
[16] proposes an automated composition of Web services into executable processes 
without considering extended planning to satisfy the in-part requirement of the found 
service for execution. Horrocks [17] describes the DAML+OIL constructor and axi-
oms in DL syntax. The main idea is to consider a conjunctive query as a directed 
graph. Our approach also assumes the query as conjunctive as he does with the differ-
ence that we do the extended matching process for the request. 

5   Conclusion 

The paper presents an extended service planning mechanism to increase the Web 
service utilization through the extended Web service planning. The suggested mecha-
nism can increase the automatic Web service planning possibility significantly. The 
planning is done on the requested service set that is generated from user’s triple in-
formation. The proposed planning algorithm doesn’t consider the timing require-
ments. The planning time can be shortened by, for example, limiting the planning tree 
depth. It can happen that several candidate services are available for a Reference 
service and the service selection is very important in this case because it can impact 
service planning time. It is important to select really available service as a Current 
service from the candidate services, and the selection algorithm should be considered 
more in the future. 

The vocabulary and concept standardization is necessary for enriched service 
semantics. There are so many kinds of terms in the Web and it is difficult to select a 
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proper term that the counter part can understand. An elaborated concept ontology for 
the known designated service domain is required for an efficient service matchmaking 
between requesters and providers. 
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Abstract.  Fierce market competition nowadays forces enterprises integrating 
processes internal or across organizational boundaries, which makes distributed 
business process management (BPM) difficult with existing technologies. Web 
services are rapidly emerging as important building blocks for business 
integration. This paper discusses the application of web services in BPM 
context.  The relationship between web services and BPM are described and t e 
implementation steps of deploying web service oriented BPM are discussed. A 
two-level web services selection approach based on six selection criteria are 
proposed and discussed. An example of web services for credit card 
authentication in order entry process is illustrated to show the application of 
web services in BPM context. 

1   Introduction 

Fierce market competition nowadays forces enterprises integrating internal or external 
processes. The advancement of communication technologies and network computing 
make it easier for enterprises to organize their manufacturing or service processes. 
Since it is difficult for enterprises to produce complete products or services in isolated 
facilities, and with the support of existing advanced network and communication 
technologies, they would form alliances and integrate their services to share 
knowledge, skills, and resources in offering a value-added service. Therefore, 
business processes take place in an open distributed environment of heterogeneous 
and autonomous nodes. 

BPM enables enterprises to automate and integrate the disparate internal and 
external corporate business processes. It can be categorized into two kinds according 
to the processes spans: the first type is BPM for enterprise application integration 
(EAI) that enables companies to achieve integration of internal systems; and the other 
type is BPM for business-to-business integration (B2Bi) which focuses on how 
business partners can refine their business processes so that the applications 
supporting them can be seamlessly integrated. 
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A whole new set of tools has arisen to facilitate the integration and automation of 
business processes, including graphical process modeling tools, middleware 
technologies such as CORBA, integration brokers, business process management 
systems and B2B servers. However, until recently the investment required by 
organizations to integrate the IT systems both inside their organization and across the 
firewall has been very high. This is mainly because the different proprietary interfaces 
and data format used by each application. 

Web services technology promise to change this by replacing proprietary interfaces 
and data formats with low-cost, ubiquitously supported standards for interfaces and data 
that work as well as across the firewall as within it [1, 2]. The freely flow of applications 
and services can interact and negotiate among themselves without having a specialist to 
key in data and commands over a browser interface. The web services technologies can 
therefore streamlines inter-business processes by creating an open, distributed systems 
environment (EAI), and allow the possibility of significantly reducing the cost of 
integrating disparate heterogeneous business systems (B2Bi).  

The rest of this paper is organized as follows. The next section explores the 
relationship between web services and BPM and gives a simple literature review of 
related works; Section 3 discusses the implementing steps of deploying web services 
based BPM system; Section 4 proposed the two-level selection approach based on the 
six criteria defined and discusses the detailer implement process according to three of 
the criterion; In section 5 a simple example of web services application is given. And 
concluding remarks are given in the last section. 

2   Web Services Enabled BPM 

BPM is dealing with the reality that business processes are complex, dynamic and 
intertwined throughout an organization or beyond the firewall to its partners and 
customers. By automating and streamlining the unique and routine processes that 
power the enterprise, BPM offsets the administrative burden of the organization and 
creates an environment where processes can be leveraged for strategic value. 

Web services based on SOA framework provide a suitable technical foundation 
for making business processes accessible within or across enterprises boundaries. 
Web services are seen as an important infrastructure to foster business processes by 
composing individual Web services to represent complex processes, which can even 
span multiple organizations. META Group describes the latest move to integrated 
BPM suites as offering significant business value as organizations transition their 
application portfolios into service-orientated architectures and Web services. 

The relationship between business process and web services is very important, but 
is not often explained very clearly. In [4], the authors have discussed the relationship 
between web services and business processes from a specific viewpoint. Roughly 
speaking, web services can be used as implementations of activities within a business 
process, and that business processes in turn can be externalized as web services. The  
business processes that can be built based on this simple observation range from 
simplex to complex. More generally, we can view the relationship from the following 
several aspects.  
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– The services don’t define what process you can implement; rather, the business 
processes define what services you used. 

– A business process description (or flow model) can be published as a web service,  
it becomes impossible to distinguish whether an invoked service is an atomic 
service or a service composed with business process. 

– The interaction between services is what creates the implementation of the 
business processes. Multiple services in a business process can come from different 
organizations. 

– Individual services can be composed into a process flow that itself can be 
described as a service using the same web services standards.  

– A business comprised of hundreds of discrete web services isn't particularly 
efficient. What is more interesting is the composition of multiple web services into 
a coherent business process that meets business requirements. In order for this 
composition to occur, a way of composing atomic, fine-grained web services into 
coarse-grained business services is needed. 

Process_3
Process_2

Invoke Invoke

Process_1

Activity_2

Activity_3

 
Activity_1

Web service

Web service

 

Fig. 1. Relations between Web services and business process 

The relations between web services and business processes could be 
approximately sketched with Fig. 1. From the figure we can see that activity_2 of 
Process_2 in an enterprise is implemented by a web service, which in fact is another 
process (Process_1) within the enterprise or from some other enterprise. While the 
process Process_2 itself can also be treated as a web service that could be invoked by 
a third process (Process_3).  

Driven by web services, BPM offers a prime opportunity to create new types of 
business solutions that were impossible before. Web services could offer the key to 
unleashing the power of BPM. They enhance its benefits by providing lower 
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integration costs, accelerating the time to market, through shorter implementation 
cycles, and increasing the ability to adapt. 

Although BPM poses difficulties with both soft (such as human resistance and 
behavioral issues) and hard elements (such as technology, tools, and techniques), web 
services can alleviate some of the complexities [3].  

In [1], the authors proposed a web service based framework for business 
integration, which enables the composition of pre-defined canonical web services for 
developing business integration solutions more efficiently and reliably than existing 
approaches. Wombacher and Mahleko have highlighted the challenges that inhibit the 
use of web services to support ad-hoc business processes and how these challenges 
might be overcome [10]. Estrem examines economic, technical, and organizational 
contexts that will influence the ability of manufacturing-related enterprises to deploy 
advanced information architectures based on web services to support the complex 
business processes needed to collaborate with suppliers, customers, and other 
stakeholders in virtual enterprise environments [6]. In [7] the authors propose a 
methodology which provides a framework for identifying web services from business 
processes and principles in web services design which covers both functional 
perspectives such as coupling and cohesion, and non-functional perspectives such as 
provision, billing, pricing and metering.  And in [11], the authors propose a technique 
for automatic reconciliation of the web Service interfaces involved in inter-
organisational business processes. Reference [8] presents the seven dominant 
principles of good web services design. The principles are based on 15 years of 
software technology evolution, combined with practical experience from today's 
deployed web services applications. And it also describes effective web services 
architecture for business process management. Based on the study of e-business 
standards and research of relevant literatures, Chen has identified several factors that 
affect the adoption and diffusion of web services for e-business standards [9]. 

3   Implement Solutions 

Building BPM solutions that leverage web services is the result of methodical 
approaches. The opportunity is certainly there, and by creating a solid roadmap that 
identifies and overcomes the challenges, companies can reap the reward.  

Drawn from the practices, the deployment of web service oriented BPM can be 
partitioned into four sequential steps, which are outlined as follows.  

3.1   Defining Strategic Objectives 

Business processes are collections of activities with common objectives and human 
activities are primarily driven by goals. A clear understanding of organization goals is 
essential to the selection of alternative activities and serves as a guide of choosing 
among the alternatives while implementing the goals [5]. Therefore, far before the 
deployment of BPM project, business process objectives must be clearly determined 
which will contribute much to the efficient description of the business operations. It is 
the fundamental step.  
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In order to elicit process goals various techniques can be applied, e.g. interviewing 
staff working in different areas and management-level, field of stakeholders’ needs, 
analyzing internal and external complaints, or monitoring competitors. Following the 
elicitation, goals should be decomposed and the relationships among subgoals should 
be clearly outlined. 

3.2   Business Process Modeling and Implementation Description 

Business process is a network of activities, performed by enterprise actors (roles 
element) that are equipped with resources to reach certain enterprise goals, and the 
executions of activities are under the control of business rules. A business process can 
be formalized as  

{ }uo RRGAP ,R,, e=  

in which G , oR , eR , uR  represents the goals, roles, resources and rules 

corresponding to the activities in A . Detail information about the process elements 
may refer to [5]. 

 

 

 

 

 

 

 

 

 

 

 

 

From the point of implementation, business process should be described to define 
the operations and performers. Fig. 2. is a simplified process about purchase request. 
Rectangles represent process activities, the solid line and dotted line represents 
control flow and information flow in the process respectively. 

WSFL (Web Services Flow Language) is an XML language 
for the description of Web Services compositions. It covers both public and private 
processes. Fig. 3. is the corresponding WSFL services composition that defines the 
above process named as totalSupplyFlow. In this example, the flow model imposes 

Customer Company Shipper

Order 
request 

start 

Identity 
verification

Order entry

Credit card
authorization

Order 
placement

Receive ship  
order

Ship goodsGoods 
received 

end 

Fig. 2. A Busines process 
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sequencing constraints  for the execution of operations of the totalSupply service 
provider type. 

 
 

 

 

 

 
 
 
 
 
 
 
 
 

 
 
 

3.3   Role Allocation 

Following the modeling of the business process, the responsibilities associated with 
each of the activities should be identified. In other words, each of the activities should 
be allocated to specific roles that implementing it, i.e. human beings, software 
applications or web services within or across the enterprises. It is the core step in 
deploying web service enabled BPM projects. In this stage, the providers of each web 
services that responsible for the execution of the business process activities should be 
defined; it is the most critical step to deploy web services based BPM systems. 

Roles allocation among persons mainly according to the operation costs. Define 
weak-deduction symbol “ ”, and BA  means that if A  is true, then B  should 
be true.  

( )( ) ( ) ( )
( ) ( )( ) ( )raoTakeraotraoteL

raraoo

,,,,cos,,,cosarg

,,ocompetent,,ocompetent

221

2121 ∧∧∃∃
 

  This formula shows that both actor 1o  and 2o  are capable of taking role r  in 

activity a , but the operation cost of 1o  is higher than that of 2o , therefore 2o  

should be selected to take the role r . However in practice, more flexible allocation 
strategies may be adopted considering the interests and skills of the staff and some 
other factors. 

Before allocate web services to be responsible for the activity execution, 
enterprises must carry out a strategic analysis about the projects to balance the  
 

<flowModel name="totalSupplyFlow" serviceProviderType="totalSupply"> 
 
<serviceProvider name="customer" type="customer"/> 
<serviceProvider name="company" type="company" /> 
<serviceProvider name="shipper" type="shipper" /> 
<activity name="orderRequest"> 
 <performedBy serviceProvider="customer"/> 
 <implement> 
 <export> 
 <target  portType="totalSupplyPT" operation="orderRequest"/> 
 </export> 
 </implement> 
 </activity> 
 … 
<controlLink source="orderRequest" target="identityVerification"/> 
… 
<dataLink source="orderRequest" target="identityVerification"> 
<map sourceMessage="purchaseOrder" targetMessage="purchaseOrder"/> 
</dataLink> 
… 
</flowModel> 

Fig. 3. WSFL definition for process flow 
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advantages and disadvantages of adopting web services, measure the costs, potential 
impacts and the benefits for the enterprises. Even if web services-based plan is 
established, specific web services should be selected from multiple similar web 
services provided by different providers, which is an optimal problem involving 
various parameters and will be detailed in the next section. 

3.4   Business Process Execution 

Executing the business process modeled in stage 2, during the operations, related 
resources are used to carry out the activities. In this stage, web services defined to 
execute the tasks are banded and invoked. Fig.4. is a simple SOAP request to a 
identify verification services for customer identity affirmation. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

4   Web Services Selection 

Before deployment the web based BPM systems, companies need to understand the 
benefits and potential impacts of web services on the enterprise, and the selection of 
web services is a pivotal part of it that will be more difficult than traditional product 
selections. The difficulty lies in complex web services selection criteria and web 
services compositions problems if needed. Some researchers have explored the 
selection of web services from different aspects. Benatallah and his fellows have 
discussed the selection of web services for composition based on the criteria of 
execution cost, execution time, and location of provider hosts [12, 13]. Tang and 
Cheng analyzed the optimal location and pricing of web services from the view of 
web services intermediary, whose selection criteria can contribute to the companies 
for making selection decisions [14]. Web services selection bears some similarities 
with supplier selection problem in supply chain management domain, from which we 
can draw some ideas to construct the selection method. However, since web services 
different from the common products and its web based characteristics makes its 
different selection criteria.  

<SOAP - ENV:Envelope 
xmlns :SOAP - ENV =" http://schemas.xmlsoap .org/soap/envelope/ " 
SOAP - ENV: encodingStyle ="http://schemas. 
xmlsoap .org/soap/encoding/"> 
<SOAP - ENV:Body> 
<CustMana: IdentityVeri xmlns : CustMana ="Some -URI"> 
< CustomerInfo > 
< CustomerID >C0100</ CustomerID > 
< Password >birthdaydate</ Password > 
</ CustomerInfo > 
</ CustMana: IdentityVeri > 
</SOAP - ENV:Body> 
</SOAP - ENV:Envelope> 

Fig. 4. SOAP request message 
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4.1   Selection Criteria Definition 

In this paper, we adopt a two-level web services selection method that based upon six 
selection criteria.  

Six web services selection criteria are defined as 
Criteria = (Function, Price, Location, Integration, Reputation), in which each 

criteria means: 

Function: The functions of the web services provided, it can be measured with 
satisfaction degree of the companies, [0,1] x,onSatisfacti ∈= xDegree ; 

Price: Purchase price of the web services, it is a fix value for specific web services; 

Location: The physical address of the web services provider, which impacts the 
service transport time and represented as network latency. Since the data flow amount 
on the network is fluky so the latency time could not be looked as a fixed function of 
the physical distance, it can reference the average transport time for simplicity.  

Integration: The costs of integrating multiple individual web services, this criteria 
may give some support for selecting multiple elementary web services from different 
providers or selecting one composition web services from an intermediary; 

Reliability:  It is the probability that whether the web services could successfully 
process the requested transactions within expected time. It relies on the software and 
hardware configurations of the service-side server and even the network transport 
facility status, such as bandwidth. In quantitative analysis, it can be defined as the 
ratio of successful delivery times to all the invocations times.   

Reputation:  It is the trustiness of that the enterprises feel about the services. It can be 
got from the services’ past users’ evaluations, simply for example, the average of all 
the evaluations. 

In practice, enterprise may assign different priorities to each criterion according to 
specific requirements, for example, for time-sensitive business, the execution time 
(location) and reliability will be granted relatively higher values.  

4.2   Selection Approach 

Based on the above criteria, we can adopt a two-level selection approach for web 
services selection.  

(1) Function search: Take a rough-grain search of the UDDI service registry center 
using keywords about web services functions. Far above all the other criteria, the 
functions that the web services must full fill the enterprise’s business function 
requirements.  

(2) Criteria constraints selection: The search results of step1) will be a set of 
multiple services from different providers that need a further filter. In this step, a fine-
grain selection operation is executed based on the remainder five criteria and the  
priorities that the enterprise defined. One by one with the criteria constraints 
selection, the result set will become smaller and smaller, and the enterprise will 
eventually get the right web services until the criteria with lowest priority constraints 
selection is performed.  
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When a enterprise needs to import multiple services to efficiently implement the 
business process management task, more complex computation will be need in 
step( 2) about the integration cost that will taka a relative big part of the total costs. 
Following, we take function, cost and location as the selection criteria to give a 
relatively detailer illustration of the above approach.  

Service provider’s location is an import factor should be considered when 
deploying a BPMS composing multiple isolate web services (or services 
compositions). Maximizing the number of services provided by the same provider 
will decrease the interactions between different providers and the data exchange 
between host where the services resident. Based on this fact, we define the following 
selection guidelines concerning the location factor: 

(a) Firstly, considering the host where the current running services resident, which 
will avoid data exchange between services of heterogeneous locations; 

(b) Secondly, considering the host where the user agent is currently resident, 
which will implement the local invocation and reduce the data exchange; 

(c) Once the searches of (a) and (b) are failed, considering the other hosts. 

Following, we take function, location and execution cost as major criteria in the 
selection to discuss the detail selection procedure.  

Define the distributed business process includes n isolated procedural web 
services (services compositions), ( )ni WSWSWSWSBP ......, 21=  (i=1,..,n), the execution 

sequence of the services is ni WSWSWSWS >>>>> ......21 .  Therefore, the 

selection process can be carried out according to the following approach. 

(1) Function selection: As described above, as for each iWS (i=1,..,n), select the 

service providers, which form the corresponding sets, iWSP (i=1,..,n); 

(2) Criteria constraints selection: As for the first web services 1WS  in the business 

process, select the cheapest provider from 1WSP according to the total execution cost, 

which may including the actual execution cost, costs brought by the network transport 
and delay,etc. (Itself is a complex problem in the network computation domain and 
will not be detailed here.)  Once the first web services provider is identified, the 
subsequencing services providers will be determined according to the execution costs 
and providers’ location. In this paper, we define the priority of location is higher than 
that of the execution costs. Therefore, as for each of the iWS (i=2,…,n), perform the 

compare process according to the three guidelines described above to select the 
candidate providers, and then according to the second criteria, i.e., execution cost to 
determine the final service provider iWSP .  

After the successful performs of the two level selections, the final proper web 
services providers will be selected and scheduled to implement the distributed 
business process management. However, as for different industries will have different 
business requirements, which leads to the industries will value the criterion differently 
and assign different priorities to each of them. Accordingly,   it will lead to different 
selection guidelines and approaches. 
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5   An Illustrating Example 

For a large manufacturing company, the requirements for electronic payment have 
been widely used in many areas, such as ERP, SCM and CRM. However, credit card 
authorization remains a problem that baffling the enterprises. Because the credit card 
companies wouldn’t going to distribute authority for credit card authorization among 
every vendor who wishes to support credit card purchases. Considering the function 
of credit card authorization involves many technical and other factors that are difficult 
to implement, and in scenarios where such interactions over a global network are 
necessary to do business, the most promising solution, i.e. web services are adopted to 
resolve this problem.  

In the following example, the business process of order entry comprises a third-
party web service for credit card authentication, as shown with Fig.5. 

 

Fig. 5. An example of Web Service Applied in BPM 

The detailed implementation steps are described as following: 
Through the procurement portal, the customer request for goods. A series of 

operations are carried out to verify customer information, which belongs to the 
traditional business processes executions. 

Enterprise A's BPMS gets information about Enterprise B's Web service (credit 
card authentication) by doing a lookup in the private UDDI registry.  

Service registry returns the matched URLs of WSDL files to the BPM system of 
enterprise A. In fact, step (2) and (3) are carried out prior to the custom request, so 
that step (1) will directly jumps to (4) except that the web services of credit card 
authentication has no longer been provided by Enterprise B.  
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Enterprise A's BPMS invokes the CCAS of enterprise B to authenticate the 
customer's credit card; 

Enterprise B's CCAS receives the Web service request and sends the credit card 
validation response back to enterprise A. And some subsequent operations are carried 
out to complete the whole order entry process. 

To enhance the efficiency and implement software reuse, the update of ERP, 
CRM and SCM systems caused by the new order entry can also be implemented as 
internal web services, which was not presented in the figure. 

6   Conclusions 

In this paper we have discussed the relationships between web services and BPM and 
some relevant problems in implementation. Web services and business process 
management both promise to impact profoundly the way that organizations use the 
Internet to conduct business internally and with partners, suppliers and customers. 
BPM and web services help re-establish enterprises' control over IT. New innovations 
including, web services and grid technology, will combine with BPM to allow users 
to quickly, easily and even invisibly use technology resources of all kinds to support 
their requirements. However, much works need to do to deployment a successful web 
services based BPM system, such as the right selection of web services provider. 
From the point view of web services, some technical challenges, such as lack of 
security controls at the protocol level and lack of transaction management 
capabilities, must also be addressed. 
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Abstract. This paper presents how conversations are integrated into
Web services composition. While much of the recent work on Web ser-
vices has focussed on low-level standards for publishing, discovering, and
triggering them, this paper promotes Web services to the level of active
components. Such components engage in conversations, make decisions,
and adjust their behavior according to the context of the situations in
which they participate. Conversations between Web services are specified
with state chart diagrams enhanced with context-awareness mechanisms.

Keywords: Web service, conversation, composition, context.

1 Introduction

Web services are nowadays emerging as a major technology for deploying auto-
mated interactions between distributed and heterogeneous systems. While much
of the work on Web services (also called services in the rest of this paper) to
date has focussed on low-level standards for publishing, discovering, and invoking
them [14], we aim at promoting Web services to the level of active components
by using conversations. A conversation is a consistent exchange of messages be-
tween participants that are engaged in joint operations and hence, have common
interests. A conversation either succeeds or fails. When a conversation succeeds,
this means that the expectations out of the conversation are reached (e.g., ac-
tion implemented). When a conversation fails, this means that the conversation
faced technical difficulties (e.g., communication medium disconnected) or didn’t
achieve what was expected (e.g., action requested not-implemented).

Conversations have been the object of multiple investigations in various re-
search fields [7]. In this paper we discuss conversations from a Web services per-
spective. In order to engage in a conversation, Web services have to be leveraged
from the level of passive components, which only respond to triggers, to the level
of active components, which make decisions in order to adjust their behavior to
their surrounding environment. Sensing, collecting, and refining the features of
an environment result in defining its context. Context is the information that
characterizes the interactions between humans, applications, and the surround-
ing environment [5]. Huhns backs the importance of leveraging Web services and

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 560–571, 2005.
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suggests using software agents [8]. Indeed Web services, unlike software agents,
are not designed to use and reconcile ontologies. Moreover software agents are
inherently communicative, whereas Web services remain passive until triggered.

While some authors agree on the necessity of leveraging Web services [8],
others already identify some similarities between Web services and software
agents [6]. Web services advertise their capabilities, search for other services,
and invoke other services without prior notice. This kind of behavior bears many
similarities to software agents. A service accepts requests (i.e., sense) and returns
responses (i.e., action) [6]. In addition once a service is invoked it performs tasks
with or without further inputs (i.e., autonomy). Despite these similarities, the
aforementioned behavior is mainly hard-coded in the service and consequently,
limits the service in its actions. Web services should ”talk” to each other so
that they can discover their capabilities, reveal their constraints, decide on the
actions to take, and coordinate their actions.

Web services composition is a very active area of R&D. However, very little
has been achieved to date regarding the seamless integration of conversations
into composition approaches of Web services. In particular, several obstacles
still hinder this integration including (i) Web services are dealt with as passive
components rather than active components that can be embedded with context-
awareness mechanisms, (ii) existing approaches for service composition typically
facilitate orchestration only, while neglecting contextual information on services,
and (iii) lack of support techniques for modeling and specifying conversations
between Web services. In this paper the focus is on the conversations hap-
pening among a group of Web services, which are called to constitute
composite services. The rest of this paper is organized as follows. Section 2
discusses the rationale of using conversations in Web services. Section 3 presents
the context-aware conversation approach for composing Web services. Section 4
provides some examples on specifying conversations between Web services. Sec-
tion 5 overviews the status of the implementation work and concludes the paper.

2 Conversations and Web Services

Ardissono et al. observe that current standards of Web services are integrated
into systems featured by simple interactions [2]. Simple because the interactions
are based on question-answer communication-patterns (e.g., announce/confirm).
However there are multiple situations such as negotiation, that require more than
two turns of interaction (e.g., propose/counter-propose/accept⊕reject⊕counter-
propose/..., ⊕ stands for exclusive or). The participants in these situations have
to engage in conversations before they reach an agreement. In addition Benatal-
lah et al. notice that despite the growing interest in Web services, several issues
remain to be addressed before Web services can provide the same benefits as tra-
ditional integration middleware do [3]. Benatallah et al.’s suggestion to enhance
Web services is to develop a conversational metamodel. Yi and Kochut also note
that as the range of Web services-based applications expands, complex conversa-
tion protocols are required [15]. Participants in these protocols exchange a series
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of messages that comply with synchronization rules. Last but not least, the Web
Services Conversation Language (WSCL) is an initiative, which promotes the
adoption of conversations in Web services [4]. WSCL describes the structure of
documents that a Web service expects receiving and producing, and the order in
which the exchange of documents is expected occurring. In this paper we focus
on the conversations that take place among Web services, which are
requested to enroll in a composite service as components. These Web
services might have different providers and have to engage in conversations in
order to agree on what to exchange, how to exchange, when to exchange, and
what to expect out of an exchange.

2.1 Stages of Web Services Composition

To assess the progress of the conversations during Web services composition, we
decompose this progress into three stages: pre-composition, composition, and
post-composition.

Pre-Composition Stage. Because similar Web services exist on the Internet,
it is important to search for and identify the services that satisfy user-defined
selection criteria (e.g., execution cost/time).Conversations in this stage are about
the following aspects:

– Identification aspect: use search mechanisms (e.g., UDDI registries) to iden-
tify Web services. In this paper, we assume that the Web services are already
specified and advertised.

– Invitation aspect: invite Web services to participate in a composition. The
rationale of service invitation is discussed in [11].

– Compatibility aspect: check if the Web services can exchange meaningful
information because of the data-heterogeneity issue that may raise. Semantic
compatibility between Web services is discussed in [12, 13].

Composition Stage. It aims at completing the details that finalize a compo-
sition. These details are related to the nature of exchange (e.g., representative,
directive) in which the Web services will be involved with peers, with whom
to exchange after invitation acceptance, and what to exchange after a positive
compatibility check. Conversations in this stage are about the following aspects:

– Execution aspect: details sent out to Web services on the execution proce-
dures (normal and exceptional cases, execution locations, etc.). The conver-
sations that are related to this aspect are given in Section 4.

– Interaction aspect: details sent out to Web services on the invocation proce-
dures, outcomes expected, and types of (un)successful interactions.

Post-Composition Stage. It consists of executing the specification of the com-
posite service (we combine service and state chart diagrams for this specifica-
tion [10]) by invoking the respective component Web services. Conversations in
this stage are about the following aspects:

– Monitoring aspect: progress acquisition of the status of the Web services.
– Exception handling aspect: corrective strategies to Web services in case of

unforeseen situations during specification or failures to be fixed.
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2.2 Building Blocks of a Conversation

Pre-composition, composition, and post-composition stages have each focussed
on specific conversational aspects that occur during Web services composition.
Because of the variety and complexity of these aspects, we decided on (i) asso-
ciating each aspect with a conversation session and (ii) encoding a conversation
session as a course of actions.

To handle the multiple conversation sessions, we use Conversation
Schemas (CSs) for describing these sessions and their respective courses of ac-
tions. A conversation schema is a specification of the exchange of messages that
is expected to happen between participants. This exchange depends on several
factors including the application domain, current context, and current status of
a chronology. For example, a conversation schema describes both the side-effects
and corrective actions of a conversation that is misunderstood.

We decompose a conversation schema into two parts: argument and policy.
The argument part is made up of the following arguments: sender, receiver,
category, conversation object, and condition of activation. Category corresponds
to a conversation aspect as listed in Section 2.1. Conversation object is the topic
of exchange (e.g., invitation to participate). Finally, condition of activation is
the data elements that are checked before the status of a conversation changes
(i.e., conversation takes on a new state). The policy part manages the dynamic
aspect of a conversation such as status changes, admissible turns, and timeouts.

First of all, the initiator of a conversation downloads a CS from the library
of conversation schemas (Fig. 2) according to the following elements: (i) current
composition stage, and (ii) progress in this stage with regard to the active as-
pect. Next, the initiator instantiates the conversation object (i.e., gives a value)
and checks the activation condition before it sends a message to a receiver.
Upon reception of the conversation object, the receiver adopts one of the fol-
lowing options: (i) accept the conversation object and take actions based on the
conversation object’s content by triggering for example a service; (ii) change
the conversation object and submit this conversation object to the initiator by
changing for example the triggering time of a service; and (iii) reject the con-
versation object and either submit a new conversation object to the initiator or
ignore the initiator (this one conforms to a time-out constraint).

Modeling conversations is a complex process as several requirements need
to be satisfied. Some of these requirements include [9]: (i) conversation models
should be task-oriented, (ii) conversation models should be associated with a
semantics, (iii) conversation models must provide communication abstractions,
and (iv) conversation models should be reusable and extendable. In this paper,
we specify a conversation schema with state charts. In addition to satisfying
some of the aforementioned requirements such as (i) and (iv), encoding the flow
of conversations using state charts has several benefits. First, state charts have
a formal semantics, which is essential for reasoning over the content of conver-
sations. Second, state charts support modeling admissible turns and decision
makings during conversations. Finally, state charts offer most of the control-flow
constructs that can be found in real conversations (e.g., branching, looping).
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Fig. 2. Context-aware conversation approach for composing Web services

Fig. 1 depicts the mapping of the arguments of a conversation schema into the
concepts of a state chart. This mapping is as follows:

– Name of states has an S/R (sender/receiver) label. These states track the
progress of a conversation.
– Name of transitions has an activation condition and a conversation object.
– Actions of states implement the information that conversation objects carry.
– A complete state chart corresponds to a conversation schema of a conversation
session. Examples of developing such schemas are given in Section 4.

3 Context-Aware Conversation Approach

3.1 Overview

To assess the progress of a composition of Web services so that relevant conversa-
tion schemas are downloaded from the library of conversation schemas (Fig. 2),
the use of awareness mechanisms is required. These mechanisms ensure that the
status of a Web service is known and reflected in its W-context (context of Web
service). Using W-context, it is possible to know if a Web service is (i) part of a
composition, (ii) under execution, or (iii) invited to participate in a composition.
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Besides W-context, it will be shown in the rest of the paper that several types
of context are adopted. These types are decomposed into those associated with
services and those associated with conversations.

In the previous paragraphs we strengthened the benefits of the combination
(software agent, Web service). Agents track Web services in order to update
their respective W-contexts. The tracking concerns the composition in which a
service takes part, the current state of a service, and the type of conversation
that a service has initiated during the composition. Fig. 2 presents the context-
aware conversation approach for Web services composition. The features of this
approach are as follows.

A) Three types of agents are set up: conversation-manager-agent, composite-
service-agent, and service-agent.

A conversation-manager-agent runs on top of the library of conversation
schemas. It updates the library when a new specification of a conversation schema
is ready (e.g, updates done by designer). Plus the conversation-manager-agent
responds to the requests of downloading conversation schemas that come from
composite-service-agents and service-agents.

A composite-service-agent triggers and monitors the deployment of the spec-
ification of a composite service (to keep Fig. 2 clear, the specification reposi-
tory is not represented). This monitoring is reflected in its C-context (context
of Composite-service). In addition, the composite-service-agent interacts with
service-agents when it comes to inviting services for composition or informing
services of the changes of the specification of a composite service.

A service-agent gets a Web service ready for composition, tracks its execution
through its state chart, and updates its W-context.

B) Besides the state charts of the conversation schemas (Fig. 1), additional
state charts are associated with Web services so that their tracking can hap-
pen (Fig. 2). The states of a Web service are reflected in its W-context. Interest-
ing to note that the transitions in the state chart of a service are context-based
and conversation-oriented (see (2) in Fig. 2). However these conversations are
less complex than the conversations that involve Web services (see (1) in Fig. 2).
Therefore, each state of a Web service is associated with a T -context (context of
Web-service sT ate). In Fig. 2, T1i-context corresponds to the context of state1i

of Web service1.
C) A library of conversation schemas to store the specifications of conversa-

tion schemas (Fig. 2). The library is a resource from which composite-service-
agents and service-agents download conversation schemas after interaction with
the conversation-manager-agent.

Fig. 2 depicts three levels of abstraction: Web-service state (T -context), Web
service (W-context), and composite service (C-context). State context is fine
grained, whereas the composite-service context is coarse grained. Details of the
context of a state are used for updating the context of a Web service. In addition
details of the context of a Web service are used for updating the context of
composite services. The update operations are illustrated in Section 3.4.
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3.2 Operation

The operation of the context-aware conversation approach consists of four steps.
The context awareness step is about the mechanisms that track the changes of
the states of a Web service (e.g., from committed to executed state). In case a
change of state happens, the T -context of the current and previous states of the
Web service are updated. The context acquisition step is about the mechanisms
that collect information from the T -contexts of a Web service so that these
details are submitted to the W-context of the Web service for update needs.
In addition the update is propagated to the C-context of the composite service.
The context assessment step is about the mechanisms that refine the information
obtained from the context acquisition step. The purpose is to assess the contexts
so that decisions are made on (i) the conversation session to enter and (ii) the
conversation schema to download. Finally the conversation session deployment
step is about the actions that are executed such as downloading a conversation
schema after assessing the appropriate contexts.

In Fig. 2 the conversations occur in two separate locations. In the first location
(see (1) in Fig. 2), the conversations concern the component Web services of
a composite service. These conversations are specified using the conversation
schemas of Fig. 1. In the second location (see (2) in Fig. 2), the conversations
concern the states of the Web services. It should be noted that the state chart of
a conversation schema is primarily aimed at supporting the interactions between
the state charts of Web services. The distinction between states of services and
states of conversations gives better flexibility for managing the aspects that
each type of state chart is concerned about. The state chart of a service focusses
on the changes that apply to the service such as availability and commitment,
whereas the state chart of a conversation focusses on the changes that apply to
the conversation such as formulation and response.

Because of both types of state (those associated with services and those as-
sociated with conversations), we deemed appropriate annotating each state of
conversation with a context that we refer to as S-context (context of conversa-
tion State). The rationale of S-contexts of the states of conversations is similar
to the rationale of T -contexts of the states of services. Moreover to track the
progress of a conversation, a context that we denote by V-context (context of a
conVersation), is used. This is similar to the W-context of a Web service.

3.3 Structure of Contexts

The T -context of a service state has these parameters:

– Label: corresponds to the name of the service state.
– Status (confirmed/not-confirmed): informs if the current state of the service

is confirmed or not-confirmed. We recall that state charts of services are
conversation-oriented, which means that the states need to be confirmed or
not-confirmed.

– Transition in/Previous state: illustrates the pre-arguments in terms of tran-
sition and state that have brought the service from a previous state to the
current state (the previous state may be null in case of no predecessor).
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– Transition out/Next state: illustrates the post-arguments in terms of tran-
sition and state that will take the service from the current state to a next
state (the next state may be null in case of no successor).

– Regular actions: illustrates the operations to execute in the current state in
order to take the service from the current state to a next state. The execu-
tion of these operations relies on the transition out/next state parameter.
As previously discussed, a positive confirmation from the next state means
updating status parameter of this current state (i.e., confirmed as value).

– Compensation actions: illustrates the operations to execute in the current
state to bring back the service from the current state to a previous state. This
execution relies on transition in/previous state parameter. Due to the neg-
ative confirmation that originates from this current state, status parameter
of the previous state is updated (i.e., not-confirmed as value).

– Time: illustrates the period of time in which the service has been in the
current state whether that state was confirmed or not-confirmed.

– Date: identifies the time of updating the parameters above.

TheW-context of a Web service is built upon the T -contexts of its respective
states and has these parameters (not detailed): label, status, previous states,
current active state, potential next state, time, and date.

The C-context of a composite service is built upon theW-contexts of its com-
ponent services and has these parameters (not detailed): label, previous services,
current active services, next potential services, time, and date.

The S-context of a conversation state has these parameters:

– Label: corresponds to the name of the current conversation state.
– Transition in/Previous state: illustrates the pre-arguments in terms of tran-

sition and state that have brought the conversation from the previous state
to the current state (the previous state may be null in case of no predecessor).

– Transition out/Next state: illustrates the post-arguments in terms of transi-
tion and state that will take the conversation from the current state to the
next state (the next state may be null in case of no successor).

– Regular actions: illustrates the operations to execute in the current state in
order to take the conversation from the current state to a next state. The
execution of these operations relies on transition out/next state parameter.

– Compensation actions: illustrates the operations to execute in the current
state in order to bring back the conversation to a previous state. This exe-
cution relies on transition in/previous state parameter.

– Time: illustrates the period of time in which the conversation has been in
the current state.

– Date: identifies the time of updating the parameters above.

We recall that the states in a conversation’s state chart are not conversation-
oriented, which is in opposition with the states in a service’s state chart.

The V-context of a conversation is built upon the S-contexts of its respective
states and has these parameters (not detailed): label, conversation session, con-
versation schema, participants, previous states, current active state, potential
next state, time, and date.
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Fig. 3. Types of connection between contexts

3.4 Interactions Between Contexts

Fig. 3 shows how the different contexts are devised and inter-connected. The fig-
ure is divided into two parts: service and conversation. In addition two types of
connection exist: vertical and horizontal. In the service part the vertical connec-
tions involve C-context, W-context, and T -context. In the conversation part the
vertical connections involve V-context and S-context. Regarding the horizontal
connections, which are the most interesting to our context-aware conversation
approach, they involve the T -context of the service part and the S-context of the
conversation part. The link between both contexts corresponds to previous state
and next state parameters of the S-context of a conversation. These parameters
can receive as value the value of label parameter of the T -context of a service1.
Indeed the previous state of the current state of a conversation can be the state
of a service. Plus the next state of a conversation can be the state of a service.

The previous section has detailed the structure of each context. The five con-
texts are inter-related and thus, engage in interactions for information exchange
and update purposes (Fig. 3, vertical and horizontal connections). For instance
the contexts of states update the contexts of services. In the context-aware con-
versation approach, interactions between contexts are encoded as control tuples
stored in a control tuple space [1]. A control tuple is a rule of the form Event-
Condition-Action (E[C]|A) where:

– E is an event. For example, modified(T -context t, WebService ws)
means that the context state of a Web service was modified. Thus, actions
need to be executed after checking the appropriate condition (Table 1).

– C is a conjunction of conditions on the parameters of contexts. These param-
eters are explained per type of context in Section 3.3. For instance a control
tuple’s condition can be dependent on the value assigned to conversation
session parameter of V-context.

– A is an execution action. For example, update(W-context w, WebService
ws) means that a Web service needs to update its context based on the
information it has collected from the contexts of states (Table 1).

1 S-context.Value(previous state/next state) ← T -context.Value(label).
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Table 1. Some events and actions in the context-aware conversation approach

Event & Description
- modified(T -context t, WebService ws): T -context t of Web service ws is modified.
- accepted(WebService ws, CompositeService cs): Web service ws accepts the
invitation of Composite service cs.
Action & Description
- update(S-context s, Conversation c): S-context s of conversation c to be updated.
- fire(TransitionConversation trc, ConversationState cst): Transition conversa-
tion trc to be fired so conversation state cst can be entered.

Example: modified(T -context t, WebService ws)[status == ”con-
firmed”]|update(W-context w, WebService ws) means that if the T -context t of
a state of the Web service ws is modified and the status of this state is confirmed, thus
the W-context w of this Web service needs to be updated after collecting information
from this T -context t.

4 Example of Developing a Conversation Schema

In Section 2.1 we decomposed the composition of Web services into three stages.
Each stage has different aspects, which characterize the conversations that oc-
cur. In the following we provide an example of how a conversation schema is
developed. This consists of devising two state charts, one for conversations and
one for the services that participate in these conversations. Prior to description,
the following comments are made on both types of state chart:

– State labels are annotated with S/R (sender/receiver). If there is no anno-
tation, the state identifies the communication network.

– Transitions connect the states together. Two types of transition exist. Those
connecting the states of the same chart are represented with regular lines,
and those connecting the states of distinct charts are represented with dashed
lines. Ovals anchored to transitions correspond to conversation objects.

Fig. 4 is the state chart of the conversation schema that is devised for the
composition stage with a focus on the execution aspect. The submission of the
details of an execution occurs from a composite service to a component service.
There are two service states seen from a sender perspective (one state identi-
fies the sender service namely scheduling) and a receiver perspective (one state
identifies the receiver service namely analysis). In addition, there are three con-
versation states seen from a sender perspective (one state identifies the sender
service namely preparation), a receiver perspective (one state identifies the re-
ceiver service namely reception), and a network perspective (one state identifies
the network namely transmission from the sender to the receiver).
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5 Implementation and Conclusion

As a first step of validating the approach of Fig. 2, we have developed a conversa-
tion and Web services composition-manager, using Borland JBuilder Enterprise
Edition version 9.0 (www.borland.com/jbuilder/enterprise/index.html).

The manager integrates a set of tools, which allow for instance Web services’
providers and users to create, compose, and execute services based on the differ-
ent contexts. WSDL is used for Web services specification and UDDI is used for
Web services announcement and discovery. Details of contexts and conversation
sessions are structured as XML files. A dedicated XML editor is developed in or-
der to create, validate, test, and monitor the different XML files. The validation
of these files is based on two XML schemas (conversations.xsd and context.xds).
In addition, the conversation manager offers an editor for describing the state
charts of conversation sessions and composite services. The graphical editor pro-
vides means for directly manipulating conversations and service chart diagrams,
states, and transitions graphically using drag and drop operations. All changes
are reflected in real time into the corresponding conversation and context details,
in the same way all modifications of the conversation or context details files are
directly reflected into the graphical representation of the state chart.

In this paper, we presented our approach for integrating conversations into
Web services composition. We mainly focussed on modeling these conversations
using state charts, which in fact connect the state charts of the services that
participate in these conversations. Both services and conversations have been
contextualized to ensure that the actions of services and the progress of conver-
sations consider the features of their surrounding environments. We promoted



Conversations for Web Services Composition 571

the idea that Web services have to engage in conversations in order to decide
whether to join a composition process, what states to take with regard to the
outcome of a conversation, and what actions to perform within these states.

References

1. S. Ahuja, N. Carriero, and D. Gelernter. Linda and Friends. Computer, 19(8),
August 1986.

2. L. Ardissono, A. Goy, and G. Petrone. Enabling Conversations with Web Ser-
vices. In Proceedings of the Second International Joint Conference on Autonomous
Agents & Multi-Agent Systems (AAMAS’2003), Melbourne, Australia, 2003.

3. B. Benatallah, F. Casati, and F. Toumani. Web Service Conversation Modeling,
A Cornerstone for E-Business Automation. IEEE Internet Computing, 8(1), Jan-
uary/February 2004.

4. D. Beringer, H. Kuno, and M. Lemon. Using wscl in a uddi registry 1.02.
http://www.uddi.org/pubs/wsclBPforUDDI 5 16 011.doc, 2001. UDDI Working
Draft Best Pratices Document, Hewlett-Packard Company.
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Abstract. The generic architecture of Web services provides the Web data 
processing with a distributed and standardized infrastructure. It is indispensable 
to evaluate the composite services, e.g., the complex query evaluation on 
multiple data sources on the Web. In this paper, we propose a mediator 
framework as a middleware of Web service composition for distributed XML 
query processing on the heterogeneous data sources, regarding the system of the 
respective data source and the query processor as provider. In addition, lazy 
service processing as the optimization is proposed. Preliminary experiments and 
performance studies show our framework and the corresponding techniques are 
practical and efficient. 

1   Introduction 

The basic architecture of Web services lay out the primary Web service components 
including Provider, Broker and Requester, including such a series of standard protocols as 
XML, SOAP, WSDL, UDDI, etc. In Web service environments, legacy components can be 
efficiently managed in line with the Web based requirement while transparent to the 
requesters. Motivated by real applications, Web services related research issues are carried 
out increasingly, and Web service composition is one of most important aspects [1]. 

RDB and XML documents are two representative data sources. Moreover, XML is also 
the standard of Web data representation, transformation and exchange. There are many 
query languages and corresponding processors for XML data, such as Quilt language and 
Kweelt processor. Publishing relational data as XML, and transforming one XML to another 
are the most frequent and critical facets of XML-based query processing. By far, the generic 
publishing strategy and some optimizations are presented in [2]. The method of 
DTD-directed XML publishing and the DTD-conforming XML to XML transformation are 
proposed in [3] and [4] respectively. However, the complex query evaluation and the 
corresponding optimizations that concern both publishing and transformation are more 
challenging than those of the simple ones. In order to make facilitated the distributed query 
service reuse and integration, it is indispensable to provide standard interfaces that can be 
advertised on the Web and can be requested by the applications based on http protocol. 
                                                           
* This work is supported by the National Natural Science Foundation of China (No. 60263006), 

and Natural Science Foundation of Yunnan Province (No. 2002F0011M). 
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Data integration systems typically consist of data sources and the mediators or 
warehouses that carry out some data processing and exchange w.r.t. a schema [5, 6, 7, 8]. It is 
natural that Web services are used as uniform wrappers for heterogeneous data sources, but 
also provide generic means to apply various transformations on the retrieved data. The 
generic architecture for XML data exchange has been the subject of increasing attention [9]. 
The architecture of Web service composition in P2P environments is presented in [10, 11]. 
In particular, SELF-SERV is specific application oriented for the definition of composition 
flow [10, 11]. And the concrete data processing in Web service environment is carried out in 
AXML [12], but the composition on queries is not concerned in that just the relationship 
among service calls is considered by lazy XML query evaluation [13]. Therefore, service 
composition of query processing or data retrieving on the distributed and heterogeneous data 
sources is the significant research issue based on above motivations and related work. 

In this paper, we propose a framework of Web Service composition for query evaluation 
on distributed data sources. Regarding query as service, the method of Web-Service- 
customized complex XML query evaluation is proposed centered at concrete data 
processing, including composition and the corresponding optimizations. Generally, the 
central contributions of this paper can be summarized as follows:  

• We propose a generic framework and concrete methods for RDB and XML query 
processing in information integration under Web service environment. 

• We exploit the composite service of distributed XML query, and make full use of the 
existing query related techniques to enable the effective service composition adopting 
RDB publishing and XML transformation as the elementary services. 

• We correspondingly propose the optimizations and present the preliminary experiments. 

The remainder of the paper is organized as follows: Section 2 presents the basic structure of 
our framework, and the definitions and description of services. Then the optimization 
method is presented in Section 3. The experimental results and performance analysis are 
described in Section 4. Finally, we conclude and discuss the future work in Section 5. 

2   From Elementary Service to Composite Service 

Based on the classical mediator model [6] and Web Service architecture w.r.t. distributed 
queries, the “mediator” will be taken place by “Composite Service Evaluator”, which 
distributes the service requests to “RDB Wrapper” and “XML Wrapper”, integrate the  
 
 

 

 

 

 

 

 

 

Fig. 1. A Composite Query on RDB and XML data sources 

sno sname dep … 
s1 John CS … 
… …  … 

Composite query: Get the name, allergy of the student whose sno is “s1”. 

RDB XML 
Document 

<students><stu sno= “s1”> 
<name>John</name> 

  <allergy>Protein</allergy> 
… … 

</stu>… … 
</students> 

students 

select sname from students 
where sno= ‘s1’ 

let $stu:=document(“stu_medical”) /stu 
   [@sno=“s1”] 

return $stu/name/text() 
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results. The concrete elementary services are publishing and transformation [3, 4]. Fig. 1 
gives a motivating example of a composite query service on RDB and XML. 

2.1   Description of Elementary Service and Composite Service  

Definition1 (Elementary Service).  
(1) An elementary service is a query invocation that just concerns one data source, either 
RDB or XML document. The registry information of an elementary service is (URL, DSN, 
interface), where DSN is the data source name, i.e., RDB name or XML document name 
including relational schema or XML DTD; interface accepts query statements. 
(2) An elementary service returns the XML document by publishing the retrieved relational 
data or transforming the source XML by executing SQL or Quilt statements.  

Definition 2 (Elementary Service Function). Suppose that DSN and URL can identify a 
data source uniquely, the elementary service can be uniformly expressed as the following 
declarative function of S-Query(URL, DSN, query_statememt).  

For example, the elementary services on RDB and XML can be given as follows. 

Q1: Get the information of the dep. that the student whose sno is “s1” belongs to. 
S-Query1(“10.11.3.41”,“education”,“select dno, dname, dean, … from departments where 

dno in select dep from students where sno=’s1’”) 
Q2: Get the medical information of the student whose sno is “s1”. 

    S-Query2(“10.11.3.42”, “stu_medical”, “let $stu:=document stu_medical”)/stu[@sno=“s1”] 
return $stu”) 

As for the services and the procedures of service execution, there are three critical 
problems. First, what is the structure that publishing or transformation should conform to? 
Second, how does RDB wrapper or XML wrapper get the supervising structure to satisfy the 
composite query request? Third, how to tackle the more general cases that combine 
publishing and transformation? First of all, the composite query structure is defined. 

Definition 3 (Composite Query Structure Tree). A composite query structure is a tree that 
the query result, in XML format, should conform to, denoted by CQST. For simplicity, we 
consider the tree structure not to be a graph. Similar to DTD, CQST =<r, V, E>, where r is 
the root, V is the node set, and E={c|c=(v1, v2), is an edge from v1 to v2, v1∈V, v2∈ V }. 
L V⊂ is the set of leaf nodes in CQST. 

 
 
 
 
 
 
 
 
 
 

Fig. 2. An example composite query structure tree          Fig. 3. Two query productions  

 

blood_type

student 

 education_info medical_infosno 

grade age dep allergy

sname 

grade get(grade, education_info) ⇒   
S-Query(“10.11.3.41”, “education”, 
“select grade from students where sno 
=’s1’”)   
age get(age, education_info) ⇒  
S-Query(“10.11.3.42”,“stu_medical”, “let 
$stu:=document(“stu_medical”)/stu 
[@sno=“s1”] return $stu/age/text()”) 
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Definitions 4 (Query Production in CQST). Supervised by CQST structure, in order to 
retrieve the required data, each leaf node l∈L is attached to a query invocation, and the 
production on l is defined as l get(l, pn), where pn is the parent node of l and pn∈V, 
i.e., c E∃ ∈ , such that c=(pn, l). The actual service invocation on l is S- Query function as 
Definition 3. That is, l  get(l, pn) ⇒ S-Query(URL, DSN, query_statement). 

CQST describes the orders and procedures for the composite query service execution, in 
which the query productions attached to the leaf nodes, define the concrete and respective 
operations to fill the hierarchical CQST step by step. Taking Fig. 1 as the example, Fig. 2 and 
Fig. 3 show a composite query structure tree and some query productions respectively. 

2.2   Composite Logic Guided Query Service Evaluation 

CQST gives the service composition logic and the pre-defined structure, so that the 
evaluation of composite query services can be simplified as the execution of publishing and 
transformation mentioned above. For instance, in Fig. 2, “grade” information can be 
returned by adding a tag “grade” to the retrieved relational data as the XML fragment: 

<grade>grade 2</grade>.  

As for “age”, the XML wrapper revises the received query_statement parameter by 
adding some desired tag of the XML fragment:  

<age> let $stu:=document(“stu_medical”)/stu[@sno=“s1”] return $stu/age/text() <age>. 

Following, the next procedure is to construct the result subtree guided by CQST 
bottom-up. Definition 5 gives the description of combination referring to the ideas in [9]. 

Definition 5 (XML Fragment Combination). Suppose the two fragments are frag1 and 
frag2, and the corresponding query productions are l1 get(l1, pn1), l2 get(l2, pn2) 
respectively, if pn1 = pn2 = pn, then frag1 and frag2 should be combined into one subtree as 
the child of Pn by executing the operation of combine(XML fragment1, XML fragment2).  

There are various cases of transfer and combine. The first case is that the fragment on 
RDB spot is transferred to XML spot, and the combine is carried out on XML spot to 
generate the result. The second case is that the fragment on XML spot is transferred to RDB 
spot, and the combine operation is done on RDB spot. The third case is that both fragments 
on RDB spot and XML spot are transferred to the client, and then combined. As for these 
alternatives, we choose the optimal one according to their median total execution costs.  

Thus, not only these techniques can be extended to process nested and aggregation 
queries across the RDB and XML wrappers, but also the composite service can be invocated 
as a virtual elementary service to generate more complex query services. 

3   Lazy Query Service Processing as Optimization 

In CQST, for a set of query productions with the same parent node, the frequent 
initializations on RDB or XML are equivalent and carried out repeatedly if they are 
processed one by one in immediate mode. However, the lazy query processing on the leaf 
nodes in CQST can be done in bulk mode by partitioning the continuous query productions 
into some sections. The queries in one section will have the same parent node and the same 
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selected data source. Lazy-Process algorithm is invoked during the pre-order traversal of  
CQST, shown in Algorithm 1, in which the inputs are CQST and the set of query 
productions, {li get(li, pni)⇒ S-Query(URL, DSN, query_statement)}. 

Algorithm 1: Lazy-Process Algorithm 2: Bulk-Evaluate 
{ ℜ to denote the queue of query productions} 
{source() to represent the data source} 
1. l0 is the first leaf node when traversal, ℜ := ℜ +( 

l0 get(l0, pn0)), i:=0, i:=i+1 
2. for the leaf nodes in CQST do 
3.   if pni = pni-1 and source(li) = source(li-1) then      
4.     ℜ := ℜ +( li get(li, pni)) 
5.   else 
6.     Bulk-Evaluate ( ℜ ), ℜ := ℜ +( li get(li, pni))    
7.   end if 
8.   i:=i+1 
9.  end for 

Input: Query Production Set ℜ  
1. Initialize the date source 

(all productions in ℜ have the 
same data source) 

2.   if ℜ  then 
3.   reconstruct query function   

for all productions in ℜ  
4.   execute the query statement 
5. end if 
6. ℜ :=  

For example, the “allergy” and “blood_type” nodes in CQST of Fig. 2 are attached to the 
query productions of “allergy get(allergy, medical_info)” and “blood_type  get(blood_ 
type, medical_info)”. They have the same parent node of “medical_info” and the same data 
source of “stu_medical”, so the lazy optimization is feasible to be performed. 

4   Experimental Results 

In this section, we present the experimental results and the performance studies of our 
framework, and especially for the lazy processing of query services. Our experiments were 
conducted on the machine with a 1.4GHZ P4 processor, 512M of main memory, running the 
operating system of Windows XP Home Edition. Our codes were written in JAVA, and 
JDBC-ODBC is used to communicate with DB2 (UDB 7.0). The size of the buffer pool is 
30M. The artificial data set is used including the XML document conforming to a specific 
DTD, and the relational data of specific relational schemas, which is similar to those in Fig. 
1. The XML query structure tree for the composite service result in Fig. 2 is used. 

In the experiments, we take the number of “student” entities as the size of RDB and 
XML data source. At the same time, we take the node number of the result XML document, 
evaluated conforming to the pre-defined CQST, as the size of query service workload.  

The costs of the lazy query service processing and the immediate version are given and 
compared. The query productions are processed one by one in immediate mode, while 
processed in bulk manner in lazy mode, in which a section of queries are processed in each 
pass. Fig. 4 gives the comparison of the two strategies w.r.t the same size of service 
workload It is clear that the lazy strategy is much better than the immediate one until the data 
source is very large. Following, as for immediate and lazy modes, we carried out the 
experiments on the same data source of 1000 “student” entities, to give the comparison with 
the increase of the sizes of query service workloads as the measure of the desired evaluation  
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results. It can be seen from Fig. 5 that the lazy method is more scalable for the 
size-increasing services compared to the immediate one, and it can improve the performance 
of composite service execution by an order of magnitude. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Immediate vs. Lazy                                            Fig. 5.  Immediate vs. Lazy 
  (Different Sizes of Data Sources)                                         (Different Sizes of Results) 

In addition, we also perform the experiments for cost based data source selection, and 
combine and transfer alternative strategies that are mentioned in Section 2. However, it will 
not be described here for space limitation. 

5   Conclusion and Future Work 

In this paper, we propose a middleware framework of Web service Composition for 
distributed XML query evaluation based on the mediator architecture and the corresponding 
composite query service evaluation strategies. As well, this paper arouses some interesting 
research issues from the inherent point of Web Services, such as cache and materialization 
mechanisms to improve the query service evaluation. Then, if the semantics are considered 
in service processing, some heuristic approaches can be used as the optimization to exclude 
some useless retrieval. As well, statistics based methods can be used in the discovery of Web 
service semantics, and automatic composition, including the real application development. 
Most of these issues are out current or future work.  
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Abstract. Web services requirements for means of automating the coordination 
of distributed heterogeneous applications have been addressed by a two-
pronged initiative. One has been driven by process management technologies, 
represented by the compositional language BPEL4WS, and the other by the 
Semantic Web technologies, represented by ontologies and agents.  The 
framework presented in this paper integrates agent technology with BPEL4WS, 
to enable two levels of coordination, namely local and centralised coordination 
through composition, and wider, distributed coordination by means of 
negotiation between agents. This framework takes advantage of the efficient 
management of processes in BPEL4WS and of the flexibility and versatility of 
agents. A design and run-time environment, called SOA, has been developed to 
evaluate the feasibility of the framework. 

1   Introduction 

The execution of distributed applications, in general, and Web services, in particular, 
requires coordination. In the process management approaches, this has seen the 
development of compositional languages for workflow management, such as 
BPEL4WS. The underlying models are relatively efficient and their behaviour is 
predictable. Interactions take place in a well-defined and stable environment, with 
clearly specified components; coordination is by workflow management. They 
implement a static binding policy, and operate at the syntactic level. In Semantic Web 
technologies, on the other hand, the aim is to go beyond mere interoperation towards 
increased automation. Of importance in this context is the creation of semantically 
rich entities that can display intelligent behaviour and engage in meaningful 
negotiation [1].  

These two forms of coordination, namely workflow management and negotiation, 
are complementary and can be successfully integrated by adding semantics to the 
composition process of Web services [2]. One key feature of this work of integration 
is the dynamic discovery and utilisation of Web services. As an example of 
integration, wrappers were used to make Web services behave like agents [3]. The 
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work presented in this paper is concerned with the development of a framework based 
on a symbiotic relationship between agents and Web services, within a BPEL4WS 
platform. The aim is to reconcile the two forms of coordination, so that Web services 
can be composed, discovered dynamically, reasoned upon and executed efficiently by 
workflow management. 

The rest of the paper is organised as follows. Section 2 defines the main issues in 
Web service composition. Section 3 gives an introduction to Semantic Web 
technologies and agents. Section 4 presents a conceptual view of the proposed 
framework. Section 5 deals with the implementation of the system. Section 6 puts the 
framework in context, and Section 7 concludes the paper. 

2   Web Services and BPEL4WS Composition 

One consequence of the decoupling of ownership of software from its use in Web 
services is that the binding of services can be performed dynamically.  Web services 
are further enhanced by the introduction of formalisms for composing them into new 
Web services, which can be discovered and invoked in response to user requirements 
[4]. BPEL4WS is a workflow-based composition language for describing interactions 
of Web services as business processes [5]. A new composite Web service can be 
generated from the aggregation of other Web services. Its interface can be described 
as a set of WSDL PortTypes, in the same manner as for atomic Web services. 

BPEL4WS and its engine, BPWS4J, offer predicable behaviour and performance. 
BPEL4WS has, however, some limitations, in particular its centralised workflow 
enactment and the fact that Web services must be known and defined a priori [6]. The 
main criticism levelled at these technologies is that they operate at the syntactic level, 
are implementation focused and require human intervention at various stages [7]. In 
contrast, the Semantic Web technologies underline the fact that the drive towards 
more automation and meaningful interaction between Web services requires greater 
semantic content in the descriptions. 

3   Semantic Web Technologies and Agents 

The semantic gap between XML-based constructs and agents can be bridged by use of 
Semantic Web technologies, such as OWL-S [8]. The aim of the Semantic Web 
initiative is to provide technologies that will enable heterogeneous systems to 
collaborate in the execution of an activity. For Web services description, the 
introduction of OWL-S is a significant factor in matching service providers and 
service requestors [9]. OWL-S is an ontology for providing richer Web service 
description, and has three components: 

1. ServiceProfile: describes what the service does, its inputs and outputs and its 
preconditions and effects (IOPE); this is equivalent to UDDI content.  

2. ServiceModel: describes how the service works (control and dataflow in its use). 
This is similar to BPEL4WS. 

3. ServiceGrounding: describes how the service is implemented and provides a 
mapping from OWL-S to WSDL. 
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Agents are suitable for highly dynamic environments and operate at a conceptual 
level. BDI agents [10] are particularly apt at exploiting the semantically rich 
environment defined by OWL-S ontologies [11]. These agents hold beliefs (B), have 
goals (D) and use Intentions/plans (I) to achieve their goals. An agent can be 
generated from an OWL-S structures. The ServiceProfile in OWL-S maps to an 
agent’s beliefs (B). The ServiceModel is mapped to a set of intentions associated with 
plans (I). Preconditions and effects from the ServiceProfile will translate into 
conditions and effects for the BDI plan. The desire (D) is specified by additional 
functionality in conjunction with the specification of the ServiceProfile. In essence, 
the ServiceProfile and the ServiceModel in OWL-S provide the semantics, while the 
Service Grounding is used to generate the interface signatures.  

4   A BPELWS Compositional Framework with Agents 

The framework is defined at two levels: the specification of compositions and 
enactment of the process. The first level concerns the composition process and 
introduces virtual Web services (VWS) as potential partners, alongside ordinary, 
concrete Web services. Virtual Web services decouple the composition process from 
the binding of Web services. A virtual Web service specifies its input and output 
requirements and associates itself with a nominal PortType; its is used in the 
composition in the same manner as an ordinary Web service. Composition within this 
framework involves incorporating concrete Web services when known and statically 
bound, and virtual Web services when unknown and to be dynamically bound.   

The second level is identified with the binding of the VWS, and therefore with the 
enactment of the BPEL4WS process. This requires a mechanism for implementing 
late or dynamic binding. This form of binding is performed by an agent, which 
operates on the high-level semantics provided by OWL-S. At design time, two stages 
are required in order to generate an agent.  A VWS, mainly identified by its 
input/output (I/O), is first augmented with richer semantics provided by OWL-S; the 
VWS is now endowed with IOPE properties. A BDI agent is subsequently generated 
from the OWL-S description. The agent obtains the semantic description and 
combines it with its reasoning mechanism. Once the agent is created from the OWL-S 
structures it acts as a proxy for the VWS; the OWL-S description is kept for 
documentation and reasoning purposes. The role of this agent is akin to that of a 
broker, since it takes requests from a VWS, performs the necessary matchmaking 
tasks, and then invokes the corresponding Web service on behalf of the VWS.  

5   Implementation 

The implementation involves the provision of an appropriate structure for the VWS, a 
mechanism for generating an agent from an OWL-S description and a specification of 
the interaction between the virtual Web service and the agent. A VWS includes 
operators that trigger events in the agent when it receives the request from the 
BPWS4J engine, or forwards an input to BPWS4J when the agent relays the required 
input from other agents or Web services. The VWS contains only interfaces to agents.   
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In order to facilitate the process of creating service-oriented agents, a template 
agent was designed, with two elementary functions: one for listening to events 
triggered by a VWS, and the other one for passing the response from other agents to 
the VWS. The required input and output must be explicitly described in the agent. 
The template agent also includes a number of generic coordination protocols such as 
contract net, English auction, reverse auction etc. A matchmaking mechanism is 
required for discovering appropriate Web services, according to syntactic signatures 
and semantic requirements of the composition process. The auction coordination 
protocol is used to coordinate the selection process.  

We have implemented a system with a flexible GUI, in order to support the 
architectural framework presented above. The system, SOA (Service-Oriented Agent) 
1.2 studio [12] includes a template for creating VWS and a template for creating 
agents (see Figure 1). A GUI was designed so that users can describe semantics of 
Web services and incorporate OWL-S descriptions. JAXRPC 1.3 and Tomcat are 
used to support the Web services. For composition the IBM BPWS4J 2.1 engine and 
BPEL4WS Editor Eclipse plug-in provide an environment for creating and 
interpreting workflows.  

Agent technology was incorporated by means of two components. JADE agent is 
used for reasoning and communication, while OWL JessKB [13] provides the 
reasoning capability over OWL-S profiles in the agent. Once the users specify the 
required information, the studio allows the generation and compilation of code to take 
place in the same environment. Figure 1 show a GUI provided by SOA for inputting 
the ServiceProfile information in OWL-S.  The user can also specify the 
ServiceGrounding profile, which can be stored as a project; essential Java code can 
then be generated, compiled and executed. The SOA creates agents and deploys them, 
as shown in Figure 2.  

 

Fig. 1. Model and Profiles in SOA  

 

Fig. 2. Agent Platform in SOA 

Since the proposed system is to provide an integrated environment for developing 
agent-based Web services, usability, as a criterion for evaluation, acquires special 
significance.  Users can take advantage of the templates that the system provides for 
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the creation of agents and their coordination. They can easily enhance Web services 
with semantics through a user friendly GUI. The system combines input from users 
and templates and generates the necessary code.  This can reduce design time and 
ensure consistency.  

6   The Framework in Context 

In this section an attempt is made at putting the proposed framework in context, by 
considering two approaches to composition. In [6], the rationale is to move away from 
the rigidity of workflow enactment of BPEL4WS/BPWS4J to the decentralised and 
flexible mode of coordination of multi-agent systems. The work is aimed at producing 
a multi-agent enactment from BPEL4WS composition. This approach offers 
flexibility and can lead to the optimised use of resources. Its main drawback, 
however, is the added complexity entailed by a transition from one domain of 
execution to another.  Closer to the work described in this paper is the model 
presented in [14] where BPEL4WS is enhanced by Semantic Web technologies as a 
means of overcoming the limitations of BPWS4J. BPEL4WS is extended with a 
Semantic Discovery Service (SDS), which acts as a proxy between BPWS4J and the 
potential partners to be located and selected dynamically. All requests to previously 
selected partners are directed to the SDS, which implements a late-binding policy. 
This model preserves the original BPEL4WS structure.  

Although our work is less ambitious in scope, the model we propose offers more 
flexibility and customisation because each virtual Web service is associated with an 
agent. The decentralisation of the discovery process makes the system more reliable 
and avoids the single point of failure of the SDS. These features may, however, be 
costly in computational and in storage terms, not least because of the duplication of 
resources. The model may require a heavier human intervention than the SDS-based 
model, because of the semantic enrichment. Both models maintain, however, the 
original composition structure. The approach promoted by the framework allows for 
an incremental development of composition and combines the predictability of 
BPEL4WS enactment with the versatility of Semantic Web technologies. 

7   Conclusion 

The requirement for the provision of mechanisms to support a two-level mode of 
coordination has led to the development of a hybrid system that capitalises on the 
efficiency afforded by compositional BPEL4WS platform and on the versatility of 
Semantic Web and agent technologies. This was achieved by enhancing Web 
services through a symbiotic relationship with agent technology. This has allowed, 
on one hand, for the implementation of dynamic binding of Web services and 
incorporation into BPWS4J, and for Web services to engage, through its 
manifestation as an agent, in autonomous behaviour and active negotiation. The 
system is operational and work is currently carried out on further enhancement and 
integration of agent technology.  
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Abstract. With the explosive emerged Web services, the Web becomes
a world of information and applications. So portals whose goal is present-
ing a structured view onto the Web should provide users with a single
point access to multiple types of not only information but also services.
Recently, many systems have been developed using ontology-driven ap-
proaches to automatically generate and manage Web portals. However,
all of them lack the integration of Web services. In this paper, we describe
SPortS, an OWL-DL(Web Ontology Language-Description Logics) based
portal generation system that integrates semantic Web services into gen-
erated portals at the presentation level, the data level and the function
level. We present the portal generation process, the query decomposition
and the service recommendation algorithms through which semantic Web
services are integrated tightly into the generated portal.

1 Introduction

Currently Web portals which try to weave loosely pieces of Web into a structured
view for a special interested group of people have received much attention. Lead-
ing industry companies like Microsoft1 and IBM2 have developed products for
automatically generating and maintaining portals. They provide an extensible
framework that lets information and services be easily plugged in and allows the
end user personalize and organize their own view of the portal. However the lack
of semantics makes the generated portals difficult to be processed by machines.

In order to solve the problems mentioned above, a lot of research has gone
into ontology-based Web portal generation and maintenance. SEAL[1] provides
a general framework for developing semantic portals. Numerous tools such as
KAON portal[2], ODESeW[3], OntoWeaver[4], and OntoWebber[5] have been
developed to help design, generate and maintain ontology-based Web portals.
However, these systems lack the integration of Web services which may provide
more dynamic information and richer functionalities.

1 see http://www.microsoft.com/sharepoint/
2 see http://www-106.ibm.com/developerworks/Websphere/zones/portal/proddoc.

html
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In this paper, we propose a novel approach to combine semantics and services
into a portal. A software framework called SPortS(Semantic + Portal + Service)
has been designed and implemented to automatically generate service-integrated
Web portals based on declarative specifications. The generated portals can pro-
vide users and computer agents with convenient access to everything they need
to get their tasks done.

The major features of the system are the following:

– Based on the common OWL-DL[6] formalism, semantic Web services[7] and
domain knowledge are processed and presented uniformly in our system.

– By decomposing complex queries until they can be answered using avail-
able Web services and domain knowledge, we unified the two information
sources. The result is that, besides domain knowledge, information provid-
ing services which serve as an important extension can also transparently
feed information to the portal.

– Through capturing recently visited concepts to form a semantic context,
SPortS can dynamically recommend services that users may be interested
in under the current context. In this way, not only the portal’s functional-
ities are greatly enriched by these services but also the portal’s contextual
knowledge is exploited to help users act in the portal.

– In order for other programs and agents on the Semantic Web to visit the
portal, SPortS exposes itself as Web services.

– SPortS uses OWL-DL as the underlying knowledge representation formal-
ism. Compared with RDFS, OWL-DL is more expressive in describing the
constraints on and relationships among ontologies. Meanwhile, unlike OWL-
FULL, OWL-DL is decidable and computationally complete with support
from many existing DL(Description Logics) reasoners (e.g. FaCT[8] and
Racer[9]).

The rest of the paper is organized as follows. Firstly, we give an overview of
the SPortS system in section 2. By explaining the Web portal generation and
presentation process, section 3 shows how Web services are integrated in the pre-
sentation level. Then in section 4, we describe the query decomposition algorithm
that integrates information from both Web services and domain knowledge. This
explains how data level integration with Web services is achieved. Section 5 de-
scribes the dynamic context-sensitive recommendation of Web services in the
generated portal. By recommending services to the user, the generated portal
integrates the functions of the services. Finally, we discuss related work in section
6 and conclude the paper in section 7.

2 Overview of the SPortS System

In the design of the SPortS architecture(Fig.1), the main objective is to integrate
Web services at the presentation level, the data level, and the function level.
Among them, the data level plays a central role of driving the integration on the
other two levels. In SPortS, data is stored in four knowledge bases which are all
based on the OWL-DL formalism.
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Fig. 1. SPortS architecture

Domain Knowledge Base stores the domain classes, properties, and individ-
uals. It serves as the primary knowledge source for the portal.

Service Knowledge Base stores OWL-S3 descriptions of all available seman-
tic Web services. Through this knowledge base, SPortS can retrieve services’
specifications to render or invoke them.

Site Knowledge Base contains the site ontology used to model the portal at
a conceptual level and stores the declarative specification of the portal as
the instance of the site ontology.

Meta Knowledge Base is designed to enable us to directly manipulate classes
and properties in other knowledge bases as individuals. This capability is
necessary in a semantic portal system because of the need to show and
process both classes and individuals at the same time.

The four knowledge bases are grouped into a virtual knowledge base with a
unified ontology. Queries issued to the virtual knowledge base can be expressed
in the unified ontology without caring how knowledge from different knowledge
bases and services are composed to answer them. This task is actually accom-
plished by the Query Decomposition Engine. In this way, information from dif-
ferent sources are integrated and can be accessed transparently.

The major task of the portal creation process is to prepare the four knowledge
bases. The domain knowledge engineer builds the domain knowledge base from
which the default site knowledge base is automatically generated by the site
ontology default generator. After that, the portal designer uses a WYSIWYG
tool to design the content, layout and navigational structure of the portal by
changing the site knowledge base. At the same time, the service engineer is
responsible for populating the service knowledge base with available semantic
Web services.

3 http://www.daml.org/services/owl-s/1.0/
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Then there will be a running daemon called Output Generator which dy-
namically constructs a Web page for the user’s request according to the virtual
knowledge base. The construction process will be described in Section 3. The
Query Decomposition Engine which is utilized by Output Generator to provide
all data in the Web page is discussed in Section 4. Decomposed queries that can
be answered by a single knowledge bases are ultimately processed with the help
of the inference engine.

When a user browses Web pages in the portal, the Recommendation Service
intelligently analyzes context knowledge and recommends services that the user
may be interested in. The recommended service can be presented in the portal
for invocation, which achieves function level integration. Section 3.2 and Section
5 will give more details about this process.

Recall that all Web pages are created on the fly based on the virtual knowl-
edge base. So the change to the virtual knowledge base will simultaneously be
reflected in the generated Web pages. It means that the maintenance work will
only consist of updating the virtual knowledge base. This can greatly reduce the
resources (manpower, money) for maintaining and editing the portal.

3 Portal Generation and Service Presentation

3.1 Site Ontology and Portal Generation

The site ontology is designed to model Web portals at a conceptual level. As
shown in Fig.2, the site ontology includes the following core classes: Web page,
container, class binding and navigation rule.

The class models the static view of the portal as a tree of con-
tainers. It has a property hasRootContainer which specifies the entry point
of the recursive construction process. In this paper, we use our lab’s inter-
nal portal, Apex-Lab-Portal, as an example. Fig.3 shows a Web page of the
portal and the tree structure of its containers.

The class models the structure unit of Web pages. Container has
two sub classes Atomic container and Composite container.
– Atomic Container are mainly used to present the concrete information.

It has a property hasParameter which specifies a query over the virtual
knowledge base. The answer to the query then compose the atomic con-
tainer. Currently, queries can only be expressed in the form of OWL-DL

Fig. 2. Overview of the Site Ontology

Web Page

Container
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Fig. 3. A Web page of the Apex-Lab-Portal example

class descriptions. Hence, the content of an atomic container is the set
of all individuals of the query class.

– Composite Container are mainly used to group and layout basic contain-
ers which will be described by the property hasSubContainer.

The class models what properties of and how the individuals
are displayed. Every class binding is attached to some containers and has
a bound class. When an individual i in an atomic container O is to be
presented, i must use a class binding B whose bound class C satisfies i ∈ C
and B must be attached to O or O’s ancestors. For example, in Fig.3, the
class binding of the DetailContainer determines that the names, date, place,
etc. of the conference are displayed. Class binding has another two properties
hasLayout and hasPresentation which will be described as follows:
– A presentation is actually a piece of program that completely handles the

rendering of the individual. So the portal designer can customize the pre-
sentation for specific set of individuals. In this way, SPortS can present
semantic Web services. We further discuss this issue in Section3.2.

– Layout models the algorithms which arrange the properties of the dis-
played individual and the values of these properties are presented recur-
sively until a presentation can fully handle them.

The class models the navigational structure of the portal.
Recall that a Web page is modelled as a tree of containers. Thus the navi-
gation from one page to another is modelled as a tree transformation that
replaces a subtree with another one. A rule will be triggered when an item
satisfying specific conditions is clicked.

3.2 Presentation of Semantic Web Services

Based on the common OWL-DL formalism, semantic Web services and domain
knowledge are processed and presented uniformly in our system. In this sub-
section, we show in detail how Web services are presented in exactly the same
manner using the mechanism mentioned above.

Class Binding

NavigationRule
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Fig. 4. Detailed View of the Borrow-Proceeding Service

In Fig.3, there is a RecommendationContainer that lists dynamically rec-
ommended Web services. The OWL-DL class description of its content is Rec-
ommendedService, whose individuals are retrieved by the Query Decomposition
Engine (ref. Section 4) via the Recommendation Service (ref. Section 5). When
the ”Borrow proceedings from library” service link is clicked, a navigation rule
which replaces the content of the DetailContainer with the clicked individual is
activated. Fig.4 illustrates the result page.

We developed two specific presentations, ServiceInputPresentation and Ser-
viceResultPresentation, to act as the proxy between the user and the Web service
provider. The ServiceInputPresentation will generate a specific form according to
every service’s Input in service knowledge base. Then the user can input service
parameters by filling the form. After the form is submitted, a navigation rule is
activated to use the ServiceResultPresentation to capture the input, invoke the
Web service and display the result in a uniform way.

In the future, the integration of Web services at presentation level can be more
fantastic. There are some attempts to develop a standard for Web Services for
Remote Portlets (WSRP)[10]. Its aim is to enable reuse of services at the presen-
tation layer. So when it is being widely used, every WSRP-compliant Web service
can be fully integrated into our portal without loss of even presentation details.

4 Query Decomposition on Virtual Knowledge Base

The primary motivation for designing the Query Decomposition Engine is to
provide SPortS with the ability to get data from the virtual knowledge base
without knowing whether it comes from domain knowledge bases or Web services.
Then the data level integration which is at the core of the SPortS system can
be achieved.

4.1 Problem Definition

Until now, there is no standard for how to query DL knowledge bases. In [11],
a DL query language is proposed. However, just as [11] has stated, how to ef-
ficiently retrieve answer sets for the proposed query language is still an open
problem. Besides, [11] showed that by rolling up role terms, many queries can
be transformed into the form of a DL class expression. Then in order to make our



Integrating Web Services into Ontology-Based Web Portal 591

system work, we formalize queries as OWL-DL class expressions in the unified
ontology of the virtual knowledge base.

An information providing service’s query answering capability can be de-
scribed as the combination of its input/output class descriptions. Each input of
a service will have an input class description to constrain its type. We simplify
the output as another class of individuals, which is described as an output class
O. Moreover, we require that the output class be constructed by inputs and
constants with OWL-DL constructors. The O is called output class description
which records the functional relationship between the output and the inputs.

By the formalization above, the problem then can be described as how to
compose all services to retrieve all individuals of the query’s class expression.
In this sense, it is actually a problem of semantic composition of information
providing services as we described in [12].

But besides normal services, there are also other information sources in the
SPortS. The domain knowledge base with the support of a DL reasoning en-
gine can answer any complex queries about it alone. So its capabilities can’t
be easily be described by OWL-DL class expressions. However, it can be dealt
with separately in the query decomposition algorithm. Whenever a query (or
part of a query) is going to be decomposed, it is first checked against domain
knowledge base to see whether it can be answered entirely . It will be further
decomposed if the domain knowledge base cannot handle it alone. In the follow-
ing, we thus focus on how normal information providing services are described
and composed.

4.2 Basic Ideas

In this subsection, we give a brief description of the query decomposition algo-
rithm. A more complete and detailed description of the the algorithm and some
discussion are available in [12].

Queries and capabilities of information providing services are expressed as
OWL-DL class expressions. Therefore, in theory, the query decomposition algo-
rithm needs to find a semantically-equivalent logic combination of several OWL-
DL class expressions for a given OWL-DL query class. It is tightly related to
the problem of DL query rewriting on views[13][14] . Currently in SPortS, we
attack the problem through decomposing the query’s syntax tree with regard to
its semantics.

Any OWL-DL class expression can be parsed into a syntax tree. According
to the OWL-DL abstract syntax definition in [6], the tree has 6 basic elements
shown in Fig. 5. Note that in the figure union (�) is not regarded as a basic
element of the syntax tree. Actually with the application of the De Morgan Law
A � B = ¬(¬A � ¬B), all union operations can be normalized into intersection
and complement operations. Furthermore, we normalize the query expressions
and service output class descriptions so that no intersection operations contain
intersection class operands (e.g. (A � B) � C is normalized to A � B � C), and
no complement operations contain complement class operands (i.e. ¬(¬A) is
normalized to A).
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Fig. 5. OWL-DL Syntax Tree Elements

Fig. 6. Syntax Tree of Query Fig. 7. Syntax Tree of Service Output

We will illustrate our basic ideas by our Apex-Lab-Portal example. In order
to show a list of upcoming conferences focused by our lab in the IndexContainer,
the query QA in the Apex-Lab-Portal example can be expressed as formula:

∃ focusedBy.{apexLab}�Conference�∃hasDeadline. (∃ laterThan.{today}) (1)

It can be parsed as a syntax tree shown in Fig.6. In the example, there is a service
which has the capability to return a list of conferences whose paper submission
deadlines are later than an input date. The input class description of the service’s
capability is the class Date. The output class description O is:

Conference � ∃hasDeadline. (∃ laterThan.{input}) (2)

and its syntax tree is shown in Fig.7.
In addition, the Apex-Lab-Portal’s domain knowledge base knows what con-

ferences are focused by the lab. That is, the class

∃ focusedBy.{apexLab} � Conference (3)

can be answered by the domain knowledge base. We can see that the intersection
(�) of (2) and (3) is equivalent to (1) – the query QA. It is more clear seen on
the Fig.6. (3) is the central-left part of the tree and (2) is the central-right
part of the tree. The query is then equivalent to the intersection of the two
parts. This example shows how the information providing service SA and the
domain knowledge base is composed together to answer a query. This idea can
be seen as a horizontal decomposition. On the other hand, we also need a vertical
decomposition method, i.e. query result of a sub-tree may be used as input to
feed another service.
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5 Recommendation of Services

In Web portals, especially E-Commerce portals, world changing services may play
a pivotal role because they can perform real world (business) transactions. Many
current semantic portals are limited to only presenting domain knowledge. Adding
world changing services will greatly enrich the portal’s functionality and help user
act based on contextual knowledge. However, simply listing all available services
on the portal is far from an appropriate integration method. Users may be over-
loaded with lots of irrelevant or uninteresting services. SPortS solves the problem
by listing only those services that are contextually relevant. The function is pro-
vided by another information providing service – Recommendation Service.

Intuitively, the semantic context that determines which service is relevant
includes the concepts/classes that the user recently visits. For instance, in our
running Apex-Lab-Portal example, when the user clicks a conference link to
show its details, he/she is probably interested in those services that involve
related concepts, such as conferences, papers, proceedings, etc at that moment.
However, with time, the user may gradually shift his/her focus to other concepts
in the portal during his/her visit and the list of relevant services should change
accordingly. We simulate this process by assigning temperatures to concepts that
reflect their degrees of the user’s attention. “Hotter” concepts receive more visits
and the temperature will be dropped if it is not visited by the user for a while.

In SPortS, the semantic context is constructed based on an un-directional
graph G = (V, E) where V is the set of all the classes in the unified ontology of
the virtual knowledge base and the edges in E are the semantic relations between
classes. The graph can be obtained by converting the OWL-DL descriptions
of the virtual knowledge base into an RDF graph. Currently in SPortS, we
obtain the graph using a special algorithm that analyzes the OWL-DL class
descriptions. For each vertex c ∈ V , a temperature t(c) is assigned and for each
edge r ∈ E a thermal conduction factor d(r) is assigned. All t(c) are initialized
to 0 and d(r) are initialized according to the semantic types of r. For a path
p consisting of edges r0, r1, . . . rn in the graph, its thermal conduction factor
d(p) =

∏n
i=0 d(ri). To measure the mutual influences between any pair of vertices

c1 and c2, we define the maximum thermal conduction factor between them
as md(c1, c2) = max{d(p) | p connects c1 and c2} and we define md(c, c) = 1
for any c. Whenever a user visits some concepts by browsing a Web page, the
following procedure is used to update the temperatures of concepts:

0 void update temperature () {
1 let C be the set of the currently visited concepts;

2 let G = (V, E) be the entire graph;

3 for each v ∈ V , t(v) = α ∗ t(v); // α is a cooling coefficient.

4 for each c ∈ C do

5 for each v ∈ V do

6 t(v) = t(v) + Δ ∗ md(c, v); // Δ is the temperature increment.

7 for all v ∈ V normalize t(v) into the range of 0..1;

8 }
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The semantic context then consists of all the concepts and their current
temperatures. Based on this context, the relevance value of a semantic Web
service s is calculated as

rel(s) =
t(c0) + t(c1) + . . . + t(cn−1)

n

where ci is the concept in the OWL-S description of s. The services are then
ranked according to the relevance values rel(s) and recommended to the user.
In addition to the dynamic recommendation, SPortS also supports static recom-
mendation that always recommends specific services for certain concepts. System
administrators can utilize this feature to enforce business policies on service rec-
ommendation.

6 Related Work

Recently, a great variety of technologies and systems have been developed to
achieve the goal of automatic semantic Web portal generation. Similar to SPortS,
they use ontologies to model a data-intensive Web site at a conceptual level. As
a result, the portal designer can focus on the conceptual structure of the target
portal and domain knowledge, independently of its realization.

SEAL[1] proposed a generic architecture for developing, constructing and
maintaining semantic portals, and extended the semantic modules to include
a large diversity of intelligent means for accessing the Web site, like semantic
ranking, machine accessing, etc.

ODESeW[3] is an ontology-based application designed on the top of
WebODE[15] ontology engineering platform that automatically generates and
manages a knowledge portal. It provides functions for content provision, content
visualization, and content search and querying. It also provides an easy-to-use
tool suite for the administration of the generated knowledge portals.

The OntoWebber[5] is a tool that was used to build the Semantic Web Com-
munity Portal as part of the OntoAgents project. It takes the sources from
ontologies in RDF or semi-structured data like HTML with corresponding data
translators.

IIPS[16] is another ontology based portal generating system. Similar to
SPortS, It defines a site ontology to model the navigational structure and the
compositional structure of a data-intensive Web site on the basis of pre-existing
site modelling approaches. It provides explicit mapping mechanisms, which make
it possible to generate quickly site implementations from the conceptual model.
OntoWeaver[4] extends IIPS by proposing and introducing a customization
framework into the ontology-based Web modelling approach to the design and
maintenance of Web applications.

The fundamental difference between the SPortS approach and previous ap-
proaches is that SPortS tightly integrates semantic Web services, both infor-
mation providing services and world changing services, into generated portals.
Semantic portals generated by previous approaches are mostly limited to only
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presenting and editing domain knowledge. By integrating information providing
services into the portal, more dynamic and up-to-date information from services
can be combined with domain knowledge to serve the users. By adding services
to the generated portal and recommending them according to semantic con-
texts, the portal’s functionality is greatly enriched and the user can act on the
contextual knowledge in the portal.

7 Conclusion and Future Work

In this paper, we have presented SPortS, an OWL-DL based semantic portal
system that integrates semantic Web services into generated portals at the pre-
sentation level, the data level, and the function level. At the presentation level,
semantic Web services can be uniformly presented as first class citizens with
domain knowledge. At the data level, knowledge from information providing
services can be retrieved and composed together with domain knowledge to
answer complex queries. In this way, potentially broader and more up-to-date
information from services can be synthesized. At the function level, the recom-
mendation of services greatly enriches the generated portal’s functionality and
can help users act in the portal based on contextual knowledge.

Currently, the SPortS prototype system is limited in the following aspects.
At the presentation level, the generated portal can only display Web services in
a uniform way, so for those services which serve as desktop-applications, SPortS
can only integrate their functions without presentation details. The WSRP stan-
dard can be used to solve this problem. At the data level, due to the lack of an
appropriate OWL query language and the difficulties in decomposing queries,
we cannot fully utilize the information to answer more queries with better re-
sults. At the function level, the portal personalization is not yet designed in
the current prototype. For example, the semantic context used by the service
recommendation does not include any personalization information. Our future
work will be focused on these aspects.
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Abstract. We present a knowledge-rich software agent, ContextEx-
plicator, which mediates between the Web and the user’s information
or knowledge needs. It provides a method for incremental knowledge-level
management (i.e., knowledge discovery, acquisition and representation)
for heterogeneous information in the Web.

In ContextExplicator, the incremental knowledge management works
through iterative negotiations with the human user:
1. Automatic Word-Sense1 Disambiguation and Induction. General

knowledge (e.g., from a lexicon) and previously discovered knowl-
edge support the sense-disambiguation & sense-induction of a word
in the given documents, resulting in an improved and refined orga-
nization of previously discovered knowledge,

2. Interactive Specialization of Query Criteria. At a given moment, the
user can reduce certain semantic ambiguities of previously discovered
knowledge by selecting one of the context-words which are suggested
by ContextExplicator to discriminate between sets of retrieved docu-
ments. The selected context-word is also used to direct the discovery
of new knowledge in the given documents, and

3. Visualization of the Discovered Knowledge. The discovered knowl-
edge is represented in a conceptual lattice. Each lattice-node rep-
resents a single word-sense or a conjunction of senses of multiple
words. To each node the respectively identified documents are as-
sociated. Each web-document is multi-classified into relevant word-
sense clusters (lattice nodes), according to the occurrences of specific
word-senses in the respective web-document. As a conceptual lattice
allows the user to navigate the word-sense clusters and the classified
web-documents with multi-level abstractions (i.e., super-/sub-lattice
nodes), it provides a flexible scheme for managing knowledge and
web-documents in a scalable way.

1 Introduction

The Web provides virtually unlimited, but poorly organized information resources
for a user’s information or knowledge needs, resulting in information overload.
Thus, the next-generation Web requires a knowledge-rich software agent which can

1 In this paper, “term(s)” and “word(s)” are used interchangeably.
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practically mediate between the Web (i.e. web-documents containing knowledge)
and a user (i.e., the user’s query-intentions; the semantics which can be referred
to by the conjunction of the relevant senses of relevant words).

In this paper, we introduce such a software agent (ContextExplicator), which
incrementally supports knowledge management through iterative negotiations
with a human user: 1) Automatic Word-Sense Disambiguation and Induction.
It incrementally discovers knowledge in the given web-documents. For exam-
ple, knowledge might be represented by some words in a web-document, thus
ContextExplicator aims to disambiguate, induce and combine conjunctively the
senses of those words, 2) Interactive Specialization of Query Criteria. It allows to
incrementally narrow the search for web-documents by suggesting useful context-
words occurring in the given web-documents, and by acquiring the user’s selec-
tions. A selected context-word reflects the user’s knowledge needs, and works to
direct further knowledge discovery, and 3) Visualization of Discovered Knowl-
edge. It visualizes the inherent lattice structure of co-occurred word-senses in
the given web-documents, and classifies the given web-documents into relevant
word-sense clusters. The heart of ContextExplicator is that newly added context-
words and their selected word-senses can be used to incrementally articulate the
user’s information needs.

The rest of the paper is organized as follows. In Section 2, we briefly review
related works. Section 3 describes our approach. We present an empirical evalua-
tion along with an example of the system output in Section 4. Section 5 provides
discussion and conclusion.

2 Related Works

The first step for managing heterogeneous information at the knowledge-level
is to conceptually classify the available documents. To identify documents rel-
evant to a given concept many approaches, including ours, utilize the context-
similarities (i.e., the similarity between two sets of information-items which re-
spectively surround information) as follows:

The Frequencies of Co-occurred Neighborhood Terms: In this approach,
the context of a term is defined as the neighborhood terms of the term, in the
given documents. It compares the context-similarity of a term in two different
documents by calculating the frequencies of commonly co-occurred neighborhood
terms. However, such approaches (e.g., information categorization [1], informa-
tion retrieval [6]) did not address the problem of “how to incrementally discover
knowledge in heterogeneous information sources, in a scalable way”.

One suggested way to support an incremental knowledge discovery is to use a
clustering method based on the co-occurrence frequencies among terms without
considering their meanings in the given documents. For example, Context Vec-
tors [2], [3], [9] and Latent Semantic Indexing [5] extract co-occurring terms and
transform their associations into a decomposed vector model. The associations
among terms can transitively be expanded through commonly co-occurred terms.
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However, this results in the following two problems. Firstly, in a document,
if “Travel” occurs with “Agent” and “Agent” occurs with “Automobile”, then
“Travel” and “Automobile” are considered as having some relationship. Let us
assume that the document has some information about “a travel broker who
also works for a car rental service”. “Agent” means “a broker (person)”, and
“Automobile” means “car”. In another document, “Agent” occurs with “Au-
tomobile”. Let us assume that the document has information about “coolant
for car radiator”. “Agent” means “a kind of substance” in that document. In
this situation, using only the co-occurrence frequencies based on the same word-
form (e.g., “Agent”) can cause critical problems to recognize the real meaning of
words in the given documents. Secondly, it can also give lower priority to really
important context-words to explicate the knowledge in documents, because it
does not consider a user’s knowledge needs. For example, in the first document
above, the meaning “a broker (person)” of “Agent” should be constrained by
the context-word “Travel” rather than “Automobile”, to be distinguished from
the sense “a kind of substance” of “Agent” in the second document. However, in
the above case, higher priority will be assigned to “Automobile” as the context-
word of “Agent” than to “Travel”, because “Agent” and “Automobile” have
co-occurred more frequently.

The Occurrence of Predefined Concepts: This approach constrains the
possible contexts of commonly shared terms by predefined conceptual descrip-
tions (such as an ontology; it reflects a particular point of view with respect to
a given specific-domain, with concepts and inter-relationships). It measures the
context-similarities of a term in the given documents, by calculating the degree
of mapping between predefined contexts (e.g., context-words such as synonyms)
in the conceptual description and the occurred terms in the given documents.
For example, the usage of pre-defined word-senses (concepts) for information
retrieval or indexing is also motivated by [4], [7], [8], [10], [11].

3 Our Approach

In this paper, our aim is to propose a practical knowledge-level management
approach for heterogeneous information in the Web, which overcomes the men-
tioned problems. In addition, our approach mediates between the Web and a
user’s knowledge needs. In other words, it is a problem of not only identifying
documents about certain selected word-senses or their conjunctions, but also
facilitating the construction of conceptual structures incrementally evolving in
parallel as a reflection of the user’s information needs. Figure 1 shows the user
interface of our system ContextExplicator.

3.1 The Evolution of the Conceptual Structure

Our system, ContextExplicator, constrains the possible contexts of terms by
predefined, generic sense-descriptions (using WordNet 2.0 [12] which provides
a generic point of view that can be used in any domains, as well as different
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Fig. 1. User Interface of Our System ContextExplicator

word-senses and lexical relationships). However such generic sense-descriptions
are frequently too general to cover more specific relevant word-senses and lexical
relationships in specific domains. Thus ContextExplicator incrementally special-
izes the relevant word-senses and clusters them in a conceptual lattice structure,
according to the user’s decisions on alternative specializations of word-senses on
the knowledge previously discovered. As such sense-specializations are based on
the contents of documents, which are clustered in the conceptual lattice. The
details are explained with Figure 2 in Section 4.

3.2 Conceptual Lattice

A critical issue for visualizing information in a lattice structure is the problem
of scalability. Our solution is to reasonably minimize the amount of information
which would be shown to the user at one time, by separating it into two dif-
ferent abstraction levels: Sense Disambiguated Neighborhood Terms and Sense
Ambiguous Neighborhood Terms. (In Figure 1, they appear in the top left and
top right sub-windows, showing the visualized conceptual lattices, respectively.
In Figure 2, they are represented with solid and dashed lines, respectively.)

Sense Disambiguated Neighborhood Terms: At a higher abstraction level,
ContextExplicator visualizes a conceptual lattice by clustering incrementally dis-
ambiguated word-senses and by classifying the given web-documents into rele-
vant word-sense clusters.
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Java -Compiler -Project
[Compiling Program Project]
{C2 , C3 }

Java 1 

[Program Language ]
{J1, J2, J3, J4, A1, A2, A3, A4, C1, C2 , C3, C4, G2, G3 , G4}

Java -Applet
[Java Application ]
{J2, J3, A1, A2, A3, A4 }

Java -Game
[Java Program Game ]
{G3 ,G4 }

Java -Tool
[Program Language ]
{J4 , A3}

Java -Applet -Tool 
[Java Application ]
{A3 }

Java 2

[?]
{C2 , G1 , G3 }

Java -Game
[]
{G1 , G3 }

Java -Project
[]
{C2 }

Java -Project -Compiler
[Compiling Program ]
{C2 }

+ C2

+ G3

Java -Compiler
[Compiling Program ]
{C1 ,C2 ,C3 ,C4 }

+ C2

+ G3

+ C2

Fig. 2. An example evolution of a Conceptual Lattice, based on the discovered senses
and their relationships from the documents in Table 1. The arrowed, dashed lines
illustrate the automatic propagations of newly discovered context-information (De-
tails are in Section 4.4). More relevant concepts of other words can be incrementally
disambiguated and integrated into the Conceptual Lattice, as the user’s information
needs

Word-senses and word-sense clusters (rather than terms and term clusters)
are utilized for the conceptual descriptions of the classified documents, it pro-
vides the following advantages: Firstly, a word-sense has its own context-words
(i.e., keywords describing the word-sense; extracted from a synset having syn-
onyms, definition and gloss, in WordNet), it can increase the recall performance
to access relevant web-documents. Secondly, a word-sense can also increase preci-
sion by reducing the problem of polysemy by disambiguating the senses of words
with the co-occurred context-words in the given web-document. Thirdly, as this
conceptual lattice allows the user to navigate the word-sense clusters and the
classified web-documents with multi-level abstractions (i.e., super-/sub-lattice
nodes), it provides a flexible scheme for managing knowledge and web-documents
in a scalable way.

To a word-sense cluster belong correspondingly classified documents. Each
classified document contains more specific context information which can fur-
ther specialize the word-sense cluster. A user can decide 1) if further context
specialization is necessary for their information needs, and 2) if and only if 1),
which word-sense cluster will be used. ContextExplicator provides some key-
words based on the selected word-sense cluster as below.

Sense Ambiguous Neighborhood Terms: At a lower abstraction level, Con-
textExplicator constructs a conceptual lattice which consists of keywords ex-
tracted from the documents which are classified into a word-sense cluster in the
conceptual lattice constructed with previously sense-disambiguated neighbor-
hood terms. Although such keywords are not sense-disambiguated yet, they are
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constrained by the specific senses in a word-sense cluster and by the classified
documents to those specific senses.

4 Experimental Results

In this experimental evaluation, we show that our approach can construct a
semantically reasonable meaning structure (i.e., conceptual lattice), with given
html documents and a user’s query criteria about the term “java”. See Figure 2.

4.1 Test Documents

We collected 16 html documents (in Table 1) classified by Yahoo!. Yahoo! is a
directory system generated by human experts. In Yahoo!, they are classified at
a parent-category (Directory > Computers and Internet > Programming and
Development > Languages > Java) and its three child-categories (> applets),
(> compilers) and (> games). From each category, we collected four top-ranked
documents (J1∼J4, A1∼A4, C1∼C4, and G1∼G4). Table 1 shows the details
of those documents. For example, the document J1 is classified into the parent-
category (...>Java). Referring to the document J1, it represents its URL (e.g., “
http://java.sun.com/”) and the summary about the document (e.g., “featuring
developer resources, .... support, news, and more”) in Yahoo!

The category information in the Yahoo (i.e., created categories and their la-
bels, connections between categories, and document classification) can be used as
a gold standard to evaluate the concept lattice generated by ContextExplicator.

We notice that only the html-based free-texts, without any category infor-
mation, are given to ContextExplicator to construct a conceptual lattice (e.g.,
Figure 2) for the given documents. As all documents are closely related to the
sense “programming language” of “java”, it might be a difficult task to construct
a conceptual lattice which shows both their contextual distinctions and seman-
tic consistencies. For example, document set A composed of two very similar
topics are relatively much harder to be classified into two subsets, compared to
document set B containing two very distinctive topics.

For the simplification of this case study, we used very few documents. How-
ever with even more documents, our approach would not lose the advantages, as
discussed in Subsection 3.1, because the basic unit of our knowledge representa-
tion is the sense, and the increase rate of new senses might be much lower than
that of new documents or the terms in them.

4.2 Sense Disambiguation

The construction of a conceptual lattice starts with the sense disambiguation of
a term (Currently, the term is limited to use only a content-word. A content-
word is a noun which has more than one sense in WordNet). Trying to disam-
biguate several terms at one time is an inefficient way to discover a few matched
contexts (i.e., sense-combinations indicating subtopics which exist in both the
user’s query-intentions and in the documents given) from huge candidate sense-
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Table 1. The information about test data set. (Ji[1,4], Ai[1,4], Ci[1,4], and Gi[1,4])
represent aliases for documents in each Category. J2∗ is also classified into the Child
1 category (..>Java>Applets)

Category: Parent (...>Java)
J1 http://java.sun.com/; featuring developer resources, community,

documentations, support, news, and more
J2∗ http://javaboutique.internet.com/; collection of applets for web pages
J3 http://www.freewarejava.com/; offers Java applets, tutorials, references, books
J4 http://www.microsoft.com/mscorp/java/; news, articles, downloads, FAQs,

and security info
Category: Child 1 (...>Java>Applets)
A1 http://java.sun.com/applets/; resources, archives, and more
A2 http://science.nasa.gov/RealTime/JTrack/; a Java applet which tracks dozens

of satellites including the Space Shuttle, Mir, COBE, UARS, and Hubble
right in your browser

A3 http://www.buttontool.com/; create Java applets buttons without
programming

A4 http://www.mud.de/se/jta/
Category: Child 2 (...>Java>Compilers)
C1 http://www.mozilla.org/projects/ef/
C2 http://www.rr.iij4u.or.jp/ kkojima/glass.html; a classical static compiler

implemented as a .class (java bytecode) frontend of gcc
C3 http://compose.labri.fr/; a Java environment that includes a compiler from

Java bytecode to C and a Java interpreter
C4 http://pizzacompiler.sourceforge.net/; small, fast and free compiler for an

important superset of the Java programming language
Category: Child 3 (...>Java>Games)
G1 http://tournaments.playsite.com/playsite/index.jsp; play networked games

against live opponents
G2 http://www.kurumi.com/roads/signmaker/signmaker.html; make your own

freeway sign
G3 http://www.ichess.com/
G4 http://www.javagame.net/

combinations. Thus, ContextExplicator follows one way which incrementally spe-
cializes previously disambiguated senses. For example, if the user inputs 3 query-
terms having 3 senses at one time, the number of possible sense-combinations is
(3C1+3C2+3C3)3 = 729. However, when the user sequentially selects sense(s) for
each term, the number of possible combinations is 3∗(3C1+3C2+3C3) = 21. This
number 21 can also be reduced by using only incrementally sense-disambiguated
senses (in the given web-documents) for each term, and combining them. With
ContextExplicator, the input-order of terms are independent to classify the doc-
uments given, as long as the user selects the same word-sense(s) for each term.

In Figure 2, the first query-term is “java”, the sense of “java” in each doc-
ument is disambiguated with respect to the three senses (“programming lan-
guage”, “land”, and “coffee”) taken from WordNet. As the result, it constructs
one sense node “Java1” (where the document set A (J1,J2,...C4,G2,G4) is clas-
sified into the sense “Programming Language”) and one dummy sense node
“Java2” (where, a document set B (C2,G1,G3) failed to be sense disambiguated
for the given query-term). The occurred senses’ weights in the document set B
are not greater than a sense-selection threshold-value (In this example, we se-
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lected “0.5” as the threshold-value. See Algorithms for details). The precision of
this first sense disambiguation of the term “java” over the given whole documents
is 81%. We can see the identified sense “programming language” is inherited to
its child word-senses clusters (e.g., Java-Applet, Java-Compiler).

Algorithm. In the following, we consider a set D of html-documents d ∈ D. Fur-
thermore, we consider a term t and their respective primitive senses s1, ..., sn ∈
WS(t) as provided by WordNet, where the function WS(t) provides us with
the set of senses of t in WordNet. For each primitive sense si, a set CTS(si) of
context-words is extracted from WordNet, which we use as indicators (context)
for a particular sense, if they are collocated with the original term t. The sense
disambiguation algorithm is as follows:

1. Input a term t (i.e., a content-word).
2. Obtain the senses s1, ..., sn ∈WS(t) in WordNet.
3. We denote the set of context-words as extracted content-words from a par-

ticular sense si by CTS(si) in WordNet. Form the set

CT =
⋃

si∈WS(t)

CTS(si) (1)

of all context-words for all senses s1, ..., sn.
4. For each document d and each context-word t ∈ CT , determine the oc-

currence frequency for each of the following parts of the html-document:
meta-data(e.g., title, description, keywords, emphasized terms) and body.

5. Let the term weight tw(t) of the term t be defined as followed:

tw(t) =
|WS(t)|

|{si|t ∈ CTS(si)}|
(2)

i.e. the total number of all senses, divided by the number of senses which
have t as context-word. The unique context-words of a sense are more likely
to contextualize the sense than are common context-words.
Let sid be the sense weight of a document d for sense si as followed:

sid =
∑

t∈CTS(si)

tw(t)× freq(t, d) (3)

where freq(t, d) is the frequency of term t occurring in the document d.
6. Classify all documents according to their used senses as followed:

If the normalized sense weight sid∑n

j=1
sjd

of a d is greater than an adjustable

threshold θ (0 < θ ≤ 1), d is classified into sense si. When the senses (in the
definition of WordNet) themselves are too general (or many) to distinguish
each other, the lower threshold value is proper for the sense disambiguation.

7. Assign each document d, classified into sense si, to all relevant sense clusters
whose all senses are disambiguated as coexisting in the document d. At this
moment, we do not explain the context transport algorithm (See Subsection
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4.4; a newly sense disambiguated term can be joined as a new context-
word of previously disambiguated terms, and it could affect on the sense
disambiguation results of those terms).

4.3 The Selection of Representative Context-Words

The user might expect to subclassify the document set A into more specific
sense(s) than the sense Java1, and/or want to discover new sense(s) to which the
unclassified document set B can be assigned. For such purposes, ContextExpli-
cator recommends some candidate representative context-words (i.e., sense am-
biguous neighborhood terms, in Subsection 3.2) for each sense-cluster, existing
in the documents classified into respective sense cluster. The efficiency measure
of a candidate representative context-word is based on how it can support the
construction of a conceptual lattice which satisfying following three principles:

1) Maximizing the topical commonality among the intentions of the authors
who wrote the documents. For example, each sub-sense clusters (e.g., “Applet”,
“Game”, and “Compiler”) of the sense Java1 has sub-classified the documents
set A according to the shared senses among documents in A.

2) Maximizing the semantic relevancies between the sense of a representative
context-word, and some previously discovered sense clusters. It can direct the
sub-classification of the documents classified into a sense cluster to the mean-
ing reinforcement of the sense cluster. For example, the sense “java application
that uses the client’s web browser to provide a user interface” of a representative
context-word “applet” has reinforced the previously discovered sense Java1 (i.e.,
“programming language”), by providing a positive context-word “web” (A posi-
tive context-word exists only in a sense of a term, compared with the other senses
(e.g., “island” and “coffee”) of the term). As the result, the sense cluster “Java-
Applet” becomes a newly induced sense combining two primitive senses “pro-
gramming language” and “java application that uses the client’s web browser to
provide a user interface”. It makes it possible to overcome the problem of generic
sense-descriptions, discussed in Subsection 3.1.

3) Minimizing the semantic obscureness between the sense of a selected rep-
resentative context-word and a sense cluster which contains the representative
context-word. For example, it should not weaken the sense Java1 “programming
language” by selecting a negative context-word “drink” (A negative context-word
exists only in the other senses (e.g., “island” or“coffee”) of a term, which are not
conjuncted in the sense-cluster) which can cause obscureness of the previously
disambiguated sense Java1 “programming language”.

Algorithm. The selection algorithm of representative context-words in a se-
lected sense cluster Sni is as following:
1. Let CSni be the set of component senses of Sni (cs1, ..., csm ∈ CS(Sni)).

If Sni is a compound sense, it entails several component senses (primitive
senses and/or compound senses). Let DSni

= {d1, d2, ..., dd} be the set of
documents classified to Sni through the sense disambiguation algorithm in
Subsection 4.2.
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2. If CS(Sni) 	= ∅ (Sni is not a dummy sense node) and DSni
	= ∅, find the

most representative context-words K = {r1, r2, ..., rr} of DSni
as followed:

Firstly, find a set of candidate representative context-words CR1: We
denote two sets of context-words CR11 and CR12 as extracted content-words
by CTS(s′) and CTS(s′′), respectively, from WordNet. Form the set

CR1 = CR11 \ CR12 (4)

where CR11 =
⋃

s′∈CS(Sni) CTS(s′) and CR12 =
⋃

s′′∈CS(−Sni) CTS(s′′).
CR1 satisfies the second principle Maximizing the semantic relevancies and
third principle Minimizing the semantic obscureness. −Sni represents all
component senses occurring in the other sense clusters that are not hierar-
chically connected in a conceptual lattice. The function CTS(∗) removes the
content-words, previously sense-disambiguated, in DW for CR11 & CR12.
Secondly, find a set of candidate representative context-words CR2: CR2 is
extracted from meta-data parts and the body parts in DSni .
Thirdly, find representative context-words RCT : Form the set

RCT = CR2 \ CR12 (5)

It removes CR12 to follow the third principle Minimizing the semantic ob-
scureness. With the set RCT = {r1, r2, ..., rk}, the representative context-
words are ranked by the following rules:
1) The context-words in CR1 have the highest priorities according to 2) and
3) below.
2) The priorities are given in order of context-words which occur in both the
meta-data part and the body part, and which occur in the meta-data part
in document d.
3) If a context-word rm, occurring in RCT but not selected in above step
1), occurs only in the body part of d, then give following weight value

rm = argmaxrm∈N

∑
d∈DSni

log(freq(rm, d)) (6)

4) If more documents share a context-word achieved in step 2) or 3), then
give next priority to that context-word.

3. If CS(Sni) = ∅ (Sni is a dummy sense node) and DSni
	= ∅, find the most

representative context-words RCT = {r1, r2, ..., rr} of DSni
by applying the

priority ranking rules, as mentioned above, to all content-words in DSni
.

4.4 The Automatic Propagation of Newly Discovered
Context-Information

ContextExplicator can automatically choose the most representative context-
words (RCT ) and utilize them to further specialize the clustering of the given
documents, by following the principles and algorithms mentioned above. However
we believe that ContextExplicator should allow the user to verify the provided
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RCT for their query-intentions, and control further knowledge management pro-
cedures (i.e. knowledge discovery, query refinement, and visualization of the dis-
covered knowledge). In this respect, one of our interests is “how can we ensure
the order-independence of selected context-words?” For example, the unclassi-
fied document set B might be changed according to what word is targeted for
the sense disambiguation, at first time. For example, the document C2 in docu-
ment set B can be classified to one sense, if they are sense disambiguated about
word “compiler” rather than “java”. It implies that the start word “java” can
eliminate some possibilities where some documents can contribute the structure
of conceptual lattice and/or the classifications of documents.

ContextExplicator covers this issue by automatically propagating the context-
information of newly disambiguated word-senses to previously disambiguated
senses. For example, in Figure 2, ContextExplicator recommends the repre-
sentative context-words {applet, compiler, free, game, menu, navigation, news,
source, tool, tutorial, utility, ....} , ranked according to their occurrence frequen-
cies, for further specialization of the sense Java1. When a user selects a context-
word “compiler”, ContextExplicator disambiguates the sense of word “com-
piler” in documents (C1, C2, C3, C4) as “compiling program”. As this shares
one unique context-word “program” with the sense “Programming Language”
of “java”, the word-sense “compiler”is propagated to become a new context-
word of the sense Java1. Thus, the word “java” in C2 can be disambiguated as
“Programming Language”. As the result, the previously unclassified document
C2 can be classified into the sense “Programming Language”, and be merged
with document set A (J1,J2,...,C4,G2, G4). It means that documents can con-
tribute to the knowledge construction processes (i.e., Subsection 4.2 and 4.3),
while the result is independent of the order of selection of the context-words. Fig-
ure 2 shows more procedures performed with other context-words (e.g., “Applet”
and “Game”).

4.5 Advantages Compared to Traditional Directory Structures

When we compare the constructed conceptual lattice, at this stage, with the di-
rectory structure of Yahoo!, several advantages can be recognized: 1) it finds more
specific senses for documents satisfying the user’s knowledge needs: e.g., “J2”
and “J3” are classified into more specialized sense “Java-Applet” than “Java”.
In Yahoo!, only “J2” is classified into the “Java-Applet” sense. The target senses
can be created by the user’s knowledge needs rather than limited to the decisions
of search-indexing experts, 2) it can increase the performance of word-sense dis-
ambiguation, through the propagation of newly discovered context-information.
E.g. the automatic propagation of two disambiguated senses of “compiler” and
“game” increased the sense-disambiguation performance of word “java” from
“81%” to “93%”, and 3) it automatically tracks the sense relationships among
incrementally disambiguated word-senses, and makes it possible for the user to
recognize newly appearing sense relationships. For instance, when “Java-Applet”
is specialized into “Java-Applet-Tool”, it automatically generates a new sense
“Java-Tool” and sense-relationship with “Java-Tool”.
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5 Discussion and Conclusion

In this paper, we presented a software agent, ContextExplicator, which medi-
ates between the Web and the user’s information needs. It provides a method
for incremental knowledge management (i.e., knowledge discovery, acquisition
and representation) for heterogeneous information in the Web. The experimen-
tal results indicate that our approach can yield new high quality senses and their
relationships, and are comparable to human-crafted senses as found in the Yahoo!
directory. Thus, we find our initial experimental results very encouraging. The
novelty of our approach lies in extracting context-words and exploiting the sense
disambiguation and induction over those words, in the process of automatic doc-
ument categorization. It makes it possible to overcome the problems associated
with generic sense-descriptions of words. In addition, ContextExplicator propa-
gates the context-information of newly disambiguated word-senses to previously
disambiguated senses. This results in improved word-sense disambiguation.

In our future work, we will introduce a segmentation process which divides
a document into topic-based segments. Topically relevant segments may use a
given term in the same sense against the other segments. We will then apply
the presented approach of sense disambiguation and document categorization
on the topic-based segments basis. We expect better results from that which will
hopefully lead to even more sophisticated word-sense disambiguation/induction
performances.

References

1. J. Barwise and J. Seligman. The rights and wrongs of natural regularity. Ridgeview,
1994.

2. H. Billhardt, D. Borrajo, and V. Maojo. A context vector model for information
retrieval. JASIST, 53(3):236–249, 2002.

3. P. Bollmann-Sdorra and V. V. Raghavan. On the necessity of term dependence in
a query space for weighted retrieval. JASIS, 49(13):1161–1168, 1998.

4. M. P. O. Christopher Stokoe and J. Tait. Word sense disambiguation in information
retrieval revisited. In the Proceedings of the 26th SIGIR Conference, pages 159 –
166. ACM, 2003.

5. S. Deerwester, S. T. Dumais, G. W. Furnas, T. K. Landauer, and R. Harshman.
Indexing by latent semantic analysis. JASIS, 41(6):391–407, 1990.

6. W. Fan, M. D. Gordon, and P. Pathak. Discovery of context-specific ranking func-
tions for effective information retrieval using genetic programming. IEEE Trans-
actions on Knowledge and Data Engineering, 16(4):523–527, 2004.

7. A. W. B. Joyce Yue Chai. The use of word sense disambiguation in an information
extraction system. In AAAI/IAAI 1998, pages 850–855. AAAI / MIT, 1999.

8. R. Mihalcea and D. Moldovan. Semantic indexing using wordnet senses. In ACL
Workshop. ACL, 2000.

9. A. Rungsawang. Dsir: the first trec-7 attempt. In Proceedings of the Seventh
Text REtrieval Conference (TREC 1998), pages 366–372. National Institute of
Standards and Technology (NIST), 1998.

10. M. Sanderson. Retrieving with good sense. Information Retrieval, 2(1):49–69,
2000.

11. E. M. Voorhees. Using wordnet to disambiguate word senses for text retrieval. In
the Proceedings of the 20th SIGIR Conference, pages 171–180. ACM, 1993.

12. Wordnet, 2004. http://www.cogsci.princeton.edu/∼wn/.



Ontology Construction for Semantic Web: A
Role-Based Collaborative Development Method

Man Li1, Dazhi Wang2, Xiaoyong Du1, and Shan Wang1

1 School of Information, Renmin University of China, Beijing 100872, China
{liman1, duyong, swang}@ruc.edu.cn

2 Chengdu Institute of Computer Application, Chinese Academy of Sciences,
Chengdu 610041, China
wdzfortune@126.com

Abstract. Ontologies are often seen as basic building blocks for the se-
mantic web, as they provide a shared and reusable piece of knowledge
about a specific domain. With the rapid development of semantic web,
the scale and complexity of ontologies grow fast. The construction of
large-scale ontologies will involve collaborative efforts of multiple devel-
opers. However, collaborative construction of ontologies is a complicated
task. This paper discusses the challenging issues in collaborative ontology
development, gives an overview of the related technologies and proposes
a practical role-based collaborative development method, named RCDM.
According to it, a pyramidal taxonomy of roles is adopted to divide on-
tology developers into different roles. Developers serving as different roles
work collaboratively to construct a large-scale ontology, and a weighted
statistical algorithm is adopted to solve conflicts led by different opinions.
Compared with existing methods, RCDM is more suitable to large-scale
ontology development, and does well in developers management, concur-
rency control, and conflicts resolution. It integrates wisdoms of different
kinds of developers, no matter whether they are domain experts or not.

1 Introduction

Semantic web is designed as the next-generation web. It augments the current
web by adding machine understandable content to web resources, providing ex-
tra information on content, and enabling agents acting on behalf of humans to
reason with the information obtained[1, 2]. Ontologies are often seen as basic
building blocks for the semantic web, as they provide a shared and reusable
piece of knowledge about a specific domain. With the rapid development of se-
mantic web, the scale and complexity of ontologies grow fast. The construction
of large-scale ontologies will involve efforts of multiple developers. The collabora-
tive construction of ontologies is a complicated task, and the main challenges are:
i) how to avoid interference of different developers’ works; ii) how to arbitrate
among different (even opposing) opinions of developers.

Nowadays, several ontology development tools claim that they support con-
current operations of multiple developers on the same ontology. KAON[3, 4] is

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 609–619, 2005.
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the representative one among them. It resolves concurrence and conflict prob-
lems by transaction and locking. It adopts a client-server system structure. An
engineer server runs as a server, and user can connect to the engineering server
through a client panel. Different users operate concurrently the same ontology
on the engineering server. This is really a good approach to make a collabora-
tive development environment, but there are some limitations. First, there is no
distinction of roles. Ordinary developers can operate the ontology just as the
domain experts, which may induce errors or conflicts. Second, the concurrence
degree is low because of the (tree-) locking on the ontology. If too many people
operate concurrently, the system may be inefficient. Third, the workspace is pub-
lic for every developer. If developers have different opinions, the latter operation
will overwrite the former without discussion.

Some other researchers proposed that ontologies development just as the
software code does. Tool for managing versions of software code, such as CVS[5],
is a good choice for software engineers to participate in dynamic collaborative
projects. Naturally, collaborative development of dynamic ontologies requires
tools that are similar to software-version tools[6]. Therefore, they suggest that
ontology developers can use the storage, archival, and checkout mechanisms of
tools like CVS, and only need to improve the approach of comparing versions of
ontologies. However, in CVS, every user must do check-in after he finishes his own
work. After check-in, a new version is created in server, and the new version need
be merged with the baseline version. In this way, the system record every version
of the ontologies, and user can easily find out his operation or contribution done
before, but there are still problems. First, the operation such as check-in and
check-out is boring and time consuming. Second, the system mechanism is based
on the comparison of file content. It does not support ontology stored in database.
However database is more suitable for large-scale data. Third, there is still not
distinction of roles in this kind of system.

This paper proposes an effective role-based collaborative development method
named RCDM. In RCDM, different developers serving as different roles work
concurrently with different ontology views and different privileges, and a semi-
automatic conflicts resolution mechanism is adopted to resolve conflicts problem
led by different opinions. The method allows more developers to involve in the
development process and ensures the correctness and agreement of ontologies. It
has been proven by practice that RCDM is realistic and effective.

This paper is organized as follows. Section 2 explains RCDM in detail. Section
3 gives the implementation of RCDM and especially discusses the ontology views
control and conflicts resolution problem. Section 4 analyzes the related tools, and
compares them with ours. Section 5 draws the conclusion.

2 RCDM

Ontologies reflect the consensus in some domain. Ontologies may be large or
small. Small ontologies may be constructed by a few developers, but the con-
struction of large-scale ontologies is labor-intensive and time-consuming. The
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Fig. 1. Pyramidal taxonomy of roles

challenge of constructing a large-scale ontology is how to harmonize different
developers with different knowledge backgrounds to work together. Previous
tools do not take developers’ backgrounds into account. It treats every developer
without difference. However, it is not proper that every developer is permitted
to modify the ontology at will. Otherwise confusion will be incurred. Although
not every developer is permitted to modify ontology freely, we believe that he
should have right to bring forward proposals. Therefore we solve the problem by
limiting his privilege and providing limiting views for them.

According to our viewpoint, developers are divided by roles, and roles are
distinguished by privileges in the process of ontology construction and the mag-
nitude of developers who can act as the role. The more privileges have the role,
the less magnitude has developers who can act as the role. All the roles form a
pyramidal developer structure. Here, we divide developers into five kinds of roles,
which are KMGR (Knowledge Manager), KEXP (Knowledge Expert), KENG
(Knowledge Engineer), KPRO (Knowledge Proposer) and KUSR (Knowledge
User). The five kinds of roles form a pyramidal structure, which is shown in
figure 1.

KMGR is on the peak of the pyramid, because he is the authority of the
domain. He has the most privileges and the highest credibility. His task is to
manage the whole ontology. So he can modify the ontology at will and every
developer’ work is visible to him. Confronted with conflicts, KMGR is the final
arbitrator.

KEXP is the knowledge expert of the domain. His main task is to adjust the
structure of the ontology. Ontology is dynamic and evolves with time, so it is
necessary to adjust the existing structure continually. However, the modification
of structure is a complicated task and may influence many parts of ontology. To
ensure the consistency of ontology, in our method, KEXP’ work will not take
effect until it has been confirmed by KMGR.

KENG and KPRO cannot modify the ontology structure. Their task is to
enrich the ontology, so they can only add objects to the ontology. The difference



612 M. Li et al.

Table 1. Roles comparison

ROLE ADD DELETE MODIFY QUERY VALIDATE
KMGR Yes Yes Yes All Yes

KEXP Yes Yes Yes Base&Self No

KENG Yes No No Base&Self Yes

KPRO Yes No No Base&Self No

KUSR No No No Base No

between KENG and KPRO is that KENG’s work will take effect at once but
KPRO’s work will not. It means that KENG has more credibility than KPRO.
KPRO is only the proposer of some new knowledge.

KUSR is at the bottom of the pyramid. There are a large number of KUSR
in the web. He is the user of ontology, so he has only the privilege of browsing
and querying the ontology.

There are four kinds of operations during construction of ontology, and they
are query, addition, deletion and modification. According to RCDM, different
roles have different privileges for the operations. The privilege of roles is shown
in Table 1. The first column (ROLE) is the name of role. The second column
(ADD) shows whether the role is allowed to add objects to the ontology. The
third column (DELETE) indicates whether the role is allowed to delete existing
objects in the ontology. The fourth column (MODIFY) indicates whether the role
is allowed to modify existing objects in the ontology. The fifth column (QUERY)
indicates the area accessed by the role. There are three values: All, Base, and
Self. All indicates the role can access all objects in the ontology. Base indicates
the role can access the objects having been confirmed by KMGR in the ontology.
Self indicates the role can access objects created by himself in the ontology. The
last column (VALIDATE) explains whether the role’s operations (add, delete or
modify) would take effect directly after he committed his work.

From the analysis above, it can be seen that the pyramidal role-based collabo-
rative development method contributes to ontology construction at the following
aspects.

– Multi-role make developer management more easily by classifying developers
according to the pyramidal taxonomy and by providing different privileges
and views for them.

– The method allows more people to participate in the ontology construction.
According to the method, the construction of ontology does not completely
depend on domain experts. Developers with less domain knowledge can con-
tribute to ontology construction too.

– It assures the authority and consensus of ontology because more developers
are involved in the development process and proper concurrency control and
conflicts resolution strategies are adopted.
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3 Implementation

This chapter presents our implementation of RCDM in detail and discusses the
important mechanism such as views control and conflicts resolution.

3.1 System Framework

The system framework based on RCDM is shown in figure 2.
As shown in figure 2, the system architecture consists of three layers which

are storage layer, management layer and interface layer. As for storage layer,
our system support relational database and file system. Relational database is
the backbone of collaborative development. In the management layer, the im-
port and export module are responsible for importing ontology from OWL or
RDF files and exporting ontology stored in database to OWL or RDF files.
The file access module is used to access the ontology described by OWL or
RDF files. User management module, query processing module,view control
module, concurrency control module, conflict resolution module and version
control module are used to ensure collaborative work of multiple developers.
The views control and conflicts resolution will be discussed in detail in the rest
part of this chapter.In the interface layer, the system provides application APIs
for other applications to access the ontologies and GUI for users to access the
ontologies.

Fig. 2. System framework overview

3.2 Views Control

In our system, operations of KEXP and KPRO will not take effect until KMGR
confirms them. The objects waiting for confirmation will not be visible to others,
so different developers may have different ontology views. Here we use object to
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represent element in ontology, which is different from object in RDF model.
Object here may be delegation of a concept, a property, an instance, or any
element in ontology. Objects set of ontology is denoted as O. For object Oi

(Oi ∈ O),we define Creator(Oi) as the creator of object Oi, Delete(Oi) as
developers set in which developers ever delete object Oi and Status(Oi) as the
status of object Oi. The value of Status(Oi) can be valid, added or deleted.

– valid : it means that the object has been validated by KMGR or has been
created without controversy, so correctness of the objects with valid tag can
be ensured.

– added : it means that the object is added by KEXP or KPRO and has not
been confirmed by KMGR yet.

– deleted : it means that the object was deleted by KEXP and the operation
has not been confirmed by KMGR yet.

According to the status of the objects and the operations of developers, the
system provides different views for different developers. Suppose the whole de-
velopers set is D, for developer Di (Di ∈ D), we define Role(Di) as the role of
Di and V iew(Di) as objects that developer Di can access. V iew(Di) is a subset
of O. For the five kinds of developers in our system, the principle of composing
views of different developers is as following:

– Role(Di) = KMGR :
V iew(Di) = {Oj | Oj ∈ O}

– Role(Di) = KEXP or Role(Di) = KENG or Role(Di) = KPRO :
V iew(Di)={Oj | Status(Oj)=valid∨(Status(Oj) = added∧Creator(Oj) =
Di) ∨ (Status(Oj) = deleted ∧Di 	∈ Delete(Oj)), Oj ∈ O}

– Role(Di) = KUSR :
V iew(Di) = {Oj | Status(Oj) = valid ∨ (Status(Oj) = deleted ∧ Di 	∈
Delete(Oj)), Oj ∈ O}

The object with deleted status was deleted by some KEXP and had not been
validated by KMGR. So the object with deleted status should be accessible for all
others developers. According to our principle, all the objects accessed by KUSR
is valid and each KEXP cannot modify the objects added by other KEXP or
KPRO and had not been confirmed by KMGR.

3.3 Conflicts Resolution

Different developers will have different (even opposing) opinions during the pro-
cess of ontology construction. When KMGR begin solving conflict, it is difficult
to judge whether the object is preferable to be accepted or deleted. In our system,
the operations of KEXP or KPRO will not take effect until they are confirmed by
KMGR, but the operations express their opinions on the corresponding object.
So we give the following rule:
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– The operation that deletes object Oi is regarded as opposing the object Oi.
– The operation that creates object Oi is regarded as supporting the object Oi.
– The operation that creates objects related to object Oi is regarded as sup-

porting the object Oi.
– The operation that deletes objects related to object Oi is regarded as sup-

porting the object Oi, when the deleting operation is not induced by delet-
ing Oi.

Here, if there is some relation between two objects in a ontology, we call one
object is related to the other. For example, object ‘student’ is a class and the
object ‘name’ is a property. If ‘name’ is a property of ‘student’ in a ontology, we
call ‘name’ is related to ‘student’ or ‘student’ is related to ‘name’.

According to RCDM, different developers have different role, which means
they have different credibility. So we proposal a weighted statistical algorithm.
Here, weight is the reflection of developer’s credibility. The weight value is related
to each role and the developer acting as a role has the corresponding weight value.
To formally describe the algorithm, some functions are defined as following.

– Status(Oi): status of object Oi, Oi ∈ O.
– Creator(Oi): creator of object Oi, Oi ∈ O.
– Delete(Oi): developers set in which developers ever delete object Oi, Oi ∈ O.
– Related(Oi): objects that are related to object Oi, Oi ∈ O.
– CreatorR(Oi): developers who create the objects which are related to object

Oi, Oi ∈ O.
– DeleteR(Oi): developers who delete the objects which are related to object

Oi, Oi ∈ O.
– SD(Oi): developers that support object Oi, Oi ∈ O.
– OD(Oi): developers that oppose object Oi, Oi ∈ O.
– Role(Di): the role that developer Di acting as, Di ∈ D.
– Weight(Role(Di)): the weight value of developer Di, Di ∈ D.
– Support(Oi): supporting value of object Oi, Oi ∈ O.
– Oppose(Oi): opposing value of object Oi, Oi ∈ O.

The algorithm to compute the supporting value of an object is shown in
Algorithm 1.
Algorithm 1. Supporting Value Computation.

Input: object Ox, Ox ∈ O
Output: Support(Ox)

1. Get the creator of object Ox:
Creator(Ox);

2. Get deleting developers of Ox:
Delete(Ox);

3. Get the related objects of object Ox:
Related(Ox);

4. if Related(Ox) = φ then SD(Ox) = {Creator(Ox)} goto 8;
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5. Get all creating developers of Related(Ox):
CreatorR(Ox) =

⋃
Oi∈Related(Ox)

Creator(Oi);

6. Get all deleting developers of Related(Ox):
DeleteR(Ox) =

⋃
Oi∈Related(Ox)

Delete(Oi);

7. Get supporting developers set SD(Ox):
SD(Ox) = Creator(Ox)

⋃
CreatorR(Ox)

⋃
DeleteR(Ox)−Delete(Ox);

8. Get the supporting value of object Ox:
Support(Ox) =

∑
Di∈SD(Dx)

Weight(Role(Di))

The algorithm to compute the opposing value of an object is shown in Algo-
rithm 2.

Algorithm 2. Opposing Value Computation
Input: object Ox,Ox ∈ O
Output: Oppose(Ox)

1. Find users who ever delete object Ox:
Delete(Ox);

2. Get opposing developers set OD(Ox):
OD(Ox) = Delete(Ox);

3. Get the opposing value of object Ox:
Oppose(Ox) =

∑
Di∈OD(Dx)

Weight(Role(Di))

Support(Ox) and Oppose(Ox) are important factors during the arbitration
process of KMGR. For object Ox , Support(Ox) reflects the supporting degree of
the developers and Oppose(Ox) reflects the opposing degree of the developers.
However, KMGR should not make decision only based on Support(Ox) and
Oppose(Ox). His own opinion is an important factor too.

4 Analysis and Comparison

A good overview, viz. a comparative study of existing tools up to 1999, is given
in[7]. Naturally, it could not fully consider the more recent developments. Here
we focus on the latest tools and that supporting collaborative construction for
ontologies.

Ontolingua[8] is developed by Stanford University. It supports for collabora-
tive development of consensus ontologies by access control of user and group and
multi-user sessions. The Ontolingua Server uses the notion of users and groups
that are typical in most multi-user file systems. As with file systems, access to
ontologies such as read and write, is controlled by the ontology owner giving
access to specific groups. This mechanism supports both access protection as
well as collaboration across groups of people who are defined within the ontol-
ogy development environment. The server provides supports for simultaneous
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work through group sessions. When a user opens a session, she may assign a
group ownership to it. This enables any other members of that group to join the
session and work simultaneously on the same set of ontologies. A notification
mechanism informs each user of the changes that other users have made.

Inspired by the Ontolingua system, Ontosaurus[9] combines support for col-
laboration with reasoning and allows individuals to add to an ontology only when
consistency is retained within the ontology as a whole. In Ontosaurus, changes
can only be made by an individual user if they are consistent with the rest of
the ontology. This is made possible due to the reasoning capabilities built-in to
the LOOM representation language and prevents inconsistent ontologies from
being built. Due to the simple ”state-less” HTML interaction, it has several lim-
itations. E.g. does a server not maintain any state information about users, i.e.
clients, nor is it possible for a server to initiate an interaction on its own, e.g.
alerting users to simultaneous changes by others.

OntoEdit[10], developed by Karlsruhe University, is a collaborative ontology
development environment for the Semantic Web. To ensure safe development
conditions, OntoEdit employed a locking and transaction protocol. It adopts the
strategy of locking a complete subtree of the concept hierarchy. After the subtrees
have been locked no conflicts can arise anymore. This (tree-) locking information
is distributed to all other clients and visually indicated in the GUI. KAON, as
the successor of OntoEdit, adopts similar concurrent controlling strategy.

WebODE[11] is developed by Technical University of Madrid. It covers and
gives support to most of the activities involved in the ontology development pro-
cess proposed by METHONTOLOGY. It offers inference services and an axiom
manager (providing functionalities such as an axiom library, axiom patterns and
axiom parsing and verification), but the very brief mentioning of these function-
alities is too short to assess precisely. About collaboration, it is said that this is
supported at the knowledge level, but how this is achieved remains open.

Other tools, such as Protégé [12] developed by Stanford University and
OilEd[13] in the context of the European IST On-To-Knowledge project, offer
sophisticated support for ontology engineering, but lack sophisticated support
for collaborative ontology engineering.

The comparison between our system and previous tools is shown in Table 2. It
lists eight tools, Ontolingua, Ontosaurus, OntoEdit, KAON, WebODE, Protégé,
OilEd and our cooperative ontology development environment (abbr. CODE).
The column Developer, Ontology Storage, Collaboration Control, and Conflicts
Resolution show the corresponding tool’s developer, ontology storage mode, col-
laboration control strategy, and conflicts resolution method in turn. The last
column User Demand indicates the developers demanded on condition that on-
tology validity is ensured.

From Table 2, we can see that our CODE has the following advantages. i) It
make developers management more easily by adopting the pyramidal taxonomy
of developers. ii) It has good conflicts resolution method by using the weighted
statistical algorithm. iii) It integrates wisdoms of different kinds of developers,
no matter whether they are domain expert or not.
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Table 2. Comparison of ontology construction tools

Tool Developer Ontology
Storage

Collaboration
Control

Conflicts Res-
olution

User
Demand

Ontolingua Stanford
University

Files User and Group
Access Control
& Multi-user
Sessions

Session&
Communica-
tion

Domain
Expert

Ontosaurus University
of South
California

Files User and Group
Access Control
& Multi-user
Sessions

Session&
Communica-
tion

Domain
Expert

OntoEdit Karlsruhe
University

Files&DBMS Locking & Trans-
action Protocol

Session&
Communica-
tion

Domain
Expert

KAON Karlsruhe
University

Files&DBMS Locking & Trans-
action Protocol

Session&
Communica-
tion

Domain
Expert

WebODE Technical
University
of Madrid

DBMS Group Access
Control

Session&
Communica-
tion

Domain
Expert

Protégé Stanford
University

Files&DBMS None None Domain
Expert

OilEd University
of Manch-
ester

Files None None Domain
Expert

CODE Renmin
University
of China

Files&DBMS RCDM KMGR&
Weighted
statistical
algorithm

KMGR
KEXP
KENG
KPRO

5 Conclusion

This paper discusses the challenging issues in constructing large-scale ontol-
ogy and proposes a practical collaborative ontology development method. The
method allows more developers to involve in the ontology development process,
so that the constructed ontology may reach a better coverage of a specific domain
of interest.
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Abstract. The proliferation of Internet technology and globalisation of
business environment give rise to the advent of virtual e-marketplace
among complementary organisations. With significant computational re-
sources available online, it is hardly to imagine that individual organisa-
tions will reinvent the wheel by themselves but ignore those standards-
based available services. Ontology-based matchmaking in e-marketplace
with Web services is a process of finding a particular Web service to
fill a specific role. In this paper, firstly, a general e-business conducting
phase is described. Then a novel mechanism with embedded matchmak-
ing components is presented to facilitate finding specific services. A Web
services repository and a Web services description as essential parts are
discussed. Finally, Web services described in DAML-S along with domain
ontologies in DAML are illustrated in a case study.

1 Introduction

With significant computational resources available online, organisations do not
need to reinvent the wheel but instead to discover and composite those par-
ticular standards-based services according to their requirements through new
technologies. Owing to more and more businesses increasingly relying on collab-
oration, huge profit and non-profit organisations are aware of the great potential
to achieve greater productivity and efficiency of Web services. Web services, as
defined by W3C, are “a key component of the emerging, loosely coupled, Web-
based computing architecture”. Through Web services, companies are enabled
to find one another on the Internet by UDDI (Universal Description, Discovery,
and Integration) standard which defines a protocol for directory services that
contain Web service descriptions. UDDI, WSDL (Web Services description lan-
guage), and SOAP (a lightweight protocol for transport) are important steps
into the direction of a Web populated by services. Of course, XML is the ba-
sis of offering the “what” description of the data. Likewise BPEL4WS, WSCI,
BPML and more and more Web services related standards and specifications or
recommendations are available or will be available to illustrate this new trend
in both industry and academia.
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Consortia and organisations such as W3C, OASIS and BPMI.org are look-
ing to work out a series of standards/specifications/protocols to provide mod-
els/languages to deploy Web services. But if we look at the existing specifica-
tions generally, it is not too hard to get the idea that for business areas which
are dynamic and non-deterministic and most importantly which require human
participation, a real solution is still far away. Just as BPEL4WS replaced WSFL
and XLANG in late 2002, BPML later became a superset of BPEL4WS.

Currently, one of the most challenging problems that Web-services-enabled
e-marketplaces face is the lack of appropriate mechanisms to find the prospective
services on behalf of participants by considering constraints. In an e-marketplace
such as a car service centre (a real scenario in the following sections), the
agent may possess certain capability to make a decision by himself/herself upon
a customer request (i.e. query). Currently, there are no specifications to address
agent’s capability from an organisational aspect. Decision making in a partner-
ship which is driven by a task in a business process would allow considering
partners’ roles and their capabilities in decision making in the business.

AI and agent technology [6] offer a high potential for decision making in
distributed environments. In particular, ontologies [5] providing participants
with unambiguous domain knowledge and relationships pave the way to smooth
communications between parties, especially in e-marketplace. And ontologies
and ontology-based approaches [9] have been recognised having great benefits
in many areas such as e-commerce, knowledge and content management and
the newly emerging field like Semantic Web. Advantages of ontology-based ap-
proaches include reusability, extensibility, evolution and justification, etc. [14].
Also multi-agent systems (MAS) which definitely increase the synergy by indi-
vidual collaborations, is a sound way in modelling business processes. Of course
solutions of constraint problems in AI are obviously one of the great benefits
to matchmaking in e-marketplaces. That is why in this paper we investigate
matchmaking in e-marketplaces from the AI perspective.

This paper will focus on finding prospective partners to fill specified roles in
an e-marketplace by studying agents’ decision making pre-, current- and post-
actions within a decision making cycle. By doing so, an agent can take advantages
of collaboration with others to accomplish a task without losing his/her own
flexibility either in external or internal activities. Agents may interact with the
Web service in a manner prescribed by its definition, using XML based messages
conveyed by Internet protocols.

To comply with the above requirements, our approach is summarised as fol-
lows: (1) to develop domain ontologies by using DAML, e.g. car ontology, car part
ontology and others if required; and (2) to develop a decision making mechanism
to assist locating the most suitable services of Web services. The work here is
driven by two factors. One is the intrinsic business conducting phase, which indi-
cates how a business is running, that is exemplified with internal relations which
most of the time are isolated from external observers. Another is interactions
between participants with exchanging messages to determine a subsequent pro-
cess dedicated to the task. The former addresses the basic flow in doing business



622 L. Li, Y. Yang, and B. Wu

upon receiving XML-based messages from a sender, while the latter emphasises
collaboration between two or more parties. Our contribution lies in the service
search and decision making mechanisms embedded in the roles of the parties to
help them make appropriate selections in e-marketplace formation.

It is worth noting that basic infrastructures such as HTML, WSDL, UDDI and
SOAP are the foundations of this paper. DAML-S is also available to enable de-
scribing agents’ profile in services. Additionally, XQuery is available to make up a
basic query. The baseline is XML. Every example in this paper is based on XML.

This paper is organised as follows. The next section addresses preliminary
knowledge. The basic business conducting phase and XQuery language will be
introduced. Section 3 describes interactions between partners in e-marketplace.
Section 4 proposes a five stage decision making cycle for agents to find the most
suitable partners in forming an e-marketplace dedicated to a task and based
on Web services. Section 5 illustrates the five-stage decision making mechanism
with a case study - a car service centre. Section 6 is about related work.
Finally, Section 7 concludes our work and identifies potential further work.

2 Preliminary Knowledge

As mentioned in the introduction, we assume the basic infrastructures are avail-
able to enable businesses to list them on the Internet (UDDI), to exchange
structured information in a decentralised, distributed environment (SOAP), to
extend description messages regardless of what message formats or network pro-
tocols are used to communicate (WSDL). All of them are based on the baseline
XML. However, XML itself provides no semantics for its tags. Even if one cre-
ates a program that assigns similar semantics to a particular tag, because the
semantics is not part of the XML specification, an assertion still cannot be made
for an application. Surprisingly, an ontology described in DAML-S enables rea-
soning about implicit assertions [1]. That is the reason why we use DAML-S1 to
describe an ontology creation and its application in matchmaking. Additionally,
in contrast to WSDL which provides a communication level description of the
messages and protocols used by Web services, DAML-S [1] is interested in devel-
oping semantic markup that will sit at the application level above WSDL, and
describing what a service can do, not just how it does. That is, we assume that
Web services are described, presented, and populated by appropriate languages
and protocols in the Internet. Bearing these in mind, we are going to describe a
general business conducting phase in the next subsection. In the following, we do
not distinguish terms between agents, roles, parties, partners and participants
but care about meanings in certain circumstance. We treat them the same in
the context of agent technology and Web service technology.

1 Although corresponding equivalent ontology element in DAML+OIL can be found in
OWL (http://www.w3.org/2004/OWL/), generally, available HTML and documen-
tation files (http://www.daml.org/services/daml-s/0.9/) refer to the DAML+OIL
files. So we use DAML-S instead of OWL-S in this paper.
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Fig. 1. Diagram of roles’ interaction to achieve a goal

2.1 Basic Business Conducting Phase

Generally speaking, a business flows from one stage to another if requirements
are met. Intuitively, four phases are encompassed in Figure 1 (on the far left).
First is the order stage. A requester sends a provider a request with the de-
scriptions of a specific task. Then several rounds of message exchange lead to
the next stage, i.e. the fulfillment stage. In this stage, both the requester
and the provider intend to fulfill their own subtasks in parallel. Before that, the
prospective provider and the requester may negotiate mutual terms and con-
ditions. As for the requester, he/she might need to check his/her credit limit,
whereas for the provider, he/she must get everything in the order ready if these
two parties can reach an agreement in terms of goals, deadlines, and exception
scenario. payment comes next, after everything has been done. Finally it is the
delivery stage. In this stage, delivery is arranged. There are other stages
such as pre-purchase and post-purchase (CRM) which also need to be taken into
account in businesses. What we mentioned here is the basic blueprint of doing
business. Every stage actually consists of many sub-processes. If we look into the
payment stage, it is clear that some kinds of payment such as Direct debit, Pay
by Phone, Pay by Web, Pay in Person and Pay by Mail are available now and
may request authorisation from a third party service (like IBM SET-compliant
software) rather than direct payment between the requester and the provider.
But our research concentrates on combining different Web service technologies
for agents to make a decision in an e-marketplace. We focus on these four stages
by viewing accomplishing a task as a flow of tasks to meet the requirements.

2.2 Query in Web Services

In XQuery, a query shown below is expressed in a FLWOR expression to return re-
quired services. Mostly, this simple query structure is adapted to query services on
the Internet by extending its grammar and is eventually associated with temporal
logic in some ways [13, 4]. We identify a set of relations which represent agents pos-
sessing some properties for further inferencing. We do not distinguish terms such
as role and service for the reason that every role’s function is to provide service(s).
for $x in doc("catalog.xml")/vehicle/car
where $x/year>2001
order by $x/price
return $x
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In this paper, the basic form of a query, which consists of two parts, namely
requirement and goal are as follows:

<Qreq>
<requirement>
<!-- FLWOR expression goes here-->
</requirement>
<goal>
<!-- goal goes here-->
</goal>
</Qreq>

Bearing this background knowledge in mind, we will discuss interactions be-
tween two parties in more detail next.

3 Interactions Between Parties

Business aims vary from domain to domain. Intuitively, the purpose of business
is to get something (no matter whether the product is tangible or intangible) by
collaboration to maintain the efficient low operation cost and minimise the total
investment. More and more businesses which increasingly rely on collaboration
now, are greatly supported by Web technologies. What we would like to convey
in Figure 1 is how two parties achieve their goals by interacting with each other
in e-marketplaces. On the far left of Figure 1 is the blueprint of conducting
any business. The rest of the diagram shows interactions taking place not only
between the requester and the provider, but between the provider and other
roles as well.

– Vertical dashed lines separate the roles of different parties, like swimming
lanes represent each role

– Other dashed lines represent external relations between two parties, while
solid lines within the lanes show internal relations

– Small circles represent processes and the process flow (in solid lines) stands
for a business process for that role dedicated to a task at that time

– Solid ellipses represent services (showing interactions between two parties)
– Arrowed lines represent directions of message flow

Interactions may take place more than once in an e-marketplace to achieve a
goal. We concentrate on the following messages between roles in which Request
and Answer may iterate many times until they reach a failure or success state:
(1) Request - to ask something such as query for flights, query for price, etc. as
well as to address something bound with some constraints which may change
from time to time; (2) Inform - to inform something; (3) Answer - to provide
alternative solutions; (4) Accept/Reject - to show the results of communications.

We adopt a very simple notation to describe the basic form of an interaction.
The basic form of an interaction in BNF is as follows:

interaction::= <interExp>* <accept|reject>|<inform>*}
interExp::= <request> <answer>}
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where the interExp expression consists of a series of rounds of request and
answer with every agent making a proposal at every round, followed by a manda-
tory accept or reject or inform which may iterate many times, where “*”
specifies the cardinality of the actions repeated once or more. Other specifics
without any qualifiers occur only once.

The XML-like informal description for interactions is as follows:

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#">
<action>
<requester name="carCentre" type="request" role="sender">
<content ID=""> <!--detailed content goes here--> </content>
<reference rdf:resource="http://www.swin.edu.au/process/interaction" />
</requester>
<provider name="engineSupplier" type="answer" role="receiver">
<content ID=""> <!--detailed content goes here--> </content>
<reference rdf:resource="http://www.swin.edu.au/process/interaction" />
</provider>
</action>
</rdf:RDF>

After getting enough information about services, agent car service centre
decides which one(s) its partners will be for a specified task in an e-marketplace.
Next we will discuss how to make a decision in this regard.

4 Matchmaking in e-Marketplace

One of the greatest challenging in e-marketplace today is how to find suitable
partners to meet certain requirements, for example, quality, locality, time, and
cost. through Web services. In doing so, firstly, they should know what they are
going to achieve. The subsequent sections address this in detail.

4.1 Decision Making Cycle

Figure 2 represents the life cycle of decision making in an e-marketplace. Partic-
ipants involved in the task will take part in collaboration to obtain information
for further actions to achieve the task with the following steps:

Step 1: Problem Recognition. This step is to be aware of problems which
come out of interactions (like a customer requires a certain price range). The
problems change all the time, so the agent needs to consider each of them and
generate a query according to relevant constraints.

problem
recognition

service search

pre-evaluation

decision making

post-evaluation

Fig. 2. Life cycle of decision making
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Step 2: Service Search. With each generated query, this step selects services
meeting basic constraints. All selected services with names, phone numbers,
fax numbers, postal addresses, emails, URLs, etc. go through the next step for
evaluation.
Step 3: Pre-evaluation. Selected services are options for the requester. What
he/she is interested in is the most suitable one(s). Exact matching is desirable but
is unusual in e-marketplaces, so filtering method is a necessity. Step 3 considers
all selected services according to given criteria by using AI approaches. However,
in most cases, the agent must estimate by his/her knowledge if there is no existing
assertions or facts. Sometimes, the process will go back to step 2 to search again
if the selected services did not well fit in the e-marketplace.
Step 4: Decision Making. This step is about commitment of actions. Agents
must make sure that the selected services meet all requirements before this
step. This step leads to activities such as payment and delivery to be fulfilled
subsequently.
Step 5: Post-evaluation. Post-evaluation takes place by looking a step ahead
in the business process to evaluate the total cost, total time consumption and
response time, etc. in the direction of completing the task by deploying the
service based on activities which have taken place so far. Intuitively, any feedback
from this step will affect subsequent “problem recognition” step by adjusting
matching conditions, if that is possible. Of course, unlike data manipulation
in databases, some business transactions cannot be rolled back. In this case,
feedback from this step is considered for further reference.

4.2 Functionality

Because not all services are likely to be discovered just by matching between
the requester’s query and the provider’s profile (from where extraction items are
generated), some other mechanisms are needed to guide further filtering to locate
prospective providers if needed. Decision making is such a kind of mechanism
to assist in making a decision in partnership formation in e-marketplaces. With
our understanding, this mechanism is embedded in each role (agent) although
we did not show that in Figure 3 for simplicity.

5 Case Study

We use a real world scenario of a car service centre to illustrate how agents col-
laborate with each other, and what the main issues are in decision making. The
interaction process between all parties is illustrated in Figure 3. Actually, Figure
3 is a special case of Figure 1 with detailed names such as “customer” replac-
ing “requester”, “car centre”(simplicity for “car service centre” in Figure 3)
replacing “provider” and detailed part suppliers replacing “other roles” in
Figure 1. Basically, only two roles (customer and car centre) are involved if
the work is a simple task. But mostly, car centre needs to look for other agents
such as parts suppliers over the Internet. In this example, we assume the agents
(car centre) are only required to consider decision making constraints like time
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Fig. 3. Interaction diagram Fig. 4. Expectation function

and cost. But we omit their detailed calculations in this section due to the space
limit. The process starts when the customer sends a request like “would like
to have a service”. car centre replies (most time they give a quote about the
service for a specified kind of car). customer takes available quotes with other
information such as location, time, etc. into account to select the quote (i.e. a
specific car centre) which satisfies him/her. He/she then sends car centre an
accept message. All message exchanges are shown in Figure 3 with a dashed
line circle in the second column. The arrowed lines represents message sending
and receiving. After car centre gets the message, it starts the service. When
the car service is completed successfully, car centre sends a message to inform
customer and continues subsequent activities such as check credit and ar-
ranges delivery (deliver) if they are applicable. If a replacement is needed, car
centre sends another message and waits for customer reply. A series of sending
and receiving messages (shown by the dashed line circle in the second column in
Figure 3) are needed to reach another agreement until an accept message can
be issued. Then car centre will start to search the Internet (unless car centre
has relevant information in its local repository) to locate related parties (engine
suppliers, windscreen suppliers, tyre suppliers, etc.) through Web ser-
vices. Request-Answer may be repeated many times until agreements have been
reached by the two parties. The car centre will then contact the customer
again to notify any adjustments. This communication about the service goes on
and on until it is completed (complete). check credit and deliver can then
continue. Figure 3 focuses on how an e-marketplace is formed to accomplish a
task (providing parts for a car) based on interactions between car centre, and
customer in a Web service environment.

5.1 Ontology

As mentioned earlier in this paper, ontology plays an important role in e-
marketplaces with Web services. The term is not only used for describing domain
knowledge, but also for definitions of processes, and partner relationships. A sim-
ple ontology (about a car) is presented below to illustrate this. The following
simple XML description shows that car is a subclass of vehicle, whereas sedan
is a subclass of car.
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<rdf:RDF
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:ont="http://www.swin.edu.au/process/ontology"
xmlns:daml="http://www.daml.org/2001/03/daml+oil">
<!--imported resources go here-->
<ont:entry rdf:ID="Vehicle">

<ont:label>vehicle</ont:label>
</ont:entry>
<ont:entry rdf:ID="Car">

<ont:label>Car</ont:label>
<ont:subClassOf rdf:resource="http://www.swin.edu.au/process/ontology/vehicle" />

</ont:entry>
<ont:entry rdf:ID="Sedan">

<ont:label>Sedan</ont:label>
<ont:subClassOf rdf:resource="http://www.swin.edu.au/process/ontology/vehicle/car" />

</ont:entry>
<!--other car categories go here-->

</rdf:RDF>

5.2 Decision Making

Decision making is crucial in almost every phase of the decision making cycle.
Sometimes people are unconscious of its presence due to the very small effort
needed for making a decision. However in an e-marketplace, (let us take the
above example for instance) every effort must be made to ensure prospective
partners are selected carefully. customer at first even needs to make a decision
on which car centre to choose by taking cost, time, location, trustworthiness,
etc. into consideration.

In light of the decision making cycle, after problem recognition, a query is
generated according to requirements. An example of a query is given below:

<request
xmlns="http://www.swin.edu.au/process/models"
xmlns:part="http://www.swin.edu.au/process/models/car/parts"
xmlns:customer="http://www.swin.edu.au/process/carcentre/customer"
xmlns:car-centre="http://www.swin.edu.au/process/carcentre">

<requirement>
{
FOR $x in doc("catalog.xml")/vehicle/car
<!-- condition goes here-->
LET $v1 as customer:lowprice
RETURN $v1
LET $v2 as customer:highprice
RETURN $v2
WHERE
{ [$v1&lt;price&lt;$v2] AND [brand in SET {...}] AND [quality="high"] AND [...] }
ORDER BY {<!-- sorting item goes here-->}
LET $info:=(carcentre_name, address, service_time>)
RETURN
<car-centre:Display> {$info}</car-centre:Display>
RETURN
{
<part:Name> {$pN} </part:Name>
<part:Quantity> {$pQ} </part:Quantity>
<part:Brand> {$pB}</part:Brand>
<part:Type> {$pT}</part:Type>
<!-- other return items go here-->
}
</requirement>
<goal> <!-- the goal goes here--> </goal>

</request>
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Then service search starts to search services on the Internet. After that,
the pre-evaluation phase begins, for example, for a windscreen replacement
scenario. The agent (car centre) must make a decision on which services are
the best ones to meet customer requirements. Suppose there are many services
(all of them are windscreen supplier services) meeting the conditions after
previous filtering but still with slight differences. At this stage, we may turn
to defining a utility function like (

∑n
j=1 wi · attj), where wj (wj ∈ (0, 1)) is

the element of weight vector corresponding to attribute attj . Again, expectation
functions combining with user’s expectation and car centre agent’s experiences
(described in a curve in Figure 4) are used to assist filtering unexpected services.

Finally, the average weighted values decide the suitable services which meet
the customer requirements. After pre-evaluation, decision making occurs
which deals with the commitment of the business actions including payment,
delivery, etc. For the next step, post-evaluation, the mechanism looks a step
ahead by putting the windscreen replacement service into the process to see if
all the conditions have been met. This step calculates all measures, including the
total cost, time consumption and response time. In short, matchmaking in the
car centre case study proceeds 5 steps according to Figure 2 to select prospective
services and briefly measure run-time characteristics such as total cost and time
consumption. Matchmaking is a great help to select partners during Web-enabled
e-marketplaces.

6 Related Work

As discussed in paper [8], one of the most challenging problems today is to locate
suitable services from Web services. Much work has been done from the semantic
perspective [2, 10, 11] but with different emphasises. In paper [1], DAML-S, as a
service description language, provides a semantics based view of Web services,
particular the DAML-S profile to advertise the functionalities that organisations
offer to the community. Paolucci et al. [12] claim that the locations of Web
services should be based on the semantic match between a declarative description
of the service being sought, and a description of the service being offered. Paper
[15] introduces a language for describing the matchmaking process by using five
different filters based on a domain specific ontology. In their papers [3, 7], a
process ontology is developed to improve precision of key word based querying.
In paper [13], a Web service request language is developed on the basis of XML
and AI planning technique. Its purpose is to allow users to associate goals with
a service request. In contrast to the semantic approaches presented above, paper
[16] bases matchmaking on finite state automata. The approach in the paper
discusses service discovery by using business process descriptions rather than
individual message passing. Unfortunately, its business process description is
unable to catch dynamic features of a real business process. In addition, its
computations are complex and need to be further addressed.

The approach in our paper is inspired by the work from the semantic point
of view where ontologies are the foundations of communications. We believe this
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approach is applicable in e-marketplaces whenever different parties communi-
cate with one another. But our approach is different from semantically-oriented
methods described above in that we believe decision making embedded in the
roles of the different parties is desirable as they carry out a task to help filter
unsuitable services in service discovery.

7 Conclusions

In this paper, our general focus has been on developing a decision making mech-
anism in e-marketplaces with Web services. In order to tackle partnership forma-
tion in e-marketplaces, we have discussed ontologies which are the foundation of
communication on the Internet. Furthermore, we have presented an interaction
diagram to illustrate what basic elements should be encompassed. Additionally,
we have addressed query generation based on problem recognition including
interactions of parties. The query is later used in service search on the In-
ternet. Consequently, the query plays an important role in decision making to
provide assistance for the subsequent pre-evaluation, decision making, and
post-evaluation phases. The novelty of this approach lies in the service search,
based on the generated query and decision making mechanisms embedded in the
roles of the parties to help them make appropriate selections in e-marketplace
formation. Most work presented is about investigating e-marketplaces at the for-
mation level. We have developed several ontologies for different domains. Exper-
imental systems for generating queries and extracting query related items from
the service profile are under construction. In this paper, we have only addressed
interactions between two parties, presumably in a way that is compatible. In
most cases in e-marketplaces, however, interactions are not totally direct but
indirect. The mobility of interaction is open for future investigation. Also, at
the e-marketplace implementation level, error handling is another big challenge
which needs to be addressed.
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Abstract. As web pages are created, destroyed, and updated dynamically, web 
databases should be frequently updated to keep web pages up-to-date. 
Understanding the change behavior of web pages certainly helps the 
administrators manage their web databases. This paper introduces a number of 
metrics representing various change behavior of the web pages. We have 
monitored approximately 1.8 million to three million URLs at two-day intervals 
for 100 days. Using the metrics we propose, we analyze the collected URLs and 
web pages. In addition, we propose a method that computes the probability that 
a page will be downloaded on the next crawls. 

1   Introduction 

Web search services can create web databases (a collection of web pages) that enable 
users to retrieve web pages internally. Proxy servers, meta-search engines, and web 
browsers tend to maintain web databases to cache web pages internally, providing 
users web pages without downloading the same pages repeatedly. As web pages are 
created, modified, and destroyed dynamically, users are likely to see out-of-date 
pages instead of seeing up-to-date ones. Administrators should frequently update web 
databases to keep the databases fresh. Understanding the change behavior of web 
pages certainly helps the administrators manage their web databases. 

A number of studies have investigated the evolution of web pages [1, 2, 3, 4, 6, 8]. 
In Cho and Garcia-Molina [2, 3], 720,000 pages were crawled daily for four months. 
They found that pages in the “com” domain changed more frequently than those in 
other domains, that about 40% of all web pages changed in a week, and that it took 
about 50 days for half of all the pages to change. Fetterly et al. [6] attempted to 
download 151 million pages 11 times over 11 weeks. They found that the average 
interval of the page change varies widely across top-level domains, and that large 
pages change more often than small ones do. Ntoulas et al. [8] picked 154 sites in the 
five top-ranked pages in each topical category of the Google directory. They crawled 
about 4.4 million pages from the sites weekly for one year. They found that every week 
8% of downloaded pages were new, and that 25% of all crawled links were new. 

                                                           
 This work was supported by Korea Research Foundation Grant. (KRF-2004-D00172). 



 An Empirical Study on the Change of Web Pages 633 

 

Previous studies have not taken into account various factors worthy of 
investigation. First, although web pages are created daily, the page creation 
phenomenon draws little attention in research communities. To our best knowledge, 
only Ntoulas et al. [9] studied the page creation phenomenon. Second, there is no 
research that considers downloading issues of URLs. In the real world, we cannot 
always download a page with a given URL. An approach that makes a distinction 
between URLs and successfully downloaded pages (possibly in a single page basis) is 
recommended. Third, even though previous researchers computed the average change 
intervals of web pages in one way or another, there has been no technical attempt to 
investigate what portion of all the web pages change at uniform rates and what 
portion of them do not. 

Our research is motivated to answer the limitations of previous research. In this 
paper, we introduce a number of metrics, including the download rate, the 
modification rate, and the coefficient of age variation to represent the change behavior 
of web pages. These metrics take into account not only the unsuccessful download 
states of web pages, but also the creation of new URLs and new web pages. From the 
34,000 Korean sites we selected, we have monitored approximately 1.8 million to 3 
million URLs at two-day intervals for 100 days. Using the metrics we propose, we 
analyze the collected URLs and web pages. This paper presents our findings from the 
analysis. Also, we propose a method that computes the probability that a page will be 
successfully downloaded in the next crawls. Our experiment shows that the method 
estimates the probability well. 

The paper is organized as follows. Besides this introduction, we define a number 
of metrics to represent the changes of web pages in section 2. Section 3 analyzes the 
collected URLs and web pages. Section 4 proposes a formula that predicts the change 
behavior of the web pages. Section 5 contains the closing remarks. 

2   New Metrics 

In this section, we define metrics that show the change behavior of web pages. We are 
going to use an illustrative example (see Fig. 1) to explain these metrics. There are 16 
crawls with six URLs. In each crawl, the web robot [7] starts off by placing an initial 
set of URLs in a queue that stores URLs to be visited. From this queue, the robot gets 
a URL, downloads a page, extracts (detects) any URLs in the downloaded page, and 
puts the new URLs in the queue. This process is repeated until either there are no 
URLs in the queue or the robot visits a predetermined number of pages. 

A dash symbol (“-”) in Fig. 1 means that there is no download attempt since the 
corresponding URL is not available at that point. A black circle (“ ”) means that we 
fail to download a web page. The content of a downloaded page is denoted as a 
circled character (here , , etc.). For example, on the first crawl where four URLs 
(A, B, E, and F) are available, we can download two pages from URL A and B 
successfully, and we denote the contents of the downloaded pages as  and , 
respectively. 

 

� �

� �
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Fig. 1. Crawling example 

 
Definition 1: The first detection number and the last detection number are crawl 
numbers on which a URL is detected first and last, respectively. The detection rate of 
a URL is a value produced by the following equation: 

1+− numberdetectionfirstthenumberdetectionlastthe

detectionsofnumberthe  

For example, URL C is detected at the 5th, 6th, 7th, and 9th crawls. The detection 
rate of URL C is 4/(9-5+1)=0.8. The more frequently a URL is detected between the 
first and last detections, the higher the detection rate value becomes. The low 
detection rate value means that a URL has not been detected frequently since first 
detected. Because the URLs with low detection rates are not informative enough to be 
studied, we should analyze the change behavior of web pages with URLs whose 
detection rates are higher than a given threshold. 

Definition 2: The download rate of a URL is a value computed by the following 
equation: 

requestsdownloadofnumberthe

downlaodssuccessfulofnumberthe  

For example, URL D is detected eight times, and the page for URL D is 
downloaded at the 3rd, 4th, 7th and 8th crawls. The download rate of URL D is 
(4/8)=0.5. A download rate value shows how consistently a web page is downloaded. 

Definition 3: The download recall of a URL is a value computed by the following 
equation: 

crawlsofnumbertotalthe

requestsdownloadofnumberthe  

For example, since there are 8 attempts to download a page with URL D in 16 
crawls, the download recall of URL D is (8/16)=0.5. Suppose a URL is detected only 
once and a page with the URL is downloaded successfully. Then, even though the 
download rate of the URL becomes 1.00, we cannot accept this number for granted 

Crawl number URL 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
A � � � � � � � 	 
 � �  � � � � 
B � � � � � � � � � � � � - - - - 
C - - - - � � � - � - - - - - - - 
D - - �  � - � � � � - � � - - - - 
E � � - � � � � � - � � � � - - � 
F � � � � � � � � � � � � � � � � 
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because there is only one download attempt in 16 crawls. We should consider the 
URLs whose download recalls are higher than a given threshold. 

Definition 4: Suppose that a page with URL u is downloaded on crawl number i, and 
that there is at least one download success with URL u prior to crawl number i. The 
current content of URL u on crawl number i is defined as the content of a page that is 
downloaded on crawl number i. The previous content of URL u on crawl number i is 
defined as the content of the page of URL u that is successfully downloaded latest 
prior to crawl number i. If the current and previous contents of URL u on crawl 
number i are different from each other, the page of URL u is defined to be modified 
on crawl number i. 

For example, the current content of URL E on the 10th crawl is  and the previous 
content is . The page for URL E is modified on the 10th crawl. On the 12th crawl, the 
current and previous contents are of the same as . We say that the page is not 
modified on the 12th crawl. 

Definition 5: The modification rate of a page is a value computed by the following 
equation: 

1−downloadssuccessfulofnumberthe

onsmodificatiofnumberthe  

Definition 6: The modification recall of a page is a value computed by the following 
equation: 

1

1

−
−

crawlsofnumbertotalthe

downloadssuccessfulofnumberthe  

For example, the page corresponding to URL E is downloaded nine times, which 
implies that eight comparisons take place. The page is modified twice on the 7th and 
10th crawls. The modification rate and modification recall of the page are computed as 
(2/(9-1)) = 0.25 and (8/15)=0.53, respectively. 

The modification rate represents how frequently a web page changes in terms of 
the page contents. Because the content of a first page cannot be compared, we do not 
consider the first one in the modification rate computation. This is why the 
denominator of the modification rate computation is (the number of successful 
downloads – 1). As before, we also should analyze the modification rates of the pages 
whose modification recalls are higher than a given threshold. 

Definition 7: Suppose we have a page with content c that is successfully downloaded 
with URL u. Let i and j (i ≤ j) be the first and last crawl numbers on which the content 
c of the page of URL u is successfully downloaded, respectively. If there is no crawl 
number k (i < k < j) on which other content, different to the content c, of the page of 
URL u is successfully downloaded, then the content age of the page is defined to be 
(j – i + 1). 

�

�

�
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Definition 8: The coefficient of age variation of a URL is a value computed by the 
following equation: 

agescontentofaveragethe

agescontentofdeviationstandardthe  

Definition 9: The variation recall of a URL is a value computed by the following 
equation: 

1−crawlsofnumbertotalthe

onsmodificatiofnumberthe  

For example, consider URL E. The content ages for URL E are 5 on the 6th crawl, 
2 on the 8th crawl, and 7 on the 16th crawl, respectively. The content age represents 
how long a page keeps its content unchanged. The average of the content ages is 
(5+2+7) / 3 = 4.7. The standard deviation of the content ages is 2.52. Consequently, 
the coefficient of age variation of URL E is (2.52/4.7) = 0.54. The coefficient of age 
variation represents how regularly a page is modified. If a web page with URL u is 
modified regularly, the content ages of u become more or less uniform, and the 
standard deviation of the content ages becomes small. As before, we need to compute 
the coefficients of age variation for URLs whose variation recalls are higher than a 
given threshold. 

3   Analyzing the Change of the Web Pages 

3.1   Experimental Setups 

In order to diminish possible bias toward sites we were monitoring, we chose sites 
from two separate categories: famous sites and random sites. The famous sites are 
composed of the top 4,000 sites offered by RankServ (http://www.rankserv.com/), 
which ranks all Korean sites in terms of popularity, as of November 2003. The 
random sites are composed of the 30,000 sites that were randomly selected from 1.2 
million Korean sites we crawled in October 2003. A single site could belong to both 
the categories. 

The crawling process works out as follows. We hold a list of URLs of the root 
pages of all the monitored sites. Our robot visits all the URLs in the list periodically, 
and visits a predetermined number of pages that are reachable from the root pages in a 
breadth-first fashion. As web pages are created and destroyed dynamically, the 
crawled pages are different on each visit. This scheme is superior to one that simply 
tracks a fixed set of pages on each visit, since the latter one would not capture new 
pages. 

The robot was allowed to crawl at most 3,000 pages for each site. The maximum 
depth (i.e., the number of hops from a root page) was limited to nine. The robot was 
not allowed to crawl URLs containing a question symbol (‘?’) because these URLs 
mean the pages are not static. The page comparison was made character by character. 
All the characters on a page including the tags were compared with ones on other 
pages, to see if the pages are of the same. 

When a web server receives a URL to serve, the web server often responds with a 
page with a different URL instead of the received URL. This is called redirection, 
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which allows a page to be accessed with different URLs. When the redirection takes 
place, we consider that we failed to download a page with an original URL. In this 
case, we also tried to crawl a new page with the redirected URL. 

3.2   Experimental Results 

In this subsection, we analyze the change behavior of the web pages and describe our 
findings. Fig. 2 shows the number of the detected URLs, downloaded pages, and 
accumulated URLs for each crawl. The robot detected approximately 0.8 million 
URLs and downloaded 0.62 million pages (about 78% of the 0.8 million URLs) from 
the famous sites. From the random sites, the robot detected one million URLs and 
downloaded 0.83 million pages (about 83%). After all the 50 crawls, we accumulated 
1.32 million URLs from the famous sites and 1.69 million URLs from the random 
sites. 

In both set of the sites, 1.3% of the detected URLs on each crawl were new ones 
(they were not detected on the previous crawls). After 50 crawls (during 100 days), 
40% of the accumulated URLs, which is much greater than expected, were not 
detected on the first crawl. On a weekly basis, about 5% of URLs detected were new 
in our experiment. These figures imply that any approaches to indexing, searching, 
and maintaining web databases should consider newly generated URLs (and pages) in 
an appropriate way. It should be emphasized that new web pages or URLs are created 
dynamically in the real world. 

Fig. 2. Results of crawls 

Fig. 3 shows the distribution of detection rates for all the accumulated URLs. 90% 
of the detection rates were 0.9 or more. For exactly 9 URLs out of 10 URLs, we were 
able to detect them repeatedly (exactly speaking, 9 or 10 detections in 10 crawls). 
Simply speaking, once a URL is detected, it continues to be detected. We also learned 
that there were few URLs with the detection rates less than 0.9, which implies that a 
URL is hardly detected again once it ceases to be detected.  From here, we are going 
to analyze the change behavior of web pages with URLs whose detection rates are 
higher than 0.9, because URLs with the low detection rates are simply unstable. 

Fig. 4 shows the distribution of the download rates for the accumulated URLs 
(1.93 million URLs from both set of the sites) satisfying the condition that the 
download recall is at least 0.2 and the detection rate is 0.9 or more. The download 
rates of 19% of all the URLs were zero, which means that approximately one out of 
five URLs with detection rates at least 0.9 was not downloadable. 
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Fig. 3. Distribution of detection rates 

The download rates of 80% of the URLs were 0.9 or above. What Fig. 4 implies is 
two-fold. First, if the first download of a URL is successful, the URL continues to be 
downloadable (precisely speaking, at least 9 out of 10 download attempts are 
successful). Second, if the first download of a URL fails, all the subsequent 
downloads are very likely to be unsuccessful. 

When a robot has failed to download a web page with a URL several times, some 
administrators may have an expectation that the page will be downloaded someday. 
They may keep the URL and request the page later, in a hope that the page is restored, 
or the network condition is back to normal, etc. Fig. 4 says that it is virtually 
meaningless to keep and request such a page. 

Fig. 4. Distribution of download rates 

Fig. 5 represents the distribution of the modification rates of the pages in which 
the modification recalls were at least 0.2 and the detection rates were at least 0.9. 73% 
of the pages were never modified (i.e., their modification rates were zero) during our 
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experiment. Roughly speaking, the figure means that if pages are downloaded in a 
row, at least 73% contents of them are the same as before. The rest 27% of the URLs 
were changed at least once. 47% of the modification rates of the rest were less than 
0.1, and 18% of them were one (modified at every crawl).  Less than 5% of all the 
pages change on each crawl.  Recalling that we visited a site every other day, we do 
not know how many times the pages change in our visiting interval. We also learned 
that most of the pages were not frequently modified and a small number of pages 
were modified very frequently. 

Fig. 5. Distribution of modification rates 

Fig. 6. Distribution of coefficients of age variation 

Fig. 6 represents the distribution of coefficients of age variation for the URLs 
whose variation recalls were at least 0.2 and detection rates were 0.9 or more. We 
regarded URLs whose coefficients of age variation were less than 0.2, as having a 
modification cycle. In our experiments, 43% URLs of the famous sites had 

�

�������

�������

�������

�������

���������

�
��
��
��
�

�
�
�
�
��

��
�
�
�

�
�
�
�
��

��
�
�
�

�
�
�
�
��

��
�
�
�

�
�
	
�
��

��
�
	
�

�
�


�
��

��
�


�

�
�
�
�
��

��
�
�
�

�
�
�
�
��

��
�
�
�

�
�

�
��

��
�

�

�
�
�
�
��

��
�
�
�

�
�
�
�
��

��
�
�
�

�
��
��
��
�

	
�������
�������

�
�
�
�

�	
�������� ����
	������

 

�

�����

������

������

������

������

������

������

������

������

�
��
��

��
��
�

�
��
��

��
��
�

�
��
��

��
��
�

�
�	
��

��
�	
�

�
�

��

��
�

�

�
��
��

��
��
�

�
��
��

��
��
�

�
�
��

��
�
�

�
��
��

��
��
�

�
��
��

��
��
�

�
��
��
�
�
��

	
���	�����
�����������
�

�
�
�
�

���
������� ����
������

 



640 S.J. Kim and S.H. Lee 

 

modification cycles and 57% URLs did not. 58% URLs of the random sites had 
modification cycles and 42% URLs did not. These results show clearly that we cannot 
assume that web pages are modified with fixed cycles. 

4   Estimating the Change of Web Pages 

This section presents a method that estimates the probability that a page will be 
downloaded in the next crawls. The approach postulates that the future change 
behavior of web pages is strongly related to the past one. 

Table 1. Distribution of download rates 

Download rate Number of URLs Percent of URLs 
0 181,770 22.01% 

0.01 ~ 0.09 489 0.06% 
0.10 ~ 0.19 323 0.04% 
0.20 ~ 0.29 461 0.06% 
0.30 ~ 0.39 356 0.04% 
0.40 ~ 0.49 396 0.05% 
0.50 ~ 0.59 557 0.07% 
0.60 ~ 0.69 575 0.07% 
0.70 ~ 0.79 761 0.09% 
0.80 ~ 0.89 2,725 0.33% 
0.90 ~ 0.99 78,734 9.53% 

1 558,842 67.66% 
Total 825,989 100.00% 

As a first step, we create a table that shows the distribution of download rates of 
URLs. An instance of the table is Table 1 that shows the distribution of download 
rates of URLs that were monitored for 100 days at two-day intervals in our 
experiment. We calculate the download rates to the two places of decimals. Based on 
Table 1, we estimate the probability of successful downloading of a web page. 

Let P(DR(x)) of a URL denote the probability that a download rate value of the 
URL is x, where x is rounded into two decimals. Using Table 1, we can compute 
P(DR(x)) easily. For instance, P(DR(0)), the probability that the download rate of a 
page is 0, is 22.01%, and P(DR(1)) is 67.66%. In Table 1, we assume that instances 
are distributed uniformly in the intervals. Hence, we compute P(DR(x)) by dividing 
the percent corresponding to x by 9 when 0.01  x  0.09, or 10 when 0.10  x  
0.99. For instance, P(DR(0.55)) is 0.07%/10 = 0.007%. 

Let P(Y=a,N=bDRY=c,N=d) of a URL denote the probability that a page that was 
downloaded a times for (a+b) download attempts will be downloaded c times for 
(c+d) download attempts. Before computing the probability, we have two 
preconditions. First, the sum of a, b, c, and d should be less than or equal to the total 
number of crawls (50 in this paper). Second, intervals of (a+b) and (c+d) download 
attempts are the same as those of the monitoring interval (2 days in this paper). The 
probability is computed by the following formula: 
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An experiment was done to see how well the formula works. First, we selected 
581,608 URLs that were detected five times in the 46th to 50th crawl in the famous 
sites. Second, we have attempted to download pages with the selected URLs five 
times for 10 days at a two-day interval. With the number of successful downloads in 
the five past crawls, we estimate the number of successful downloads in the five 
future crawls. There are all the six cases such that a page will be downloaded 0, 1, 2, 
3, 4, and 5 times, respectively, i.e., P(Y=a,N=(5-a)DRY=0,N=5), P(Y=a,N=(5-a)DRY=1,N=4), …, 
and P(Y=a,N=(5-a)DRY=5,N=0), where a is the number of successful downloads. We 
estimated how many pages belonged to each case, and investigated how many pages 
actually did. Over 581,608 URLs, 715 URLs (323, 86, 39, 64, 175, and 92, 
respectively, in each case) wrongly estimated is very trivial. 

5   Closing Remarks 

We have defined a number of new metrics (including the download rate, the 
modification rate, and the coefficient of age variation) that shows the change behavior 
of web pages, and we have monitored 34,000 sites at two-day intervals for 100 days. 
Following are what we have learned in our experiment. First, 1.3% of the URLs 
detected at a crawl were not detected at the previous crawls (new pages are created at 
a rapid rate). Second, if the first download of a URL succeeds, at least 9 out of 10 
next download attempts are to be successful. Third, the 73% web pages that were 
downloaded successfully at least 10 times were unmodified and the less than 5% web 
pages were modified on each crawl. Lastly, a large portion of the pages that were 
modified at least 10 times did not follow a fixed change interval. After observing the 
change behavior of the web pages, we presented the method estimating the change 
behavior in terms of downloading issues. 

To our best knowledge, this is the first experiment that considers downloading 
issues in a single page basis. We believe that the findings in our experiment will help 
web administrators maintain web databases fresh (such as which pages to re-crawl, 
the interval of re-crawling, the order of pages to re-crawl, and so on). 

A good change model for a web page can help us keep web databases fresh 
efficiently. As the future work, we are going to improve the change model of web 
pages. A more intensive experiment on the change model of web pages is currently 
under way. In particular, we are working on how significantly recent states of web 
pages affect the future change behavior. 
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Abstract. Process modeling develops models of chemical engineering systems 
to promote better understanding and allow simulated investigation. Currently, 
there are no standards for process models, and no tool that addresses all phases 
of development. Model knowledge is frequently lost in this conversion, due to 
improper documentation of models, and the lack of systematic management 
mechanisms to manage all the models concerned. The ability to reuse models or 
model parts would greatly reduce the resources required for model 
development. This paper presents a strategy and framework for reuse that is 
facilitated through the documentation, control and information management of 
the model development process. This is accomplished through the application 
of Software Configuration Management strategies, and increases portability of 
information encapsulated by using XML based models. Incorporated in this is 
the automatic determination of versions, variants and revisions of models to 
assist modelers in tracking the evolution of model instances. 

1   Introduction 

Process modeling is the task of developing models of chemical process engineering 
systems, for the better understanding and simulated investigation of a system. The 
benefits of modeling and simulation include simplification of complex systems for 
understanding, safer representation of dangerous systems, and to reduce expensive 
experimentation. 

Currently, the process modeling systems which are available from a wide range of 
sources do not adhere to a set of standards for interoperability between tools. Each 
system or tool uses different modeling languages for their development, implementing 
their own set of semantics and modeling representation techniques.  

Present process modeling packages utilize their own modeling techniques and 
proprietary model representations without the ability to facilitate reuse of these 
models, let alone facilitating the reuse of models from other packages. This is a 
significant issue, hampering process design and modeling practices. In considering 
mechanisms for reuse in process modeling, a number of aspects can be considered. 
The focus for this paper is on the documentation, control and information 
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management of the model development process. This is to be accomplished through 
the application of Software Configuration Management (SCM) strategies and XML 
technologies. 

In the following section we describe current approaches for process modeling, 
their limitations and the motivation behind our work. We then describe our 
framework for supporting model reuse, and the techniques used to automatically 
identify versions. Section 5 outlines example test scenarios and their results from our 
test suite. The paper concludes with a summary of our observations and summarizes 
future work on the framework.  

2   Background and Motivation 

Presently the status of process modeling involves the solving of very large systems of 
equations (10,000 – 100,000) as part of the process models. However, existing 
limitations include a lack of mechanisms to handle the following: 

1. Modeling complexity [1] [14]; 
2. Reuse parts of models, out of and sometimes even within their original context 

[4] [12] [15]; 
3. Documenting information/decisions during the design phase [1] [19]; 
4. Controlling and documenting the history of the various versions being built in a 

modeling project [1] [4] [12]; and 
5. Support for team effort in model development [4] [12]. 

Recent developments in modeling and simulation environments have attempted to 
address limitation 1 by applying object-orientated concepts to the design of the tools 
(example packages include ASCEND [1], Modelica [9], SMILE [10], Aspen Plus [3], 
n-dim [1], Ptolemy II [8], SpeedUp [14], and MODKIT [4]). However, there have 
been limited advancements with regard to the second, third and fourth limitations.  

The development of process models from scratch is still costly, time consuming 
and error prone. The ability to reuse models or model parts would greatly reduce the 
resources required for model development. However, there currently exists no 
universally applied standard for developing models or the model semantics. In order 
to have the reuse capability, it is necessary to overcome these three limitations – an 
objective that a number of systems are attempting [1]. 

With regard to limitation 5, the authors have found no existing software tools that 
can completely support team efforts in process model development. One of the aims 
of the recent CAPE-OPEN project signifies an initial effort towards addressing this 
specific limitation [12], although its overall objectives also deal with the other 
limitations listed. Global CAPE-OPEN commenced in June 1999. 

2.1   Software Engineering Applied to Process Modeling 

The application of processes and tools utilized in the software engineering profession 
would address a number of the limitations detailed above. Some works have already 
taken this approach. Examples include PhD studies involved in the N-dim [1] and 
ASCEND [17] projects by Allen and Thomas, and a recent dissertation by Thommi 
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Karhela [13] outlining a software architecture for process modeling using XML. 
Thomas’s [17] studies involved the successful integration of ASCEND with N-dim, 
which supports information management and collaboration. This facilitates possible 
reuse through revision-management, a significant issue when considering team based 
model development. Allen’s [1] study focused primarily on exploring methods for 
facilitating reuse, applying the software engineering component based concept of 
information sharing. Important ideas were discussed, with the project aiming to 
develop an Open Conceptual Framework to implement: dynamic configuration within 
set model structures; methods and documentation bound to models; and generalized 
equation based modeling. 

Karhela [13] outlined a set of requirements for process modeling regarding the 
reuse of models. An architecture which allows the sharing of models, facilitating 
model customisation and co-use between different process tools were identified as the 
key requirements. Secondary to this (from our consideration), was the need for a 
flexible, fast run-time connection between process simulators and a virtual Distributed 
Control System (DCS). 

Both requirements outlined where achieved to varying extents. A repository was 
implemented to facilitate sharing and co-use. In addition to this, the configuration was 
implemented in XML with component descriptions to allow for easy model 
customisation and co-use [13]. The secondary requirement outlined was addressed 
through the implementation of component technology and OLE. 

While this work provided a significant step in facilitating re-use of process 
models, a number of limitations exist in the approach. The repository, while allowing 
a centralised storage location of process and proprietary library models, doesn’t 
support the evolution of models developed by modelers. There are no versioning 
capabilities other than the noted history mechanism [13], and no method for storing 
the different states of the process models (i.e. variants). Although some component 
technology is implemented, no intelligent selection means are offered.  

Research is also currently being carried out by the Process Systems Engineering 
Group at Aachen University headed by Professor Wolfgang Marquardt concerning 
computer-aided modeling and process design [2][3]. Their investigations are currently 
attempting to address the following topics: 

–  integrated information models for data and documents; 
–  comparisons of data models in chemical engineering [15]; and 
–  tool integration and modeling frameworks [2] [3] [11]. 

As a part of the research being done of particular interest here is the work by 
Schopfer et al. [15] involving the development of a co-ordination system for process 
simulators (Cheops) where a centralized model repository (Rome) has an important 
role [13]. The primary idea is to develop and deploy unit operation models using 
Rome [11], executing the models based on different modeling schemes utilizing 
Cheops. The models can be exported from Rome into textual or binary representations 
of a compliant software component. Rome provides its functionality for other tools 
via CORBA [11]. This functionality includes manipulation of the neutral model 
representation or retrieval of information about the model implementation. Rome has 
also a web user interface known as RomeWWW. These studies have provided 
significant advantages to process modeling, proving that Software Engineering 
principles can contribute to the efficiency of process modeling. 
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2.2   XML in Process Modeling 

Extensible Mark-up Langauge (XML) has quickly become the standard for the 
interchange for information. XML instance documents are text that can be read and 
edited easily on any platform, and thus suits the presentation of structural data. With a 
XML based data model, different modeling and simulation tools can be integrated, 
and easily used on the Internet. Process models described in XML would increase the 
portability of information encapsulated within models.  

There have been two noted applications of XML to process modeling thus far. 
The first is by the Aachen Research Group previously noted through their 
development of an XML based data model CapeML [18]. CapeML is based on 
CAPE-OPEN work aiming to facilitate standards for Process Modeling. CapeML is 
outlined in [18]. The second is the Logical data model by Karhela [13] for use in the 
modeling repository Gallery. The data model for Gallery is specified using XML 
and referred to as GML. When server clients are communicating with Gallery they 
are sending and receiving parts of this data model. The current GML is described as 
a UML class diagram in [13]. 

These works have both aimed at assisting model openness and reuse. The use of 
XML is central to this openness and is already being applied to Process Modeling. 
Clearly a set schema or DTD for process models needs to be universally adopted to 
aid the possibility of standardizing process data models through XML. Regardless 
of this, any process methods or techniques developed to assist reuse will have the 
ability to be applied to any XML Instance. This premise is the basis of the work 
outlined here. 

2.3   Software Configuration Management Theory 

Software configuration management provides for complete product life cycle 
management [20]. There are seven operational aspects involved in SCM [6] [7] [16]: 
Identification, control, audit, status accounting, management of the SCM process, 
software release management and delivery, and team work. As an initial step, our 
focus is on providing identification and control for process models. Given the lack of 
any of the above mechanisms currently for process modeling, this is considered a 
significant step in aiding reuse. 

The functionalities of SCM can be implemented in various ways. The various 
techniques and concepts which have been applied are often deeply intertwined, with 
concepts often pertaining to more than one area. More recently, the approach has been 
to divide the concepts into product space and version space [6] [19]. The product 
space is used to describe the structure and storage of the product, and the version 
space is used to define the items to be versioned and the approaches to be applied. 
The product space outlines the objects and relationships that are to be managed by the 
system, at what level the versioning is to be applied, and how the objects and 
relationships are to be stored [19]. In the application to process modeling, the objects 
are clearly the models and the level of versioning is dependent on the versioning 
strategy to be applied by the company or institution. Any other aspects are outside the 
scope of this paper.  
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Central to the concept of versions is the specification of the version space. A 
version is an object at a particular time during its evolution [6]. As the object changes 
many versions of it are created. These different versions can be stored for many 
reasons, including to track the evolution of an object, to support previous product 
releases, as well as to allow development to go back to a previous version if a new 
line isn’t successful. Versioning is therefore concerned with managing all these 
different versions and how they relate to each other. A version space identifies the 
objects to be versioned, version identification and organization strategies and defines 
operations for retrieving existing versions and constructing new versions. There are 
four key concepts involved in version space specifications. These concepts are State 
and Change-based versioning, which are concerned with the evolution of the objects, 
and Extensional and Intensional versioning which are concerned with how the 
versions are reconstructed and stored [6] [16]. Their combination results in vastly 
different systems with different capabilities. These four concepts are outlined as 
follows. 

2.3.1   State-Based Versioning 
Version models which focus on the state of versioned items are called state-based. In 
state-based versioning, versions are described in terms of revisions and variants. The 
difference between these terms can be classified with respect to the intent of the 
evolution used in the development of the version as outlined below [6] [19]: 

1. a revision is a version which permanently or temporarily supersedes 
one of it’s predecessor(s) (i.e. it is a direct replacement of a previous 
version); and  

2. a variant is created with the intension of co-existing with alternative 
versions (i.e. alternative implementations of a system with respect with 
respect to operating system or system specifications).. 

Therefore, instead of performing modifications by overwriting, old versions are 
retained to support maintenance of software already delivered to customers as well as 
to recover from erroneous updates, etc.  

2.3.2   Change-Based Versioning 
Changes provide an alternative way of characterising versions [1]. In change-based 
models, a version is described in terms of changes applied to some baseline. A 
baseline is a software item that has been formally designated and fixed at a specific 
time during development. The term has also been used to refer to a version that has 
been agreed upon. In this situation, changes are assigned change identifiers (CID), 
and additional attributes to characterise the reasons and the nature of the change. 

Change-based versioning requires that changes made between one version and 
another be stored. This is done through the application of deltas. All versions of a 
particular versioned object share some common aspects, and vary with respect to 
other specific parts. The differences between two versions are called a delta [6] [19]. 
These differences are stored and are used to either construct new versions (by 
merging them with a baseline version) or indicate the changes made between 
versions.  
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2.3.3   Extensional Versioning 
Extensional versioning supports retrieval of versions that have been previously 
constructed [6] [16] [19]. A versioned item can be considered as a set of explicit 
versions V = {v1, …, vn} [6]. Here all versions are explicit and have been checked in 
once before with each version being typically identified by some unique version 
number (flat such as 1, 2, .., or hierarchical such as 1.1, 1.2, 1.2.1, …). A user 
interacting with the SCM system retrieves some version vi, performs some changes on 
the retrieved version and submits the changed version as a new version vi + 1 into the 
object base. To ensure safe retrieval of previously constructed versions, versions can 
be immutable. In many systems all versions are made immutable when they are 
checked into the object base. This is generally done through explicit operations which 
freeze mutable versions. Furthermore, immutability may be imposed selectively i.e. 
by distinguishing between mutable and immutable attributes. 

2.3.4   Intensional Versioning 
Intensional versioning supports flexible, automatic construction of consistent versions 
in a large version space [6] [19]. The term ‘potential versions’ is used when 
describing intensional versioning, emphasizing that versions may not have been 
constructed explicitly before when using this technique [20]. 

Intensional versioning involves the construction of versions by the application of 
rules (which satisfy a set of requirements) from property based descriptions [16]. 
Therefore, intensional versioning is driven by global version rules which may be 
either stored in the versioned object base or submitted as part of a query.  

3   Outline of Framework 

Figure 1 depicts a UML representation of the framework of a future modeling design 
support environment. A prototype of such an environment with partial functionality 
has been implemented and evaluated with the results included in this paper. 

 

     Fig. 1. UML Representation of Framework       Fig. 2. Framework Use-Case Scenarios 
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The environment consists of three independent yet integrated tools. It consists of 
two existing tools, a model development environment employed in industrial practice 
and RCS, a basic software versioning tool. The third tool, the Process Models 
Management System (PMMS) acts as a central access point for all the model 
developers and any users during the model development and design lifecycle. Tool 
integration such as this will remain a considerable issue for chemical engineering 
operating companies, despite the effort of major vendors to integrate their own tools 
with each other and those of selected collaborating partners. End users need to 
customize their design support environments by integrating additional tools and 
databases provided by other vendors or in-house development groups in order to 
differentiate their technology from that of their competitors. Additionally, in order to 
support the whole development process, different packages are often required as no 
one package (or group of packages) offered by one vendor successfully addresses all 
aspects of design. 

The framework supports this integration requirement by supporting the use of 
different design environments. This is facilitated by using XML based process data 
models and the openness of their text based structure. Any development environment 
that outputs an XML instance document can be implemented in the environment. In 
using XML based models as a tool independent representation, any process model 
development environment that develops XML based models can be integrated into the 
framework in a ‘plug-and-play’ manner. The focus of this paper is the PMMS and its 
interaction with RCS. Further details regarding model development environments 
(MDE) and their use are outside the scope of this paper. 

The aim is for the framework to completely support the versioning of process 
modeling through all current techniques previously outlined (state-based or change-
based, intensional or extensional versioning). The following sections outline the 
versioning approach of the prototype environment. Intensional versioning has not 
been implemented here but the framework included aspects allowing the introduction 
of this technique at a later stage. RCS was integrated with the PMMS over other 
systems due to its simplicity and ease of use for text-based files. Choosing a more 
complicated SCM system would reduce the chances of process modelers successfully 
utilising the system. The overhead required is significantly less in using a simple 
versioning system (such as RCS) rather than a fully fledged SCM system as used by 
software developers. Additionally, many of the functionalities offered do not 
necessarily apply. The user has the following scenarios available to them from the 
framework as diagrammatically represented in Figure 3. GUIs from the prototype 
Process Model Management System are representative of the use cases outlined. 
Figure 3 is the main GUI for the system. Due to space requirements no others have 
been included. 

In Check-In Models and Comparing Models a delta is created. The delta contains 
the differences involved in changing the original model to create the altered model. 
This is further detailed in the next section. The current implementation uses the delta 
to determine the version type and allows the user to store the delta if desired. This 
supports change-based strategies and change requests and ultimately will allow for 
intensional versioning. The framework thus presently supports state-based and 
change-based versioning with extensional versioning. This results in all models (or 
delta representations of models) being explicitly enumerated and have been 
previously constructed. 
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The scenarios involving New Models involve directly invoking propriety tools. 
Create New Models involves invoking the chosen model development environment 
(MDE) to develop a completely new model. The framework allows the user to choose 
from a number of MDEs that have been integrated (plug-and-play) into the 
framework. Check-In New Model scenario entails passing the model directly from the 
MDE to RCS for management and storage. Confirmation that no model like it has 
been previously checked-in is sought before the system allows the model to be 
checked-in. 

Check-Out of Existing Models is a direct interaction with RCS with the concerned 
model explicitly located and its status in RCS changed. Comparing Models involves 
the comparison of two models for the identification of changes and differences 
between the models. The identified differences are stored in a delta file at the 
developer’s discretion. The model is not checked-in in this instance. This is the 
difference between this scenario and the Check-In Existing Model scenario. If the 
model (on comparison) is deemed a revision or a variant, this information is added to 
the model and the model (or delta) is passed to RCS for Check-In. Depending on the 
users chosen implementation, the Check-In Existing scenario either passes the created 
delta file or the whole altered file to RCS for management.  

 
 
 
 
 
 
 
 
 

Fig. 3. Main GUI of the Prototype PMMS 

4   Automatic Identification of Versions 

Fundamental to the versioning system in PMMS is the identification of models as 
either revisions or variants. Due to the complicated mathematical nature of models, 
this automatic detection assists the modelers in providing the differences in an 
external document, saving them the time in manually comparing models. It could also 
be used to compare library models to identify the model more suited to an application. 
This detection facility provides several key additional advantages in facilitating reuse: 

 (1) It assists the modelers in indicating the level of changes made; 
 (2) It allows the identification of the evolution of the model; 
 (3) It prevents the storing of insignificant model changes; and  

(4) It allows the reuse of models through ‘template’ use of previous models 
to develop new models. 
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In order to illustrate what is involved in automatic determination, a manual 
example has been outlined. The example, a continuous stirred tank reactor (CSTR), 
contains a set of mathematical equations which typically represent various mass and 
energy balances used to model the system. The CSTR is a standard component 
extensively used in the modeling of process systems. The steady-state of a CSTR is 
achieved when: 
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To solve these two equations for the steady states of the two variables CA and T, 
all parameters and initial values must be specified. Given these numerical values, the 
application of for example Newton’s methods can be used to solve for the steady-state 
values of CA and T. In simulations any changes that are made to any of the parameter 
values or set points result in a variant of the model which represents the same system 
operating at different operating conditions, as the model structure is still the same. If 
more equations are used, for example, due to linearisation or additional dynamic 
modeling for mass balances or energy balances, the structure of the model is 
significantly changed. This therefore is a revision. 

The analysis of the created delta file is based on whether the model operating 
conditions or the model structure has been changed. If operating conditions (e.g. 
parameters or set points) are changed then it is a variant from a process modeling 
view point, otherwise it is a revision. Current analysis is based on the delta XML 
created using XyDiff [5]. Research is currently being carried out to intelligently create 
a semantic delta. 

5   Scenarios and Results 

In order to test the system and prove the validity of the analysis technique, three 
scenarios were devised and implemented. These scenarios where a modification, a 
insertion/deletion, and finally a scenario were no changes where made. All examples 
used the CapeML example available from [18] as the base (original) model file as 
outlined below in Figure 4. 

5.1   Modification Scenario 

The first scenario used to test the PMMS automatic versioning identification, 
involved a modification to the original model file. This modification involved the 
changing of two parameter values (see lines 5 and 33 of Figure 6). Line 5s 
modification was to a attribute value, to change the upperbound from 200 to 250 in 
the altered file. Line 33s modification was to change the value here from 8.3144 in the 
original model, to 16.6288. These changes are outlined in Figure 5. 

(1) 

(2) 

(3) 
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Fig. 4. CapeML based Example 

 
 

Fig. 5. Change 1 of CapeML example 

 
 

Fig. 6. Change 2 of CapeML example 

From here, the models where passed through PMMS where a delta file was 
produced. From the analysis of the delta file the system produced the following output 
window with the resulting classification. As can be clearly seen in Figure 7 the system 
successfully identified the version to be a variant. 

 

 

(1) <?xml version="1.0" encoding="UTF-8"?>
(2) <CapeModelTypes xmlns="http://www.lfpt.rwth-aachen.de/CapeML"> 
(3) <VariableType name="Temperature" myID="temperature" lowerBound="0.0"  
(4) upperBound="1000.0" unit="K"/> 
(5) <VariableType name="Volume" myID="volume" lowerBound="0.0"  
(6) upperBound="1E8" unit="m3"/> 
(7) <VariableType name="Pressure" myID="pressure" lowerBound="0.0"  
(8) upperBound="200" unit="bar"/> 
(9) <VariableType name="AmountMoles" myID="amount_moles" lowerBound="0.0"  
(10) upperBound="1E500" unit="mol"/> 
(11) <ModelType myID="M-1" name="GasPhase"> 
(12) <VariableDefinition myID="V-1" xlink:href="#id(temperature)" name="T"/> 
(13) <VariableDefinition myID="V-2" xlink:href="#id(pressure)" name="p"/> 
(14) <VariableDefinition myID="V-3" xlink:href="#id(volume)" name="V"/> 
(15) <VariableDefinition myID="V-4" xlink:href="#id(amount_moles)" name="n"/> 
(16) <Equation> 
(17) <BalancedEquation myID="E-1"> 
(18) <Expression> 
(19) <Term> <Factor> <VariableOccurrence xlink:href="#id(V-2)"/> 
(20) </Factor> 
(21) <Factor mul.op="MUL"><VariableOccurrence xlink:href="#id(V-3)"/ 
(22) </Factor> 
(23) </Term> 
(24) </Expression> 
(25) <Expression> 
(26) <Term><Factor><VariableOccurrence xlink:href="#id(V-1)"/> 
(27) </Factor> 
(28) <Factor mul.op="MUL"><VariableOccurrence xlink:href="#id(V-4)"/> 
(29) </Factor> 
(30) <Factor mul.op="MUL"><Number value="8.3144"/> 
(31) </Factor> 
(32) </Term> 
(33) </Expression> 
(34) </BalancedEquation> 
(35) </Equation> 
(36) </ModelType> 
(37) </CapeModelTypes> 

 

 

 
 
 

(8)  upperBound="200" unit="bar"/>
(30) <Factor mul.op="MUL"><Number value="16.6288"/> 

(24) <Term><Factor><VariableOccurrence xlink:href="#id(V-1)"/>
(25)  </Factor> 
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5.2   Insert / Delete Scenario 

The second scenario used to test the PMMS automatic versioning identification 
capabilities involved the insertion of equation details and the deletion of a model 
equation block from the original model file. This alteration involved the creation of an 
additional model factor and the deletion of the second expression (lines 25-33) from 
the original model. The inserted lines can be clearly seen in Figure 6 which indicates 
the changes made to create the second file used in this instance. 

Both models where then passed through PMMS where the corresponding delta file 
was produced. From the analysis of the delta file the system produced the following 
output window with the resulting classification. Figure 8 indicates that the system 
successfully identified the version to be a revision. 

 
 
 
 
 
 
 

 Fig. 7. Result from Modification example             Fig. 8. Result from Insert/Deletion example 

5.3   No Changes Scenario 

The final scenario used to test the PMMS versioning classification involved putting 
the same file into the system twice, ensuring that the contents are identical. Both 
models where then passed through PMMS and a delta file was produced. From the 
analysis of the delta file the system correctly produced a SAME classification of the 
files. The system then only offers the user the ‘Cancel’ option as the change is not 
significant and will not allow the user to check-in the file to RCS. 

6   Conclusions 

In this paper, we have described a framework for supporting reuse of process models. 
In the current phase of development the Process Models Management System was 
created as the central access point for the framework. Additionally the PMMS 
automatically identifies version types prior to management in RCS. This prototype 
system was tested using three scenarios which all returned successful results. 
Research is currently being carried out to intelligently create a semantic delta 
therefore making the identification technique intelligent. The intention is for the 
framework to assist in the reuse of process modeling by tracking the evolution of 
models and allowing template-based re-use of previous models. Future work for the 
framework aims to continue with seeking SCM and information management 
techniques that will aid reuse in process modeling, including the application of 
intensional versioning and component based techniques. 



654 H. Rose, C.P. Lam, and H. Li 

 

References 

[1] Allen, B. A. 1997a, A More Reusable Modeling System, PhD Thesis, Chemical 
Engineering, Carnegie Mellon University, Carnegie-Mellon University, Pittsburgh, PA. 

[2] Bayer, B., Schneider, R. and Marquardt, W. 2002, 'Issues in Developing Open Software 
Environments for Chemical Engineering', 6th Int. Conf. on Work with Display Units, 
Berchtesgadenm Germany, ER-GONOMIC Institut fur Arbeitis - und Sozialforschung. 

[3] Becker, S., Hasse, T., Westfechtel, B. and Wilhelms, J. 2002, 'Integration Tools 
Supporting Cooperative Development Processes in Chemical Engineering' Integrated 
Design and Process Technology  (IDPT), Society for Design and Process Science . 

[4] Bogusch, R., Lohmann, B. and Marquardt, M. 1999, 'Computer-Aided Process Modelling 
with MODKIT', Computers & Chemical Engineering, 25. 

[5] Cobéna, G., Abiteboul, S. and Marian, A. 2002, XyDiff: tools for detecting changes in 
XML documents. Available: http://www-rocq.inria.fr/~cobena/XyDiffWeb/ 

[6] Conradi, R. & Westfechtel, B. 1998, 'Version Management of Software Configuration 
Management', ACM Computing Surveys, vol. 30, No. 2, June. 

[7] Dart, S. 1991, 'Concepts in Configuration Management Systems', Proceedings of the 
Third International Workshop on Software Configuration Management, ACM SIGSOFT. 

[8] Davis, J., Hylands, C., Janneck, J., Lee, E. A., Liu, J., Liu, X., Neuendoffer, S., Sachs, S., 
Stewart, M., Vissers, K., Whitaker, P. and Xiong, Y. 2001, Overview of the Ptolemy 
Project, Dept.Elect. Engg. & Comp. Sci., University of California, California. 

[9] Elmqvist, H. and Mattsson, S. E. 1997, 'Modelica - The Next Generation Modelling Language 
An International Effort', Proc. 1st World Congress on System Simulation, Singapore.  

[10] Ernst, T., Jahnichen, S. and Klose, M. 1997, 'The Architecture of the Smile/M Simulation 
Environment', Proceedings of the 15th IMACS world congress on Scientific Computation, 
Modelling and Applied Mathematics, Berlin, Wissenschaft und Technik Verlag. 

[11] Hackenberg, J, Krobb, C, Schopfer, G, von Wedel, L, Wyes, W., and Marquardt, W. 
2000, 'A Repository-based Environment for Lifecycle Modeling and Simulation', JSPS 
Int. Workshop on Safety-Assured Operation and Concurrent Engineering, Yokohama. 

[12] Jarke, M., Koller, J., Marquardt, W., Wedel, L. v. and Brauschweig, B. 1999, CAPE-OPEN: 
Experiences from a Standardization Effort in Chemical Industries, Lehrstuhl fur Prozebtechnik  

[13] Karhela, T 2002, A Software Architecture for Configuration and Usage of Process 
Simulation Models, PhD Thesis, VTT Industrial Systems, ISBN 951-38-6011-6.   

[14] Pantelides, C. C. 1998, 'SpeedUp - Recent Advances in Process Simulation', Computer 
Chemical Engineering, 12, 745-755. 

[15] Schopfer, G., von Wedel, L., and Marquardt, W. 2000. 'An Environment Architecture to 
Support Modelling and Simulation in the Process Design Lifecycle', Proceedings of 
AIChe Annual Meeting 2000, Los Angeles, 12-17.11.2000. 

[16] Syrjanen, T. 1999, A Rule-Based Formal Model for Software Configuration, Helsinki 
University of Technology, Available: http://citeseer.nj.nec.com/472460.html 

[17] Thomas, M. E. 1996, Tool and Information Management in Engineering Design, PhD 
Thesis, Chemical Engineering, Carnegie Mellon University. 

[18] von Wedel, L. 2002, CapeML - A Model Exchenge Language for Chemical Process 
Modeling, Aachen University, Germany. 

[19] Westfechtel, W., Munch, B.P., and Conradi, R. 2001, 'A Layered Architecture for 
Uniform Version Management', IEEE Transactions on Software Engineering, Vol. 27, 
No. 12, December.  

[20] Zeller, A. 1997, Configuration Management with Version Sets - A Unified Software 
Versioning Model and it's Applications, PhD Thesis, Technische Universitat Braunschweig.  



 

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 655 – 667, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

An Algorithm for Enumerating SCCs in Web Graph* 

Jie Han1, Yong Yu2, Guowei Liu1, and Guirong Xue1 

Department of Computer Science and Engineering, 
Shanghai Jiao Tong University, Shanghai 200240, China 
{micro_j, gwliu, grxue}@sjtu.edu.cn 

yyu@cs.sjtu.edu.cn 

Abstract. The pages and their hyperlinks of the World-Wide Web can be 
viewed as nodes and edges of a directed graph, i.e. the Web Graph. To study the 
connectivity and structure of the graph, strongly connected component (SCC) 
analysis is important. When the graph contains hundreds of millions of nodes 
and billions of edges, it’s difficult to use traditional algorithm because of the in-
tractability for both time and space. In this paper, we investigate some proper-
ties of web graph, and propose a feasible algorithm for enumerating its SCCs. 

1   Introduction 

The web pages and the hyperlinks between them form a huge directed graph. The 
nodes of the graph represent web pages while the directed edges represent the hyper-
links. Exploitation of the information in this graph is helpful for the improvement of 
some classic algorithms in web search, topic classification and cyber-community 
enumeration. 

Connectivity analysis is an important part of the research on web graph. Enumerat-
ing SCCs is the most common way when studying the connectivity of web graph. 
Some algorithms are available in O(n+e) time when enumerating SCCs in a directed 
graph. But, because of the large scale of the web graph, we can hardly load the full 
graph into the main memory. Thus, we cannot use these algorithms directly. 

In this paper, we first review some traditional algorithms for enumerating SCCs in 
a general directed graph (Section 2). Then, we will describe some special properties 
of web graph. With these helpful properties, we propose an algorithm to enumerate 
SCCs in this graph. In this algorithm, to take advantage of main memory, we split the 
original graph into parts which are smaller enough, decompose them one by one and 
finally merge them together (Section 3). Finally, we discuss our detailed implementa-
tion of this algorithm on the web graph in China. The algorithm ends in a week while 
we can hardly apply the traditional algorithm on this web graph as it may run for 
years (Section 4).  

                                                           
* This project is supported by National Foundation of Natural Science of China(No. 60473122). 
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2   Related Work 

The web graph contains billions of nodes and grows exponentially with time. Interest-
ing properties are found in this graph such as the power law distribution and the bow-
tie structure. 

In the prior observations from Broder and Kumar [1], the web is depicted as a bow-
tie in Figure 1. 

 

Fig. 1. The web as a bowtie [1] 

The web graph is divided into several parts according to Figure 1. The core of the 
figure, CORE, represents the maximum strongly connected component of the graph. 
The left side of the bowtie, named IN, represents the pages from which at least a path 
exists to some nodes in CORE. The right side of the bowtie, named OUT, represents 
the pages which can be reached from some nodes in CORE. The TENDRILS contains 
pages that are reachable from IN, or that can reach OUT, without passages through 
CORE. IN can be viewed as the set of new pages that link to their interesting pages 
but not yet been discovered by CORE, while OUT can be viewed as some well known 
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pages whose links point to internal pages only. As for TENDRILS, The web has not 
yet discovered these pages, and these pages do not link to better-known regions. The 
deeper analysis of Figure 1 reveals the connectivity of the web graph. If pages u and v 
are randomly chosen, the probability that there exists a path from u to v is only 1/4. 

In order to compute the structure of the web graph, enumerating SCCs in web 
graph is necessary. 

Tarjan presented an algorithm to decompose a directed graph into strongly con-
nected components in O(n+e) [2] , where n denotes the number of nodes and e de-
notes the number of edges. The algorithm was composed of two interleaved depth-
first searches (DFS). Firstly, a DFS traverses all the nodes and constructs a depth-first 
forest. Then, a stack is used in the second DFS to find the root of each SCC and all 
the descendents of the root including the root itself are in the same SCC.   

However, the most famous algorithm to decompose a directed graph into strongly 
connected components is Sharir’s algorithm [3][4]. His elegant algorithm finds all 
SCCs in a directed graph in O(n+e) time. In the algorithm, two DFSs are performed. 
Firstly, use DFS to find all nodes in the graph, and compute f(u) where f(u) denotes 
the order when the DFS algorithm finds node u. Compute GT, the transpose of the 
original graph G. Then, DFS again on GT in the order of decreasing f(u). Each tree in 
the forest output by the second DFS denotes a strongly connected component. 

Lisa.K.Fleischer brought up a parallel algorithm in year 2000 [5]. The main idea of 
the algorithm is as follows: 

DCSC (G): 

1) Choose a random node v in the graph G. 
2) For v, compute the predecessors Pred(G,v) and descendents Desc(G,v). 

The predecessors denote the nodes which can reach v while the 
descendents denote the nodes which v can reach. 

3) Output the SCC: Pred(G v) Desc (G, v) {v}. 
4) DCSC(Pred(G, v)\SCC) 
5) DCSC (Desc(G, v)\SCC) 
6) DCSC(G\(Pred(G, v) Desc(G, v))) 

The algorithm divides the graph into three sub-graphs after outputting each SCC 
and decomposes the three sub-graphs recursively. As for finding the predecessors and 
descendents of a node, both DFS and BFS (broad-first search) work well. The algo-
rithm works efficiently in multiprocessor system. 

3   The Split-Merge Algorithm 

The algorithms of SCC enumeration described in section 2 require traversing the 
graph, which is sometimes not applicable to the web graph. Generally speaking, web 
graph consists of several hundreds of millions of nodes and several billions of edges. 
Although machines with 8GB main memory are popular in many organizations in-
volved in web graph research and powerful algorithms of web graph compression [6] 
are available, sometimes it’s still impossible to load the entire graph into main mem-
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ory. Therefore, link information will be loaded from hard disk to main memory back 
and forth when traversing the graph. The time cost on I/O is unaffordable. So it’s 
infeasible to enumerate SCCs in the web graph in a straightforward way.  

3.1   The Basic Idea 

The principal difficulty of the problem is the large scale of web graph. Were the graph 
smaller, it should be easier to find all SCCs. If we split the graph into several parts, 
the scale of each part will be much smaller. Thus, we get a rough idea of split-merge 
as follows: 
The split-merge algorithm: 

1) Classify the nodes of graph G into n groups. Build a sub-graph with each 
group of nodes and the links among them.  

2) Decompose each sub-graph into SCCs. If the sub-graph is small enough, use 
any algorithm for enumerating SCCs. Otherwise, recursively apply the split-
merge algorithm. 

3) Assume each SCC in a sub-graph is a node, and eliminate the duplicated links 
between them. We obtain the contracted graph G’, a graph composed of all the 
SCCs. 

4) Decompose the contracted graph G’ into SCCs. If the G’ is small enough, use 
any algorithm of enumerating SCCs. Otherwise, recursively apply the split-
merge algorithm. 

5) Merge the SCCs from sub-graphs with the help of the decomposition of G’. 

For instance, look at the directed graph in Figure 2. 

 

Fig. 2(a).  An directed graph G’ 

The directed graph G consists of 10 nodes and 15 edges (Figure 2(a)). We split the 
graph into three sub-graphs (Figure 2(b)). Thus, the largest sub-graph only contains 4 
nodes and 5 edges. The sub-graph in box 1 can be decomposed as (A, B, C) and (D). 
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The sub-graph in box 2 can be decomposed as (E, F). And the sub-graph in box 3 can 
be decomposed as (G, H, J) and (I). After each sub-graph is decomposed, we can 
contract the graph as G’ (Figure 2(C)). G’ only contains 5 nodes and 6 edges and can 
be decomposed as ((A, B, C), (E, F), (G, H, J), (D)) and (I). By merging the result 
from Figure 2(c) and Figure 2(b), we can enumerate all the SCCs in the original graph 

Fig. 2(b). Split the graph G into three sub-graphs 

 

Fig. 2(c). The contracted graph G’ 

G: (A, B, C, E, F, G, H, J, D) and (I). In this example, we can see that the scale of 
both sub-graphs and the contracted graph G’ are much smaller than that of the origi-
nal graph G. If we split the web graph into sub-graphs, it’s possible to load one entire 
sub-graph into main memory when decomposing. Thus, the extra cost of split and 
merge seems to be affordable compared with swapping edges between hard disk and 
main memory back and forth. 
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However, the basic split-merge algorithm does not always work on a general di-
rected graph. Have a look at Figure 3.  

 

Fig. 3(a). Another way to split graph G 

 

Fig. 3(b). The scale of the contracted graph G’ is only a bit smaller 

Figure 3 illustrate another way to split the original graph G. But this time, the basic 
split-merge algorithm doesn’t work because of the awful split. The scale of G’ is only 
a bit smaller. Thus, we should split the graph G’ again. The only result of this round 
of split and contraction is that E and F are in the same SCC. In contrast with the cost 
of split and contraction, these kinds of split are just waste of time. If we always split the 
graph in this way, the cost of split and contraction will make the algorithm endless. 

Now, what remains is to find a way to split the web graph appropriately. However, 
it seems to be difficult to do the job well if only the link information is concerned. So 
we take advantage of some special properties of the potential relationship between 
pages and sites in the web graph. 
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3.2   Pages and Sites 

The web graph contains not only link information, but also URL information. Taking 
advantage of URL information will make the problem easy. 

On the web, each html page belongs to its owner site. For example, the page with 
URL http://apex.sjtu.edu.cn/home.zh-cn.gb.htm belongs to the site http://apex. 
sjtu.edu.cn. In the web graph, a large portion of links are between two pages from a 
same site. In our observation on the web graph in China, more than two thirds of the 
links are pointed to a local page within the same site, while only about one third links 
are remote which is across different sites. Further, for most sites, a homepage is pro-
vided to guide the user to the pages they want. The homepage points to the most im-
portant pages and those pages also link back to the homepage. In conclusion, pages in 
the same site connected tightly with each other. If we group the pages according to 
their owner sites, the split will not be too bad. 

3.3   Clustering the Sites 

If we regard each site as a group of nodes and thus split the web graph, each sub-
graph will be small enough to fit into main memory. But when we decompose all the 
sub-graphs and contract the graph G’, we feel unsure whether G’ can be wholly  
 

 

Fig. 4. The power law distribution of page count 

loaded into main memory. As a fact, the number of pages in a site follows a power 
law: the number of sites which contain x pages is proportional to 1/xk with some k > 
1. In our observation on the web graph in China, the exponent k is about 1.74. Under 
this distribution, the richest 10% sites possess more than 90% pages while 90% sites 
contain only less than 10% pages. Figure 4 exhibits the power law. 
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Most sites contain only several tens of pages. If we regard these sites as a sub-
graph, the small scale of sub-graph will make the effect of split unsatisfactory because 
we can only get a little information in many small sub-graphs. If we cluster the sites 
and regard pages in each cluster of sites as a sub-graph, the effect will be better. 

Algorithms of graph partitioning [7] are available, but most of them demand extra 
properties of the graph, which seems not applicable to site graph. Also, some of the 
algorithms requires at least O(nm), which is still too large to applied to site graph. 

Here we propose three easier clustering methods which demand affordable time re-
spectively. 

Random Assignment 
The easiest way to cluster the sites is random assignment. In this way, sites are clus-
tered in a random way and little link information is considered. Each sub-graph is 
composed of pages in several random-chosen sites. The advantage of random assign-
ment is we can control the size of each cluster in order to be fit into memory. 

The disadvantage of random assignment is obvious. Sometimes the sites in a clus-
ter are irrelevant, and the connectivity among these sites is poor. The effect is as the 
same as they are not clustered. To avoid this situation, we may find another way to 
cluster the sites. 

Site Graph SCC 
If we want high quality of the clusters, naïve random assignment is not a good idea. 
Here, we introduce a method following the idea of hierarchical clustering.  

As a fact, sites and links among them also forms a directed graph. We refer this 
graph as the site graph. In this graph, nodes represent sites and edges represent links. 
Both the nodes and the edges of this directed graph are weighted. The weight of the 
node denotes the number of pages which the site possesses and the weight of edges 
denotes the number of real hyperlinks across the pages of two sites. 

If we regard each SCC of site graph as a cluster of site, the internal connectivity of 
each cluster could be high. Sites in the same component can reach each other by di-
rected hyperlinks between their pages. 

In our recommendation, most well-connected sites can be clustered into the same 
sub-graph. We ignore the edges with small weight in the site graph and decompose it 
into SCCs, and regard each component as a well connected cluster of sites. 

While we can get well-connected sub-graphs by using site graph SCC, we can not 
control the size of each sub-graph precisely. So how to compromise between the qual-
ity of the sub-graphs and the size of them is a problem. In section 4 we will discuss 
our detailed implementation of this work. 

Hierarchical Site SCC 
Each of the two methods we just mentioned considers only one of the two factors, the 
quality of the blocks and the sizes of the blocks. Here we introduce another method 
which takes both these factors into account.  

In the second method, the threshold of the edges is fixed in each step. Here we 
break this rule. We gradually increase the threshold of the edges, starting from 0. 
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When the threshold gets higher, small components will be detached from the core. 
Then we fill the current cluster with those detached components. Once the size of the 
current cluster is estimated to reach the memory limit, we begin to construct another 
cluster. This procedure is stopped when the remained graph is estimated to be smaller 
than the memory limit. 

This method will somehow decrease the equality of the blocks because it may clus-
ters irrelevant sites into one cluster. However, it has the benefit of full utilization of 
memory. 

3.4   Efficiency 

As a result, the cost of the split-merge algorithm is affordable if the graph is split 
properly. The cost of each step of the algorithm is as follow. 

Split: Splitting the graph requires one extra copy of the full graph each time. It may 
cost several hours to several days depending on the size of the graph. (As the web 
graph is very large, even to read the whole graph from hard disk to memory costs 
several hours.) 

Decompose Sub-graphs/G’: Decomposing sub-graphs (or G’) can be finished in 
O(n+e) time in all assuming that we use the algorithm from Sharir. n denotes the 
number of nodes and e denotes the number of edges in the graph. As a fact, each edge 
in the original graph G will be visited at most once in one sub-graph or in one con-
tracted graph G’. It may cost a few days in total depending on the size of the whole 
graph. 

Contract the Graph: Graph contraction requires at most one full-graph copy. In fact, 
only a small portion of edges will be copied if the split is appropriate. 

Merge the SCCs: The cost of merging SCCs is O(nlog(n)). When we got the SCC 
information M1 from sub-graphs and the SCC information M2 from G’, we can sort 
the information in M1. Then we can output each component in M2 using binary-
search in M1. So the total cost of this algorithm is O(nlog(n)). It takes only a few 
hours to merge SCCs and we can ignore the cost in contrast with those in other steps. 

To sum up the extra cost of split-merge algorithm only depends on how many 
times we need to split the graph. Such costs only come from the IO operation during 
the process of split and graph contraction. If we just split the graph a few times, such 
cost is affordable. Also, no extra cost of traversing on the graph is required, which 
assure us that there will be no redundant computing on SCC information. 

Further, optimizations are still available. For example, eliminating the nodes with 
zero out-degree (or in-degree) is a good advice if the final G’ is a bit larger.  

4   Experiments and Results 

In this section, we will discuss our detailed implementation of enumerating SCCs in 
the web graph in China. The data is from the crawl offered by Peking University’s 
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Sky Net (http://e.pku.edu.cn) search engine in May 2003. In our data set, the graph 
contains around 140 millions of nodes and 4.3 billions of edges. Our machine is Xeon 
2GHz*4 /4GB SDRAM /150GB*7 HDD RAID5 /Windows2003, and our compiler is 
gcc version 2.95.3 for windows. Some of the main memory is assigned to system 
processes and the other processes. In our real implementation, about 2.1G main mem-
ory is available to us. 

4.1   Traditional Algorithm 

First we built a program using traditional algorithm directly. The main program vis-
ited the edges in the graph by cache. Here, hit rate of the cache is crucial for the per-
formance. Unfortunately, the hit rate is very low. Only around a hundred of edges are 
visited per second. So it could take several years to finish the work. Furthermore, 
increasing the hit rate slightly will not change a lot, and we find it hard to increase the 
hit rate a lot because of the large scale of the graph. 

4.2   The Split-Merge Algorithm 

Then we tried the split-merge algorithm. First we split the graph into 100 sub-graphs. In 
order to group nodes of the giant web graph, we built a site graph. The site graph con-
tains about 470 kilos of nodes and 18 millions of edges. In this graph, we find that the 
sum of the weight from the edges which link nodes to themselves is around two thirds 
of total weight of the graph. It assured us that the connectivity of each site is good. 

To cluster the sites, we set a “threshold” for the site graph, and the edges with 
weights less than the “threshold” were ignored. Then we listed all the strongly con-
nected components with at least three sites. Each component was viewed as a cluster 
of sites. Unclassified sites were viewed as a temporary cluster. The pages of each 
cluster and hyperlinks between them constructed a sub-graph. And also, we recorded 
the hyperlink across two clusters which were useful when contracting the graph. In 
the first round, the threshold was set to 1000. Thus, 1249 sites were classified into 99 
clusters, and other 469 kilos of sites are still unclassified. Most classified sites were 
famous ones and have more pages than the unclassified sites, and most of the unclas-
sified sites were very small sites. Some of the clusters were just parts of a big famous 
site. For example, a cluster was constructed of sites such as http://edu.china.com, 
http://business.china.com, http://news.china.com, http://sports.china.com, http:// fi-
nance.china.com, etc. In fact, they all belong to http://china.com. 

We then built a sub-graph for each cluster, and also for the unclassified site. Unfor-
tunately, two of these sub-graphs were still too large to load into memory. One was 
the biggest cluster of sites. The other was the sub-graph of unclassified sites. They 
owned around 25% and 70% of total pages respectively. We thus recursively applied 
split-merge algorithm to them. This time, we used the random assignment to split 
these two sub-graphs.  

After all the SCCs in each sub-graph had been found, we get the final G’. As a fact, 
the G’ contained only less than 46 millions of edges. At last, we decomposed the G’ 
and merge the SCCs of each sub-graphs with the help of the decomposition of G’. 
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4.3   Efficiency 

Let’s analyze the total time cost of this implementation. Building the site graph re-
quired one scan of the full graph, one scan of URL table and I/O operation of copying 
the edges of the site graph. In our implementation, we split the graph twice, so the I/O 
cost of split and contraction of the graph was less than four copies of the full graph. 
As a fact, a copy of the full graph took less than one day. And thus the cost of I/O was 
less than five days. The decomposition of all sub-graph and the G’ requires two scans 
of full graph in main memory and one loading of the full graph in total, which took a 
bit more than one day and a half. Merging SCCs was very fast. It only took less than 
six hours in total. The other cost in the algorithm like decomposing of the site graph 
was not listed here, but they can be ignored in contrast with those we have listed. To 
sum up, the total time cost of this run took only less than a full week. 

4.4   Result 

Here we just exhibit our result briefly. Figure 5 is the bowtie structure of our data set 
of web graph in China. 

 

Fig. 5. The bowtie structure of web graph in China 

The graph shows that around 80% of web pages are in the maximum SCC in the 
web graph. And, if pages u and v are randomly chosen, the probability that there ex-
ists a path from u to v is around 4/5 according to this structure. It’s much different 
from the structure in Figure 1. This difference may be caused by the difference of 
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culture, different styles that people create html pages or some reasons else. The size 
of the SCC follows a power law with the exponent around 2.3. Figure 6 shows the 
distribution. 

 

Fig. 6. Distribution of the size of SCC 

5   Conclusions 

In this paper, with a basic idea of split-merge, we take advantage of some useful 
properties of the graph and find a feasible method to enumerate strongly connected 
components. Then we analyzed our detailed implementation. The algorithm is applied 
on the web graph in China, and the task is accomplished in an affordable time.  

In our solution, site graph played an important role. Actually, the site graph can be 
viewed as a folded version of web graph. In the future work, we will make further ob-
servation on this graph, find more potential relationship between sites and pages, and try 
to predict some properties on the web graph with the analysis on the site graph. 
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Abstract. With the huge number of Web pages on the World Wide
Web, there are many characteristics that should be analyzed in the Web
mining fields. As a subset of the global Web graph, China Web graph
shows many different properties compared with the global Web graph
from the structure to the evolution of the Web. In this paper, we indicate
to study the China Web graph both on its static and dynamic nature,
and then to analyze the similarity and difference between the global Web
graph and China Web graph. A number of measurements and properties
of the China Web graph are reported both on the Web page level and
Web site level. Finally the evolution of the China Web graph will be
represented from several aspects.

1 Introduction

The Web can be represented by a directed graph where nodes stand for Web
pages, and edges stand for hyperlinks among pages. There are about five more
billions of nodes and edges on the today’s Web graph. Furthermore, the Web
graph appears to grow exponentially as time goes by. Since the authors of the
Web pages are with different background, culture, interest and education, they
create, annotate and exploit the Web pages and hyperlinks in a variative way,
which leads the Web graph structure to be a complex network. Research on
structure of the Web graph could exploit the inherent useful information for link
analysis and Web search.

As a subset of the global Web graph, China Web graph shows many differ-
ent properties compared with the global Web graph from the structure to the
evolution of the Web. The research on China Web graph will be useful for un-
derstanding the evolution process of China Web graph, predicting the scale of
the Web, improving the performance of Chinese Web page search engine, and
processing Chinese Web information.

In this paper, we study the China Web graph both on its static and dynamic
nature, and then analyze the similarity and difference between the global Web
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graph and China Web graph. We verify power law distributions in China Web
graph from several aspects. With our SCC algorithm, we outline the macro
structure of the China Web both on Web graph level and site graph level. We
also study the evolution of the China Web graph from the evolving of Web pages,
link structure and the popularity of the pages.

The rest of the paper is organized as follows. In Section 2, we introduce the
previous study work on the global Web graph and some regional Web graph. In
Section 3, we describe our research result from a static snapshot of China Web
graph. In Section 4, we present the studies on the evolution on China Web graph
from several aspects. Finally we conclude in Section 5.

2 Related Work

In the area of Web graph analysis, [2] estimated the diameter of the Web. [8]
[5] reported in-degree and out-degree distributions of the global Web graph fol-
lowing the power law distributions, and they also analyzed the structure of the
global Web graph. [3] focused the study on the Web site level of the global Web,
measured the weighted degree sequences of the global site graph. [4] focused the
study on the African Web, showing that the African Web graph appears different
properties from the global Web graph. The maximal strongly connected compo-
nent of the African Web graph is much bigger than the global Web graph and it
points to lots of small strongly connected components. The work [7] is similar to
ours, however, they just inferred the structure of the China Web graph by the
structure properties of the global Web graph, making the result inadequate.

In the area of Web evolution, [10] performed experiments to study the evo-
lution of the Web from a search engine perspective. [6] study the popularity
evolution of Web pages.

3 China Web Graph Measurements

In this section we first show the results on China Web graph measurements.
Then we do experiments to validate the power law distribution phenomenon in
China Web from several aspects. Finally we analyze the macro structure of the
China Web graph and the China site graph.

3.1 Datasets

In the experiment, we use the China Web graph dataset crawled by Peking
University Sky Net search engine in May, 2003. The size of the raw data is nearly
300G, which contains hyperlinks from the source page to the destination page.
Before the experiments, we preprocess the raw data to create the China Web
graph and China site graph. After preprocessing, the invalid URLs are removed,
each URL is assigned a unique ID. Finally the China Web graph is created, which
contains 140 million pages and 4.3 billion links. Furthermore, we construct site
graph as follows: each Web page belongs to a site, then the site connectivity also
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Table 1. Domain Distribution

Domain China Global
.com 71.3% 41.0%
.net 20.2% 4.1%
.org 3.9% 15.7%
.edu 3.0% 16.5%
.gov 1.5% 18.7%
.mil 0.1% 2.9%

be represented as a directed graph, where sites are represented as nodes, edges
are represented as connections between the sites. Also the directed graph is a
weighted graph where the weight of the edges is the number of hyperlinks among
sites. We create such a China site graph with 479 kilo nodes and 18 million edges.

3.2 Domain Distribution

The domain number distribution presents differently from the global Web, from
Table 1 we can notice .com accounts for most of the domain number and the
.gov and .mil accounts for little. The statistic data indicates the development
of World-Wide Web in China is not in balance, the World-Wide Web is used
mostly for commerce in China and e-government needs to be further developed.

3.3 Power Law Distributions

Previous work observed that various properties of the Web graph follow a power
law distribution, which is defined on positive integers, with the probability of
the value i being in proportion to 1/iβ for some constant β > 0.

Degree Distributions. [11] shows that the fraction of Web pages with in-
degree i is roughly proportional to 1/i2. [1] reports an exponent of 2.1 for the
in-degree distribution and they also show that the fraction of Web pages with
out-degree i is roughly proportional to 1/i2.45. In a recent paper [5] reported
an in-degree exponent of 2.1 and an out-degree exponent of 2.72. The study on
African Web [4] gives further evidence to the power law distribution, the in-
degree of African Web pages with a exponent of 1.92. A previous research on
China Web [7] also shows an in-degree distribution with an exponent 1.86.

[3] shows that the fraction of sites of the site graph with weighted in-degree
i is (roughly) proportional to 1/i1.62 and the fraction of sites of the site graph
with weighted out-degree i is (roughly) proportional to 1/i1.67.

Our experiments on the China Web degree distributions also testify the power
law distribution in China Web. Our experiments are carried both on China Web
graph and China site graph.

Fig 1 and 2 are log-log plots of the in-degree distribution and out-degree
distribution of the China Web graph. Derived from the slope of the line providing
the best fit to the data in the figures, in-degree and out-degree distribution with
the exponent β = 2.05 and β = 2.62 respectively. Fig 3 and 4 show the weighted
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Fig. 1. China Web graph In-degree dis-
tribution

Fig. 2. China Web graph Out-degree
distribution

Fig. 3. China site graph weighted In-
degree distribution

Fig. 4. China site graph weighted Out-
degree distribution

in-degree and weighted out-degree distribution of the China site graph with the
exponent β = 1.4 and β = 1.5.

The power law distribution of the degree sequence appears to be a very robust
property of the Web despite its dynamic characteristics.

Page Number Distributions in Web Sites. We count the Web pages in
every Web site and surprisingly observe that the number of Web pages in Web
sites also follows power law distribution with the exponent β = 1.74. This is
another evidence that the Power Law distribution is a common phenomenon in
Web graph. Fig 5 shows the distribution.
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Fig. 5. The number of pages in Web
sites follows a power law distribution

Fig. 6. PageRank Zipf Distribution

PageRank Value Distribution. The PageRank algorithm is carried out on
the China Web graph. As PageRank value is continuous, we discretized the
PageRank value by equal-width binning with the bin size 0.005. We found that
the pagerank values also follow a power law distribution. Fig 6 shows the distri-
bution.

Connected Components. A strongly-connected component is a set of pages
such that for all pairs of pages (u, v) in the set, there exists a directed path from
u to v. Previous studies note that the number of components, either weak or
strong, of a given size also follow a power law distribution [9].

Our study shows that the number of components in China Web graph also
exhibits a power law distribution with exponent β roughly 2.3. Fig 7 shows the
distribution.

3.4 Connectivity of the China Web

The graph structure of the China Web presents some differences from that of
the global Web graph.

The graph structure of the global Web graph presents a picture that we refer
to as a bow-tie [9]. This research is based on the crawl of Web pages in May 1999,
which contains over 200 million pages and 1.5 billion links. The core of the figure,
SCC, represents the largest strongly connected component of the graph. SCC
contains 56 million pages. The left side of the bow-tie, named IN, represents the
pages from which at least a path exists to some nodes in SCC. The right side of
the bow-tie, named OUT, represents the pages which can be reached from some
nodes in SCC. Both IN and OUT contain around 44 million pages respectively.
IN can be viewed as the set of new pages that link to their interesting pages
but not yet been discovered by SCC, while OUT can be viewed as some well
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Fig. 7. The sizes of the strongly connected components follow a power law distribution

Fig. 8. Web Graph Macro Structure Fig. 9. Site Graph Macro Structure

known pages whose links point only internally. The TENDRILS contains pages
that are reachable from IN, or that can reach OUT, without passages through
SCC. The Web has not yet discovered these pages, and these pages do not link
to better-known regions. TENDRILS include a surprisingly significant part of
the pages, around 44 million.

The graph structure of the China Web presents some difference from the
global Web. Fig 8 depicts the structure of China Web Graph. The China Web
graph contains 140 million pages and 4.3 billion links. The SCC contains 112
million pages, the IN contains 16.5 million pages, the OUT contains 9 million
pages, the TENDRILS and the disconnected components contain around 1 mil-
lion pages respectively. The graph shows that around 80% Web pages are in the
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maximum SCC and if pages u and v are randomly chosen, the probability that
there exists a path from u to v is around 4/5 according to this structure.

The graph structure of the China Web on a site level is depicted in Fig 9.
The site graph totally contains 479 kilo Web sites, as we can notice in the figure
that the number of sites in SCC accounts for about 2/3 of all the Web sites,
indicating that most of the Web sites in China are connected to each other. The
small fraction number of sites in IN implies that most of the Web sites in China
are known by people and linked to by Web pages in other Web sites.

4 China Web Graph Evolution

In this section we show our experiment results in China Web evolution.

4.1 Data Collection

In order to study the evolution of China Web graph, we have collected the tem-
poral data from China Web, obtained a Web graph data sample periodically.
Due to the limitation of the band width and storage, it is impossible for us to
download the whole China Web graph each time, so we attempt to get a repre-
sentative subgraph of the China Web graph as the dataset of our study. In our
experiments, we select 150 Chinese Web sites, and crawl the Web pages from
their home pages once a week, from May 2004 until June 2004, for a total 6 weeks.

In order to make our experiment results more accurate, the representative
subgraph of the China Web graph to be selected should meet the following four
characteristics: (1)covering a multitude of topics; (2)following domain distribu-
tions; (3)with higher PageRank value; (4)can be accessed by existing network
resource.

4.2 Weekly Birth Rate of Pages

We first examine how many new Web pages are created every week. New Web
page refers to the one which has not been downloaded before. We use the URL
of a page as its identity, so if new URL emerged, we consider that a new page
is created. The fraction of the new Web page represents the ”weekly birth rate”
of Web pages.

Fig 10 shows the weekly birth rate of Web pages. The line in the middle of
the graph gives the average of all the values, representing the ”average weekly
birth rate” of the pages. From the graph we can observe that the average weekly
birth rate is about 9.8%, which is a little higher than the value 8%, the average
weekly birth rate of global Web graph [10]. That is, 9.8% of pages downloaded
in a weekly crawl had not been downloaded in any previous crawl.

4.3 Birth and Replacement of Pages

In this experiment, we study how many new pages are created and how many
disappear over time.
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Fig. 10. Fraction of new pages between successive snapshots
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Fig. 11. Fraction of pages from the first
crawl still existing after n weeks (dark
bars) and new pages (light bars)
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Fig. 12. Normalized fraction of pages
from the first crawl still existing after n
weeks( dark bars) and new pages (light
bars)

Fig 11 shows the experiment. The horizontal axis of this graph plots the
week and the vertical axis shows the number of pages that we crawled during
the given week. The bars are normalized such that the number of pages in the
first is one. The dark bars represent the number of first week pages that were
still available in the given week. The light bars represent the number of pages
that exist in the given week but did not exist in the first week. For example, the
number of pages in the second week in the 96% of the first week, and 82% of
them already exist in the first week. The fluctuations in weekly crawl sizes are
primarily due to the temporarily unavailable of the Web sites and the unreliable
of the network connection. The normalized version of Fig 11 is shown in Fig 12.
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4.4 Link Structure Evolution

Link structure is useful information in measuring the importance of Web pages.
Link analysis algorithms such as PageRank and HITS play an important role
in the performance of search engine. In order to keep up with the changing
importance of Web pages, it is important for search engines to capture the Web
link structure accurately. In this experiment, we study how many links remain
unchanged and how many new links are created.

Fig 13 shows the experiment result. The horizontal axis represents the week
and the vertical axis represents the number of links in the given week. We nor-
malize the vertical axis so that the number of links in the first week is 1. The
height of every bar shows the total number of links in each snapshot relative
to the first week. The dark-bottom portion represents the number of first-week
links that still remain in the given week. The grey portion shows the number of
new links in those pages that exist both in the first week and the given week.
The white portion shows the number of links in those new pages that exist in
the given week but not exist in the first week. Fig 14 shows a normalized figure
where the total number of links in every snapshot is one. From the figure, we
can notice that the link structure of the Web is more dynamic than the pages.
On average there are 24.7% new links created every week. This result is a lit-
tle greater than that of link structure evolution of global Web graph [10]. The
dynamic of the link structure is an important characteristic of the Web graph,
which implies that search engine may need to recalculate the link-based ranking
value frequently.
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first weekly snapshot still existing af-
ter n weeks (dark/bottom portion of
the bars), new links from existing pages
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pages (white/top)
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4.5 Page Popularity Evolution

In this experiment, we study the evolution of the page popularity. We will use
two methods to estimate the popularity of a page: one is the number of all
incoming links of the page, i.e., In-Links; the other is the PageRank value of the
page. We compare the two Web graphs at week one and week six.

We first take the In-Links as the measure of the popularity. Fig 15 shows the
relationship between the absolute increase of In-Links and the popularity of the
first week. We sort the pages by their popularity and then divide them into ten
groups of the same size. The horizontal axis represents the ten groups ordered by
their popularity, with the right side corresponding to the most popular groups.
The vertical axis represents the sum of absolute increase of In-Links in all pages
in the group. The height of the bars represents the sum of absolute increase of
all pages in the given group. For example, the height of the bar marked 80 repre-
sents the sum of absolute increase of the pages ranking from 70% to 80%. We can
notice from the figure that it is only the popular pages that become more popu-
lar over time. In Fig 16 we show more details of the top 10% group. We further
divide the top group into 5 subgroups and plot their popularity increase. We can
see that the most popular pages obtain more new incoming links than others.

We use PageRank value of the page as the popularity, and similarly plot the
relationship between the absolute increase of PageRank and the popularity in Fig
17. From the figure, we can see that the pages in the 70%-100% group increase
their popularity, while the pages in the 20%-50% group actually decrease their
popularity. The detailed view for the top 20% group is shown in Fig 18.

The experiment results shows the ”rich-get-richer” phenomenon mentioned
in [6] also appears in China Web.
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Fig. 15. The popularity on the X axis
and the absolute change in the values of
the incoming links on the Y axis
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Fig. 16. The popularity on the X axis
and the absolute change in the values of
the incoming links on the Y axis for the
top 10% most popular pages
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Fig. 17. The popularity on the X axis
and the absolute change in the values of
the PageRank on the Y axis
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Fig. 18. The popularity on the X axis
and the absolute change in the values of
the PageRank on the Y axis for the top
20% most popular pages

5 Conclusions and Future Work

In this paper, we have thoroughly studied the China Web both on its static
and dynamic characteristics. The result shows that the China Web graph have
many differences from global Web graph from the structure to the evolution of
the Web. Additionally, we also analyze the nature of China site graph. As a
future work, we plan to study the random model of China Web graph and to
understand how the Web is created by the editors.
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Abstract. Complex structure and varying requirements increase the difficulties 
in developing domain specific Web Information Systems. People appeal to a 
smart tool to customize Web Information Systems automatically. To achieve that 
goal, this article makes following contributions: (1) Proposes the concept of Web 
Information System ontology to express the integrated domain semantics and 
maintain their relationships as a hierarchal structure; (2) Implements the 
Personalized tool for Ontology Development in domain specific Web 
Information System(PODWIS) with algorithms for (a) leaning the user’s 
behaviors while building the ontology, (b) mining the repeated contents and 
composing reusable components, (c) guiding developer’s work efficiently with 
high quality; (3)Designs two different self-learning strategies: online learning 
and offline learning to meet different situations; (4) Gives a semi-automatic tool 
to generate the personalized information system(includes user interface, 
operations and database access) based on ontology; (5)Shows the feasibility of 
this technique in practical application.  

Keywords: Web Information System, Data Mining, Ontology, Reuse, 
Personalization. 

1   Introduction 

The concept of Web Information System (WIS) was proposed in 1998[1]: Different 
from existing information presentation systems, WIS is featured with client logic, 
operational integration, high level knowledge-management and decision-supporting. 

                                                           
1  This work was supported by National Key Fundamental Research and Development Plan 

(973) of China under grant G1999032705 and the Natural Science Foundation of 
China(NSFC) under grant number 60473072. 

2  LI Hongyan is the associate author. 
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When WIS is applied in a particular domain, it becomes domain specific, such as ERP 
or Hospital Information Systems. Researchers have got fruitful results in this Realm. 
However, as Tomas Isakowitz pointed out[1], the huge amount of data and various 
requirements from different users make the development of WIS very difficult: WIS 
development needs both domain knowledge and computer skills, the combination of 
these two essentials is quite troublesome. Researchers tried to find solution from 
traditional approaches and many methods were proposed, but they do not satisfy the 
expected goals[2]. 

Some rough ideas borrowed from ontology for building information system can be 
found in reference [3,4]. The advantages of using ontology in domain specific WIS 
development are as following:  

 Clear specification: It helps confirm the user’s requirements and disciplines in 
applications.  

 High reliability: Its formalization makes the auto-examination of information 
consistency.  

 Good Reusability: It is highly reusable, hence can turn to the shared components.   

However, there are few works about ontology on WIS yet, the complexity of WIS 
leads special difficulties in WIS ontology building:[4]  

 It lacks convenient tools for the domain experts who may not be proficient in 
computer. 

 Extracting the various relationships from resources is a challenging task.  
 Manually constructing WIS ontology is time-consuming, labor-intensive and 

error-prone. 
 Ontology can be represented as conceptual graph, description logic, web standards, 

or a simple hierarchy. But not all of them are suitable for WIS application. 

To solve these problems, we propose and implement a tool named Personalized tool 
for Ontology Development in domain specific Web Information System (PODWIS) 
with following features: 

 Visualization: provides graphical views as “What you see is what you get” in 
ontology building.    

 Reusability: discovers the frequent resources and composes them to a reusable 
component in order to improve efficiency and quality. 

 Personalization: A large project is always developed by a group of developers, 
PODWIS keep the behavior’s features for different users.  

The rest of the paper is organized as follows: Section 2 presents the background and 
some related works. Section 3 gives some concepts about Domain Specific Web 
Information System’s ontology (WIS ontology). Section 4 gives the algorithm of 
PODWIS, Section 5 gives a case study of PODWIS’ application, at last Section 6 draws 
the conclusion. 
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2   Related Works 

Reference [5] gives a definition of Information System ontology: The IS ontology is 
designed for at least one specific and practical application, it depicts the structure of a 
specific domain of objects, and it accounts for the intended meaning of a formal 
vocabulary or protocols that are employed by the agents of the domain under 
investigation. 

There is no standard language for IS ontology description yet. The World Wide Web 
Consortium (W3C) suggests RDF[6], DAML+OIL[7] and OWL[8] to be the standards for 
ontology description language. However, as the WIS ontology is a combination of the 
knowledge in application domains and the concepts in IS engineering, the above 
languages do not fit for WIS ontology. To precisely define the conceptions in domain 
and explicitly specify the hierarchy of WIS, we implement a new ontology description 
language—Web Information System Ontology Markup Language (WISO-ML) based 
on XML. 

Researchers have proposed many ontology generating tools. The AIFB have 
developed various tools to support ontology generation that include OntoEdit[9]and 
Text-To-Onto[10].Kietz, Maedche and Volz[3] adopted AIFB’s method to build an 
insurance ontology from a corporate Intranet. Relations between concepts were learned 
by analyzing the corporate Intranet documents based on a multi-strategy learning 
algorithm. Similar to the analyses in reference [4], generating WIS ontology in these 
manners is plagued with several challenges and problems such as: 

 The automatically constructed ontology can be too prolific and deficient at the same 
time. Excessively prolific ontology could hinder domain expert’s browsing and 
correction. 

 It is not easy to reuse the data and operations of WIS by these methods. 
 Without considering personalization and agility, the refinement of the ontology is a 

trickle issue.   

3   Features of WIS Ontology 

Our WIS ontology is featured with the idea partially borrowed from reference [11]: 

 Top-level ontology describes very general concepts.  
 Domain ontology describes the vocabulary related to a generic domain. 
 Task ontology describes a task or activity, such as data operation (inserting, 

deleting and modifying) or make a query from the data source. 
 Application ontology describes concepts depending on both a particular domain and 

a task, and is usually a specialization of them. In WIS this ontology is created from 
the combination of the above ontologies. They represent the user requirements 
regarding a specific application. 

WIS ontology aims to help generate web pages and operation code considering 
compatibility, portability and integration, our WIS Ontology Markup Language 

L.-a. Tang et al. 
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(WISO-ML) is based on XML Schema so that the WIS ontology can be parsed 
conveniently by other tools through XML interface. 

Now we derive the formal concepts of WIS ontology from examples in the Web 
Health Resource Planning System (WHRP) developed by department of Intelligence 
Science and Technology of Peking University. 

Example 1. The web page of patient admission in WHRP as Fig.1 This web page 
contains two parts: Patient Information and Admission Information, which is composed 
by admitting doctor and some other items. It illustrates that the relations and structures 
of WIS are very complex, so we define WIS ontology step by step. 

 

Fig. 1. The Page of Patient Admission 

Definition 1. The basic item I is a 5-tuples, I=<ItemName, ItemType, Constrains, 
DisplayInfo, Fields>, where ItemName is the name of the basic item, ItemType is the 
type of the item, DisplayInfo is a set of display features used for the generation of web 
pages, Constrains is a set of constraints used for the input value verify, and Fields is a 
mapping of the items from web page to database. 

All items in a page are distinguished by ItemName. ItemType could be the usual 
page elements such as textfield, droplist,, etc. DisplayInfo includes tags,and formats 
such as size, color and location.  

Definition 2.  A component C is a 4-tuples, C=<ComName, Elements, Operations, 
AddTag >, where ComName is the name of the component, Elements is a set of 
elements used for establishing the component, Operations is a set of operations defined 
on the component, and AddTag is a possible tag used for the comment of the 
component. 
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Note that, components in WIS should be distinguished by names, Elements reflects 
architecture, which only contains components and basic items. AddTag records the 
style of the components. 

The above definition shows that a component could be applied to represent a whole 
interface page, or a part of another component. Respectively, it is called Page 
Component or Child Component. 

Example 2.  Figure 2 illustrates the hierarchy of page component ‘Admission’ which 
represents the web page in figure 1. Component’s structure is denoted by a 
pedigree-tree whose root is component’s name, the elements of the component become 
children nodes: the child components are the inter-nodes and the basic items are the 
leaf-nodes. WIS ontology can be represented by a forest of component-tree.  

 

Fig. 2. The Hierarchy of ‘Patient Admission’ in WHRP 

From Example 2 and the intuition of the pedigree-tree, we have the following 
Observations: 

Observation 1. WIS ontology usually contains hundreds of Page Components, which 
are divided to several groups according to different requirements. In each group there 
are dozens of components, they bears resemblance to each other on contents, layouts, 
operations, etc.   

As figure 3 shows, there are 335 page components of WIS ontology in WHRP, the 
child component ‘Patient Information’ appears in nearly 200 pages and the child 
component ‘Doctor Information’ appears in over 120 pages. 

Observation 2.  Beyond the similarity of components is a deep level knowledge of 
WIS ontology. Because of the particularity of task, the knowledge can be preserved by 
simple relations. 

Observation 3. To describe the WIS ontology in tree structure, it is enough to keep it in 
binary relation {Node, subNode}. 

These observations are satisfied in most practices, thus they are basic assumptions in 
this paper. 
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Fig. 3. The Hierarchy of WHRP’s ontology 

In this paper, relationship is a multi-predication. It denotes the connections among 
several conceptions. There are four usual relations in ontology building[12]: part-of, 
kind-of, instance-of, attribute-of. In WIS ontology there are mainly two relations: 
part-of and attribute-of. By Assumption 3, the relation ‘attribute-of’ can be replaced by 
‘part-of’. For example, the basic item ‘Patient Name’ is an attribute of component 
‘Patient Information’, and it is also a part of the component. Frankly, Partof 
(ComName, PartName) means the item or component distinguished by PartName is a 
part of the component distinguished by ComName. Formally, we have:  

Definition 3. Given a WIS ontology, let C be the set of component’s names of the 
current system, I be the set of basic items names of the system, P=C ∪ I, a subset of T X 
P is said to be a part-of relation. 

According to Assumption 2 and 3, each complex nesting relation can be 
decomposed to several simple part-of relations, so the whole WIS ontology can also be 
built by these binary relations. 

As mentioned in Assumption 1, there are many frequent child components in WIS 
ontology. Constructing them one by one is a time-consuming and err-prone work. If we 
can extract them out and make the whole component to be one item just like a text field, 
it must save a lot of time. However, the operation needs some programming skills, 
which cannot be finished by domain users. On the other hand, the components are filled 
with domain semantics, the system cannot provide these services before action. To 
solve this problem we make a trade-off by asking domain users to construct a small set 
of page components and learn to auto-generate the often-repeated child components. 

Problem Specification. Giving a user defined threshold t and the WIS ontology, which 
is composed by the forest of Page Components, discover a Child Component C so that: 
for each element A satisfying Partof(C,A), the count(Partof(T,A))>= t, and for each 
existing component B satisfying Partof(B,C), the count(part of(B,C))<t; 

Definition 4. The Component T satisfying the condition in above Problem 
Specification is called the Max Frequent Child Component (MFCC).  
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4   The Algorithms for WIS Ontology Personalization 

The procedure to mine Max Frequent Child Component (MFCC) is a continuous work 
through the whole ontology building process. PODWIS provides 3 editor panels and a 
component palette, at first there are only basic items in the palette, when the users 
submit preliminary works, PODWIS starts a module based on data-mining to learn the 
users’ behaviors and save the results in database, then generates the MFCC with a user 
defined threshold. While starting PODWIS the next time, users can find MFCC in the 
component palette and build ontology in personalized style under their guidance.    

4.1   The Resource Content and Relationship Extraction Algorithm 

The resources of our WIS ontology are stored in the format of WIS Ontology Markup 
Language(WISO-ML), which is an extension of XML as shown in the figure 2. 

By Assumption  2 and 3, user’s actions in building WIS ontology can be stored in a 
relation database, and the conceptual schema of the resource stored in database is 
shown as Figure 4: 

To meet different needs, we designed two self-learning strategies: online learning 
and offline learning. The main difference between them is the time at which to fill the 
field ‘Frequency’ in the view. In fact the main time-consuming work is counting the 
frequency, so we make a trigger to check the system idle state and start the self-learning 
module in free time. But if the users want to generate MFCC immediately, we also 
design an online algorithm to meet these emergent needs. 

1 ComName VARCHAR 2 PartName VARCHAR 

3 PartType SHORT INT 4 User VARCHAR 

5 DateTime DATETIME 6 Frequency SHORT INT 

7 SourcePage VARCHAR 8 … … 

Fig. 4. The Conceptual Schema of the Resource 

The idea of Offline Resource Relationship Extraction Algorithm (ORREA) is 
scanning WIS ontology while keeping mark in stack. The detail is as following:  

Algorithm 1. The Offline Resource Relationship Extraction Algorithm (ORREA): 
Input: a file descript by WISO-ML, named PageCom; 
Output: a user behavior dataset, named UserBehaviorData 
Interior variables: a variable denotes the WISO-ML element, named Part; 

1  Initialize the stack;  
2  For each line of the file PageCom, do 
3  { if the line contains “<” then   Push the current XML element in stack; 
4    if the line contains “</” then  
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5      {Pop stack top to variable Part; 
6       Create a new record in UserBehaviorData; 
7       Set the record’s field “PartName” to Part.name and field “PartType” to 

Part.type; 
8       Set the record’s field “User” to the current user’s name; 
9       Set the record’s field “DateTime” to the current date and time; 
10       Read the top element of the stack to variable Part; 
11       Set the record’s field “ComName” to Part.name;} 
12  } Return UserBehaviorData; 

Proposition 1.  Let n be the length of Page Component File, the complexity of 
Algorithm 1 is O(n). 

Proof.  This Algorithm scans the Page Component file once, so the time complexity is 
O(n); 

Note. As Page Component File is in restricted format, the parsing procedure is simpler 
than that on general XML files. 

A trigger in our system is designed to check the system idle state and to start the 
learning module to mine the frequency of the tuples with the same value in field 
‘ComName’, ‘PartName’ , ‘PartType’ and ‘User’, the algorithm is as following: 

Algorithm 2. oFfline Frequency Mining (FFM) 
Input: a user behavior dataset without the behavior frequency, named OldDataSet; 
Output: a user behavior dataset with the behavior frequency, named NewDataSet; 
Interior variables: two variables denote the record of user behavior, named r1, r2; 

the scan pointer i; 

1. Scan the records in OldDataSet , i is the scan pointer, for each record do 
2. { Read the current record to variable r1;  
3.  Scan the records in OldDataSet from the i-th line, for each record do 
4.  { Read the current record to variable r2; 
5.   if r2 is the same as r1, then 
6.   {r1.frequency++;   delete the current record in OldDataSet;  } 
7.    write r1 to NewDataSet;  } 
8. }  Return NewDataSet  

Proposition 2. Let n be the size of the behavior dataset,  

(1) The complexity of Algorithm 2 is O(n2) without index. 
(2) The complexity of Algorithm 2 is O(n*log(n)) with index. 

Proof. For each i-th tuple, the algorithm needs to compare it with other n-i tuples, in the 
worst case, it needs to compare n(n+1)/2 times totally. Thus the time complexity is 
O(n2).  

In the case with index, the index search spent time log(n) for each one from n tuples, 
thus the total time complexity can be evaluated by n*log(n).  
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 The online learning policy is to count the same tuples while extracting the 
relationship from WIS ontology, the algorithm is a mixture of the above 2. We do not 
present the algorithm’s detail here because of the page limitation.   

Proposition 3. Let n be the length of Page Component, m be the size of the user 
behavior dataset,  

(1) The complexity of Algorithm 3 is O(m*n) without index. 
(2) The complexity of Algorithm 3 is O(n*log(m)) with index  

Proof. The proof is similar to Proposition 2 and omitted here because of the page 
limitation. 

The above 3 propositions show that the online learning strategy is good at the 
beginning, when the size of user behavior data is small, algorithm 3 generates MFCC in 
time. Then user behavior data gets larger and online learning becomes time-consuming, 
it is better to choose offline policy.   

4.2   MFCC (the Max Frequent Child Component) Generation Algorithm 

After extraction and learning, the relationship of WIS ontology is stored in database. It 
is the time to mine the MFCC of a specified user as following: 

Algorithm 4. MFCC Generating: 
Input: the original user behavior dataset, named OriginalDataSet; 

  the name of the current user; the threshold of the frequency; 
Output: the MFCC files descript by WISO-ML 

{ Get_valid_dataset;      //Procedure 1 
Get_names _of_MFCC;  // Procedure 2 
Generate_ MFCC;      // Procedure 3:} 

The three procedures are explained in the following: 

Procedure 1. Get_Valid_Dataset 
Input: the original user behavior dataset, named OriginalDataSet; 

     the name of the current user; the threshold of the frequency; 
Output: the valid user behavior dataset ValidDataSet; 
Interior variables: a variable denotes the record of user behavior, named r1; 

1. For each record in OriginalDataSet do 
2. { Read the current record to variable r1; 
3.  if r1.user==current user’s name and r1. frequency > threshold 
4. Write r1 to ValidDataSet;} 
5. Return ValidDataSet  

 The above Procedure 1 is simple and self-explainary.  

Procedure 2. Get_names_of_MFCC 
Input: the valid user behavior dataset ValidDataSet; 
Output : a list of the names of MFCC�named MFCCNames; 
Interior variables: the string array denotes the component’s names set, named 

ComNameSet; 
the string array denotes the part’s names set, named PartNameSet; 
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1. For each record in ValidDataSet do 
2. { if ComNameSet does not include value in the field “ComName” of current 

record  
 then   
3.     add the value in the field “ComName” to ComNameSet; 
4.  if PartNameSet does not include value in the field “PartName” of current 

record then 
5.     add the value in the field “PartName” to PartNameSet;}  
6. For each string in ComNameSet do 
7. {if PartNameSet does not include the current string then 
8.    add the string to the list MFCCNames;} 
9. Return MFCCNames 

Because there may be a series of MFCC in WIS ontology, thus it firstly needs to 
confirm the names of these MFCC, the definition of MFCC shows that in the valid 
dataset of user behavior, MFCC are in the top of the hierarchy, thus the {MFCC’s 
name}={ComName}- {PartName};  

Procedure 3. Generate_MFCC 
Input: the valid user behavior dataset ValidDataSet; 

   the list of the names of MFCC�named MFCCNames; 
Output: the MFCC files descript by WISO-ML 
Interior variables: a string denotes the component’s name, named SearchString; 

a variable denotes the record of user behavior, named r1; 
      a boolean variable denote whether the records are same, named IsSame; 

1. For each string in MFCCNames do 
2. {Create a WISO-ML descript file, named by the string; 
3.  Write the string to the file in WISO-ML; 
4.  Read the string to SearchString;  Initialize the stack; 
5.  For each record in ValidDataSet  
6.   if the field “ComName” is the same as SearchString then 
7.  { Read the current record to variable r1;  
8.    if r1.PartType== “Component” then 
9.     {Push r1.ComName to stack; 
10.      Write r1.PartName to the file in WISO-ML;    
11.      Read r1.PartName to SearchString;}         
12.    else then 
13.       Write r1.PartName and r1.PartType to the file in WISO-ML; 
14.       Delete the current record from ValidDataSet; 
15.       If there is no record in ValidDataSet whose field “ComName” is the   

  same as  
  SearchString, and the stack is not empty then    

16.          {Read the top string of the stack to SearchString; 
17.           Pop the stack;}  }  } 
18. Return MFCC files 
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Procedure 3 generates MFCC files by their names. For each MFCC, PODWIS searches 
in valid user behavior dataset, if the type of the result record is ‘component’, it means this 
MFCC contains child components, the child components will be pushed in stack until all 
their elements are constructed. At last, the MFCC is built from bottom to top. 

Proposition 4. Let n be the size of the original user behavior dataset, m be the size of 
the valid user behavior dataset, the complexity of Algorithm 4 is O(m*log(m)).  

Proof. Procedure 1 scans the original dataset once, so the time complexity is O(n); 
  Procedure 2 scans the valid dataset twice, which consumes O(m) time; 
  In procedure 3, for each MFCC, it needs to search through the valid dataset, 

in the worst case, it consumes O(m) time. By creating an index, the time cost is 
O(logm). Thus procedure 3 needs O(m*log(m)) time. 

 Mostly, m and n has the same magnitude, so time complexity of Algorithm 4 is 
O(m*log(m)). 

The proposition 3 shows that the speed of WIS ontology personalization algorithm is 
acceptable. 

5   The Application of PODWIS 

As PODWIS is a new exploration on WIS ontology generation, there is seldom similar 
existing algorithm to be compared with. Thus our experiment is combined with 
practical applications. The results show that PODWIS works with good quality and 
acceptable speed. 

 

Fig. 5. Automatic Generation of WIS Based on ontology 

The Department of Intelligence Science and Technology of Peking University has 
rich experiences in developing WIS. In order to implement the automatic process of 
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user interface and operations in WIS, a ontology-based approach is adopted in project 
WISE (Web Information System Environment)[13][14],the key points are:  

 With the aid of PODWIS, domain experts build WIS ontology to describe the 
domain knowledge and user requirements. 

 By making page component instances in WIS ontology, the user interfaces are 
generated automatically.  

 According to the WIS ontology, WISE Mapper implements database access and 
business process control. 

 By switching code transformation rules, WISE Code Generator can generate the 
code of operation modules and the developer may add other functions to complete 
the work.  

Consequently a WIS is generated semi-automatically from the user’s view as shown 
in Figure 5.  

5.1   Ontology Building 

To be one part of the Web Information System Environment (WISE), PODWIS has 
been implemented on the eclipse platform. Just as we have mentioned, PODWIS is 
based on a MVC structure and provides 3 different editor panels as shown in Figure 6. 
The non-professional user can use the tool easily to personalize WIS ontology.  

 

Fig. 6. The Main Interface of PODWIS 

Tree Editor(Adjust structure) 

Attribute Editor(Set attributes) 

Component Palette 

The Generated MFCC 

Graphic Editor 

(WYSIWYG) 
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5.2   User Interaction Pages Generation and Operation Code Processing 

With aid of the WIS ontology, the user interaction pages can easily be generated: The 
basic items directly maps to the display elements on the web pages. The web forms can 
be built by accessing the hierarchy structure of the components. The generation will not 
be totally automatic, because WIS ontology does not contain much information about 
the style of the web pages. A basic web form can be generated according to WIS 
ontology’s structure and user can adjust the default layout of the pages. The layouts and 
the styles can be stored in cascading style sheets (CSS) apart from the ontology files.  

A mapping strategy is adopted to bridge the gap between the web pages and 
database. We first map the basic items to data source. Then the operations on web pages, 
like SELECT, INSERT, UPDATE, DELETE, can be mapped to concrete operations on 
data sources. The operation mapping method can be used as a part of an automatic WIS 
construction framework to generate the operation processing code, business logic 
developers may adjust automatic generated code or write other functions to complete the 
code module. The details of these techniques are presented in reference [13].  

5.3   Application in WHRP 

PODWIS and WISE currently are used in developing a web-based hospital information 
system–WHRP, and they do a good job. There are totally 227 JSP pages and 108 
HTML pages in WHRP, which are all generated from the corresponding page 
components in WHRP’s ontology, and the system was required to provide multi-views 
and support multi-formats. Using PODWIS and WISE solved the following problems: 

 Acquire the requirements: The doctors used PDOMIS to construct the ontology of 
WHRP so as to provide a precise requirements and system structure. 

 Multi-view output: WHRP need to output a page component in many formats such 
as the HTML page for browsing and PDF page for printing, but the ontology 
building on PODWIS was not affected, even they didn’t need to know the existence 
of different views. 

 Shorten developing period: Use WISE to generate the user interfaces and operations 
based on WIS ontology, and the system developers complete the other functions. 
Totally about 55% codes are generated and reused, the developing period is 
shortened greatly while the system is easier to be maintained.  

6   Summary and Future Work  

Automatic developing WIS based on ontology is a new approach in WIS engineering. 
In order to customize the WIS ontology smartly, we have proposed a tool named 
Personalized tool for Ontology Development in domain specific Web Information 
System (PODWIS), the main contributions include: 

 Learning the user behavior modes during ontology building, mining frequent 
resources and composing them to reusable components in order to guide 
developer’s work efficiently with high quality.  
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 Four Algorithm for WIS ontology personalization, namely, the Offline Resource 
Relationship Extraction Algorithm (ORREA), Offline Frequency Mining(FFM), 
Online Frequency Mining(OFM), MFCC Generating. 

 Four propositions about the algorithms. 
 Auto-generating the domain specific web information system (includes user 

interface, operations and database access) based on ontology.  
 Demonstrating the feasibility of this technique via practical application.  

The research on the personalized tool for ontology development on WIS is just 
beginning, there is much more work to be done, such as the control of different user 
roles, the expression to complex conditions for operations on web pages and the 
support of dynamic ontology refinements, etc. 
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Abstract. Most current web engineering approaches don’t have clear criteria 
for personalization, nor a clear strategy that designers can use to classify users 
and formulate a personalization strategy for the web site at design time.  In this 
paper, we present a structured approach to personalize websites based on three 
criteria: characteristics, user requirements and context.   The users are classified 
into groups of users (profile groups) based on these criteria.  For each group, a 
personalization strategy is defined by attaching personalization rules to its 
profile group.  The work is presented in the context of the OO-H method which’ 
personalization framework can be instantiated by the web designer, and 
connected to any OO-H based site to empower it with personalization support.  
Finally, we introduce a tool that allows designers to specify and generate the 
personalizable client-side of a web application based on this approach. 

1   Introduction 

Nowadays, web sites are complex applications, offering both static and rapidly 
changing information and functionality.  When implemented at hoc, this leads to 
enormous usability and maintenance problems [9] for web designers. 

Introduction of web design methods and methodologies [10] [1] [7] have provided 
some solutions for designers (design support, help in determining consistent 
structuring, easier maintenance) and for visitors (better tailored content, easier 
navigation).  In order to better tailor the site to one particular user, or a group of users, 
some methods provide personalization support (see next section for an overview).  
However, approaches vary widely both on how and what they personalize, and most 
of the approaches do not provide an underlying CAWE1 tool to support the 
personalization.  The lack of such tools causes the personalization to be implemented 
in an ad hoc manner.   

                                                           
*  This paper has been supported by Ministerio de Educacion y Ciencia with the METASIGN 

project  ref. Code TIN2004-00779. 
1  Computed Aided Web Engineering. 
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In this paper, we tackle the problems described above by providing support for 
defining personalization during web site design cycle and by offering the designer a 
method and a tool to specify the adaptation of the client-side of a web application (i.e. 
personalize). We present a structured approach to personalize websites based on three 
criteria of a user profile: user characteristics, user requirements and user context.  A 
user profile can be defined as a set of data representing the significant features of the 
user. User profiling is becoming more and more important in adaptive web 
applications, due for example to the heterogeneous devices used to access the World 
Wide Web.  In our approach, users are classified into user groups2, called profile 
groups, based on the values of the defined criteria in their user profiles. The profile 
groups are defined by means of profile rules. For each group, a personalization 
strategy is specified by attaching personalization rules to its profile group.  In this 
way, the OO-H (Object Oriented Hypermedia) method allows personalization of the 
content and the navigation of the website, both for single users, and groups of users. 

The paper is structured as follows. In the next section, related work is studied. The 
paper continues describing in section 3 the general criteria for personalization 
showing, by means of a running example, how to categorize each criterion. The 
criteria are embedded into a personalization framework in the context of the Web 
Design Method OO-H [5] [6] that is presented in section 4.  We continue in section 5, 
explaining how personalization relates to navigation in OO-H  Section 6 shows how 
the personalization strategy for our running example is described using the 
Personalization Rule Modeling Language, and how it is connected to navigation.  
Finally, section 7 sketches some conclusions and further work. 

2   Related Work 

There are other methods (besides OO-H) that also allow personalization on the basis 
of the user profile information.  Some of them permit adaptation for users with some 
common user profile data (e.g. groups of users). But, existing methods supporting 
profiling don’t consider the attachment of users to profile groups, although groups are 
implicitly defined (i.e. users with the same user profile information).  In OO-H, the 
total user base can be partitioned (on the basis of user profile information) into 
groups.  The advantage of explicitly defining these user groups is that for each user 
only the personalization rules attached to her/his profile group(s) are considered (i.e. 
the system has not to check the rest of the personalization rules). Next we explain 
how other methods use the profile information to personalize. 

WUML [7], in the context of ubiquitous computing, has personalization based on 
context.  The authors propose an object oriented framework (which consists out of 
four models) that can be extended by the designer. The context and profile models 
provide detailed information about the environment of an application and trigger the 
actual customization as soon as the environment changes. Context represents current  
 

                                                           
2  A group can be composed (only) by one user, and a user can belong to one or more profile 

groups. 
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and historical information about the environment of the application which is 
automatically monitored. Profiles cover more stable information which is explicitly 
given by a designer or a user (e.g. user preferences) or is transparently acquired by the 
system itself (e.g. usage statistics).  

In the OOHDM approach [10] user roles are considered, those users roles are 
(only) static profile groups (defined at design time and cannot be dynamically 
changed). Different web applications can be built for different user profiles reusing a 
conceptual schema. The navigation model is built as a view over a conceptual model, 
thus allowing the construction of different models according to different user profiles. 
OOHDM also supports dynamic customization. In the navigation model, node 
contents and structure can be customized and links and indexes can be personalized. 
Only one of the six different kinds of navigational contexts supported allows to 
capture dynamic user preferences. In the interface model different layouts can be 
defined according to user preferences or selected devices.  

In the Hera methodology [4], two kinds of adaptation are considered: adaptation 
with respect to devices capabilities and user preferences stored in a profile 
(adaptability, i.e. personalization defined at design time), and adaptation based on 
user navigation history stored in a User Model during browsing (adaptivity, i.e. 
personalization performed while the user is browsing the application). To model the 
adaptability in the Hera methodology, the Composite Capability / Preference Profile 
(CC/PP) [9] offers a framework to model profiles that characterize device capabilities 
and user preferences. In Hera static adaptation (i.e. adaptability) is applied to users 
belonging to a profile, (e.g. users with a wap phone). To add adaptivity functionality 
to Hera the authors use the AHA (Adaptive Hypermedia Architecture) system [3]. 

None of these methods provide the designer with a structured user model based on 
(all) the features of the user (characteristics, context, requirements), nor do they offer 
the designer a high level language to personalize based upon these criteria3.  And most 
importantly, none of these methods provides a rigid, industrially tested CAWE tool 
supporting the proposed (personalization) design.  

3   Criteria for Personalization 

In this section, we will explain the different criteria upon which a personalization 
strategy can be built.  We will concentrate here on the user-specific features (user 
profile information) rather than on domain-specific features. The former ones are 
features independent from the domain and dependent only on the user, the latter ones 
consist of features specific for the domain (e.g. history of buys in e-commerce sites). 
We have classified these user-specific features distinguishing between user 
characteristics, user requirements, and context.  

We first elaborate on these features and the role they may play in personalization. For 
this purpose we have modelled a simplified version of the Fnac web site 
(http://www.fnac.com, online shop of spare time cultural products) and we have added 

                                                           
3  Implicitly, our approach also includes support for behaviour by means of acting upon events, 

see section 3.2. 
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personalization based on the criteria defined in this paper. Now we will explain the 
different criteria upon which can be personalized by means of this running example. 
The next sections will cover personalization itself for the case study defined here. 

3.1   User Characteristics 

User characteristics (such as age or language) may be relevant for the structure, 
content or presentation of the web site. Designers might try to exploit the user’ 
characteristics to adapt the site to either arrive at a better usability and/or have a 
greater benefit for the company. Examples include: adapting the font size for users 
with low vision; avoiding the use of specific colors in case of color blindness; etc.   

In our case study we will show or not show some products depending on the user’s 
age. (E.g. we will “censure” some books, dvds… for non-adults users).  The user’s 
age is considered as a relevant characteristic of the user and we will define a profile 
group based on this characteristic. The designer then can specify a personalization 
strategy over the defined group of users (e.g. users whose age is less than 18). 

3.2   User Requirements 

Every user comes to a web site for specific reasons, and with specific goals.  He is 
looking for some specific information or functionality and he expects to find it on the 
web site, i.e. the user has user requirements. A good web site design method starts out 
with specifying the user requirements, elaborating these requirements further and 
specifying the information or functionality needed to fulfil the requirements at a 
conceptual level (e.g. using modelling techniques such as UML, ER, ORM, …).  
Next, these conceptual representations are translated into actual web pages, using 
some presentation and layout mapping. 

As an example of personalization based on (fulfilling) user requirements, we can 
consider adding a link to information relevant for a certain user, even though it was 
not originally assessed as a requirement for this particular user. 

Continuing the running example, we will consider the (fine-grained) 
requirements  browseBooks, browseMusic, browseDvd… (rather then the course-
grained requirement “browse products”).  In section 4 (and 6) we will define as an 
example a profile for the users interested in books by specifying the requirement of 
this type of users (browseBooks). A personalization strategy will be applied over 
this group of users: if the user is interested in books, we offer him new books that 
have arrived on the front page. 

3.3   User Context 

The variety of devices that can access the web gets larger every day, and the 
particularities of the different devices may influence the way we want to structure or 
present information for/to the visitor, or even which information we offer.  In other 
words, information concerning the context of the current session of the user will be 
relevant to consider for personalization.  

In the OO-H framework four kinds of context are considered: LocationContext 
(ubiquity of the user), NetworkContext (e.g. latency, speed, bandwidth …), 
DeviceContext (e..g. PC, PDA, WAP …), and TimeContext (date and local time of 
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the connection). In the Fnac example we consider a type of context personalization 
based on the device context of the user. We will define a profile for users who are 
browsing the website using a small display device (in the example we consider PDA, 
mobile phone and MP3 player).  The personalization strategy for this group of users 
consists of not showing any pictures associated to products, since resolution of the 
PDA, MP3 player and mobile phone screen does not allow images to be displayed 
conveniently, and big images would also hinder convenient navigation. 

Now that we have defined the different (user related) criteria considered for 
personalization4, we will explain the (general) OO-H framework, and see how the 
different criteria are represented within the OO-H personalization framework.  

4   The OO-H Personalization Framework: General Overview 

The OO-H (Object Oriented Hypermedia) Method is a generic model, based on the 
object oriented paradigm that provides the designer with the semantics and notation 
necessary for the development of web-based interfaces. Figure 1 shows the package 
view of the whole approach. Web design modelling is achieved by means of the two 
complementary views, namely (1) the Navigational Access Diagram (navigation 
package), that enriches a standard UML class diagram (structure package) with 
navigation and interaction properties, and (2) the Abstract Presentation Diagram 
(presentation package) that gathers the concepts related both to structure of the site 
and specific presentation details respectively. 

The OO-H also supports dynamic personalization (a preliminary version was 
described in [5]), allowing the designer to better tailor the site to the particularities 
and needs of the individual user. This is done by means of a personalization 
framework that is a part of the model. That framework can be instantiated by the web 
designer, and connected to any OO-H based site to empower it with personalization 
support for (individual) users. The goal of the personalization framework is twofold: 
(1) provide the designer with the means of gathering and storing all information 
needed to personalize the site, and (2) provide the designer with the means of 
specifying the personalization policy for the different users (adapting structure, 
content, layout and/or presentation). According these goals, the framework can be 
divided in two parts: (1) The user model and (2) The personalization model. We now 
discuss both parts in more detail and indicate how they are related. 

 

Fig. 1. OO-H package view 

                                                           
4  Although here, all examples of profile groups are based on one type of criterion,  we can also 

define profiles combining different types of criteria (e.g. a profile defined by a characteristic 
and a context) 
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4.1   The User Model 

In the user model, all the knowledge about the user is stored.  It will contain 
information on the three criteria explained in the previous section as well as 
information related to the browsing behaviour of the user.  

DeviceContext

getDeviceContext()

(from Framework)
PDA

Age

value

browseBooks

browseMusic

Context
(from Framework)

Characteristic

ID

(from Framework)
Session

ID
ipAddress
nextAction
name
host

(from Framework)

User

ID
numberOfSessions
login
password

(from Framework)

Requirement

ID
numberOfAccesses
relevance

(from Framework)

...

Mp3Player

MobilePhone

 

Fig. 2. User Model for the FNAC system 

Figure 2 shows the relevant part of the user model for the running example 
presented in section 3 (some attributes and methods not directly relevant for this 
example have been omitted). The figure shows some classes that belong to the 
framework package, marked with the text ‘from Framework’. Those classes constitute 
the skeleton to adapt the generic OO-H user model to the concrete personalization 
requirements. In our example, the designer needs to capture information regarding the 
user’s age. Following the criteria presented in the previous section this information 
can be classified as a user characteristic. That is why the class Age inherits from the 
predefined characteristic class of the user model. In the same way, the other relevant 
information for fulfilling the personalization requirements are captured by means of 
inheritance relations with the proper classes from the user model (e.g. PDA, 
MP3Player and MobilePhone inheriting from DeviceContext and browseBooks and 
browseMusic from Requirement).  

4.2   The Personalization Model 

The personalization model allows the designer to define a collection of rules that can 
be used to define a personalization strategy for a user or group of users. The rules are 
Event-Condition-Action [2] rules: they are triggered by a certain event (e.g. a 
browsing action, the start of a session) and if a certain condition is fulfilled (for 
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example “categoryMovie=”drama””), the associated action is performed. For 
satisfying a personalization requirement we have to define where and what 
information is acquired to obtain the required knowledge to personalize (acquisition 
rule) and define the personalization in terms of the effects this personalization causes 
in the system (personalization rules). We also have profile rules to classify the users 
using the acquired information.   

In the following table we have summarized for the different personalization 
requirements of our case study the different rules that should be defined.  

Personalization 
requirement 

Acquisition rule Profile  rule Personalization 
rule 

Adult users  can see 
some products that 
are not shown to 
minors (type: 
characteristic) 

Not defined. The 
user’s age is 
acquired in an 
explicit way (e.g 
using a form) 

If the user’s age is 
less than 18 we attach 
the user to the profile 
group “Minors”. 

If the user belongs to 
the “Minors” profile, 
products with 18+ 
rated material are 
omitted 

Users with the 
requirement “browse 
Books” will see the 
newest books in home 
page (type: 
requirement) 

Not defined. The 
user’s 
requirements are 
acquired in an 
explicit way (e.g 
using a form) 

If  the user has the 
requirement 
browseBooks, attach 
the user to the profile 
group 
“browseBooks” 

If the user belongs to 
the profile 
“browseBooks” 
show the new books 
in the home page. 

Users with small 
screen-devices will 
not be shown product 
images. (type: 
context) 

Capture the 
device context 
when the user 
enters the 
application 

If device context is 
PDA, Mobile Phone 
or MP3 Player, attach 
the user to the profile 
group “smallScreen”. 

If the user belongs to 
the profile 
“smallScreen” don’t 
show images of 
products  

As an example to better understand this table, consider the last row.  It expresses 
that we’d like to support users browsing with a small screen device, by not showing 
them images not to overload their (small) screen. An acquisition rule is used to 
capture the deviceContext of a user starting a session (column 2).  Based on the kind 
of device that is detected, the user is or is not attached to the profile group 
smallScreen by means of a profile rule (column 3).  Finally, if the user is a 
smallScreen user, a personalization rule expresses that images are not shown. 

The rules described in this table needed for our running example will be defined using 
an efficient, simple and easy to learn language defined in OO-H. The purpose of this 
language is to help the web designers to define all the rules required to implement a 
personalization strategy. This language is called PRML (Personalization Rule Modelling 
Language).  The basic structure of a rule defined with this language is the following: 

When event do 
If condition then action endIf 

endWhen 

As we have said the different type of rules in OO-H are Event-Condition-Action 
[2] rules. In this basic structure we define the event that triggers the rule, the condition 
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to be checked and the action to be performed. The rules defined for the running 
example are shown in next section and we will also show how to connect users and 
their personalization strategy. 

5   Navigation and Personalization in OO-H  

Having explained the OO-H personalization framework (user and personalization 
model) and its use, we will now describe how a personalization strategy is specified 
and how exactly it relates to the OO-H Navigation Access Diagram (NAD). 

A NAD is a conceptual model that provides the necessary constructs to represent 
how a web site visitor navigates through and accesses the information/services of the 
application. Moreover, it shows which events trigger the different rules and which 
type of criteria is being satisfied to fulfil the personalization requirements.   

Figure 3 shows the NAD for the running example. The starting point (entry point 
element) is the home page where information about product categories (navigational 
class) and novelties (navigational class) is presented. That information is shown in the 
context of the home page because their corresponding links “view categories” and 
“view novelties” are shown in origin (origin property).  When the user selects a 
category (view categories link), the set of products that belongs to that category is 
shown in a new page (destination property). The information shown about a product 
is name, price, picture and description (attributes of product navigation class). The 
service BuyProduct can be invoked by means of the service link Buy.  

Personalization is embedded in a NAD by means of events, which are generated by 
the user throughout a browsing session. The types of events are: Start event that is 
associated with the entrance of the user in the system (activation of Entry point link). 
Navigation event that implies the activation of any navigation link (e.g. view 
categories,). Method Invocation event that implies the invocation of a method defined 
in our system (in fig. 3 we can see one of this type of link: “Buy”)5. 

When a user enters the website (Entry Point Link) the Start event is launched. At 
this point, we attach the user to user profile(s) (by means of profile rules; see next 
section for examples). Obviously, to be able to attach a user to a user profile, some 
information about the user is needed. The required information is gathered by means of 
acquisition rules triggered also by the Start event (in our example the rule to get the 
device context) but with a higher priority than the profile rules (i.e. they are executed 
first). Information that cannot be gathered automatically is asked to the user at first 
visit by means of a form. Once a user is attached to a profile(s) only the personalization 
rules attached to that (those) profile(s) are considered (as far as the current user is 
concerned). The personalization and acquisition rules attached to a profile will be 
triggered by certain browsing event (Start, Navigation or MethodInvocation) generated 
by the user during his session.  In our example all the personalization rules are 
triggered by Navigation events (activation of navigational links). In this way one NAD 
has different executions for different users (as they will be attached to different user 

                                                           
5 A 4th event not associated with any type of link, the init event, will be explained shortly. 
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profiles).  The whole set of rules associated to a NAD is stored in a PRML file.  In the 
next section, we show the PRML file for our running example. 
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Fig. 3. (Simplified) NAD for the Fnac example 

6   Personalizing the NAD Using a PRML File 

All that remains now is to show the content of the PRML configuration file for our 
running example6 (the rules needed in this example are described in the table in 
section 4.2). We can see how the structure of this file follows the organization of the 
personalization model in OO-H. This file has four big sections. 

 The acquisition rule section defines the rules needed to gather the required 
information to classify the user into user groups. In our example we have an 
acquisition rule to capture the device from which the user is connecting to the 
website (device context). This rule gets the device context using a method 
defined in the personalization framework.  

 The profile rule section contains the profile rules. The profile rules for this 
example, defining “Minors”, “BrowseBooks” and “smallScreen”, are all 
triggered by the Start event. When a user enters the system (i.e. starts a session), 
s/he is attached to the profile group(s) s/he belong to (based on the profile 
condition).   

 The personalization rule section contains the personalization rules which 
describe the effect of personalization in the website.  In our example, we have 

                                                           
6  Some attributes of the rules have been omitted for simplicity reasons. 
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three personalization rules. All of them are triggered by Navigation events, but 
of course other events could also trigger personalization rules.  

- The first rule is triggered by the activation of the link “ViewProducts”. Each 
product in the site has an attribute “allowedFromAge”, denoting the required 
age to view the product. On basis of this attribute, we will only show products 
allowed from age greater than 18 (i.e. the action changes the property Visible 7 
of the Product class to false).  

- The second rule personalizes the website by omitting pictures to be shown. It 
is triggered by the Navigation event of activating the “ViewProducts” link. 
The action of not showing images (of products) is achieved by setting the 
property Visible of the picture attribute to false. 

- The third rule is triggered when the user consults the new products activating 
the link “ViewNovelties”. It specifies that the category of products to be 
shown should be ‘books’.  The other condition checks that the selected 
products are “new”8, checking the date of addition of the product to the 
website. 

 Finally, every PRML configuration file has an Init section. The deployment of 
the website causes the rule engine to be set up with all rules, and the launch of an 
INIT event).  Upon this INIT event, user profiles are defined and personalization 
rules are associated to them.  In this way we specify a personalization strategy for 
the defined user profiles.  The acquisition rule and the profile rules are attached 
to the special profile OOH:all (i.e. applied to all users).  

# ACQUISITION SECTION 
#RULE:“AcquireContext” priority=”high” 
When start do  
DeviceContext=getDeviceContext() 
endWhen 
 
# PROFILE SECTION 
#RULE:“defMinors” 

priority:”medium” 
When start do 
   If (charHasValue (Age,<,18))  
  then 
   AttachUserToPGroup(“Minors”) 
 endIf 
endWhen 

#RULE:“defSmallScreen” 
priority:”medium”  

When start do 
 If (deviceContext=”PDA” or 

deviceContext=”MP3” or 
deviceContext=”WAP") then 

 
AttachUserToPGroup(”smallScreen”) 

 endIf 
endWhen 

 
#RULE:“defBrowseBooks” priority:”medium” 
When start do 
 If (userhasReq (“brosweBooks”)) then 
  AttachUserToPGroup(“browseBooks”) 
 endIf 
endWhen 

                                                           
7  In OO-H, every class and attribute has a visible property, denoting if it should or shouldn't be 

shown 
8  We consider products new if they have been added at most one week ago. 
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# PERSONALIZATION SECTION 
# RULE:“restrictProducts”  
When Navigation.ViewProducts do 

If 
(Products.allowedFromAge>18)

 

then 
Product.Visible=false 

endIf  
endWhen 
 

# RULE:“PersonalizeDisplay” 
When Navigation.ViewProducts do 
   Product.picture.Visible=false 
endWhen 
 

# RULE:“ShowNewBooks”  
When Navigation.ViewNovelties do 
If (Products.category=’Books’ and 
Products.dateOfAddition=currentDate-week) then 

Select(name, description, price) in Products 
endIf 

endWhen  
 
# INIT SECTION 
When init do 

AttachRuleToPGroup(”AcquireContext”, ”OOH:all”) 
AttachRuleToPGroup(”defMinors”, ”OOH:all”) 
AttachRuleToPGroup (”defSmallScreen”, ”OOH:all”) 
AttachRuleToPGroup(”defBrowseBooks”, ”OOH:all”) 

 AttachRuleToPGroup(“restrictProducts”, ”Minors”) 
AttachRuleToPGroup(“ShowNewBooks”, ”browseBooks”) 
AttachRuleToPGroup(”PersonalizeDisplay”, ”smallScreen”) 

endWhen 

We have introduced the presented approach in the context of a CAWE tool to design 
web applications called VisualWADE [6] (developed by the web engineering research 
group of the University of Alicante) that follow the OO-H design method presented in 
section 4. We have extended VisualWADE with new properties in the OO-H 
personalization framework to be able to gather the needed information to personalize 
web applications based on the criteria presented in section 3. Also we have incorporated 
a PRML parser to specify the acquisition rules, profile rules and personalization rules. 
The NAD and the PRML can be compiled by means of an advanced model compiler 
that was presented in [6]. The compilation process produces an XML default 
presentation that fulfils the conceptual specification.  

7   Conclusions and Future Work 

In this paper, we have presented a personalization framework for (general) 
personalization support during the web site design process, in the scope of the OO-H 
method. We have focused on the user model of the framework, and distinguished 
three different criteria upon which personalization support can be built: 
characteristics, user requirements and context. Based upon these three features, 
personalization rules can be defined.  By means of a running example, we have shown 
how these rules can be specified using PRML, a high level language easy to use by 
web designers. Finally, we have discussed the VisualWade tool that supports 
generating websites with personalization based on an OO-H design. Future work 
includes elaborating personalization based upon a fourth criterion: behavior.  
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Although support for limited behavior based personalization is already present in our 
framework (i.e. based on browsing events), we intent to extend this capability, so that 
more complex navigation patterns can give rise to personalization. 
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Abstract. Web users use search engine to find useful information on the 
Internet. However current web search engines return answer to a query 
independent of specific user information need. Since web users with similar 
web behaviors tend to acquire similar information when they submit a same 
query, these unseen factors can be used to improve search result. In this paper 
we present an approach that mines these unseen factors from web logs to 
personalized web search. Our approach is based on probabilistic latent semantic 
analysis, a model based technique that is used to analyze co-occurrence data. 
Experimental results on real data collected by MSN search engine show the 
improvements over traditional web search. 

1   Introduction 

Search engines, such as Google, Yahoo! and MSN, have been the major tools to help 
users find useful information on the Internet. However current search technologies 
work in “one size fits all” fashion with results ordered by web site popularity rather 
than user interests. Since different users may have different information need, it is 
essential to personalize web search as well as better the service.  

Many methods are proposed to study user’s interests and build user profiles based 
on user’s search history. These methods focus on analyzing content of the queries and 
web pages, but in some case there are no suitable descriptors such as keywords, 
topics, genres, etc. that can be used to accurately describe interests. According to [1], 
web users usually exhibit different types of behaviors depending on their information 
needs. Thus, web users with similar web behaviors tend to acquire similar information 
when they submit a same query to search engine. [2] conducted experiments to verify 
the effectiveness of several profile construction approaches and the results showed 
that the user profile constructed based on modified collaborative filtering achieved 
better retrieval accuracy. The collaborative filtering technique used in [2] is based on 
nearest neighbor regression or so-called memory-based techniques. These memory-
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based methods are simple and intuitive on a conceptual level while avoiding the 
complications of a potentially expensive model-building stage. However, there are a 
number of severe shortcomings as Hofmann point out in [3]: (i) The accuracy 
obtained by memory-based methods maybe suboptimal. (ii) Since no explicit 
statistical model is constructed, nothing is really learned form the available user 
profiles and very little general insight is gained. (iii) Memory-based methods do not 
scale well in terms of their resource requirements (memory and computing time). 
Especially, in web search tasks, the data set are always very large and the online 
response should be in a very short time. (iv) Actual user profiles have to be kept for 
prediction, potentially raising privacy issues.  

Users’ previous web behaviors and other personal information can be used to 
identify the users’ information needs. In this paper, we indicate to analyze 
clickthrough data to personalize Web search. Clickthrough data is a kind of search log 
that could be collected by search engine implicitly without any participation of users. 
It logs for each query the query submitter and the web pages clicked by her. This 
process is different from those approaches based on user effort, such as providing 
relevance feedback or registering interest and demographic information. Through 
analysis of the clickthrough data, we could consider a single user’s behavior 
characteristic and take similar users’ interests into account, so as to identify the user’s 
search intention and thus improve the search results.  

To address the shortcomings of the memory-based methods mentioned above, we 
use a model-based technique called Probabilistic Latent Semantic Analysis (PLSA) 
[4]. A three-way learning and prediction model is proposed to deal with the triple 
relationship between users, queries and web pages on the usage data. The advantages 
of our method are as follows:  

– The algorithm could compress the data into a compact model to automatically 
identify user search intention. 

–  The preference predictions could be computed in constant time so as to reduce 
online response time.  

– The huge user profile data does not need to be kept.  
– The experimental results also show that our proposed algorithm could achieve 

higher prediction accuracies on real data set collected by MSN search engine.  

This paper is organized as follows. In Section 2, we introduce related work about 
personalized web search and probability latent semantic analysis. In Section 3, we 
present our model and show how to perform personalized web search based on the 
model. Our experiments and interpretation of the result is given in Section 4. Finally, 
we conclude this paper in Section 5. 

2   Related Work 

2.1   Personalized Web Search 

[5] first proposed personalized PageRank and suggested to modify the global 
PageRank algorithm, which computes a universal notion of importance of a Web 
page. [6] used personalized PageRank scores to enable “topic sensitive” web searches. 



 Using Probabilistic Latent Semantic Analysis for Personalized Web Search 709 

 

Because no experiments based on a user’s context, this approach actually cannot 
satisfy different information needs by different users.  

Several approaches are proposed to construct user profiles by content of queries 
and web pages. [7] used ontology to model a user’s interests, which are studied from 
user’s browsed web pages. To distinguish long-term and short-term interests, [8] 
focused on using user’s search history rather than browsing history to construct user 
profiles. Furthermore [9] mapped a query to a set of categories and [10] clustered 
words into a user interest hierarchy. All these methods are built on the fundamental 
assumption that users’ interests or information needs can be formulated in term of 
intrinsic features of the information sought. In some case keywords, topics, genres 
and other descriptors are not able to describe information needs accurately. 

[2] considered the unseen factors of the relationship between the web users 
behaviors and information needs and constructs user profiles through a memory-based 
collaborative filtering approach. Nevertheless it could not avoid the shortcoming 
listed in Sec.1. 

2.2   Probabilistic Latent Semantic Analysis 

Latent semantic analysis (LSA) [11] stems from linear algebra and performs a 
Singular Value Decomposition. It is mostly used in automatic indexing and 
information retrieval [12]. The key idea is to map high-dimensional count vectors to a 
lower dimensional representation in a so-called latent semantic space. Although LSA 
has proven to be a valuable analysis tool with a wide range of applications, its 
theoretical foundation remains to a large extent unsatisfactory and incomplete. 

Hofmann presented a statistical view on LSA which leads a new model, 
Probabilistic Latent Semantics Analysis (PLSA) [4] [13], and provided a probabilistic 
approach for the discover of latent variables which is more flexible and has a more 
solid statistical foundation than the standard LSA. The basic of PLSA is a latent class 
statistical mixture model named aspect model. It is assumed that there exist a set of 
hidden factors underlying the co-occurrences among two sets of objects. That means 
the occurrences of two sets of objects are independent when the latent variables are 
given. PLSA uses Expectation-Maximization (EM) algorithm [14] to estimate the 
probability values which measure the relationship between the hidden factors and the 
two sets of objects.  

Because of its flexibility, PLSA has been used successfully in a variety of 
application domain, including information retrieval [15], text learning [16] [17], 
and co-citation analysis [18] [19]. Furthermore, web usage mining can also be 
based on PLSA. [1] presented a framework to use PLSA for discovery and analysis 
of web navigational patterns, while it did not refer how to use PLSA to improve 
personalized web search. In our paper we present the approach and give an 
experimental evaluation. 

3   Using PLSA to Predict 

3.1   Prediction Problem Description 

As we described in Sec.1, clickthrough data is collected by search engines without 
any participations of users. When a user submits a query to a search engine, the 
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search engine returns search results corresponding to the query. Based on the search 
results, the users may select the web pages which are related to their information 
need. Search engines could record the behaviors as the clickthrough data. The users, 
queries and web pages are collected as a co-occurrence triple in the web log. There 
are two kinds of data we should deal with differently. One is the queries the user 
has submitted several days ago, the search engine can easily to calculate which page 
is most frequent and rank it to the top one for the user. We experiment the real data 
from MSN search engine. If selected pages are not new pages, in other words they 
occurred in any search tasks in the past 20 days, more than 70% precision are 
reached of the top ones. The other is the queries that the user never submitted. Then 
the problem is: Given the clickthrough data, which page should be recommended to 
the user as the top results. Formally, given a set T that contains all previous 

),,( pqu  triples, a mapping function PQUf →*:  should be learned. The 

input of the function is any pair ),( qu  where for any 'p , the triple Tpqu ∉)',,( . 

The output is the page which is predicted the most possible needed page by the 
user. More generally, the top k pages will be interested as the recommendation 
problem.  

3.2   Model Specification 

The starting point for PLSA is a latent class statistical mixture model which has 
been called aspect model. This model is a latent semantic class model for co-
occurrence data which associates an unobserved class variable 

},,{ 21 kzzzZz ∈  with each observation. These unobserved classes stand by the 

hidden factors underlying the co-occurrence among the observed sets of objects. 
Therefore this model well capture unseen factor that lead to the fact that web users 
exhibit different types of behavior depending on their information needs. At the 
same time it well characterizes the hidden semantic relationship among users, 
queries as well as users, queries and web pages. Therefore, in our web search 
scenario, an observation is a triple ),,( pqu  corresponding an event that a user u  

submits a query q  to a search engine, and selects a page p  from the results. In the 

context of web search, users },,{ 21 nuuuUu ∈ , queries },,{ 21 mqqqQq ∈ , 

together with web pages },,{ 21 lpppPp ∈ , form triple relationship ),,( pqu . 

The relationships are associated with the latent variables },,{ 21 kzzzZz ∈ . The 

mixture model depends on a conditional independence assumption, namely each set 
of observed objects are independent conditioned on the state of the associated latent 
variable. Conceptually, the latent variables are search intentions. According to the 
assumption, users, queries and web pages are independent when given search 
intentions. It means that a user u  and a query q  determine a latent search 

intention z , and latent variables in turn “generated” web page p . Fig.1 depicts the 

model as a Bayesian network. 
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Fig. 1. Graphical representation of the three-way aspect model 

Therefore, the joint our model is defined as follows: 

),|(),(),,( qupPquPpquP = , (1) 

∈

=
Zz

quzPzpPqupP ),|()|(),|( . (2) 

Reversing the arc from users and queries to latent search intentions, we can get an 
equivalent symmetric specification: 

∈

=
Zz

zpPzqPzuPzPpquP )|()|()|()(),,( . (3) 

3.3   Model Fitting with the EM Algorithm 

PLSA uses the Expectation-Maximization (EM) [14] algorithm to estimate the 
probability value which measure the relationships between the hidden factors and the 
sets of objects. According to Formula (3), in order to explain a set of 
observation ),,( pqu , we need to estimate the parameters )(zP , )|( zuP , 

)|( zqP and )|( zpP , while maximizing following likelihood. The algorithm 

alternates two steps: 

− An expectation (E) step, where posterior probabilities are computed for the latent 
variable, based on the current estimates of the parameters; 

− A maximization (M) step, where parameters are re-estimated to maximize the 
expectation of the complete data likelihood. 

Let ),,( pqun be the number of times user u selects page p of query q . Given 

training data, the log likelihood L of the data is: 

=
pqu

pquPpqunL
,,

),,(log),,( . (4) 
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In the E-step, we compute: 
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In the M-step, the formulae are: 
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Iterating these two steps monotonically increases the log-likelihood of the observed 
data until a local maximum optimal solution is reached. 

3.4   Prediction in Practice 

Theoretically in our model, prediction is provided to users according to: 

∈

∈=

'

)',,|()',,(

),,|(),,(
),|(

p Zz

Zz

pquzPpqun

pquzPpqun
qupP . (10) 

In practice, we cluster the web users, queries and web pages before using PLSA in 
order to: (1) overcoming the overfitting problem with sparse data, (2) reduce the 
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memory and offline time cost with large data set. We make assumption that each user 
is belong to exactly one group of users, so as each query and web page. Hence we 

have mapping functions },,{)( 21 hcccCuc =∈ , },,{)( 21 idddDqd =∈  

and },,{)( 21 jeeeEpe =∈ . Then the cluster algorithm partitions 

U into h groups, Q  into i  groups and P into j groups. The algorithm also give the 

probability values ))(|( ucuP , ))(|( qdqP and ))(|( pepP . After the processing, 

we use PLSA to calculate the probability values which measure the relationships 
between C , D , E and Z , so in practice we predict the probability for a given 

),,( pqu  as follows:  

))(|())(),(|)((),|( pepPqducpePqupP = . (11) 

4   Experimental Evaluation 

4.1   Dataset 

In our experiments, we use web log data collected by MSN search engine in 
December 2003. We select those users who use MSN search engine more 25 days in 
the month in order that the data is not too sparse. Then we randomly select about 
100,000 queries submitted to the search engine by the users and 200,000 web pages 
they selected to browse from the results given by the search engine. In order to 
evaluate different scenarios, we design two data sets as following:  

First, since our approach could show higher performance on the situation that the 
pairs of user and query do not occur in the training set, we divide the data set by 
random selecting pairs of user and query. In our experiment, 85% pairs of user and 
query are selected as training set and the left as testing data, so we get 290,000 data 
records in training set and 78,000 data records in testing set. This data set is referred 
as the first data set in our experiment.  

Second, we divide the data according to the time series in the log. We use all the 
data in the first 20 days as training data, while the testing data is from those of later 5 
days. If some queries or web pages are in the testing data but not in the training data, 
without content-based techniques they are impossible to be predicted. So we remove 
these data in the testing set. Finally we get a training set with 340,000 data records 
and a testing set with 6,000 data records. We refer to this data set as the second data 
set in our experiment.  

4.2   Evaluation Metric 

From the view of the user, the effectiveness of our method is evaluated by the 
precision of the predictions. Given a triple ),,( pqu in the test set, we first get the 

predicted list P based on u and q. Then we sort all the Pp ∈' according to the 

probability ),|'( qupP  in the descending order, and get the rank of p in the sorted 
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list. For each rank 0>r , we calculate the number of triples that exactly rank the r th 

as )(rN . Let
≤≤

=
ri

iNrM
1

)()( , and GrMrS )()( =  where G stands by the 

number of triple in the whole test set. Thus )(rS stands for the precision of the 

method when predicting the top r web pages. 

4.3   Baseline Method 

We have implemented a baseline method to calibrate the achieved results. The 
method is based on cluster technique. We use the relationship between the users, 
queries and web pages to cluster the users and the queries. Then we calculate the 
times of each page is occurred with every user group and query group in the training 

set and give the prediction. Let =
qu

pqunpqducn
,

),,()),(),(( for 

any Tpqu ∈),,( . So for a given ),,( pqu , the probability is predicted as follows: 

=

'

)'),(),((

)),(),((
),|(

p

pqducn

pqducn
qupP  

(12) 

4.4   Experimental Results 

As we know, the number of cluster is difficult to decide. In our experiment, we tried 
several times to tune the parameters in order to get higher performance of clustering. 
We finally cluster the users into 1000 groups, the queries into 1500 groups and the 
web pages 2000 groups. Meanwhile, that the EM algorithm will get a local 
optimization after 30-60 iterations.  

 

Fig. 2. 
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Fig. 3. 

Fig.2 shows the results on the first data set. As shown in the figure, our method 
gets a better performance on the queries that the user never submitted. The top 5th 
precision has been increased to 22.23% over the cluster-based method. The result 
shows that our model has strong ability of prediction. Without any direct information 
about the user and the submitted query, the results of the prediction based on the 
statistics are not very good. As illustrated in Fig.3, our method also outperforms the 
baseline method on the second data set.  

4.5   Computational Complexity 

In the web search scenario, because of the amount of data is always large, the 
computational complexity is one of the crucial factors for a successful algorithm. One 
has to distinguish between the offline and online computational complexity. The 
former accounts for computations that can be performed before hand, that is, before 
actual predictions for specific users have to be made. In contrast, the latter deals with 
those computations that can only be performed in real-time during the interaction with 
a specific user. Therefore the online computational complexity is more important 
here. PLSA algorithm has an online computational complexity of |)(| ZO . The detail 
complexity analysis of PLSA could be found in [20].  

5   Conclusions 

In this paper, we present an approach to perform better personalized web search based 
on PLSA. We consider the latent semantic relationship between users, queries and 
web pages by a three-way aspect model and use the proposed algorithm to deal with 
the sparsity problem. Meanwhile, the model could character the users’ search 
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intention. An effective algorithm is proposed to learn the model and compute the 
preference prediction. The results on the real clickthrough data show that our 
proposed algorithm could achieve higher prediction accuracies than the baseline 
work. In the future, we consider integrating the content and the link information into 
the algorithm and doing the better prediction. 
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Abstract. In this paper, we challenge the issue of resource management and 
scheduling in the grid context, which is compliant with WS-Resource Frame-
work. Firstly, we focus on the high performance application, and model the 
large-scale scientific computing problem that can be decomposed into multiple 
sub-problems, which evolves to be represented by a DAG. Then, a hierarchical 
infrastructure for resource management in the grid context is proposed in accor-
dance with the specifications of WS-Resource Framework. Thirdly, we discuss 
the scheduling issue in the presented scenario and present a modification of the 
DLS algorithm. At last we analyze the presented modified algorithm with simu-
lation experiments. 

1   Introduction 

Advances in networking technology and computational infrastructure make it pos-
sible to construct large-scale high-performance distributed computing environ-
ments, or computational grids [1]. A grid system is a distributed collection of com-
puter and storage resources maintained to serve the need of some community or 
virtual organization (VO) [2]. Resources in the grid are organized as resource do-
mains that are individual and autonomous administrative domains, which usually 
are in the range of Local Area Network. The choice of strategies used to schedule 
jobs in such environments will depend on the target application. Grid computing 
can be used for the deployment and solution of problems involving large-scale 
equation systems such as they are appearing in finite element analysis of solids and 
structures as well as fluid dynamics. 

With the development of Grid computing and Web service, the WS-Resource 
Framework (WSRF) [3] was presented by a team from IBM and Globus Alliance, 
which was introduced as an attempt to re-factor many of concepts in OGSI [4] to be 
more consistent with current Web service [5]. The central theme of WSRF is the ma-
nipulation of state, and the argument is that there is great value in the canonical refer-
encing and/or manipulation of state. The difference between OGSI and WSRF is that 
WSRF requires no modification to Web service tooling; while the problem with OGSI 
is that it is not a pure subset or constraining of Web service. For example, OGSI re-
quired a modification to the Web Service Description Language (WSDL) that was 
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eventually called Grid-WSDL. This meant that special tools were needed to parse and 
process Grid-WSDL for these Grid services and that commercial and non-commercial 
WSDL tools could not be used. Currently, the significant research challenge for this 
community is to determine the extent to which WSRF and WS-Notification adds 
value above the Web service approach. 

The core of the WS-Resource Framework (WSRF) is the WS-Resource, "the 
component from the composition of a Web service and a stateful resource" [6] de-
scribed by an XML document (with known schema) that is associated with the Web 
service’s portTypes and addressed by a WS-Addressing endpoint reference [7]. 
WSRF is based on the OGSI specification and can be thought of as expressing the 
OGSI concepts in terms that are more compatible with today’s Web service stan-
dards. In fact, OGSI did not really support interacting with these base Web services 
and instead only interacted with Grid services, while WSRF fully supports interact-
ing with these base Web services. 

In this paper, we introduce a resource management infrastructure for the computa-
tional grid based on the WS-Resource Framework, and present a scheduling strategy 
for assigning jobs in the grid context. 

The paper is organized as follows. In Section 2, we discuss the related works. In 
Section 3, we introduce the application mode derived from the practical scientific ap-
plications. In Section 4, we propose a hierarchical infrastructure for resource man-
agement based on WS-Resource Framework. In Section 5, we present a modification 
of the DLS algorithm in the grid environment. Section 6 focuses on the performance 
evaluation with simulations, and experimental results are presented in this section. At 
last, we conclude this paper in Section 7. 

2   Related Works 

There are many research efforts focusing on the issue of resource management and 
scheduling in the grid context. In the previous research works for grid computing, 
paper [8] introduce an architecture for resource management in traditional computa-
tional grids, and paper [9] describe the resource management portions of the Legion 
metacomputing system, which is based on the object-oriented concept. The Grid 
Architecture for Computational Economy (GRACE) [10] is presented, which 
mainly focus on incorporating an economic model into a grid system with existing 
middlewares, such as Globus and Legion. An agent-based resource management 
system [11] is proposed for grid computing, which uses a hierarchy of homogenous 
agents for both service advertisement and discovery, and integrates these with a per-
formance prediction based scheduler. There are also many other related research 
works for resource management in the grid environment such as [12][13][14]. 
These presented models or architectures have a common characteristic, that is, re-
sources in the grid are organized by the hierarchical means, which facilitates the 
scalability of the system. And the virtualization of resources is the trend for manag-
ing resources in the grid context. 

In this paper, we proposed a resource management architecture for computational 
grids, which is compliant with the specifications of the WS-Resource Framework, and 
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inherits the merit of the research works of the predecessors. In addition, we present a 
modified algorithm for scheduling issue in the grid context, which is based on the 
work found in [15]. 

3   Application Model 

Many large-scale high performance scientific applications are available today that 
were written well before Grid computing appeared. Sometimes, it needs to integrate 
some legacy code programs together for solving a large-scale scientific or engineering 
problem. How to integrate these legacy code programs into service-oriented grid ar-
chitectures with the smallest possible effort and best performance is a crucial point in 
more widespread industrial take-up of grid technology. 

Considering the characteristic of WAN (wide area network), it is not suitable to 
schedule jobs among different distributed control domains, which need frequent 
communication with each other. In this paper we focus on computational grids, which 
provide the computational platform for high performance computing applications. 
There are different kinds of computers in a computational grid, and the variety 
includes different computation architectures, different operating systems and different 
compile environments, etc. Furthermore, some scientific computing problems need 
specific scientific and engineering library, which is owned by the specified control 
domain. So we argue that the computational grid is suitable for one kind of the scien-
tific computing problem that can be divided into multiple sub-problems, which can be 
solved with these legacy scientific or engineering applications with the small commu-
nication frequency. 

A series of large-scale sub-problems derived from one scientific computing prob-
lem could be solved in parallel by deploying them to the grid context. However, these 
sub-problems are generally dependent on each other, and we assume that the depend-
ence among the solving of these sub-problems derived from the same scientific com-
puting problem is that the output of one sub-problem is the input of the other sub-
problem of the same scientific computing problem. 

Solving a large-scale scientific computing problem can be represented by a set of 
computational tasks, which solving a set of sub-problems derived from the scientific 
computing problem. Formally, these tasks can be organized using a directed acyclic 
graph (DAG), G=(V, E), where the set of vertices V={v1, v2, …, vn} represents the 
tasks to be executed for solving the corresponding sub-problems, and the set of 
weighted, directed edges E represents communications between tasks, which can be 
divided into two classes, one class represents transferring the large data file and the 
other class is the message for transferring parameters. =( , )ij i je v v E∈  indicates com-

munication from task vi to vj, and |eij| represents the volume of data sent between these 
two tasks. 

In the following, we use the term “task” or “job” to represent the sub-problem de-
rived from the scientific computing problem, which are executed respectively on the 
distributed resources as corresponding specific computational application instances in 
the computational grid. 
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and WS-Resource, etc. In the other hand, the specific applications are developed by 
researchers who have little or no experience with building distributed applications. 
Ideally, end users can conveniently solve the large-scale scientific computing problem 
with the multiple specific applications through the grid platform. Many engineering 
experiences show that end users are best severed by Grid Portals, which are web sev-
ers that allow users to configure or run a class of applications. The server is then 
given the task of authenticating the user with the Grid and invoking the needed Web 
services required to launch the user's applications. 

4.2   Global Resource Management 

After the customized request of end users sent to the global middleware that imple-
ments the global resource management and scheduling in the grid environment, it will 
be analyzed and decomposed in accordance with the characteristic of the request. In 
this paper, we assume that the end user’s request for solving a large-scale scientific 
computing problem can be decomposed into a set of sub-problems that are dependent 
on each other. 

One component of the global middleware is the broker service, which resolves the 
request outputted by grid portal and generally adopts different decomposition strate-
gies for different problems. For example, the integration simulation for an airplane 
can be decomposed into multiple sub-application models, such as tail plane, airframe, 
aerofoil, vertical tail, etc. For analyzing the dynamic characteristic of new designed 
airplane model, airplane designers can set the parameters by the grid portals and ini-
tialize the simulation scenario, and then it is broker services that decompose the prob-
lem into multiple sub-problems, and at last solving the sub-problems come down to 
solving a series of tasks of solving large-scale dynamics equation systems. The de-
composition strategy is dependent on the specific application type, and correspond-
ingly the strategy for problem decomposition varies from one application type to the 
other application type. 

As described above, a large-scale scientific computing problem can be decomposed 
and evolved into a series of computational tasks, which can be denoted as a DAG. 
Then, it is the co-allocation service that retrieves the service real-time information 
from the information center, and decide how to assign the multiple computational 
tasks to distributed computational Web service with effective scheduling strategies. In 
section 5, we will propose a scheduling strategy for resource assignment in the grid. 

4.3   Local Resource Management 

If a scientific or engineering computational problem can be decomposed into multiple 
sub-problems, the sub-problems can be solved across distributed computational re-
sources with the benefit of the grid computing. In the WS-Resource Framework, these 
distributed application instances created for solving corresponding sub-problems, are 
treated as stateful resources and can be manipulated by Web services in order to form 
WS-Resources [6]. 
 
 



 Resource Management and Scheduling for High Performance Computing Application 723 

 

One of key ideas in the WS-Resource Framework is that the service is separated 
from the state, that is, service is static and stateless, and resource is dynamic and 
stateful. To create a new stateful service, besides the stateless Web service providing 
the function, a WS-Resource factory is required, which also is a Web service to create 
the instance of a stateful resource. Therefore for managing the local computational re-
sources, there are two kinds of Web services, and we name them as JobFactorySer-
vice and JobManageService, which are illustrated as Fig. 2. 

WS-Resource

WS-Resource

WS-Resource

Information Service

publish inform
ation

about local resources

service
requestor

create a job

operations in the

portTypes

endpoint reference
request

query job status and

immediate destruction, etc.
return the result

re
tu

rn
 U

RI

qu
er

y s
er

vi
ce

The Dedicated
WS-Resource

JobFactoryService

JobManageService

WS-Resource

WS-Resource

 

Fig. 2. Local resource management based on WSRF 

JobFactoryService is a Web service that creates all jobs for all requests, and func-
tions as a WS-Resource factory. The created jobs are also modeled as WS-Resources, 
and the state of jobs are represented by WS-Resource Properties and are identified by 
endpoint references (EPR), which are returned to the service requestor. For publishing 
information of local computational resources, there is a Dedicated WS-Resource that 
is utilized to model the physical resources so that JobFactoryService can release not 
only its specific functions but also the information of computational resources, which 
is very useful for scheduling jobs across multiple distributed computational resources. 

JobManageService is also a Web service that manages all jobs created by JobFac-
toryService corresponding to user requests, and encapsulates the jobs as WS-
Resource. It is JobManageService that publish information about jobs submitted to 
back-end scheduling system, and the information is represented by the resource prop-
erties of the corresponding WS-Resource, which include job state, stdout location, 
stderr location, etc. JobManageService also has all the operations defined in the port-
Types such as WS-ResourceProperties [16], WS-ResourceLifetime [17], WS-
BaseNotification[18], which are executed by the Dedicated WS-Resource. 
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4.4   Physical Computational Resource Management 

In the WS-Resource Framework, not only tasks created for solving sub-problems can 
be modeled as WS-Resources, but also physical computational resources in the grid 
are modeled as WS-Resource. It is the Dedicated WS-Resource that defined in the 
section 4.3 as illustrated in Fig. 3, which is associated with JobFactoryService to 
model physical resources in the local domain and publish the information about the 
physical computational resources. The information is very important for co-allocation 
service to determine how to assign tasks in the grid context. Through the grid portal, 
end users can conveniently query the information about physical resources such as 
CPU speed, memory capacity, system load, etc. 

Physical computational resources include hardware such as high performance 
computers, high-speed network, large capability storage, and software such as specific 
applications and legacy code programs. All these resources are modeled as WS-
Resource in the WS-Resource Framework. Then the WS-Resource in the specified lo-
cal resource domain performs the computational function differing from WS-
Resources in other resource domains. Then one sub-problem derived from a large-
scale scientific problem can be solved only in some particular resource domains with 
corresponding specific WS-Resources instead of all resource domains, which is vital 
to the resource scheduling strategy. Although the specific application or legacy code 
program can be executed in parallel in the range of one resource domain, this problem 
is beyond the scope of the paper. 

5   Scheduling Strategy 

In this section, we focus on the scheduling algorithm, which is used to assign tasks 
derived from one large-scale scientific computing problem in the grid context. 

5.1   Conceptual Model for Resource Scheduling 

Generally, the scientific computing problems discussed in the paper are computation-
intensive rather than communication-intensive, and each specific software application 
is limited to executing one copy at a time, which also is common characteristic of 
many scientific computing softwares. Correspondingly, the WS-Resource modeling 
one specific software application only executes one task at a time, which also is mod-
eled by one WS-Resource. We assume this WS-Resource modeling the specific soft-
ware application is associated with one dedicated computational hardware resource 
for simplicity. The computational grid consists of a set of heterogeneous WS-
Resources, which can be represented by the set 1 2{ , ,..., }mR R R R= . The computa-

tional cost function, :C V R× → R , represents the cost of each task on each available 
WS-Resource. The cost of executing task iv  on WS-Resource jR  can be denoted by 

( , )i jC v R . For a particular task that cannot be executed on a given WS-Resource, the 

function will be infinity. Then, the concept model for resource scheduling in the grid 
context is illustrated as Fig. 3. 
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Fig. 3.  Conceptual model for resource scheduling 

5.2   Scheduling Strategy 

For scheduling tasks in one large-scale computing problem effectively, we present a 
modification of DLS algorithm, which will be described in details as follows. 

As with nearly all list scheduling algorithms, the DLS algorithm operates by as-
signing a priority to each task in that graph, and the priority is called a level. And the 
priority is used to choose among the set of tasks, which are ready to be scheduled at 
that time. The DLS algorithm differs from previous algorithms in that the level of a 
task depends upon the tasks that have already been assigned, and the dynamic level, 
denoted as ( , , ( ))i jDL v R t , reflects how well task iv  and WS-Resource jR  are 

matched at state ( )t , where ( )t  encompasses both the state of the WS-

Resources and the state of the communication resources at time t . The dynamic level 
can be defined to be 

( , , ( )) ( ) max( ( , ), ( )) ( , )i j i d i j a j i jDL v R t SL v t v R t R v R= − + Δ  (1) 

Where t  is current time. The first term of the expression is the static level of the 
task, and is defined as the largest sum of execution times along any directed path from 

iv  to an endnode of the graph, overall endnodes of the graph, and it is the static in-

formation for one problem solution. ( , )d i jt v R  denotes the earliest time that all data 

required by task iv  is available at state ( )t , and ( )a jt R  denotes the time at which 

WS-Resource jR  will be idle. ( , )i jv RΔ  accounts for the varying processing capabil-

ity, and it is defined as: 
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( , ) ( ) ( , )i j i i jv R C v C v RΔ = −  (2) 

Where ( )iC v  denotes the median execution time of a task iv  over all the WS-

Resources. If the actual median is infinite, the median value will be substituted with 
the largest finite execution time. 

In equation (1), the value of the three items determines the dynamic level of a task 
in the DAG. However, one task can only be scheduled to some specific WS-
Resources in the grid context, which is different from the situation where a majority 
of tasks can be scheduled to all processors in paper [15], and the value of a majority 
of DLs is negative infinite, and cannot be solved even with the “generalized” dynamic 
level. So the modification of DLS algorithm is proposed as follows. 

| ( )( , , ( )) ( ) max( ( , ), ( )) ( , )
ii j j A v i d i j a j i jMDL v R t SL v t v R t R v R∈ = − + Δ  (3) 

( )iA v  denotes the set of the available WS-Resources that can execute task iv . And 

( )iSL v  is defined as the largest sum of execution times along any available directed 

path from iv to the end of the graph, and ( )iC v  in ( , )i jv RΔ  denotes the median execu-

tion time of a task iv  over all available WS-Resources. With this dynamic level defi-

nition, scheduling a task in the graph, is equivalent to finding the ready task and the 
WS-Resource in order to maximize the MDL . The other merit of this strategy is that 
both tasks and WS-Resources are chosen at the same time, which is superior to inde-
pendently selecting either tasks or WS-Resources. 

6   Experiments and Results 

For testing the performance of the presented scheduling algorithm, we perform a se-
ries of simulation experiments with a custom, event-based simulator. Our scheduling 
goal is to minimize the makespan [19], or the scheduling length for a large-scale sci-
entific computing problem. We define the task-WSR ratio as the number of available 
WS-Resources for one task divided by the total of all WS-Resources, and examine the 
effect of the task-WSR ratio on the performance of the presented algorithm. 

In the first situation, the total of WS-Resources are 8, and one large-scale scientific 
computing problem can be decomposed into 32 tasks. The size of tasks is uniformly 
distributed in the range [10000, 50000], and the communication volume between 
tasks is uniformly distributed in the range [0, 500], the processing capability of WS-
Resources is uniformly distributed in the range [100, 500], the communication speed 
is uniformly distributed in the range [10, 50]. The experimental results are the average 
value of the 1000 simulation runs where one task can be executed randomly on rela-
tive WS-Resources, and the experimental result is illustrated as Fig. 4(a). 

The second situation is the same as the first situation except that the size of tasks is 
uniformly distributed in the range [1000, 5000], and the experimental result is illus-
trated as Fig. 4(b). 
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Fig. 4.  The results of the first situation and the second situation 

According to the Fig. 4 (a) and (b), the makespan reduces as the task-WSR ratio 
increases, and the experimental result indicates that when the number of available 
WS-Resources for executing one task increases, the total execution time of all tasks 
in one large-scale scientific computing problem would decrease. However, it is 
noted that when the number of available WS-Resources for executing one task  
decreases, the performance of the algorithm does not deteriorate quickly, the per-
formance loss is about 8% compared to the situation that one task can be executed 
on all WS-Resources. 

So we can conclude that the modified algorithm is suitable for scheduling multiple 
sub-problems derived from one large-scale scientific computing problem in the grid 
context, where these sub-problems just can be assigned to some particular WS-
Resources instead of all WS-Resources, which is described in this paper. 

7   Conclusions 

In this paper, we focus on resource management and scheduling for high perform-
ance computing application, which is based on the WS-Resource Framework. We 
firstly abstract the concrete implementation in a particular large-scale scientific 
computing problem and generally model theses kinds of scientific computational 
problems as DAGs. Then we propose a hierarchical infrastructure for resource man-
agement in the grid context, which is compliant with the WS-Resource Framework. 
Based on the application model and resource management model, we expand the 
existed DAG scheduling algorithm for grid computing, and propose a modified 
scheduling algorithm in the grid context, and test the performance of the presented 
scheduling algorithm. Experimental results indicate that the proposed algorithm is 
suitable for the grid scenario. 

In the further, we will work on utilizing the presented hierarchical infrastructure 
and the scheduling strategy to organize CFD Grid Application Platform [20] and man-
age distributed computational resources in the grid environment. 
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Abstract. Multiresolution (or multi-scale) techniques make it possible
for Web-based GIS applications to access large dataset. The performance
of such systems relies on data transmission over network and multires-
olution query processing. In the literature the latter has received little
research attention so far, and the existing methods are not capable of
processing large dataset. In this paper, we aim to improve multiresolution
query processing in an online environment. A cost model for such query
is proposed first, followed by three strategies for its optimization. Signif-
icant theoretical improvement can be observed when comparing against
available methods. Application of these strategies is also discussed, and
similar performance enhancement can be expected if implemented in on-
line GIS applications.

1 Introduction

Internet provides a revolutionary way to access geographical data. Significant
efforts, such as Microsoft’s TerraServer [1] and NASA’s “World Wind” project
[2], have been put into the development of core technologies of web-base GIS. It
is more accessible than ever before with increasing data availability, client pro-
cessing power and network bandwidth. However, the large size of terrain data
remains a major challenge. The size of a data repository, such as the Digital
Elevation Model of America (available from U.S. Geological Survey [3]), is mea-
sured in terabyte. The size of accessible dataset is increasing quickly as the data
collection continues. The “Shuttle Radar Topography Mission” by NASA [4] is
collecting the data of most land on earth.

Applications based on such dataset require excessive resources. However, the
resolution can be unnecessarily high in many cases. Figure 1(a) shows an small
terrain model with only 10,000 triangles, but the top-right part already appears
to be unnecessarily dense. Multiresolution (or multi-scale) techniques are in-
troduced to address this problem [5]. The intuition is to construct a simplified
terrain approximation (mesh) as the substitute of the original model with guar-
anteed accuracy according to application requirements. Therefore, the resource
requirement can be significantly reduced without sacrificing necessary quality. A

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 730–741, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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(a) 10,000 tri-
angles

(b) 10,000 tri-
angles with tex-
ture

(c) 1,000 trian-
gles

(d) 1,000 trian-
gles with tex-
ture

Fig. 1. Terrain at multiple resolutions

simplified terrain with 1,000 triangles is shown in Figure 1(c). For visualization
purpose, the difference is hardly noticeable after texture is applied (Figure 1(b)
and 1(d)).

Constructing a mesh directly from the original model is expensive, it involves
the data of the original model, which is usually extremely large, and intermediate
data generated during simplification. The possible benefit of using a mesh can be
overcomed by its expensive construction. In order to reduce the cost, we need to
represent it as a Multiresolution Triangular Mesh (MTM) - a terrain represen-
tation that supports the reconstruction of meshes with variable resolutions with
acceptable overhead. The fact that terrain data can be used at any resolution and
that data of different resolutions may be used together to construct a single mesh
means that it is not feasible to pre-generate terrain data at a fixed number of res-
olutions. Instead, most MTM methods adopt a tree-like data structure, and each
node stores a lower resolution approximation of its child nodes data. The con-
struction of a mesh starts from the root, which contains the least detailed data,
and refines this coarse mesh progressively by replacing it with the data stored at
its children nodes until the desired resolution is achieved (details are provided
in Section 2). Since the data with low resolution is substantially less than the
original terrain model, such MTM can significantly reduces the mesh construc-
tion cost. Such structure also can provide large number of possible meshes and
mesh with changing resolution, because the initial coarse mesh can be refined to
any resolution available and each part can have different resolutions.

The ability to reduce data amount, and thus resource requirement, makes
it possible to perform visualization and analysis on large dataset in an online
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environment. Recently, a number of work has been published for visualizing
large terrain over network [6, 7, 8, 9, 10, 11]. These methods focus on “compress-
ing MTM”, i.e., using compact MTM data structure to reduce the amount
of data transfer. However, none of them considers the role of database sys-
tem. There are also signification research attention on multiresolution terrain
database [12, 13, 14, 15, 16, 17]. These methods employ various multiresolution
access methods to improve the performance of multiresolution query, i.e., effi-
ciently identify and retrieve data required for mesh construction. Unfortunately
these methods do not take into account any constrains imposed by network
environment.

We think multiresolution query processing, which mainly performed at the
server end, is a critical to the performance of online GIS applications. Such query
is quite resource intensive because it involves large amount of data. Large number
of simultaneous queries can easily exceed server capacity. Since the available
bandwidth is increasing much faster than that of server processing power, it is
possible that the query processing will replace the bandwidth as the bottleneck
of online GIS applications.

In this paper, we aim to improve multiresolution query processing in an on-
line environment. We started with examining existing work, and a cost model
for current multiresolution query processing is proposed. An optimal cost, which
serves as a bound for possible improvement, is derived from this framework.
Three optimization strategies are proposed to address different problems iden-
tified from performance analysis. The details of these strategies are discussed
when applying them to existing methods, which also confirms the feasibility of
our strategies in real applications.

The remainder of this paper is organized as follows. In Section 2 we provide
an brief overview on multiresolution query processing. The cost model is intro-
duced in Section 3. In Section 4, the optimal cost is derived, followed by three
optimization strategies, whose application to existing methods is also included.
The paper is concluded in Section 5.

2 Multiresolution Query Processing

A multiresolution query retrieves a mesh within given area with required res-
olution, i.e., it can be specified by two parameters: the Level Of Detail (LOD)
condition and the Region Of Interest (ROI) condition. For a mesh polygon t,
the LOD condition returns a value e(t), which is the required LOD value for
polygon t. In a mesh m, we denote the resolution of a polygon t as l(t). We
say t is LOD feasible with respect to e if l(t) ≥ e(t). A LOD feasible polygon
implies it is detailed enough for current application, and no further refinement
is required. There are two types of LOD conditions: uniform LOD, where e(t)
is a constant, i.e., the LOD of every polygon t is at least a constant value; or
variable LOD, where e(t) is a function of polygon attribute(s). An example is
that a LOD condition can be a function of the distance from the viewpoint, i.e.,
the further away from the viewpoint the less LOD value.
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(a) Tree structure of
progressive meshes

(b) Vertex split

Fig. 2. Progressive Meshes

While the LOD condition defines mesh resolution, the ROI condition defines
mesh location, size and shape. It is specified by a collection of two-dimensional
spatial objects (points, lines and/or polygons). Given a ROI condition r, a poly-
gon t is ROI feasible if its two-dimensional projection P (t) has at least one point
in common with r, i.e., r∩P (t) 	= ∅. For multiresolution query, a polygon that is
not ROI feasible means it is irrelevant. Therefore, only the polygons that are ROI
feasible are checked against the LOD condition; whereas the LOD of polygons
that are not ROI feasible can be arbitrarily low.

Given LOD and ROI conditions, a multiresolution query returns a mesh with
minimal number of polygons that satisfies both. Formally, given a MTM M a
multiresolution query Q(M, r, e) returns a mesh m from M that satisfies both the
ROI condition r and the LOD condition e with minimal number of polygons. A
multiresolution query is a uniform-LOD query if its LOD condition is a constant;
a variable-LOD query if its LOD condition is a function of polygon attribute(s).

Here we use the progressive meshes [18], one of the most popular MTMs, to
explain multiresolution query processing. The structure of a progressive meshes
is an unbalanced binary tree (Figure 2(a)). The fundamental step in mesh con-
struction is vertex split, i.e., one point is replaced by its two children (Figure
2(b)). To answer a multiresolution query, a mesh that contains the root only
is created first; then it is refined by applying vertex split progressively follow-
ing the tree structure, until both the ROI and LOD conditions are met. In the
progressive meshes, each node has the following information:

(ID, x, y, z, l, parent, child1, child2, wing1, wing2, MBR)

where ID is the unique ID of the point, (x, y, z) is the three-dimensional coordi-
nates, l is the LOD, parent, child1, child2 are the IDs of its parent, left and right
child node, wing1 and wing2 are the IDs of the left and the right point connect-
ing to both children, and MBR is the minimal bounding rectangle that encloses
this node and all its descendants. The wing points (i.e., wing1 and wing2) are
essential to form a correct triangulation after vertex split (v4 and v7 for v9 in
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Figure 2(b)). The MBR is for identifying ancestors of ROI feasible nodes. Due
to the progressive refinement process of mesh construction, all ancestor nodes
are necessary if a point exists in the final mesh. While this point is ROI feasible,
some of its ancestor nodes may not. With MBR, all such nodes can be identified
because their MBR intersects with ROI. The fact that the necessity of every
node (except the root) depends on its predecessor makes it difficult to retrieve
all necessary data together. In fact, the data for every vertex split (two child
nodes) has to be fetched individually. Therefore, the data fetch of a multires-
olution query is composed of many retrievals with every small amount, which
makes it intrinsically inefficient for query processing.

3 Cost Model for Multiresolution Query

The I/O cost of a multiresolution query Q(M, r, e) has two major components:
the cost of retrieving the index and the cost of retrieving data. In other words,
the total I/O cost D(Q) of a multiresolution query Q(M, r, e) is the sum of index
retrieving cost Ci and data retrieving cost Cd:

D(Q) = Ci + Cd (1)

The cost of index retrieving depends on two factors: the average cost of one
index scan i0 and the number of index scans Ns. The value of i0 depends on the
indexing method used, while the value of Ns is decided by the query processing
method. The total cost of index retrieving (Ci) is the product of i0 and Ns:

Ci = i0 ×Ns (2)

Ideally, data retrieval costs (Cd) should only include the cost of retrieving data
necessary for multiresolution query. However, in many cases redundant data
is also retrieved during query processing (this is further explained in the next
section). Therefore, the value of Cd is the sum of the cost of retrieving necessary
data Cn and unnecessary data Cu:

Cd = Cn + Cu (3)

Combining previous equations, we have a cost model for multiresolution query:

D(Q) = i0 ×Ns + Cn + Cu (4)

Based on the discussion in last section, the I/O cost of multiresolution query on
the progressive meshes is:

Dp(Q) = i0 ×Ns + Cn (5)

Here Cu = 0 because it only retrieves required data. Without any caching strat-
egy, the number of index scan (Ns) depends on the number of retrievals (Nr),
i.e., one index scan is required for each retrieval:

Ns = Nr (6)
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As mentioned, each retrieval fetches two child nodes; all data is fetched this way,
except the root, which is retrieved by itself at the very beginning. Therefore,
given the total number of nodes needed (Np), the number of retrieval (Nr) is:

Nr = (Np + 1) / 2 (7)

The cost of necessary data retrieval (Cn) is determined by the number of re-
trievals (Nr) and the number of disk page access in each retrieval (Nd), i.e.,

Cn = Nr ×Nd × t0 (8)

where t0 is the cost of retrieving one disk page. Since there are two nodes involved
in each refinement and each node has little associated data, it is unlikely that
the data for one refinement exceeds disk-page size. If we assume nodes for one
refinement are always stored together in one disk page (can be achieved by
clustering progressive meshes nodes on disk), the number of disk page access for
each retrieval (Nd) is one, i.e.,

Nd = 1 (9)

Combining Equation 5, 6, 7, 8 and 9, the I/O cost of multiresolution query on
the progressive meshes is:

Dp(Q) = (i0 + t0)× (Np + 1) / 2 (10)

The discussion so far is based on progressive meshes, now we extend the cost
model to more general multiresolution query, where a node can have more than
two children. If each internal node has F child nodes, the number of retrievals
(Nr) is now:

Nr = (Np − 1) / F + 1 (11)

Therefore, the total cost of index scan Ci is

Ci = i0 ×Ns = i0 ×Nr = i0 × [(Np − 1) / F + 1] (12)

Similarly, the cost of necessary data retrieval Cn is:

Cn = Nr ×Nd × t0 = [(Np − 1) / F + 1]× t0 (13)

Combine Equation 12 and 13, the total cost D(Q) is:

D(Q) = Ci + Cn = (i0 + t0)× [(Np − 1) / F + 1] (14)

The cost model for general multiresolution query (Equation 14) has a configu-
ration similar to that for the progressive meshes (Equation 10):

1. The total cost of is proportional to the number of required nodes (Np) since
the value of other variables (F , i0 and t0) are decided by either the MTM
(F ) or the database system (i0 and t0).

2. The cost of index scan accounts for a large portion of total cost. From Equa-
tion 14 we can say that the number of index scan is the same as the number
of disk page retrieved (both are (Np−1) / F +1), but the cost of the former
(i0) is much larger than that of the latter because the indexing structure size
is several-order larger than disk page size.

These observations lead to our strategies for multiresolution query optimization.
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4 Multiresolution Query Optimization

There are several possible approaches to reduce the cost of multiresolution query
processing. For simplicity, we use the cost model for the progressive meshes
instead of the general one since they share similar structure. From Equation 10,
we know that the cost of index scan and data retrieval are i0×Nm and t0×Nm

respectively. We think neither of them is optimal. In ideal case, one index scan
should identify necessary data, i.e.,

min(Ci) = i0 (15)

Regarding data retrieval cost, the optimal case is that all required data is stored
continuously on the disk, i.e. it can be as small as:

min(Cd) = "Np / B# × t0 (16)

where B is the number of points each disk page can hold. Therefore, the optimal
I/O cost of a multiresolution query is:

min(D(Q)) = min(Ci) + min(Cd) = i0 + "Np / B# × t0 (17)

Comparing the minimal cost and the cost of current processing method (Equa-
tion 10), we can say that there is significant gap between the two, in other words,
considerable potential for improvement.

4.1 Optimization Strategy 1 - Reducing Retrieval Number

Our first strategy aims to decrease the number of index scan to reduce total cost.
A possible solution is to retrieve all necessary data before mesh construction,
which can avoid data fetch during mesh construction and thus reduce index scan
numbers. Moreover, it has the potential to improve data retrieval efficiency since
all data is fetched together instead of bit by bit during construction. With this
strategy, it possible to complete data retrieval with one index scan, which is the
optimal value as shown in Equation 17. However, there are a few challenges:

1. It is difficult to identify the spatial extent. Among the data needed by a
multiresolution query, nodes that appear in the mesh are within the ROI,
but their ancestors may not be. A naive method to encode each node as a
MBR enclosing all its decedents in an index will cause severe overlapping in
the indexing structure, because the nodes in the upper part of MTM have
large MBRs covering many nodes. This can significantly degrade the search
performance of multiresolution access method. Another possible solution is
to enlarge the ROI by some extent to include such ancestor nodes. However,
it is difficult to estimate the extent of enlargement, and this also introduces
redundant data;

2. It is difficult to identify the LOD interval. The requirement to support
variable-LOD mesh implies that mesh LOD can be a function of spatial
location. It is well known that such a function condition can not be handled
efficiently in a database systems. A naive solution is to retrieve all data at
the most detailed level, which inevitably includes redundant data.
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Fig. 3. Secondary-storage PM

The existence of these challenges results in possible redundant data fetch
(Cu), i.e., unnecessary data may also be retrieved in order to include all required
data. However, the overall performance can be better if the amount of redundant
data is acceptable. The I/O cost of this strategy methods can be described as:

D1(Q) = i′0 + Cn + Cu (18)

where

1. The value of i′0 varies depends on the multiresolution access method used,
but it should be much smaller than the previous index scan cost (Nm × i0);

2. It is difficult for the value of Cn to be as small as the optimal value ("Np / B#)
because it is impossible to have all necessary data always stores continuously
on the disk for different queries;

3. As a side effect, such method may incur unnecessary data retrieval. In some
cases such cost (Cu) is comparable to that of necessary data.

To further illustrate our approach, we apply them to existing work. Since
there is no method that exactly implements our strategy, we choose similar
approach to illustrate the idea. The secondary-storage progressive meshes [12]
is one of the first attempts to employ multiresolution access method in MTM.
It builds a two-dimensional quadtree [19] into the progressive meshes (Figure
3). The bottom-up construction starts by dividing the terrain into blocks, which
serves as the leaf level of quadtree. Every four simplified blocks are merged to
form larger blocks (serve as the internal nodes of quadtree), which are further
simplified. This process repeats until only one block is left. The LOD-R-tree
[13] and the HDoV-tree [15] adopt a similar approach, but they adopt a R-tree
instead. For these methods, a multiresolution query is translated into a range
query whose query window is the ROI. During processing, it traverses down the
index tree from the root, retrieves nodes that intersects with ROI, and stops
at the level where the resolution is sufficient. The performance improvement
reported in the test results of these methods confirms that reducing retrieval
number can considerably improve overall performance even if it may introduce
some redundant data. It is reasonable to expect similar enhancement if applied
in an online environment.
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4.2 Optimization Strategy 2 - Balancing Retrieval Number and
Redundant Data

Besides the difficulty of identifying data extent, there is another factor that
contribute to redundant data fetch, the “boundary effect”: the boundary of ROI
intersects with some data blocks (nodes of index tree); these blocks need to be
retrieved because they contain required data; but they also includes unnecessary
data outside ROI. The boundary-effect is inevitable since it is unusual that the
query window matches the data block perfectly. However, its negative impact
can be reduced by using smaller data block. Most spatial access methods use
one disk page, which is the minimal possible value, as the block size to reduce
redundant data. However, the block size of previous methods that are based on
MTM partitioning can not be small: extra edges are generated at the block edge
when partitioning; it will introduce too many edges if the block size is very small.
The fact that boundary-effect happens at every level when traversing down the
MTM tree worsens the problem.

For this problem, we propose our second optimization strategy: balancing
retrieval number and redundant data. This strategy retrieves most data before
mesh construction and leaves the rest during construction if this can reduce
redundant data. Obvious candidates are those nodes that are outside ROI but
still necessary. Excluding such nodes also makes it possible to applying well-
studied spatial access methods, which incurs a much less boundary effect, directly
to MTM because MBR was a major hurdle but it is no longer needed.

Similar idea appears in a multiresolution access method, the LOD-quadtree,
recently proposed by Xu [16]. A MTM is indexed in a x-y-LOD space using
a modified three-dimensional quadtree. Multiresolution query is translated into
a three-dimensional range query that retrieves nodes within ROI and whose
resolution is between minimal LOD (the root) and the LOD conditions. The
LOD-quadtree treats every node in a MTM as a point, and extra queries are
needed during mesh construction to find missing nodes. The cost of this strategy
can be modeled as:

D2(Q) = i0 ×N ′
s + Cn + Cu (19)

Experiment results show that the number of index scan (N ′
s) is usually small,

and the value of Cu is much less than that of previous methods (first strategy),
thus even better performance in most cases. We think the reason is that this
method achieves a better balance between number of index scan and amount
of redundant data: current query processing method, which retrieves all data
during mesh construction, is one end; whereas our first strategy, which fetches
all data before mesh construction, is the opposite end; the second strategy is
somewhere in between and manages to ease the problems of both. The ability
to use spatial access method also helps to reduce boundary effect.
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4.3 Optimization Strategy 3 - Integrating MTM and Query
Processing

The cost of the second strategy (Equation 19) is considerably better than that of
current processing method (Equation 10), but still not close to the optimal cost
(Equation 17). It is rather difficult to further reduce the cost because of the two
challenges inherited in MTM (mentioned in first strategy). Therefore, our third
optimization strategy takes a different perspective and try to integrate MTM and
query processing, i.e., including query processing information in MTM node, to
preclude the inherent problems. For instance, the progressive refinement of mesh
construction is well known for not suitable to query processing, if this can be
avoided totally, it can significantly reduce processing cost.

Our strategy can be better explained with a recent work, the direct mesh
[17], by Xu et al. . It encodes topological data in every node of a MTM, which
makes it possible to start mesh construction from the level specified by the LOD
condition. This avoids fetching any ancestor nodes and substantially reduces the
amount of data required, and thus I/O cost. To avoid introducing too much
topological data, direct mesh only encodes relations among nodes with “similar”
LOD, which means it can not solve the problem completely for variable-LOD
query, which may have nodes whose LOD changes dramatically. The cost of this
strategy can be modeled as:

D3(Q) = i0 + Cn + Cu (20)

where

Cu

{
= 0, uniform-LOD query (21)
> 0, variable-LOD query (22)

For uniform-LOD query, the direct mesh only retrieves nodes that appear in the
mesh, and the total cost is:

D(Q) = i0 + Cn ≈ i0 + "Nm / B# × t0 (23)

This is very close to the optimal value, or even better in some case because the
number of nodes here (Nm) is much less than that in Equation 17 (Np) because
the ancestors are no longer needed. However, this does not mean that Equation
17 is not optimal. The reason is that the direct mesh breaks the assumption that
all the ancestors of mesh nodes are also required. According to the test results
of the direct mesh, the cost of this strategy significantly outperforms others for
both uniform- and variable-LOD queries.

Due to the scope of this paper, we only optimize multiresolution query pro-
cessing qualitatively rather than quantitatively, which requires more detailed ex-
amination of specific indexing structure. In many cases this is essentially range
query based on spatial access methods. The cost of such queries have been well
studied in the literature. Interested reader please refer to [20, 21, 22] for range
query on Quadtree family and [23, 24, 25] for range query on R-tree family.
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5 Conclusions

In this paper, we proposed a cost model for multiresolution query processing in
an online environment and three strategies for its optimization, among them

1. Reducing retrieval number is an effective method to reduce the total I/O
cost, but it also introduces redundant data;

2. Balancing retrieval number and redundant data seems to a more sensible ap-
proach in many cases. The ability of utilizing existing spatial access method
also helps to ease boundary effect;

3. The limitation of MTM, especially the progressive refinement routine of mesh
construction, is a major hurdle of query performance. Integrating query pro-
cessing information in MTM is a potential solution, and it has surprisingly
good performance.

We think there is no simple best strategy among the three. Adopting which
one should be based on the specific application. Our optimization strategies are
proposed based on theoretical analysis. Their feasibility in practice is confirmed
by applying them to existing methods. It is reasonable to expect that they can
significantly improve performance if employed to real online GIS applications.
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Abstract. Grid Computing is a newly emerging technology that en-
ables users to share a large number of computing resources distributed
over a network. Due to that the grid computational resources are not
storable, the advance reservation of these resources are necessary for
users to request resources from multiple scheduling systems at a specific
time. In this paper, we use auction-based scheduling method for resource
reservation. We propose a variant version of traditional ascending auc-
tion for automatic resource reservation and introduce two novel heuristic
strategies to guide agents on participating actions. We also compare our
bidding strategies with several other different bidding strategies for the
computational resource reservation in different scenarios. The results of
experiments show that our heuristic bidding strategies outperforms those
methods in those cases.

1 Introduction

Grid Computing is a newly emerging technology that enables users to share
a large number of computing resources distributed over a network. Compu-
tational grid applications use high-performance, distributed resources such as
computers, networks, databases and instruments. The Grid is a highly dynamic
environment with servers coming on-line, going off-line, and with continuously
varying demands from the clients. Since grid resources are not storable, thus
that capacity not used today can be put aside for future use. So the advance
reservation of these resources are needed for users to request resources from
multiple scheduling systems at a specific time and thus gain simultaneous ac-
cess to enough resources for their application. As be defined in [2], an Ad-
vance Reservation is a possibly limited or restricted delegation of a particu-
lar resource capability over a demand time interval, obtained by the requestor
from the resource owner through a negotiation process [8]. Example resource
capabilities: number of processors, amount of memory, disk space, software li-
cences, network bandwidth, etc. Moreover, the works of advance reservations,
started within the GGF (Global Grid Forum) to support advance reservations,
are currently being added in some test-bed of grid toolkit, such as the Nimrod-G

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 742–752, 2005.
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[3], Portable Batch System (PBS) and the Maui scheduler, however the study
of the dynamic of the advance reservations through software agents partici-
pating in multiple overly auction-based scheduling systems has seldom been
made.

In this paper, we investigate a market-based approach for automatic resource
reservation through software agent participating multiple overlapping English
auctions. Auction-based method fill three important needs. First, they respect
the natural autonomy and private information within a distributed system. Sec-
ondly, they can provide incentives for agents to reveal truthful information (in-
directly, via bids) about their values for different schedules. Thirdly, an eco-
nomic basis for resource sharing can provide flexibility, efficiency, scalability and
feedback for budget and investment decisions [1]. We also introduce and evalu-
ate the performance two novel heuristic bidding strategies, compared with sev-
eral other different bidding strategies for computational resource reservation in
scheduling systems . Although, in this paper, only CPU resources are considered
here this approach may be generalized to other resources such as network and
storage.

The remainder of this paper is structured as follows. In Section 2, we give a
brief review of the related works about our research. In Section 3, the definition
and the states of advance reservation used in this paper are given, and the
model of advance reservation by multiple English is discussed. In Section 4, we
demonstrate the empirical evaluation of our heuristic algorithm against a number
of strategies that have been proposed in the literature. Finally, in Section 5 we
present the conclusions and future work.

2 Related Works

As online auctions are increasingly being used to trade goods and services [6],
in order to make effective decisions, users need to monitor many different auc-
tions. And the researcher begin to pay more attention to how to use agent to
participate in multiple overlapping auctions. Anthony [4] developed a heuris-
tic decision-making framework that an autonomous agent can exploit to tackle
the problem of bidding across multiple auctions with varying start and end
times and with vary protocols (including English, Dutch and Vickrey). Byde
[11][12] studied simulations of populations of agents for purchasing similar goods
by participating in sequences of overlapping English auctions, using three dif-
ferent bidding algorithms. Minghua He [5] introduced a bidding strategy for
obtaining goods in multiple overlapping English auctions. The strategy uses
fuzzy sets to express trade-offs between multi-attributes goods and exploits
neuro-fuzzy techniques to predict the expected closing prices of the auctions
and to adapt the agent’s bidding strategy it reflects the type of environment
in which it is situated. The works about bidding multiple auctions as men-
tioned above are not consider the deliver time of the service and how to bid the
reservations.



744 Z. Huang and Y. Qiu

Wellman [9] proposed an (single) auction-based method for a factory-
scheduling problem, in which agents compete for periods of time on shared ma-
chine. However, in this study the service units are restricted to be discrete and
the service is provided by the signal owner. It’s quite different from the reality
of grid environment.

In the next section, we will present the model of auction-based resource reser-
vation.

3 The Model

In this section, we specifically consider the case of bidding in multiple overlapping
English auctions and the state of advance reservation is simplified.

3.1 The State of Advance Reservation

As be noted in GRAAP-WG [2], the state of advance reservation has nine dif-
ferent states. For simplicity, in this paper we only consider the following three
most important states:

– Requested: A user has requested a set of resources for a reservation. If the
reservation accepted, it goes to being booked. Otherwise, it becomes de-
clined.

– Declined: The reservation is not successfully allocated for some reason.
– Booked: A reservation has been made, and will be honored by the scheduler.

From here, the reservation can become active.

That is, the booked reservation can not be altered or be cancelled.

3.2 Multiple Ascending Auction

Now, we present a new variant of ascending auction protocol which is differ-
ent from the standard ascending auction [9] for the general continuous resource
reservation protocol. In detail, we consider a multiple English auction market,
where each auction is given a start and an active bidding lasting time that may
overlap with other auctions. We assume that English auctions work according
to the following principles:

1) The auctions proceed in rounds. Each auction administrate the price of
the service. We don’t assume that the different auctions’ rounds are synchro-
nized, that is, all auctions move from one round to the next simultaneously.

2) In each round, after all the user agents propose their bids, the service
provider will select the highest bidding agent as the active one, and then it will
update its current price. If there are more than one highest bidding, the service
provider randomly selects one as the active agent. If the request of the user
agent is declined, the agent is inactive. If the agent i’s bidding to the service
provider j and is active in the last lj round, the agent i will win this auction and
the request of resource reservation is booked. The service provider will reset the
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service price to its’ reserve price, and update the start time of the next service,
and then a new auction turn will begin.

3) In each round, the user agent considers bidding if and only if it is not
holding an active bid in an auction or it has not already obtained the service. If
user agent i is inactive, the user agent will choose the service provider which it
will request to and then decide whether or not to propose the next bid in this
server. As we note below, each service provider has its reserve price, and the
valid bids to the service provider j must be increased by λj .

Though simultaneous ascending auction protocol does not include announce-
ments of bidder identities, the task size of the active agent will be announced by
the auctioneer, and the number of user agents remaining in the system can be
known by everyone.

3.3 Service Provider

Suppose there are R service providers willing to provide computation service,
the services of the providers are homogenous. The services are reserved through
auctions, and each service provider runs one auction independently.

Suppose each service provider owns a computation pool with the capacity cj ,
and computation service can be started at time sj . Each service provider has
its lowest price rj for providing service (also call reserve price) and the minimal
increase of the price λj in the auction. If one agent’s bid to the service provider
j is the highest bid in the last lj rounds, the agent i will win this auction and
the request of resource reservation is booked. As we have mentioned before, the
agent’s task size and the service’s new start time are announced by provider and
can be known by all the user agents. We also call the service provider server
later on.

Note that there may exist two kinds of pricing methods for the service in
auctions. One is the price for executing a job, and the other is the price of one
computation unit. In this paper, we adopt the latter.

3.4 User Agent

Next we are to describe the user agent. Suppose there are N user agents, each
agent with one task to fulfill before the deadline. Furthermore, we assume that
agent i has a budget mi, the size of the task of agent i is ti and the deadline
of the task di. The information of agents’ task size , deadline and budget are
private information, and the distributions of these information are all unknown
to the agents.

Suppose the current price of the service j is pj , so the cost of user agent is:

bij =
tipj

cj
; (1)

And, if the agent i’s task running on server j starts at sij , the end time of
the task is

eij = sij +
ti
cj

(2)
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Fig. 1. the CES utility function, where Ai = 1, ρ = 6, δ1 = 4, δ2 = 2 deadline = 100,
budget = 100

The utility of agent is related to the cost of fulfilling the task and the task’s
end time. In this paper, we use a constant elasticity of substitution (CES) func-
tion to present user agent’s utility uij . If di ≥ eij and mi ≥ bij ,

uij = Ai(δi2(di − eij)ρi + δi2(mi − bij)ρi)1/ρi (3)

otherwise, uij = 0. So the agents must make trade-offs between the task finish
time and the cost of the execution.

In the next section, we will propose a novel heuristic bidding strategy to
resource advance reservation.

3.5 Heuristic Bidding Strategy

An English auction is one in which a single good is on offer and the auction-
eer starts with his reserve price (minimum acceptable) and solicits successively
higher (public) bids from the bidders and the last bidder remaining in the auc-
tions will be the winner. In contrast to the stand-alone English auction, there is
no dominant strategy that can be exploited in the multiple auction context [12].
Moreover, our analysis is from the standard noncooperative perspective, which
assumes that agents do not directly coordinate their bidding.

A key component of the successful strategy is able to make predictions about
the likely closing prices of the various auctions, so that the agent can deter-
mine whether is should place a bid at current moment or whether is should be
delay because better deals may subsequently become available. So before we pro-
pose our heuristic algorithm, we firstly make a distinction between the bidding
strategies. If the agent’s strategy can predict the prices of the next k turns of
the auctions, we call the strategy level k strategy. And more specifically, if the
agent takes into consideration all the future turns of the auctions, we call this
strategy level ∗ strategy.
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Fig. 2. The predication of the price, where the number of user agents is 10, the current
price of the service is 50 and the reserve price of this server is assumed to be 10

We use the following equation to predicate the closing price of the next k
turn in the same server.

pj(tk) = rj +
(pj(t)− rj) ∗ lg(n(tk))

lg(n(t))
(4)

In this equation, pj(t) is the current price and n(t) is the current number
of agent who are participating in the auctions at the current time t. Moreover,
pj(tk) is the predication of the price on server j and n(tk) is the number of agents
remaining in the system at the time of tk, n(tk) ∈ [1, n(t) − 1]. As is shown in
Figure 2, we can see that if there is only one user agent in the system, the price
of the service on server j will fall down to the server’s reserve price. But as the
number of agents increases, the competition of the service becomes severe, and
the price of the service will increase.

We specially consider the following heuristic bidding strategies:

Greedy(1) strategy: unless the agent is active in some auction, based on Equa-
tion 4, the agent decides to bid in whichever auction currently has the highest
evaluation, or decides not to bid if there exists a higher expected evaluation in
the next turn than the current highest evaluation.

For example, suppose the number of agents currently in the system is n and
the current auction will be closed soon. If we want to predict the likely closing
price p′

j of the service j in the next turn, conservatively, we say the number of
active agent remaining in the system will be n−1, so p′

j = rj +(pj − rj)∗ lg(n−
1)/lg(n). Through comparing the utilities of the current turn and the utilities of
the next turn using Equation 3 and Equation 4, the agents can make decisions
on when and which auction they will bid to.



748 Z. Huang and Y. Qiu

Greedy(∗) strategy: If the agent knows the average size of agents’ tasks, it can
use the following equation to predicate its task end time.

eij = sj +
tj
cj

+ t̄ ∗
⌈

t̄ ∗ (n(tk)− 1)∑
cj

⌉
(5)

For n(tk) ∈ [1, n(t) − 1], based on Equation 3 and Equation 4, the agent can
predicate the maximum utility by comparing different utilities. Unless the agent
is active in some auction, the agent decides to bid in whichever auction currently
with the highest evaluation, or decides not to bid if there exists a higher expected
evaluation in future turns than the current highest evaluation. It indicates in the
complex scenarios that the highest level of the strategy is not certainly with the
best performance.

4 Experiment Analysis

This section evaluates our heuristic agent by comparing it in a variety of envi-
ronments, with other agents using bidding strategies proposed in the literature.

4.1 Evaluation Criterion

Since most of the extant multi-auction bidding strategies are concerned solely
with price, we have to extend them to dealing with bidding for resource reserva-
tion that is characterized by multiple attributes. In all cases, the agents use the
CES utility function specified in Section 3 in order to make trade-offs between
price and service time. The satisfaction of the user agent is defined as follows:

θi =
ui

Ai(δi2di
ρ + δi2mi

ρ)1/ρ
(6)

The average satisfaction of the user agents of type i is:

Θi =
1
Ni

Ni∑
i=1

θi (7)

Ni is the number of type i agents.

4.2 Experimental Setup

If we only consider the current turn of each auction, there were three most
significant strategies has been proposed in this literature [11][12]. The specific
benchmark strategies we used are:

– Fix Auction strategy: randomly select at the beginning of a game the auc-
tions in which bids will be placed and then bid in these auctions only. The
agent continues bidding in this auction until its’ satisfaction is negative, then
it will switch to another auction.
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– Greedy strategy: unless the agent is active in some auction, bid in whichever
auction currently has the highest evaluation.

– Fix Threshold strategy: randomly assign an evaluation threshold θ ∈ [0, 1]
for satisfaction degree. Then bid in a randomly selected auction until the
good is procured or theta is reached. In the latter case, switch to another
random auction until all of them close.

Obviously, the strategies we mention above are all level 0 strategies. And
if we consider not only the current turn of each auction, but also the future
turns of each auction, we can use the following level 1 strategy and level ∗
strategy. In the following section, we compare the performance of difference
strategies.

4.3 Results

In this section we present the results of simulations of our model while consid-
ering a variety of parameters. We compare the performance of the strategies in
single and multi Service Provide environments and evaluate the bidding strate-
gies in both homogeneous and heterogenous environments. In each case, at least
100 simulations of advance resource reservation are played among agents. Note
that in following tables (i) indicating the level of the strategy.

Case 1: Single Service Provider and the homogenous Agents
In this case, all the agents are of the same type, that is, in each simulation
each agent use the same bidding strategies. We assume that δi1 = δi2 = 1,
Ai = 1, ρi=2, lj = 10, λj = 1, θ = 0.5, the agent’s task size is normally
distributed between [100, 200]. Agents’ deadline, cost, and the capacity of server
are independent and normally distributed in [100, 200]. The average satisfactions
of the agents are demonstrated in Table 1 when the total number of agents N
is 10, 20, or 30.

Case 2: Single Service Provider and Agents are heterogenous
In this case, heterogenous agents are competed the resource in the games. The
parameters of simulation keep the same as those of case 1 when the agents
are homogenous, except that the agent adopt different bidding strategy, and
each type of agents accounts for 25 percent. The results of the experiments are
demonstrated in Table 2 when the total number of agents is 10, 20, or 30.

Table 1. Agents are homogenous

Algorithm N = 10 N = 20 N = 30

Fixed(0) 0.7345 0.6534 0.6431
Greedy(0) 0.7316 0.6561 0.6450
Threshold(0) 0.7068 0.6778 0.6487
Greedy(1) 0.9616 0.9122 0.6609
Greedy(∗) 0.9737 0.9674 0.9237
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Table 2. Agents are heterogenous

Strategy N = 10 N = 20 N = 30

Fixed(0) 0.6538 0.6721 0.6308
Greedy(0) 0.7013 0.6677 0.6390
Threshold(0) 0.6730 0.6738 0.6418
Greedy(1) 0.7500 0.6858 0.6516
Greedy(∗) 0.8778 0.7766 0.7423

Case 3: Multiple Service Providers and the Agents are homogenous.
In this case, the agents can bid to multiple service providers and all the agents
use the same bidding strategies. we assume also that δi1 = δi2 = 1, Ai = 1,
ρi=2, li = 10, λj = 1. The agent’s task size is normally distributed between
[100, 200]. Agents’ deadline, cost, and the capacity of servers are independent
and normally distributed in [100, 200]. However, we assume that the number of
service providers is 3, 5 or 7 in simulations. The experimental results are showed
in Table 3 when the total number of agents is 20.

Case 4: Multiple Service Providers and the Agents are heterogenous.
In this case, we assume also that δi1 = δi2 = 1, Ai = 1, ρi=2, li = 10, λj = 1.
The agent’s task size is normally distributed between [100, 200]. Agents’ deadline,
cost, and the capacity of servers are independent and normally distributed in
[100, 200], In Table 4 shows the result of experiments when the number of service
providers is 3, 5 or 7 and the total number of agents is 20 with each type of agents
accounting for 25 percent.

Table 3. Agents are homogenous

Strategy R = 3 R = 5 R = 7

Fixed(0) 0.7001 0.7584 0.8029
Greedy(0) 0.7163 0.7695 0.8118
Threshold(0) 0.7176 0.7470 0.8406
Greedy(1) 0.9735 0.9839 0.9869
Greedy(∗) 0.9681 0.9790 0.9813

Table 4. Agents are heterogenous

Strategy R = 3 R = 5 R = 7

Fixed(0) 0.7618 0.8317 0.8712
Greedy(0) 0.7600 0.8635 0.9195
Threshold(0) 0.7398 0.8533 0.9216
Greedy(1) 0.8495 0.9394 0.9782
Greedy(∗) 0.8336 0.9370 0.9682
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The above experiments show that our two heuristic strategies outperform the
other three strategies in these four cases. One interesting result of our simulations
is that the Greedy(∗) strategy performs much better than other methods in single
service provider cases, however it gains slightly lower scores than the Greedy(1)
strategy in multiple service providers ones.

5 Conclusion and Future Work

In this paper, we develop a novel resource reservation framework based on mul-
tiple overlaying and sequential ascending auctions. We also introduce a novel
heuristic strategy to guide agents on which auction they should bid to, when to
bid, and how much they should bid in multiple overlapping Ascending English
auctions. Through comparing our bidding strategies with several other different
bidding strategies for the computational resource reservations in single provider
and multiple service providers scenarios when agents are homogenous or when
agents are heterogenous, we show that our heuristic bidding strategies outper-
forms other methods in all those cases.

In current work, we assume that our agents have little prior information about
the system, and since the auctions don’t close simultaneously, it is difficult to
predict the remaining active agents in the system except the next turn, so their
bidding strategies are quite myopic. We believe that a more effective decision
mechanism needs to use the explicit probability distribution over possible agent’s
task size, agent’s budget, and the predication of each auction’s closing time.
And the different price predication functions and bidding strategies also need to
be investigated.
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Abstract. In this paper, we present a novel application of connectionist neural 
modeling to map web page requests to web server cache to maximize hit ratio 
and at the same time balance the conflicting request of distributing the web 
requests equally among web caches. In particular, we describe and present a 
new learning algorithm for a fast Web page allocation on a server using self-
organizing properties of neural network. We present a prefetching scheme in 
which we apply our clustering technique to group users and then prefetch their 
requests according to the prototype vector of each group. Our prefetching 
scheme has prediction accuracy as high as 98.18%. A detailed experimental 
analysis is presented in this paper.  

Keywords: World Wide Web, Self-Organization, Neural networks, refetching. 

1   Introduction 

The increasing popularity of the World Wide Web has resulted in large bandwidth 
demands which translate into high latencies perceived by Web users. To tackle this 
latency problem, multiple copies of documents are distributed geographically and 
placed in caches at optimal locations. [5] The performance of Web servers is limited 
by several factors. In satisfying a request, the requested data is often copied several 
times across layers of software, for example between the file system and the 
application and again during transmission to the operating system kernel, and often 
again at the device driver level. [3] Other overheads, such as operating system 
scheduler and interrupt processing, can add further inefficiencies. 

In this paper, we present a novel application of connectionist neural modeling to 
map web page requests to web server cache to maximize hit ratio and at the same time 
balance the conflicting request of distributing the web requests equally among web 
caches. In particular, we describe and present a new neural network-learning 
algorithm for a fast Web page allocation on a server using self-organizing properties 
of neural network. 

The paper is organized as follows. In Section 2 we describe the conceptual 
framework and formulation of the problem. The routing configuration of the web 
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page requests based on neural networks is described in Section 3. Our Mathematical 
formulation using competitive learning is described in Section 4. We show the 
experimental results in section 5 and conclude in section 6. 

2   Conceptual Framework and Formulation of the Problem 

A new model to ensure high performance of a web server using neural networks is 
proposed in this paper. One technique for improving performance at web sites is to 
cache data at the client site so as to provide fewer overloads to the server. However 
this approach is limited by the cache capacity and is very inefficient for serving 
dynamic web objects because copies of data may have to go through several layers of 
software and file system, require intermediate processing, object fetches from cache, 
and then again be passed through operating system layers of the client machine. To 
handle increasing web traffic we propose a technique to assign web objects to the 
server cache at the router level. This router may be one of the servers or a dedicated 
machine to act as a server. 

Fig. 1. A Conceptual Framework of our model 

Figure 1 presents a conceptual framework of the proposed model. The object id, 
and request count of the most frequently accessed objects are in the router’s memory. 

Y -w. Yuan, L -m. Yan, and Q -p. Guo . ..



 An Efficient Web Page Allocation on a Server Using Adaptive Neural Networks 755 

 

The actual objects reside in the server’s cache. This approach is also related to 
Kohonen’s elf-organizing feature map [5] technique, which facilitates mapping from 
higher to lower dimensional spaces so that the relationships among the inputs are 
mapped onto high reliable outputs. 

Fig. 2. Architecture of our clustering and prefetching scheme 

3   The Routing Configuration of the Web Page Requests Based on 
Neural Networks 

We describe and present a new neural network-learning algorithm for a fast Web page 
allocation on a server using self-organizing properties of neural network. Our 
perfetching scheme predicts future requests according to the prototype vector of each 
cluster. The overall architecture of our clustering and prefetching technique is 
illustrated in Figure 2.  

Each client’s request is recorded in the proxy server’s Web log file. The feature 
vector of each client is the input to our offline neural networks based clusterer. The 
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prefetcher requests all URL objects represented by the prototype vector, and the proxy 
server responds to the clients with prefetched URL objects. 

4   Mathematical Formulation Using Competitive Learning 

Application of the artificial neural networks, constructed on the basis of model E, for 
further analysis is the second stage of this investigation. Since it is impossible to 
introduce all 89 variables into ANN experiments, the input layer contains only the 
significant, according to the regression analysis, variables. Thus, the set of input 
variables is different for each country. Two types of ANN models are constructed: 

The simple neuron with linear activation function GLRM [3], 

( ) ( ) ( )
0 1 5
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1 ...L L L

L L l

y b b ly L b ly L b ly L
β β β∈ ∈ ∈

= + + + +Σ Σ Σ  (1) 

Where, 
510 ,...,, βββ -are the sets of L indices defining significant variables, 

0
1b      -the intercept (bias), 
j

Lb      -are parameter estimates (j=0, 1, … , 5; L=1, 2,…, 15). 

Multilayer perceptron (MLP) with one hidden layer containing two MLP (2) or 
five MLP (5) units with the logistic activation function for the hidden layer and linear 
activation function for the output layer. Elements in the hidden layer are estimated on 
the basis of the following relation: 
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for n = 1, 2 or n = 1, 2... 5, 
Where, 
f - the logistic function, 

)(~ Lyl j  - standardized variables )(Lly j , 
0
1nc - the intercept - bias of the n-th unit in the hidden layer (n= 1, 2 or n = 1, 2... 5), 
j

nLc - are weights estimated for the n-th unit in the hidden layer standing by L-th 

variable from the j-the country (j = 0, 1... 5; L = 1, 2... 15). 

The output layer consists of one variable )1(0ly that is estimated according to the 

following relation: 

nn

H

n
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=
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0
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Where, 

0d - the intercept - bias estimated for the output variable )1(0ly , 

nd - are the estimated weights standing by n-th (n = 1... H) unit in the hidden layer, 

H - number of elements in the hidden layers of the ANN. 
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5   Experimental Results 

In this section, we present the results of our work. We discuss the performance of our 
algorithm for clustering. We compare performance of our algorithm with that of the 
K-Means clustering algorithm. As can be seen from figure 3, our neural network (NN) 
competitive learning algorithm performs much better as compared to Round Robin 
schemes (also RR2) [2]when input pages follow a Pareto distribution. As the number 
of input objects increase, our algorithm achieves a hit ratio close to 0.993, whereas the 
round robin schemes never achieved a hit ratio of more than 0.3. 

Fig. 3. Performance of page placement algorithm using competitive learning (Neural Network) 
versus Round Robin Algorithms (for Non-Uniform Input Data Distribution) 

6   Conclusion 

In this paper, we present a novel application of connectionist neural modeling to map 
web page requests to web server cache to maximize hit ratio and at the same time 
balance the conflicting request of distributing the web requests equally among web 
caches. Using our prefetching scheme, were able to obtain prediction accuracy as high 
as 98.18 %.  

In summary, we have presented a novel approach using a competitive model of 
neural network for fast allocation of web pages and balancing the load between 
various servers. Our algorithm has ability to learn the arrival distribution of Web 
requests and adapts itself to the load and the changing characteristics of web requests. 
Simulation results show an order of magnitude improvement over some existing 
techniques. 
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Abstract. A distributed web caching system can supply fast and stable
transmission of information to the user avoiding a congested network
section, storing and supplying the content that the user requested to
cache by distributing and sharing a cache like a proxy server. It is located
near the user. This paper proposes a simple client-based distributed web
caching system (2HRCS) that can assign an object and control the load
by using the direct connection of a client to the shared caches without the
help of the Additional-DNS. In addition, this paper investigates the hash
routing schemes such as CARP (Cache Array Routing Protocol) and
GHS (Global Hosting System) which are shared web cache protocols.
They need the Additional-DNS for the load balancing. The proposed
system in this study makes the existing system simpler by removing the
Additional-DNS and reducing the DNS query delay time for all objects.
Moreover, the overhead of DNS can be lowered by reducing the general
use of the DNS query through the direct object assignment for the client
browser. A hash routing scheme system and the proposed system are
compared in terms of the average delay time according to the object
sizes.

1 Introduction

A method that transmits information by using the web these days is recognized
as a new medium for media and has an explosive increase of the Internet users.
The bottleneck of networks or the exceeding requests for a server will be a ma-
jor factor for the increase of delay and possibility of failure. In order to solve
these problems, some study for the reducing the total delay time has been per-
formed by avoiding the bottleneck of network, distributing the requests that are
concentrated to a single web server through the installed cache, which will be
installed near the user’s client, and supplying the copied information of the orig-
inal servers to the clients. These studies are classified into the two categories.
The one uses the communication method according to the object assignment and
searching method between the shared caches [4-7], and the other one applies a
hash function [8-11][1][3] which is called a hash routing method. The commu-
nication methods assign a single configured cache due to the characteristics of
the client in the system. Thus, it is not able to use the storing space effectively
because the requested objects may exist between the shared caches by this as-
signment. In addition, if there is no object requested by the clients in the cache,
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the absence of the object can be verified by applying a request for all of the
shared caches. Then, the object is stored in the cache from the original server
and transmitted to the client at the same time. It will include a delay time for
an inquiry and lower the performance of a distributed web caching system and
waste the resources of the network. On the other hand, the hash routing meth-
ods have been proposed to solve these problems. The Consistent Hashing [3]
used in GHS (Global Hosting System) [2] by Akamai and CARP (Cache Array
Routing Protocol) designed by Microsoft [1] have been used in recent years as
a representative methods for applying a hash function even though they have
different ways in their applications.

In the case of CARP, however, it can control the loads in the shared caches
by using DNS [14]. In addition, it can be considered in order to control the load
by controlling the value of TTL (Time To Live) of DNS [14] and optimizing
the assignment of objects of the caches [22]. Similarly, the Consistent Hashing
requires DNS essentially to assign an object and control the loads. In the case
of adding or using DNS by the necessity in a distributed web caching system by
this way, it will be noted by an Additional-DNS in the main body hereafter. This
may be operated as an average web environment that uses DNS all the time to
find an object in DNS and has a DNS delay time (Of course, the total time is
very small.), the waiting time for the response of an inquiry between the DNSs in
order to find an object. Therefore, if CARP [1] and Consistent Hashing [3] have
a complex domain delegation for DNS due to the system that becomes a huge
scale, the system becomes complex so that the DNS delay time may increase.

If a client can be changed to find a cache directly, the use of DNS will be
reduced in the existing web environments. Moreover, it is possible to configure
a simple system that doesn’t require an installation of the Additional-DNS in
the present distributed web caching system (CARP or GHS). This will reduce
the DNS delay time that is included in the total delay time in order to bring an
object by using the existing distributed web caching system. Consequently, it can
improve the performance of a distributed web caching system. Then, the loads
of DNS can be reduced in the present network system. This paper develops a
simple client-based distributed caching system. It doesn’t require an Additional-
DNS for CARP [1] and Consistent Hashing [3]. This system doesn’t lower its
performance compared with the present hash routing scheme when it proved
through a implementation to the Heterogeneous Cache System that is similar to
an actual environment.

Following the introduction, chapter 2 presents the configurations of a shared
cache protocol and its problems. Chapter 3 includes the configurations and con-
tents of the developed client-based distributed web caching system. Chapter 4
describes the experimental setup and the results. Finally, Chapter 5 describes
the conclusions of this study.

2 Shared Cache Protocols

According to the use of the object allocation methods which assign an object to
caches and search the location in shared caches. The shared cache protocols can
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Fig. 1. ICP System

be classified with the communication methods using ICP and the Hash Routing
methods. It has been developed by complementing the demerits of each method.
This ICP [8] is a kind of distributed web caching method to solve the problems
arise in a single cache with multiple users, such as the processing speed, storing
capacity, and number of connected users. As shown in Figure 1, a system that
basically uses the ICP will communicate between the shared caches by steps
(2) and (3) if the configured cache is the Shared Cache 1 when the first Client
1 requests an inquiry to the original server by using the UDP/IP to search
an object. In the worst-case scenario, it should communicate with N-1 caches
and then requests an object by connecting the original server by step (4) in
which the configured cache stores the object and transmits to the Client 1 at
the same time. Therefore, the ICP method has a delay time inherently due to
the communication to search an object in the shared caches result in waste the
bandwidth of the network due to the excess of the ICP communication if the
objects do not exist in the cache. Moreover, it has a demerit that wastes the
whole storing spaces of the caches because the requested objects are duplicated
in the each shared cache.

A number of methods [8-11][1][3] propose the Hash Routing methods to solve
these problems only by using ICP through hashing the URL of an object that
the client wants to find with a basic hash function. These methods are expressed
by the Hash Routing Protocol. According to the main factors for the assignment
of an object in the system, it can be classified into tree types which are Client-
type, Cache-type and DNS-type. In the Client-type system, a client will assign
and take an object by connecting the cache directly through a hash function. In
the Cache-type system, a cache will assign and take an object by using a hash
function, which is configured in the client. In the DNS-type system, a client will
assign and take an object by using a DNS, which is requested by the client.
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Fig. 2. System configuration for the Client-type system

On the other hand, the hash routing methods can also be classified into the
Simple Hash Routing [8-11] and Robust Hash Routing methods [1][3]. A method
applying a simple hash routing in the ICP [8-11] uses a basic hash function is
expressed by equation (1) in a distributed cash environment, where u is the URL
[13], h(u) is a hash function that is able to form a fixed hash value, such as MD4
and MD5, and p is the number of caches.

h(u) = f(u) mod p (1)

Therefore, it is possible to know where the hashed values of u , are to be located.
In addition, the duplication of the objects can be reduced by configuring the
system that directly connects to each cache. However, this method will reassign
all of the URLs and assign the objects to the cache when a cache is added or
removed. Therefore, it presents a problem because the errors or faults for the
requests of the user are increased and will lead to the lowering of the hit ratio.
In order to solve these problems, the CARP [1] and the Consistent Hashing [3]
use a different Robust Hash Routing methods[10][3].

The Client-type system among the hash routing methods has an ideal con-
figuration, assuming that each client has the same hash functions for allocating
an object to the shared caches. If the client already know the IP Address of each
shared cache, the system can be configured as shown in Figure 2. The Client 1
can find which IP address of the shared cache is for the object’s URL through
the hash function. Therefore, it is possible to take the object from the Shared
Cache 1 that is to be assigned an object when the cache is connected. If the
cache has no object to be taken from it, the Shared Cache 1 stores an object by
taking it from the original server and transmits it to the Client 1 at the same
time. The configuration of the Client-type system can be setup by modifying the
browser. However, it is actually hard to change the browser so that the system
will be configured as a similar the Client-type system to the Cache-type system
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Fig. 3. System configuration for the Cache-type system (CARP)

or the DNS-type system as presented in Figures 3 and 4 respectively. Actually,
the system configuration of the CARP [1] is the Cache-type system, and the
Consistent Hashing [3] system is the DNS-type system. The CARP [1] is config-
ured as shown in Figure 3 in which the clients use the Robust Hashing [10]. In
this case, the Client 1 brings the IP address of the shared cache 1(Configured
Cache) which assigned by step (1) and then requests and gets the objects in step
(2). While it waits for receiving of the object, the Configured Cache hashes the
URL of u and cache domain name of c for the numbers of N and makes each
pair of h(u, c1), h(u, c2), · · · , h(u, cN ). If a Configured Cache gets Shared Cache
2 through taking a high score value of these pairs, it requests an object for the
Shared Cache 2 and gets the object in step (3). During the step (3), Shared
Cache 2 immediately forwards the object to the Configured Cache if there is a
proper object. Otherwise, the Shared Cache 2 requests the object to the Origi-
nating Server. At this time, it saves the object obtained from Originating Server
in step (4) and forwards this to Configured Cache(Shared Cache 1) at the same
time in step (3). Finally, the Configured Cache transmits the object to Client 1
without the duplication of the object in step (2).

The CARP [1] can be extended to the Heterogeneous system because each
cache can be assigned to the cache by considering the probability of the hash
value of the URL for the different capacities of each shared cache in their hash
function. However, the protection of the load concentration for a particular cache
using Round Robin method [14] of an Additional-DNS which assigns a domain
name of configured cache to N IP Addresses of each shared cache doesn’t reduce
the present use of DNS and DNS delay time caused by the DNS for the clients.
The system of the Consistent Hashing [3] used in the GHS [2] is configured
as shown in Figure 4 in which the clients use the hash value to be taken by
the use of a simple hash function for the URL of an object. Then, it makes a
virtual domain name that has a hash value to assign the URL to N virtual cache
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Fig. 4. System configuration for the form of DNS (Consistent Hashing for GHS)

names. For instance, a URL like v101.cnn.com can be produced. The Low Level
DNS periodically reassigns the IP address of both the virtual domain name and
shared cache through the DNS-Helper which is an assistant program to consider
the load for each cache, the addition and the disappearance of the shared cache
in this system. Thus, it is possible for the Client 1 to get the IP Address of real
shared cache for the URL of the object. For step (1) presented in Figure 4, the
Client 1 brings the IP address of the virtual domain name related to the URL
of an object from the Low Level DNS (Additional-DNS), that is, an IP address
of the Shared Cache 1 that is to be assigned for the object. Next, it requests
the URL of the object for the Shared Cache 1 in step (2). If a requested object
doesn’t exist in the Shared Cache 1, the Shared Cache 1 brings the object from
the Originating Server, transmits it to the Client 1 and stores it at the same time
in step(2) and (3). After that, if there is a request for the same object, the stored
object in the Shared Cache 1 will be transmitted immediately. The Consistent
Hashing [3] is required to use existing DNS same as CARP [1] and has a DNS
delay time of the Additional-DNS. Moreover, if this system expand in scale, the
DNS Delay time will be increased and a problem may exist for managing the
Additional-DNS.

3 Development of a Client-Based Distributed Web
Caching System

A client-based distributed web caching system proposed in [23] is configured
as a type of Single-tier which is a hybrid robust hash routing client system
(hereafter, this will be expressed as the 2HRCS). Each client is configured to
include the Consistent Hashing algorithm [3]. However, a load control algorithm
is excluded and used which a cache load control algorithm. From the system con-
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figuration shown in Figure 5, it shows that the system is simplified by excluding
the Additional-DNS, the same as the CARP [1] presented in Figure 3 and the
Consistent Hashing [3] illustrated in Figure 4. The main elements of the system
are CP Helper, Proxy Helper, and client.

The CP Helper periodically stores the information of each cache in the
CP(Contents Provider). The information has load and Hot page in each cache
and is transmitted by CP Helper to the multi-client. The multi-client uses it to
assign an object to the each cache when each client connects to the CP at the
first request for a page. The Proxy Helper is a program module that generates

Fig. 5. System configuration of proposed system(2HRCS)

the information of each shared cache. The information will be obtained from the
log files of the each cache. Also it assigns the maximum number of request that
each proxy can handle. The Proxy Helper is programmed by C&C++ language
for the TCP/IP communication and PERL script is used for the log file analy-
sis. The proxy helper is triggered by the CP Helper. When CP Helper requests
information to the Proxy Helper, the Proxy Helper provides the Hot Pages and
load conditions to the CP helper after analysis of the log files. The Hot Page is a
popular page. The page will be assigned as a Hot Page when its request exceeds
30% of the total request of cache in 3 minutes.

The redirecting client browser is produced using the HTTP 1.1 [12]. In ad-
dition, it can receive a simple HTML source from a CP server and be imple-
mented by using a TCP/IP communication to receive the information of caches
from the CP Helper at the same time. The client uses the existing DNS when it
finds the IP address of the first CP server. It can be defined by the self-installed
hash function (Consistent Hashing method) and load control algorithm without
an Additional-DNS for assigning the URL of an object included in the HTML
source brought by the CP. Therefore, the client doesn’t use the DNS except
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Fig. 6. Architecture of experimental system

for the request to get an IP address which corresponds to the name of the CP.
It reduces the use of general DNS, minimizes the DNS delay time and doesn’t
need the Additional-DNS. The clients receive the load information of the shared
caches and the Hot Page (Hot Virtual Name) whenever they connect to the CP
server and have an algorithm to control the load by controlling the assignment
of the virtual name to the actual caches according to the levels of the load. The
2HRCS has a simple load control algorithm that distributes the assignment of
Hot page to the shared cache with most lower load. It’s possible to distribute
the number of requests based on the cache information updated periodically. If
the load information of ith cache denotes αi, we assume it is αi = ri

Ri
where Ri

is the maximum number of requests that can processed by the ith cache in given
period and ri is the number of present requests processed by the ith cache in
the same period. If each shared cache has a same capacity or not in the system,
it is able to control the load of each shared cache since it can control the value
of Ri.

Therefore, the 2HRCS has a merit because each client can control the load
of each shared cache which has a different capacity without using a complex
calculation. The information of each shared cache is downloaded from the CP
Helper when it connects to the CP Helper. Consequently, the proposed system
is simplified and improved by removing the Additional-DNS.

4 Implementation

4.1 Configurations of a Experimental System

The existing Surge [15] developed by Boston University is modified for the inves-
tigation of the proposed system. The MD4 [16] in the Surge is used to produce
a hash value for the object’s URL. Each client thread in the Surge takes the
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Fig. 7. Average delay time of a single object

role of a client and brings the cache information of every shared cache from the
CP Helper located in the CP Server in every 30 seconds. The cache information
has IP Addresses, the load and Hot Pages of each shared cache. In addition, the
Surge produces more than 1000 virtual caches through the modulo calculation,
it is similarly as in the Consistent Hashing [3] method, and stores the hash values
of the IP addresses of the actual caches by using a binary tree. Moreover, by
using 10-copied caches of virtual caches, the distribution of the virtual caches is
improved.

After that, the Surge searches the IP address of the real cache that is related
to the name of virtual cache that existed in the binary tree by using the hash
values of the URL. Then it requests the object to the cache and receives the
object. Moreover, the Surge can control the variables of the Zipf’s law to produce
the requests by considering the characteristics of the cache [17-19]. If all pages
are requested to a certain server, the numbers required for a single file can
be expressed by p = αγβ where α is a constant, the ranking is expressed by
γ = EventsDoc

EventsT otal
. In addition, the value of β can be set lower than 1 when a cache

was loaded when it is assumed to be 1 for the web server. In this experiment, the
value of β was defined by 0.75. This makes it possible to increase the requests
for a certain object and creates the Hot Spot in the given time. The Surge is
installed on the Intel Pentium III 500Mhzx2 computer which uses Linux Redhat
7.2 Kernel version 2.4.7 for the Operating System.

The CP server is configured to supply the contents based on Linux Redhat
7.2 Kernel version 2.4.7 operating system by installing the Apache release 1.3
[21] in a Pentium III 800Mhz computer. The CP Helper is installed to the CP
server. For configuration of the shared cache servers, the Squid release 2.3 [20]
is installed to three Intel Pentium II machines with the same OS. The Proxy
Helper is installed to each shared cache server.
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Fig. 8. The total delay time of the request occurred in each interval of object

The Proxy Helper, which has been developed to analyze the Squid log file,
is installed in each shared cache server. When it was requested for the informa-
tion of cache from CP Helper, it transmits the cache information including the
analyzed load information and also Hot Pages in every 2 minutes.

Therefore, the request period is to be defined as 30 seconds that are lower
than 2 minutes, the cache information will be overlapped for 90 seconds.

Then, the load control is possible depends on the load information in each
shared cache. The experimental system is configured to compare the consistent
hashing with 2HRCS on the private network in Figure 6.

4.2 Implementation Results

In this experiment, the shared cache has different capacity of handling the re-
quests. The average delay time of the Consistent Hashing and the proposed
2HRCS are presented in Figure 7 and Figure 8. The experiment has been per-
formed by applying 300,000 requests for 50 minutes with 5,000 different files.
The files were produced by Surge generation program. This experiment was per-
formed for five times. Figure 7 presented the average delay time of each service
with respect to the object size for the hash routing scheme (CARP, GHS) and
the proposed scheme (2HRCS). Although it looks almost same for each one, the
proposed system shows a little better than the Consistent Hashing system for
the local area network. In order to show a more certain difference, the total delay
time of the request occurred in each interval of object size has been presented in
Figure 8. it shows that the proposed scheme completes the service with smaller
delay time.
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5 Conclusions

This paper examines the problems of the existent distributed web caching sys-
tem and simplifies it to the Client-type system by removing the Additional-DNS
that is an element of the CARP and Consistent Hashing through the modifica-
tion of the client browser. By implanting the proposed system into the real local
network, the proper operation of system was verified. Furthermore, the perfor-
mance of the proposed system is better than the consistent hashing scheme in
the aspect of the service delay time. In conclusion, the advantage of the proposed
scheme is the simplicity of the system and the shorter delay time of service.
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Abstract. As one of the most popular applications currently running on the 
Internet, the World Wide Web is of an exponential growth in size, which results 
in the network congestion and server overloading. Web caching as an important 
technique aims at reducing network traffic, server load, and user-perceived 
retrieval delays by replicating popular contents on proxy caches. In our paper, we 
develop an anycast-based cooperative web proxy caching mechanism. It puts 
response time, hop counts, self-organized load balancing, adaption, and 
self-configuration as primary concerns. In our scheme, anycast is used to bring a 
server “nearest” to a client to improve overall performance, all proxies in a local 
network consists an anycast group. The object placement and replacement 
problems are formulated as an optimization problem and the solution is obtained 
by using an anycast-based cooperative proxy caching algorithm. Some 
simulation experiments have been conduced to evaluate the proposed scheme in 
terms of a wide range of performance metrics. Analytical and experimental 
results show that our algorithm outperforms some existing algorithms in 
response time, hop counts.  

1   Introduction 

It is well known that the size of the Internet is increasing everyday. This can be 
measured in terms of the number of web pages added, the number of people connected, 
and the number of web servers put online. All these factors together contribute to a 
single phenomenon – traffic on the Internet is getting heavier and heavier. Two of the 
major problems that the web users are suffering from are the network congestion and 
server overloading. One of the solutions to alleviate this problem is to store some 
frequently referenced web objects in proxy servers so the need to retrieve the same 
object from its host web site is reduced [3]. The Internet traffic is expected to reduce 
and the response to user request is expected to improve. Proxy severs help lower the 
demand on bandwidth and improve request turn around time by storing up the 
frequently referenced web objects in their local caches. However, the cache still has a 
physical capacity limit and objects in the cache need to be stored in the cache. A single 
proxy cache is always a bottleneck; a limit has to be set for the number of clients a 
proxy can serve [17, 14]. An efficiency lower bound (i.e. the proxy system is ought to 

c
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be at least as efficient as using direct contact with the remote servers) should also be 
enforced. With the increasing demand for information from the Internet, multiple proxy 
servers in one site are common. As suggested in [20, 21], a group of caches cooperating 
with each other in terms of serving each others’ requests and making storage decisions 
result in a powerful paradigm to improve cache effectiveness. Cooperative proxies 
provide an effective way to use such information. These cooperative proxies usually 
share the knowledge about their cached data and allow fast document fetching through 
request forwarding. Cooperating caches have three separate functions: discovery, 
dissemination, and delivery of cache objects [8]. Discovery refers to how a proxy 
locates cached objects. Dissemination is the process of selecting and storing objects in 
the caches. Delivery defines how objects make their ways from the web server or a 
remote proxy cache to the requesting proxy [9, 25]. In this paper, we use an 
anycast-based architecture and develop and anycast-based cooperative web proxy 
caching algorithm. In our scheme, we mainly pay attention to the following issues: 

1. Load balancing: Since requests tend to target at a small part of the entire collection 
of documents, frequently requested documents should be replicated to avoid 
bottlenecks. Documents and their replicas should be placed in such a manner that 
most of the time the load of the participating server nodes is equalized according 
to their capability.  

2. Self-configuration of cache groups: In order for the infrastructure of web caches 
to be both scalable and robust, the organization of web caches must be 
self-configuration, for several reasons. Manual configuration does not scale, as 
evidenced in the SQUID system [1]; Manual configuration tends to be 
error-prune. Self-configuration capability enables cache groups to dynamically 
adjust themselves according to the changing conditions in network topology, 
traffic load, and users’ demands, thus achieve the goals of both robustness and 
efficiency. 

3. Response time: As an important performance for the user, response time is 
reduced in our scheme by the anycast-based scheme. In our algorithm, the request 
documents tend to the nearest proxy, which can efficiently save the response time. 

    Together with the increasing number of proxy, there are some proxies in a local 
network, which provides a base to apply the anycast. To apply the anycast routing, the 
simplest method could be to have all web servers and cache servers joined into a single 
anycast group. The nearest cache or origin server with the page will be the first one to 
hear the request and respond. However, one fatal flaw of this method is that it does not 
scale. In this paper, we design a scalable infrastructure to make the anycast apply 
possible and easy. Another challenge in building the anycast-based proxy caching 
system is that, generally speaking, we do not know beforehand which pages would be 
interesting to users, or where the interested parties may be located, or when they may 
fetch the pages. Following the basic principles in the Internet architecture design, we 
propose to build a cooperative caching system. For the clients, the documents requested 
trends to be located in the nearest proxy in the anycast group. Sometime the placement 
may be change, but the system can adaptive these changes quickly. In our scheme, the 
object placement and replacement problems [18] are formulated as an optimization 
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problem and the solution is obtained by using our replace algorithm based on the 
anycast mechanism. The rest of the paper is organized as follows. Section 2 provides a 
brief review of existing cooperative proxy systems and the concept of anycast. Section 
3 presents our based design, the related formulation and ACPA algorithm. Section 4 
evaluates the performance of our scheme and algorithm. Finally, section 5 concludes 
the paper and discusses the future directions. 

2   Related Work 

As we know, proxy severs help to lower the demand on bandwidth and improve request 
turnaround time by storing up the frequently referenced web objects in their local 
caches [11]. There are a lot of researchers agree that the browser and local proxy 
caching improve performance [10, 16], but there is considerable debate about the 
fundamental structure and mechanisms for cooperative proxies [23]. Existing 
cooperative proxy systems can be organized in hierarchical and distributed manners. 
The hierarchical approach is based on the Internet Caching Protocol (ICP) [6] with a 
fixed hierarchy. A page not in the local cache of a proxy server is first requested from 
neighboring proxies on the save hierarchy level. Root proxy in the hierarchy will be 
queried if request objects are not resolved locally and they continue to climb the 
hierarchy until the request objects are found. This often leads to a bottleneck situation 
at the main root server. Most operational proxy cache hierarchies use a three-level 
hierarchy with a top level consisting of dedicated regional or national caches. These 
caches predominately use software descended from the Harvest project[2], one popular 
variant being the freely available Squid proxy cache. In the United States, the National 
Laboratory for Applied Network Research operates a global cache hierarchy composed 
of eight parent caches that service tens of proxies each. Organization of caches in these 
systems is static and usually configured manually. The distributed approach is usually 
based on a hashing algorithm like the Cache Array Routing Protocol (CARP)[26], 
which divides the URLs space among an array of loosely coupled caches and lets each 
cache store only the documents whose URLs are hashed to it. Each requested page is 
mapped to exactly one proxy in the proxy array in a hashing system and will either be 
resolved by the local cache or requested from the origin server. Hashing-based 
allocations can be widely regarded as the ideal way to find cached web pages, due to the 
fact that their location is predefined. Their major drawbacks are inflexibility and poor 
adaptability. The third approach organizes proxies into multicast groups. The Adaptive 
Web Caching (AWC) design of Zhang et al. [15] uses IP multicast to automatically 
configure cache groups. Proxies are self-organizing and form a tight mesh of 
overlapping multicast group and adapt as necessary to changing conditions. Queries are 
sent to a multicast address, so clients need not be manually reconfigured every time a 
member joins or leaves the group. Proxies are partitioned into groups and objects are 
returned from the origin Web Server through a path of overlapping groups. 
Consequently, AWC delivery may require multiple remote network transfers, just as in 
a cache hierarchy. This paper does not explicitly model a multicast group organization, 
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although the concept of using multicast groups to dynamically maintain the proxy 
cooperation group could be applied to either a hierarchy or a mesh organization [4, 24].  

In our paper, we design an anycast-based cooperative proxy. Anycast is a network 
service whereby receivers that share the same characteristics are assigned the same 
anycast address [5, 19]. A sender interested in contacting a receiver with those 
characteristics sends its packet to the anycast address and the routers conspire to deliver 
the packet to the receiver nearest the sender, where nearest is defined according to the 
routing system measure of distance. Anycast was first introduced in the RFC 1546 [19] 
as a method for discovering services in the Internet and for providing host 
auto-configuration. Now it has been defined as a standard service under IPv6 [22]. 
Using anycast communication services may considerably simplify some applications. 
For example, it is much easier for a client to find a best server when there are a multiple 
available services for one kind of service in the network. In the Figure 1, P1, P2 and P3 
are in the same anycast group. If sender1 sends a packet to the anycast address, the 
network delivers it to the nearest receiver P2, if sender2 and sender3 send packet to the 
anycast address, the network delivers it to receiver P1. But the relations between 
senders and receivers are not fixed, which will be dynamic according to the network 
environments. It provides us an adaptive infrastructure to put objects into the nearest 
proxy and get the high efficiency and load balancing. 

 

3   Formulation and ACPA  

We model the network as a graph G=(V,E), where V is the set of nodes (routers) in the 
networks, each associated with a cache, and E is the set of networks links. The anycast 
group is defined as G’, where ),( ''' EVG = . Clients issue requests for web objects 

maintained by content server. Each web object is served by exactly one server. Usually, 
the client and the server of a request are not located at the same site and there are a lot 
more clients than servers. For each object O, a nonnegative cost C(u ,v, O) is associated 

Fig. 1. Architecture of Anycast 
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with each link (u, v). It represents the cost of sending a request for object O and the 
associated response over link (u, v). If a request travels through multiple network links 
before obtaining the target object, the access cost of the request is simply the sum of the 
corresponding costs on all these links. The term “cost” in our analysis is used in a 
general sense. It can be interpreted as different performance measures such as network 
latency, bandwidth requirement, and processing cost at the cache, or a combination of 
these measures. It is known that most web objects are relatively static, i.e. the access 
frequency is much higher than the update frequency. We shall assume the objects 
stored in the caches are up-to-date [7]. After the request reaches object proxy, the target 
object is sent along the same path back to the client. Routing paths form all nodes to a 
given server are represented by a tree topology. For simplicity, symmetric routing is 
assumed in our analytical model. However, since this assumption may not be valid in 
some situation, we have also modified the proposed coordinated caching scheme to 
handle routing asymmetry and studied its performance by simulation experiments. To 
reduce the cost of future accesses to object O, a copy of O can dynamically placed in 
some of caches along the path as O is being sent to the client. The issues to be 
investigated include:  

1) Which nodes should O be placed (object placement problem).  
2) Which objects should be removed from a cache if there if not enough free space 

(object replace problem. 

3.1   Placement Problem 

The object placement problem is trivial if cache size are infinite, in which case, objects 
can be stored in every cache to minimize total access cost. However, due to limited cache 
space, one or more objects may need to be removed from the cache when a new object is 
inserted. Removing an object increases its access cost (referred to as cost loss), while 
inserting an object decreases its access cost (referred to as cost saving). The object 
placement problem for anycast-based proxy cacheing is further complicated by cacheing 
dependencies, i.e., a placement decision at one node in the network affects the 
performance gain of cacheing an object nodes. The optimal locations to cache an object 
depend on the cost losses and cost saving at all the nodes along the routing path. Our 
objective is to minimize the total access cost of all objects in the network by anycast 
scheme. We start by computing the cost saving and the cost loss of cacheing an object at 
individual nodes. We introduce two cost functions: the link and processing cost functions. 

The link cost function is denoted by 
∈

=
),(),(

21
'

'
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))(,,(),(
vvPATHuu

OsizeuuCvvc , where 

the v is the source node, v’ is the proxy or origin server which have the document 

requested. The processing cost function is denoted by )( 'vc p . The total cost function is 

then defined as the sum of these two costs: 

)()',())(,,( '' vcvvcOsizevvf p+=  (1) 
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 is associated with the processing capability of v’ in time t. 

In the anycast-based view, the ),( 'vvc  can divided into two parts: c(v,u) and 

),( 'vuc , where u is the nearest proxy among the cooperative proxies to v. 
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The cost ),( 'vuc  is the cost from u to v’, which belongs to the cost between two nodes 

in the cooperative proxies (the anycast group), and  
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Thus, we obtain (6) from (1),(2),(3),(4) and (5). 
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Our objective is to place object O in a proxy u that minimizes the cost c(v, u) and 

),( 'vuc , thereby minimizes the total cost ))(,,( ' Osizevvf . So if the object O is 

requested from the source node v next time, the total cost is: 
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Compare (6) with (7), we obtain the cost saved: ),,(cos ' OvutΔ  

Where  
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To calculate ),,(cos ' OvutΔ , we add a variable S(h ,O) to replace 
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OsizeuuC . Here h means hop counts from u to v’. So our placement 

problem is solved according to the following policies: 
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If 0)(/)()(/)(),( ' ≥−+ tpOsizetpOsizeOhS uv , then place object O in proxy u. 

If 0)(/)()(/)(),( ' ≤−+ tpOsizetpOsizeOhS uv , then do not place object O in 

proxy u. 

3.2   Replacement Problem 

In the anycast view, a requested object should be placed in the nearest proxy in the 
anycast group. In this way, cost of refunded is minimized in the next time. In Fig.1, we 
can see that the requested document move from the proxy which have the document to 
the nearest proxy. As the cache is getting full, we need to decide what to be replaced in 
the proxy, cache if it is full, which belongs to the object replacement problem bound. 
From our experiments, if we do not deal with replicates, the cooperative proxies will be 
low efficient, for the replicates will fill in the cooperative proxies. 

We adopt the cost saving table to replace it. In each cooperative proxy, a cost saving 
table is used to record the frequently requested object’s average cost. For each proxy, it 
is a nearest proxy to some document requested. For a document O, its average cost in 

the node 'v  can be defined as: 
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Now there are two different cost between the nearest proxy u and v’ if we migrate the 
object O from v’ to u. Here we define them as: 
Cost saving for object O in node u, costsaving(size(O)): 
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Cost loss for object O in node v’: 

)(/)()())((cos '' tpOsizeOcOsizetloss
vv

+=  (11) 

We estimate )(tpi , i∈anycastgroup, by the delay time of the probe messages that a 

proxy sends to others.  

 If costsaving(size(O))>costloss(size(O)), the  proxy will send the object to 
other anycast member, and delete the object from its cache.  

 If costsaving(size(O))<=costloss(size(O)), the proxy just send the object to 
other anycast member.  

Table 1 shows steps of the anycast-based cooperative proxy algorithm (ACPA):  
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Table 1. ACPA Algorithm 

1) Initialization 
Randomly generate network topology; 
Total number of nodes (routers) : 10; 

Number of routers in anycast group: 3; 
Number of network links: 13; 

Average request rate at each router: U(1,9) per second; 
2) Start the simulation 

For each request, send to the nearest proxy u in the anycast group 
If     u.findobject(object) then 

u.update(object); 
u.sent(object); 

    Else communicate with other anycast member 
       If     anycast.findobject(object) then 
            { anycast.replace(object); 
             anycast.send(object,u);} 
     Else communicate with the original server 
       End If 
    End If 

3) Replacement Algorithm 
For each proxy in anycast group 
If     Proxy.findobject(object) 

If     Proxy.nearestproxy(destination) 
        Proxy.update(object); 
Else   Proxy.replace(object); 

     End If 
        Else Proxy.anycastcommunicate(object); 

    End If 
Method replacement (object) 

    If costsaving(size(O))<costloss(size(O)) 
        Proxy.delete(object); 
        Proxy.send(object.u); 
    Else Proxy.send(object,u); 
    End If 

Method  update(object)  
If(!Proxy.cachefull())V Proxy.cost(object)>Proxy.costMax) 

       {Proxy.costtable.update(object); 
       Proxy.time.update(object); 
       Proxy.frequent.update(object);} 
     End If 
   End 

4) Placement algorithm 
For each document 

Proxy1=Document.findnearestproxy(document); 
Method placement(object,proxy1); 
If proxy.nearestproxy(object) 
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P2 

P3 

R 

R

R
R

R

R

R

P1 

  Proxy.update(object); 
Else If Proxy.cost(object)>=Proxy1.cost(object) 

{Proxy.delete(object); 
Proxy1.add(object);} 

     End If 
   End If 
End                                 

Table 1.  Continued 

The ACPA algorithm is based on our formulation. The ACPA algorithm simply 
selects the nearest proxy in the anycast group according to cost for each document. In 
the ACPA, by the “nearest” characteristics, client can get the documents with minimum 
cost. In Table 1, the first part presents a function for initializing the network topology 
and the anycast group. From this we can see that each proxy has two major tasks, one is 
update the objects, and other is to communicate with other anycast member or the 
original server. The second part shows those actions of proxy in anycast group. The 
third and fourth parts provide the replacement and the placement functions.  

4   Performance Results 

This section provides a quantitative description of the potential improvement when 
ACPA is used. And the simulation results show that our scheme can reduce hop counts, 
decrease the average delay time. 

4.1   Simulation Environment 

In Figure 2, we can get the network topology used in the experiments. The network 
topology is randomly generated using the Georgia Tech ITM topology generator [12], 
which generates topologies that resemble typical networks. Following is the topology 
used for our experiment.  
 
 
 
 
 
 
 
 
 
 
 
 
 

     Here to simple the experiment, we just simulate a metropolitan area network (MAN) 
with ten routers. From the Figure 2, we can get that the network consists of ten nodes 

( )

Fig. 2. Topology of Network 
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(routers), and there are three nodes acting as proxy group. The three nodes have the 
same anycast address and are in the same local area. 

4.2   Simulation Results 

In our simulations, assignment in each routers follows a Zipf-like distribution, that is, a 
parametric distribution where the probability of selecting the ith item is proportional to 

)1(
1

xi − , in our experiments x=0.2. In Figure 3, the performance shows the average 

response time of ACPA and CARP when Zipf parameter x=0.2. The average response 
time of ACPA is 1.073s/req, and CARP is 1.115s/req. From the figure, we can get that 
the time of CARP in high value is longer than that of ACPA. At the same time, we can 
see that ACPA can quickly come down from the high value. 
 

 
 

     Figure 4 illustrates the average hop distance of Zipf-like distribution. From the 
figure, we can get that ACPA performs well than CARP in the hop counts. These 
results also show that CARP represents a average hop counts for using a hash function 
based upon 

 

Fig. 3. The Average Delay Time 

Fig. 4. The Hop Counts 
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the “array membership list” and URL to provide the exact cache location of an object. 
But ACPA is an adaptive algorithm where the client gets the object from the nearest 
proxy.  In table 2 and 3, we count t-test result of twenty experiments with average delay 
time and hop counts. From the t-test, we can also get that ACPA performs better than 
CARP. 

 
 

Title ACPA CARP 
Delay Time 1.069 1.109 

Std 0.006 0.009 
t-value 16.098 
P(x>t) <0.0001 

 
 

 
Title ACPA CARP 

Hop Counts 1.51 1.75 
Std 0.047 0.063 

t-value 13.750 
P(x>t) <0.0001 

5   Conclusion 

In this paper, we propose a new scheme which employs anycast-based cooperative 
proxies. It puts response time, hop counts and load balancing as primary concerns. In 
our formulation, we integrate the anycast conception with the cooperative proxies 
group. Each object can get from the nearest anycast member. In our paper, we solve the 
placement and replacement problems as an optimization problem and the solution is 
obtained by using our ACPA algorithm. From the analytical and simulation results, we 
can get that anycast-based proxy cooperation could reduce the average response time 
and the hop counts efficiently. In our simulation, we just provide the experiments on 
response time and hop counts. In the future research, we will consider to design some 
experiments for the adaption, load balancing and stability. 
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Abstract. Client-side caching of spatial data is an important yet very
much under investigated issue. Effective caching of vector spatial data
has the potential to greatly improve the performance of spatial applica-
tions in the Web and wireless environments. In this paper, we study the
problem of semantic spatial caching, focusing on effective organization
of spatial data and spatial query trimming to take advantage of cached
data. Semantic caching for spatial data is a much more complex problem
than semantic caching for aspatial data. Several novel ideas are proposed
in this paper for spatial applications. A number of typical spatial applica-
tion scenarios are used to generate spatial query sequences. An extensive
experimental performance study is conducted based on these scenarios
using real spatial data. We demonstrate a significant performance im-
provement using our ideas.

1 Introduction

Geographic applications have been used extensively in the Web environment,
providing online customized digital maps and supporting map-based queries.
However, the overall potential of these applications has yet to be achieved due
to the conflict between large size and high complexity of spatial data and relative
low transmission speed of the Internet [14]. The conflict is even more serious in
the mobile environment which suffers from low bandwidth and low-quality com-
munications (such as frequent network disconnections). Caching pertinent and
frequently queried data on the client side is an effective method to improve sys-
tem performance, since it can reduce network traffic, shorten the response time
and lead to better scalability by reusing local resources [4]. Client-side semantic
data caching has great potential in spatial database systems. It is enabled by
improved processing capacity on the client-side. About ten years ago, clients are
still low-end workstations. Caching is only done on the server side aiming to
avoid disk traffic in typical commercial relational databases [6]. However, with
rapid growth of client-side processing capacity, complex processing required for
spatial caching can now be done at an acceptable speed on the client side. Spa-
tial queries are usually related to each other semantically. Statistical analysis
shows that spatial queries submitted by a client in a limited time interval have

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 783–794, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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great semantic correlation. Users of ‘location-aware’ websites usually interact
with a map to zoom in or out and pan on the client side by clicking on spatial
objects to request further information. Progressive queries of multiresolution
spatial databases, which are used extensively for decision support systems, data
mining and interactive systems, usually begin with a general scope of parameters
that are iteratively refined in both location and precision until a final satisfac-
tory result is obtained. Semantic caching of highly correlated spatial data on the
client side is helpful to improve spatial query response time. Table 1 shows a
sample of a typical set of queries submitted by a client. Query 0 begins from a
large query scope (query window size 49% = 70%*70%) and low resolution level
(Resolution 13). Query 1, 2 and 3 keep zooming in (Refining window as well
as increasing resolution level). To Query 3, the query window area is 4% of the
whole map and resolution level is 22. Query 4 pans the query window.

Table 1. A typical set of queries in Web-Applicaton

QueryID Query Window (x, y, width, height) Query Resolution
0 0.1, 0.1, 0.7, 0.7 13
1 0.36, 0.13, 0.5, 0.5 15
2 0.42, 0.19, 0.4, 0.4 18
3 0.47, 0.28, 0.2, 0.2 22
4 0.53, 0.31, 0.2, 0.2 22

Compared with standard data, spatial data have some notable properties.
Spatial data tend to be very large and have complex structures; this makes data
organization a significant factor to consider. A good organization method should
compress and cluster data reasonably as it can reduce the size of the storage
and also the time of accessing database, and increase the utilization of client
cache. In this paper, we explore different spatial data organization strategies
based on single resolution, multi-representation and multi-resolution ideas. We
propose a new data organization method named Bit Map which balances data
between the opaque and the fragment ways and allows multi-resolution data
access. Our experiments shows that Bit Map is more flexible and needs less data
than SDO GEOMETRY — the method used in Oracle DBMS, as well as The
multi-representation one. It is especially suitable for semantic caching as it also
maximizes data reuse.

In this paper, we investigate the problem of multi-resolution spatial query
trimming which is much more complex than aspatial query trimming. We focus
on Window Query because it is the basic geometric selection and can be served
as building blocks for more complex spatial operations. We also discuss about
caching coalescence and propose three schemes (reconstruction scheme, fragment
scheme1 and fragment scheme2). Our experiments show that the performance
of fragment scheme1 is better than or comparable to the other two schemes in
all scenarios.
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The remainder of this paper is organized as follows. In section 2, we analyze
problems combining with related works. Our approach is introduced in section
3. Section 4 describes experiments and provides experiment results. We conclude
this paper in section 5.

2 Background

2.1 Semantic Cache

Past research on semantic caching focuses mainly on relational database. It in-
cludes: a) query folding [9], [5], which check the satisfiability, equivalence or
implication relationship between a query and a given set of data, then further
decide whether the query is rewriteable according to given data and how to
rewrite. Note that not all queries can be rewritten. In fact, most research in
semantic caching is just based on simple query such as ‘select object from table
where x > a and x < b’. b) caching coherency strategy, which is used to ensure
that cached data are consistent with those stored in server [1]. c) caching coa-
lescence strategy, which decides how to re-organize cache regions after new data
are fetched from database. d) caching replacement policy [4], [2].

Recently, semantic caching in mobile computing environment has received
more attention [10], [12], [3], [8], [13]. Most of them focus on location-dependent
information services (LDIS) and take the movement of mobile client and the
valid region of data into account. Till now, in our best literature review, we have
not found any work done to solve the above issues we discussed in Section 1.

2.2 Data Organization

In traditional spatial systems, spatial data are organized based on geometry.
Here all information of a spatial object is stored as one record in a database.
Consequently geometry elements are opaque to applications and only one reso-
lution level is available to be accessed - the highest level. The advantage of this
technique is that the information of the exact geometry can be accessed directly
and no extra step of reconstruction is needed. However, to solve the Query 0 in
Table 1, 49% data of the whole digital map need to be accessed from database.
If local cache is large enough to save the result, no data need to be fetched to
answer Query 1 to Query 4. However, usually local cache can not provide such
a large space and data have to be abandoned which causes a great waste. An-
other problem of this model is that the response time of Query 0 is dispensable
long. If users finally find the following queries need not be executed, too many
unnecessary data had been fetched. One improvement is to use multiple represen-
tations of spatial objects. Previous work in this area aims to exploit the benefit
of essentially pre-computing of a query result. An object can have up to n repre-
sentations, denoted as O1, O2, . . . , On. Each representation contains all vertexes
of an equal or lower resolution level. Thus all points in Oi also exist in O(i+1).
A representation with a maximum resolution n contains all data of the lower
resolutions. The multi-representation technique is, intuitively, superior in terms
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of data retrieval speed for single queries. However the total replication scheme
of multi-representation defeats the purpose of progressively iterating queries as
data in different resolutions are not associated, so duplicated data at a low res-
olution will be retrieved again when a higher resolution is required. Thus, this
model can not well utilize the benefit of cache. Our proposed Bit Map scheme
solves this problem by only storing additional information for every resolution
level except the base level. Every representation at higher resolution δ than the
base level need to be constructed by combining data of base level and additional
information equal to or less the than δ. Therefore, to execute queries in table 1,
data of base level and additional information equal to or less than Resolution
13 will be accessed from database to answer Query 0. In the following queries,
only additional data in the refined area need to be fetched from database and
combined with cached data for construction. The disadvantage of this model is
that extra time jis needed for reconstruction. However, noticing that transmis-
sion usually cost much more time than CPU computing, the extra time can be
ignored.

3 Our Approach

In this section, we introduce our approaches. We focus on three issues, 1) Data
Organization, 2) Window Query trimming, 3) Caching Re-organization.

Figure 1 is a three-layer client-server architecture. The client maintains a
semantic cache C locally, which begins from empty. When users submit a request,
the client formulate a window query Q according to the request, then process
query trimming based on Q and C. If C can not fully answer Q, missing data will
be fetched from database via web server. Then the client re-organize local cache.
Finally, the result of the query is rendered to the user. Additional refinement
may be processed in web server and client side.

DataBase Server

Multi-resolution
Spatial DB

Spatial Query
Processing

Web Server

Spatial Servlets
- Interactions with 
Client
-Interactions with 
SDBMS
- Refinement (1) of 
Query results
- Other tasks

Other Servlets

Client

Spatial Applets
- Interactions with 
users
- Query Trimming
- Interactions with 
Web Server
- Refinement (2) of 
Query results
- Cache management
- Rendering of 
spatial data
- Other tasks

Users
Internet

Rewrited 
Queries

Spatial Data

Spatial 
Queries

Spatial 
Data

Fig. 1. System Architecture

3.1 Our Database Organization –

An object at lower resolution can be considered as an approximation of the object
at higher resolution, which still maintains important features of this object but
its data complexity is simpler and it needs less storage. We use z-ordering to

Bit Map
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fragment spatial objects into series of resolutions. Z-ordering is a method using
a space filling curve to transfer two dimensional data into one dimensional data.
Starting from the fixed map size, space is iteratively decomposed into four same-
size subspaces, named as Peano cells. Each Peano cell is labelled with a unique
number that defines its position in the total z-order, which is called z-value of
this Peano cell [7], as shown in Figure 2(a). Because the decomposition and
encoding is iterative, each child Peano cell’s z-value contains its father Peano
cell’s z-value as a prefix. The longer a z-value is, the smaller the Peano cell
is. When a z-value is long enough(usually 22-28 digits), the Peano cell is small
enough to represent a point. Thus, we can use Peano cells to represent spatial
objects at different resolution [11]. Figure 2(b) shows an approximation at lower
resolution. With additional information, we can extend shadowy Peano cells in
Figure 2(b) to smaller Peano cells in Figure 2(c) with more details and achieve
an approximation at higher resolution.

0                       1
0      1 0      1

1

0

1

0

1

0

(a) Z-Ordering
(b) Approximation in lower

resolution

(c) Approximation in higher
resolution

(d) Original Object

Fig. 2. Using Z-ordering to fragment spatial objects into series of resolutions

Bit Map scheme chooses a certain resolution level as the base level. Each ge-
ometry point at the base level is stored as a variable array. For higher levels, ad-
ditional information is provided to extend the approximation to the finer polygon
with more details. Thus we use relation R(ObjectID, BLData, AData, Delta)
to describe Bit Map, where BLData stores the approximations at the base level;
AData stores the additional information to reconstruct data at higher resolu-
tion, Delta denotes the resolution of data. A spatial object i will have n tuples
as (i, bldate, ∅, bl), (i, ∅, a1data, a1), ..., (i, ∅, a(n−1)data, a(n−1)) in R. To an arbi-
trary Oδ, all data with resolution level equal to or less than δ need to be fetched
to reconstruct the spatial object O at resolution δ. Figure 3 is an example about
the data in Bit Map. At base level bl, we have a point ‘12002330’ and it expands
to two new points in level a1 (‘120023302’ and ‘120023303’). ‘120023302’ further
expands to three new points in level a2. They are ‘1200233020’, ‘1200233022’
and ‘1200233023’. Note that if the change in the number of points between ad-
jacent resolution levels is small, several continuous levels can be integrated into
a single level. Bit map provides a reasonable, natural method to cluster points
to different resolution levels. Because this method uses the common prefix to
construct data iteratively, the reduplication between points is well avoided. In
our experiments, data stored with this method occupy 21.501MB, whereas data
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Fig. 3. Bit Map

stored as geometry class of Oracle 9i need 33.438MB. If data is stored by multi-
representation technology, same series of resolutions need 152.313MB.

The algorithm to create R(ObjectID, BLData, AData, Delta) is:

1)Choose a proper z-value length (n) as the highest resolution level, and
encode spatial objects at this level as Z(ObjectID, PointID, z, delta), where z
is the z-value for the point, delta is the resolution value given to the vertex, which
is calculated as the number of digits of the longest common prefix between the
two end points of the line.

2)Choose resolution bl as base resolution level and constructing BLData at
resolution bl. To a spatial object o, using the following SQL to choose points:

select substring(z, 1, bl)
from Z
where ObjectID = o and delta ≤ bl
order by PointID
Thus, the BLData of o is (o, bldata, ∅, bl), where bldata is the digital sequence

of substring(z, 1, bl).
3)Constructing AData at resolution ai.
select substring(z, ai − 1, ai)
from Z
where ObjectID = o and delta = ai

order by PointID

The collection of substring(z, ai−1, ai) is the additional information aidata.
Because it is impossible to estimate the exact number of how many Peano cell
at ai will be extended from its father Peano cell at ai−1, we add a binary bit to
flag it ( 0 - the next Peano cell is extended from the same father Peano cell; 1 -
the end of extension in the same father Peano cell and the next cell is extended
from a different father Peano cell). Thus, the ADATA is (i, ∅, a1data, a1), ...,
(i, ∅, a(n−1)data, a(n−1)).

3.2 Query Trimming

In this study, we focus on Window Query, the most common query in spatial
database. Dealing with more complex spatial queries is an important direction



Semantic Caching for Web-Based Spatial Applications 789

Table 2. Multi-resolution Window Query trimming

WS Disjoint WQ WS contains WQ WQ contains WS WS intersects WQ

δS
1 > δQ

2 P:∅ P:∅ P:∅ P:∅
or

δS
2 < δQ

1 R:〈WQ, δQ
1 , δQ

2 〉 R:〈WQ, δQ
1 , δQ

2 〉 R:〈WQ, δQ
1 , δQ

2 〉 R:〈WQ, δQ
1 , δQ

2 〉
δS
1 ≤ δQ

1 P:∅ P:〈WQ, δQ
1 , δQ

2 〉 P:〈WS , δQ
1 , δQ

2 〉 P:〈WQ

⋂
WS , δQ

1 , δQ
2 〉

and
δS
2 ≥ δQ

2 R:〈WQ, δQ
1 , δQ

2 〉 R: ∅ R:〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉 R:〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉

δS
1 > δQ

1 P:∅ P:〈WQ, δS
1 , δS

2 〉 P:〈WS , δS
1 , δS

2 〉 P:〈WQ

⋂
WS , δS

1 , δS
2 〉

and R:〈WQ, δQ
1 , δQ

2 〉 R:〈WQ, δQ
1 , δS

1 − 1〉 R:〈WS , δQ
1 , δS

1 − 1〉 R:〈WQ

⋂
WS , δQ

1 , δS
1 − 1〉

δS
2 < δQ

2 +〈WQ, δS
2 + 1, δQ

2 〉 +〈WS , δS
2 + 1, δQ

2 〉 +〈WQ

⋂
WS , δS

2 + 1, δQ
2 〉

+〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉 +〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉

δS
1 ≤ δQ

1 P:∅ P:〈WQ, δQ
1 , δS

2 〉 P:〈WS , δQ
1 , δS

2 〉 P:〈WQ

⋂
WS , δQ

1 , δS
2 〉

and R:〈WQ, δQ
1 , δQ

2 〉 R:〈WQ, δS
2 + 1, δQ

2 〉 R:〈WS , δS
2 + 1, δQ

2 〉 R:〈WQ

⋂
WS , δS

2 + 1, δQ
2 〉

δS
2 < δQ

2 +〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉 +〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉

δS
1 > δQ

1 P:∅ P:〈WQ, δS
1 , δQ

2 〉 P:〈WS , δS
1 , δQ

2 〉 P:〈WQ

⋂
WS , δS

1 , δQ
2 〉

and R:〈WQ, δQ
1 , δQ

2 〉 R:〈WQ, δQ
1 , δS

1 − 1〉 R:〈WS , δQ
1 , δS

1 − 1〉 R:〈WQ

⋂
WS , δQ

1 , δS
1 − 1〉

δS
2 ≥ δQ

2 +〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉 +〈WQ

⋂
¬WS , δQ

1 , δQ
2 〉

of our future research. A window query Q of a multi-resolution spatial relation
R, described as Q〈WQ, δ〉, finds all objects at resolution level δ with at least one
point in common with window WQ. Under the above data organization scheme
Bit Map, we can define the following constraint formula to describe a semantic
region or a general query:

Definition 1. Given a spatial relation R(ObjectID, BLData, AData, Delta), a
constraint formula, denoted as 〈W, δ1, δ2〉 (δ1 ≤ δ2 and δ1 ≥ bl), describes the
data (at resolution δ1 to δ2) of spatial objects intersecting window W on R. When
δ1 = bl, it describes the data answering the window query 〈W, δ2〉.

For a general query Q〈WQ, δQ
1 , δQ

2 〉 and a semantic region S〈WS , δS
1 , δS

2 〉, Ta-
ble 2 gives a conclusion of query trimming, where P denotes Probe query and
R denotes Remainder Query.

3.3 Caching Re-organization

After missing data is transmitted to client, data will be reconstructed for ren-
dering and cache need to be re-organized. In this section, we propose three
re-organizing schemes in client cache.

Reconstruction Scheme. As the name suggests, local cache stores re-
constructed data. This scheme can avoid repeated reconstruction, but because
reconstruction always companies with decompression, this method needs more
storage. As shown in Figure 4(a), given three semantic regions SA, SB , SC in
cache, δ1 of SA, SB , SC is 12; δ2 of SA, SB , SC are 13, 22, 16 respectively; the
query is ‘to find all polygons intersect window W at resolution level 16’. After
executing this query, A and C are decomposed into two parts, Part 1 is the
intersection with Q and Part2 the difference from Q. Part 1 of A, C, all data of
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Fig. 4. Three schemes of client cache

B and ship data are coalesced together as the data of new region. Figure 4(b)
shows the regions after Q. Note that δ2 of SB is larger than δQ

2 , data in shadow
area is at higher resolution than query needed. After repetitious queries, data in
regions may be much more than necessary.

Fragment Scheme 1. In this scheme, data are organized according to Bit Map.
The coalescence method is same as reconstruction scheme. The disadvantage of
this scheme is that data may be reconstructed duplicately. But it avoids the two
problem of reconstruct scheme. Figure 4(c) shows the regions after query. Note
region B is divided into two parts in this scheme, data of resolution 12 - 16 and
data of resolution 17 - 22. The latter part of data forms Region 6.

Fragment Scheme 2. In this scheme, data are still organized according to Bit
Map. But the coalescence method is different. In this scheme, existing regions are
not changed. Query window is divided according to difference between existing
regions as figure 4(d). This scheme may create numerous too small regions which
is easy to cause volatile of accessing database.

4 Experiments and Results

In this section, we investigate the performance of various cache strategies on
spatial queries. The data used for experiments are from California SEQUOIA
polygon dataset. It contains 20,137 objects which are composed of 2,635,065
points. We have produced tests on various aspects of cache scheme to check the
efficiency of semantic caching for web-based spatial applications and to determine
the most efficient semantic caching scheme. These aspects include: 1) size of cache
in client side; 2) three different data organizations, SR (single resolution), MP
(multirepresentation), BM (our proposed method); 3) For BM , three different
re-organizing schemes in client side as discussed in Section 3.3. The primary
measurement we use is the amount of transmission as it affects the response
time dominantly for spatial query. Other measurements such as time of accessing
database, time of data processing are also used. Note that data processing include
query trimming, cache region management and data refinement etc. The results
of each test are obtained by running 30 groups of queries. Each group begins
with an empty cache and performs a window query with the following actions in
succession: zoom in, zoom in, zoom in, pan, pan, pan, zoom out, pan, zoom out,
pan, zoom in, zoom in, pan, pan, pan. The location of the first window and the
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Fig. 5. Comparing SR, MP and BM

extent of zoom in, zoom out, pan is randomly generated. The area of the largest
query window is 36% of the whole map, the smallest query window is 0.5%.

4.1 Three Different Data Organizations

We first study the performance of the three data organizations in database:
SR (Single Resolution), MP (Multi-representation) and BM (Bit Map). In our
experiments, data stored in SR require 33.438MB for storage and 152.313MB
in MP , 21.501M in BM . All data in client cache are organized as polygons.
The y-axis of figures in Figure 5 (a), (b), (c) and (d) are the time of accessing
database, the time of processing data, the amount of transmission and the total
response time respectively; the x-axes of the figures are the size of cache (0
means no cache). From figure 5(a) we can see that our proposed data model
BM always has the least database accessing time, about 20% lower than that of
SR and MP takes less time than SR. However, the difference of data accessing
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Fig. 6. Different schemes under BM

time between three data models is not so significant compared to the amount of
data transmitted. Figure 5(b) demonstrates the time cost for data processing in
client side. BM spends more time than SR and MP in data processing because
it needs extra time for reconstruction. But data processing time has little effect
on the whole performance as it is much less than the time cost for accessing
database, which is nearly 10 times of the processing time. The most significant
difference is the amount of data transmitted. Spatial data is more complex than
aspatial data, there needs at least 20 MB data transmission in only 16 queries for
SR. As SR always accesses data at the highest resolution, the amount is far more
than other models. The amount of data transmitted for BM is the lest because
it avoid the repeat farthest. Figure 5(d) shows the total response time with a
quite high transmission speed at 512Kbps on the internet. Compared to Figure
5(c), we can see that the trend of three models are very similar in the amount
of data transmission and total response time. That is because data transmission
is the most time consuming stage for spatial queries which occupies around 95%
of the total response time for SR, 80% for MP and 60% for BM respectively
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even in such a high transmission speed. Moreover, with limited transmission
speed, the effect of other factor except the size of data transmission can even
be ignored. Compared to two other kinds of data organization, BM achieves a
great performance for spatial web-application.

4.2 Different Caching Schemes Under BM

We have also studied the performance of different caching schemes under BM
which includes RS (reconstruction scheme), F1 (Fragment Scheme 1) and F2
(Fragment Scheme 2). From figure 6 we can see that F1 is the best scheme
under various cache size with the least time of database accessing and the least
amount of data transmission. Data processing only takes one fourth of the time
of database accessing which is similar as in Figure 5. The total response time
is mainly affected by the time of data transmission and the time of database
access. To sum up, F1 is the best scheme for the whole performance with the
least response time while RS is the worst. The response time for all curves tends
to decrease with the cache size increasing. Moreover, data accessing becomes
more important and has influence on the overall performance of all schemes
under BM because of the minimum size of data transmission.

5 Conclusion

In this paper, we have investigated the effect of semantic caching on the perfor-
mance of web based spatial applications. We have focused on three problems:
data organization, query trimming and caching re-organization. By comparing
three major measurements: database accessing time, data processing time and
the amount of data transmission for three different data models under vari-
ous client cache sizes, we found that with limited network transmission speed
(less than 512Kbps), the amount of data transmission is the most dominant fac-
tor that affects the response time. Among the three models, BM outperforms
the other two by a significant margin, which further improves with the cache
size increasing. In order to achieve the optimal caching strategy, we have also
constructed three different schemes for BM and tested their performance. Ex-
perimental results demonstrated that scheme F1 performs better than RS and
F2 under various cache sizes.
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ported by grant DP0345710 from the Australian Research Council. We thank
Sham Prasher and David Horgan for many helps received from them during this
project.
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Abstract. There are innumerable objects found on the Web. Both the
popular objects that are requested frequently by the users and unpopular
objects that are rarely requested exist. Hot spots are produced whenever
huge numbers of objects are requested by the users. Often this situation
produces excessive load on the cache server and original server, resulting
in the system becoming a swamped state. Many problems arise, such
as server refusals or slow operations. In this paper, a neural network
prediction algorithm is suggested in order to solve the problems caused
by the hot spot. The hot spot would be requested in the near future is
prefetched to the proxy servers after the prediction of the hot spot; then
the fast response for the users’ requests and a higher efficiency for the
proxy server can be achieved. The hot spots are obtained by analyzing
the access logs file. A simulator is developed to validate the performance
of the suggested algorithm, through which the hit rate improvement and
the request among the shared proxy servers are load-balanced.

1 Introduction

A lot of objects on the Web present important information for users. Some of the
objects are frequently requested by users, but there are huge numbers of objects
that are rarely requested. Generally, a request pattern of web documents followed
Zipf’s law [1-3].A frequently requested object byusers is called a ’hot spot’. It forms
90% of the total amounts of request by the 10% of hot spots that hold a high rank
for Web server [2] and forms 70% of the total requests by the 25∼ 40% of hot spots
that hold a high rank in the case of a Proxy server [3]. These hot spots will cause
problems. That is, a server that is requested by sudden huge hot spots not only
transfers informationwithina short time tousers, but it alsowillmake the functions
of the server perfectly stop due to a huge amount of traffic.

In order to solve these problems, a proxy-cache is used in which caching
plays an important role in an effective and efficiency transmission of data in the
Internet. The cache can quickly supply a cached object to users even though
an excessive load will be applied to the original server, and network lies in a
very congested state. In the case of requesting a cached object, it will reduce

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 795–806, 2005.
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consumption of the source of server and amount of works in server or network
so that it give a favor for all the users.

A consistent hashing method [8] that is used to map URL (Uniform Resource
Locator) in the shared proxies in a distributed web caching uses a hash routing
method. This method improves the existing hashing methods [4] that largely
affected by the increase or decrease of the proxy and maps URL without any
effects from the increase or decrease of the proxy.

An internal cache communication protocol has a various kind, such as the
ICP, CARP, and so on. The squid server uses the CARP [5] to make a load
balancing. There are many studies [6] proposed to use a DNS (Domain Name
Server) to make a load balancing. However, the load balancing is not considered
in the previously investigated results of the studies for the shared proxies from
the viewpoint of hot spot.

A replication method is proposed to replicate the hot spot to other shared
proxies using an adaptive controlled replication method [7] applied by a hash
routing in the results of studies in recent years. At this time, it is divided into
two spaces, such as a space that will store hot spots from other proxies, and
another space that will store the objects, which are assigned to its own cache.

In this process, it is considered that controlling the space that will store hot
spots replicated from other proxies to its own cache will maximize the efficiency
of a proxy. However, there are some problems that the traffic increased by the in-
crement in the amount of objects brought by the replication and some replicated
objects will be thrown away because of no requests.

This study configures a distributed caching system based on a consistent
hashing algorithm. This will supply directly the request objects by requesting
for the cache that is stored by using a hash routing. The characteristic of the
proposed method performs a prefetch by estimating whether a hot spot will be
required in the future. A prediction model using a neural network that is useful
to build a time series modeling is obtained after analyzing the request patterns
of the proxy access log files and estimates hot spots that will occur in the future.
For the estimated hot spots, it is possible to improve the system performance
by applying a prefetch to the proxy that has a low level load using the load
information for each proxy as follows.

– It makes short the service time for the request of hot spot by prefetching hot
spots to the proxy.

– The efficiency of the proxy will increase by distributing hot spots to the shared
proxy.

– The quality of service will increase due to the increase in the hit rate for the
request of users.

2 Configurations of the Simulator

2.1 Network System

A caching system proposed in this paper adopted a Global Hosting System
(GHS) [9] and was applied by round-robin DNS method. A global hosting system
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is presented in Figure 1 and the processes for the response are as follows. First of
all, let us assumed that users already know the IP of the Content Provider (CP).
If a user requests a web page to the CP using process 1, the CP will provide a
text that is included in HTML. In addition, it will supply an embedded object
like images or media files that are included in other documents using a proxy
that is located near the user. That is, if a user requests an HTML page, the CP
will send a page that includes the embedded object URLs instead of a typical
page. At this time, a user creates a new embedded object URL by hashing the
embedded object URLs that are received by using a script and connects to the
local DNS through process 2 in order to find the proxy IP that includes the new
embedded object URLs. The upper level DNS decides the locations of users in
network through process 3. In addition, it makes a connection to the lower level
DNS that is located near the user by using a function of the domain delegation.
Here, the lower level DNS provides the proxy IP address where the embedded
objects are mapped by using a consistent hashing method through process 4.
In addition, the embedded objects will be requested by connecting the proxy
IP address that is provided in process 5. If the requested materials exist, the
proxy will supply the embedded objects. Otherwise, the proxy server requests
the embedded objects again to the server through process 6. Furthermore, the
proxy server supplies it to the user and stores it in its own cache.

Fig. 1. Verification results of the neural network

The method proposed in this paper estimates hot spots in advance and applies
the load balancing using the round-robin method to each proxy for the estimated
hot spots. A global hosting system (GHS) has a drawback in which a certain
proxy will be swamped because of requests for a certain proxy due to hot spots.
However, this study introduces a process for analyzing the dynamic characteristic
of hot spots and for estimating in advance through process 6 presented in Figure
1. At this time, the prefetch will be performed according to priority of the low
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load proxy using the load information for each proxy that were obtained from
the proxyhelper of the shared proxy.

2.2 Computer Simulation

A simulator was configured to simulate the system proposed in the previous
section using the PERL language. The simulator was built by using a modular
method to make an easy modification and management. The performance test
for a web caching system will be operated by the various settings, such as the
numbers of proxies, memory size of the queue, and processing time. A cache
policy for the memory that is related to the storing space of the proxy [13] is
applied by the LRU (Least Recently Used) method. A service policy for the proxy
server will follow the FIFO scheme. The processing speed of the proxy can be
controlled by the option of process time in the program, and it means the time
used to process a single object. Moreover, the parameter of process time used in
the program is also applied to present the time to process single data. That is,
the parameter of real process time can be produced by applying the calculations
in which the total objects that are requested for a constant period of time are
divided by the time required. In the case of process time > real process time,
there is no miss because the performance of the proxy can sufficiently handle
the requested services. However, in the case of process time < real process time,
a miss exists because the request is not processed by the time delay. Moreover, if
the data that is stored in a queue of the proxy is requested, it will be processed
as a hit. Otherwise, it will be recorded as a miss.

For the simulation process, first of all, the options are set in the execution
file of Test. The hashing is performed by the MD5 [10] for the objects that come
from the Web module. In addition, the hashed objects will be stored in the
selected proxy using a consistent hashing. The load conditions for each proxy
will be checked by the proxyhelper every 30 minutes in order to perform the load
distribution for the request of the shared proxy.

The subroutine of run in the Virtual module plays a role in the main function
and processes all objects. First, the Dns module hashes the objects using the
MD5 and assigns it to the 1000 virtual caches that are charged by each proxy.
Then, the proxy ID of the hashed object will be decided. If the requested object
is a hot spot, the load balancing will be performed. Moreover, in the case of
an object that is not a hot spot is requested, the assignment is achieved by the
virtual caches that are hashed by the MD5.

2.3 Prefetch Method

The load information of the shared proxies will be collected by the proxyhelper
presented in Figure 1 in order to prefetch the estimated hot spots to the shared
proxies using a neural network model. At this time, the original server decides
how many proxies will be used and which proxies will be used to prefetch the
hot spots. Although the numbers of proxies are decided by the optimal method,
various numbers of the proxies are decided through several additional simulations
to analyze the system proposed in this study. In addition, the issue that which
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proxy is to be used to prefetch is solved by the order of the proxy that has a low
load using the load information of each proxy.

3 Collection of the Test Data

An experimental data produced by analyzing the access logs file from the NASA
server. Let us consider the analyzing method of the access logs file, producing an
experimental data and its characteristics that are used in the prediction process
of hot spots.

3.1 Analyzing the Access Logs Files from the NASA Server

The access logs file records all processes performed by the server. If user contacts
to the server, all related information for the work are stored in an access logs
file. That is, if a user requests a particular web page, the server will access all
objects that are related to the web pages. In addition, all the processes to handle
the requested objects will be stored in the access logs file not only the web pages
that the users requested, but also the image files, linked data, and various other
information. Therefore, it becomes an important information that shows the
objective of the site visiting based on the data, which includes the numbers of
requested data, contact times, numbers of the visitors, and routes of the visiting
through the analyzing of the access logs file. Moreover, it stores the request for
the processes of the server and its success or failure. In the case of failure, the
information to solve the problem is stored in it.

The access logs file from the NASA server used in this study has recorded
the information as follows.

in24.inetnebr.com - - [01/Aug/1995:00:00:01 -0400] ”GET /shuttle/missions/
sts-68/news/sts-68-mcc-05.txt HTTP/1.0” 200 1839.

The record shown above consists of seven kinds of information, such as host,
verification, user approval, time, request HTTP, state code, and amounts of
transmission by the order of its record. This study extracts the request time and
HTTP among the information of the log files and uses it as a data to estimate
hot spots.

3.2 Producing an Experimental Data

A pattern for the request of the extracted data is verified by analyzing the access
logs file from the NASA server follows Zipf’s law. However, the results are not
suited to the objective of this study that will improve the performance of the
system for the state in which hot spots increase rapidly because the amount of
the request for hot spots is very low. Therefore, this study produces a proper
experimental data for the characteristics of this study using the Surge program
[11] as a load generator that was developed in Boston University. Although the
production of data was achieved by the same amount of the requested amount
in the period of time request for the access logs file of the NASA server, the ex-
perimental data was produced by the execution of the Surge program to request
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much higher than that of the general request of data for the amount of requests
for hot spots.

4 Hot Spot Prediction Neural Network Modeling

A hot spot prediction can be performed by analyzing some objects that have
a high frequency of requests in the access logs file of a particular proxy. A
prediction for the future request will be processed by using the existing amount
of requests for hot spots from the information obtained from the objects being
analyzed. A time series method using a multilayer perceptron neural network is
applied as a prediction method.

This study applies the Levenberg-Marquardt method [12] as a learning
method to minimize the sum of the square of error. This learning method has a
merit that it converges faster than that of the Backpropagation method, which
uses a gradient descent method, due to the use of a second-order method. This
paper selects 4 nodes for the input layer, 8 nodes for the hidden layer, and 1
node for the output layer for the neural network model. In addition, the gradi-
ent of the activation function was applied by the value of 2. The learning was
performed by scaling the values of 0.01 ∼ 0.99 for all pattern inputs.

The upper one shown in Figure 2 presents the results of the learning of
experimental data and lower one shows the error values for each input pattern.
Figure 3 presents the results of the requested amounts of hot spots and actual
requested amounts of hot spots using the neural network. This process shows
the results of the verification stage of a neural network modeling, and the data
used in this process was not used in the learning process. The amounts of the
requests presented in the figures are the converted values of the amounts of the

Fig. 2. Results of the learning of the neural network and modeling errors
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Fig. 3. Verification results of the neural network

requests for the output of the neural network that was previously scaled. The
solid line shown in the figures presents the amounts of the request, the values
marked by + are the amounts of the request for the predicted hot spots by using
the neural network. The error rate between the two requests is 8.7%. It can be
seen that the neural network modeling is good for considering the characteristics
of the system.

5 Simulation for the Performance Evaluation

The prediction of hot spots will be performed by using the neural network predic-
tion model as previously produced in Chapter 4. In addition, this paper compares
the prefetching method that distributes the expected hot spots to the web caches
in advance for the load distribution method proposed in this study with the ex-
isting consistent hashing method through a computer simulation. The simulator
that was configured in Chapter 2 will be used to the simulation. In addition, the
configurations for a load balancing and various web caching are also investigated.

5.1 Performance Evaluation for the Load Balancing

For the performance evaluation, this study compares the round-robin method
using a DNS, which is based on the consistent hashing method, and the load
balancing method using a hot spot prediction proposed in this paper. Figure 4
illustrates the standard deviation for the loads that are requested by the proxies
when the loads are distributed to several shared proxies. Moreover, the num-
bers of hot spots that are to be distributed and numbers of proxies that are
to be prefetched are considered as the parameters in the simulation. For the
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distribution of hot spots, the tests were performed by various methods of the
distributed prefetch in which the largest numbers of requests for hot spots were
applied to multiple proxy servers that have the smallest load, and more than one
hot spot was also applied to multiple proxy servers. As shown in the figure, the
x-axis means the various methods used in the test, that is, it presents numbers
of simulations by using a particular distribution method. The y-axis presents the
standard deviation of load that is applied to the proxy. That is, the simulation
was performed using various distribution methods for the 14 different cases as

Fig. 4. Deviations for the request applied to the distribution proxy

presented in the figure. As presented in the graph, the consistent hashing (10)
means that hot spots are distributed to 10 proxies in the consistent hashing
method, and HSPA (10,10) means that the two hot spots that have the highest
frequency are distributed to each of the 10 proxies respectively using the HSPA
algorithm. That is, a hot spot that has the highest frequency will be distributed
to 10 proxies and that has the second highest frequency will also be applied to
another 10 proxies. In this paper, a hot spot that has the highest frequency will
be expressed by HS(1) and the second one will be expressed by HS(2). From
the results of the simulation, it can be seen that the load distribution will be
performed more smoothly up to two hot spots than that of one hot spot. In
addition, in the case of the distribution for two hot spots, it shows the high-
est performance in the load distribution that the HS(1) is applied to 8 proxies
and HS(2) applied to 6 proxies. In the case of the distribution of multiple hot
spots, therefore, it can be seen that the performance of the whole system will be
affected according to the methods of the combination between numbers of the
distributed proxies and hot spots.
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Fig. 5. Hit rates for the fast processing speed of the proxy (req/1 sec)

5.2 Performance Evaluation for the Hit Rate

A comparison for the performances of the load balancing for the consistent hash-
ing method and HSPA method was presented in the previous section. In order to
examine the performance of the hit rate that is important for the performance
of a web caching system, a test was applied to the two hot spots by combining
various processing speeds of the server and cache sizes. The tests were applied to
the proxies that have 1 second and 12 seconds respectively for the time required
to process for one request. Figures 5 and 6 present the results of the distribution
of the 10 proxies using the existing consistent hashing method and the suggested
method of the hit rates according to the processing speed and load information
of each proxy for the distribution of the two hot spots.

Figure 5 presents the simulation results for the proxy server that has 1 second
for the time required to process for one request by the distribution of 10 proxies
using the consistent hashing method and of 6 or 4 proxies using the proposed
HSPA method. As a result, it is verified that the distribution of two hot spots
for the shared proxies shows a higher hit rate than that of the load balancing
method by the distribution of one hot spot. Moreover, it can be seen that the
HSPA method shows the increase in the hit rate on the average compared with
the consistent hashing method. From the results of various tests, the highest hit
rate of the distributed fetch can be produced by the 6 proxies for the HS(1) and
the same proxies for the HS(2).

Figure 6 presents the simulation results for the proxy server that has 12
seconds for the time required to process for one request by the distribution of 10
proxies using the consistent hashing method and of 8 proxies using the proposed
HSPA method. In this test, it presents the highest hit rate of the distributed
patch in the case of the 8 proxies for the HS(1) and the same proxies for the
HS(2). The HSPA method proposed in this study shows a higher hit rate than
that of the consistent hashing method.
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Fig. 6. Hit rates for the slow processing speed of the proxy (req/12 secs)

Fig. 7. Hit rates for the same queue size of the distributed proxy

Figure 7 shows the hit rates for the test that was applied to the same queue
size of the distribution proxy. The load distribution was applied to two hot spots
in which the HS(1) that was distributed by 4 proxy servers and HS(2) that was
also distributed by 4 proxy servers. A server that has the fast processing speed
in the HSPA method shows the highest hit rate. For the slow processing speed,
the highest hit rate can be obtained by the distribution of 8 proxies for HS(1)
and HS(2) respectively.

It can be seen that the optimal numbers of the proxies obtained by the test
can be verified by the overall characteristics for the distributed web caching
system. That is, numbers of the distributed proxies will decrease in the case of
the small amount of work and fast processing speed. On the other hand, in the
case of the large amount of work and slow processing speed, hot spots will be
distributed to several proxies.
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6 Conclusions

This paper investigated the problems that are caused by hot spots in a dis-
tributed web caching system and proposed the HSPA method that increases
the performance of the load balancing and hit rate in a distributed web proxy
system. The HSPA method produces a prediction model, which will predict hot
spots possibly requested in the future. In addition, it will distribute a congestion
of the request that will be caused by the expected hot spots in the future to the
present proxy that has a low load by the prefetch using a prediction model. In
order to verify the performance of the method proposed in this study, a test that
includes a neural network modeling, configuration of the simulator system, con-
sisting of the request data, load balancing, and performance of the hit rate was
applied. Moreover, the consistent hashing algorithm used in the present method
was implemented to compare the performance of the proposed system.

It can be verified that the load balancing of the HSPA algorithms proposed
by the load balancing test was better than that of the consistent hashing al-
gorithm. For the test of the hit rate, in addition, it was investigated that the
HSPA algorithm proposed by this study was better than the existing method
by comparing the consistent hashing method in which the queue size that is
the capacity of a processing speed and memory storage in the performance of a
proxy server was decided differently. As a result, a hot spot prediction algorithm
proposed in this study will increase the hit rate and application of the shared
proxies for the distribution system.
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Abstract. Application-centric QoS (AQoS) model is needed for evaluating se-
mantic equivalent Grid Services in an application-oriented service Grid. Previ-
ous related researches on QoS mainly are for resource allocation in computing 
Grids or for evaluating Web Services. Their approaches are not suitable for 
evaluating Grid Services and no common AQoS models are defined. According 
to the characteristics of Grid Services, an AQoS model named as GS_AQoS for 
Grid Services is proposed, which consists of evaluation factors, evaluation 
modes and constraints. By analyzing the differences between AQoS for Grid 
Services and ordinary QoS for Web Services, factors suitable for GS_AQoS are 
defined, and three types of evaluation modes summarized on applications’ 
needs are addressed in detail. At last, a Grid Services for manufacturing parts is 
used as an example, by simulation experiments, the availability of GS_AQoS is 
verified, and some suggestions are given. 

1   Introduction 

Grid Services [1](GSs) are Web services following the OGSA specification, and the 
Service Grid is a service system for providing more powerful services for customers 
by integrating Grid Services. With Service Grid technology developing, a challenge 
for Service Grid is how to provide services with better performance to customers. 
Currently, related researches on QoS are for resource allocation in Grid system [2-8] 
or for Web services [9-17], the former focus on the infrastructure such as CPU, mem-
ory, network bandwidth, and typically are the study on resource allocation-centric 
QoS, the latter focuses on the study of application-centric QoS. For simplification, in 
this paper, we denote them as Resource QoS(RQoS) and Application QoS(AQoS) 
respectively. RQoS is usually discussed in Grid computing, but it is not suitable for 
Grid Services with service-oriented property, while, even though the QoS of Web 
Services and the QoS of Grid Services are typically AQoS, But the QoS of Web Ser-
vices is not suitable completely to evaluate the QoS of Grid Services since their sup-
porting technologies are not the same.  

                                                           
1  This research is supported by the National High-Tech Development Program 

(2003AA414210), the National Science Foundation (60173051). 
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In [9-17], the QoS of Web Services focus on AQoS, and based on these researches, 
a QoS model [9] is proposed for evaluating semantic equivalent Web Services, and 
the availability of the QoS is verified. But the supporting technology of stateless Web 
Services is not the same as that of stateful Grid Services. The researches [2-5] on QoS 
in computing Grid typically are GARA [3], GARA discusses the resource reservation 
based on capability of network, processors and storage devices, and gives some guid-
ance to related researches, but it does not discuss how to coordinate resources be-
longed to different owners. To overcome shortage of GARA, Rashid Al-Ali[6-8] in 
Cardiff University discussed the presentation schema of QoS, the process for coordi-
nating resources and the SLA[18] of resources further, and their typical framework 
are G-QoSM, in which, its architecture, how to coordinate and discover resources are 
addressed and RQoS are focused on. GM-QoS[11] is presented by Shang Hai Univer-
sity based on AQoS, it only discusses the AQoS model suitable for manufacturing 
grids and is not a common AQoS model.  

This paper focuses on AQoS and proposed a common AQoS model named 
GS_QoS for evaluating Grid Services. The formal definition of GS_AQoS is given 
and the evaluation factors and the evaluation modes are addressed in detail. At last, in 
order to validate the availability of GS_AQoS and recommend some usable sugges-
tions, some simulation experiments are made. 

2   Design of GS_AQoS Model 

In general, a model consists of structural constitutions, behaviors and constraints. 
According to the characteristics of Grid Services, GS_AQoS model also includes 
three parts: (1) factors for evaluating Grid Services and their formulas. (2) Evaluation 
modes supporting for applications’ needs, namely evaluation algorithms provided 
based on evaluation factors. (3) Constraints on evaluation factors. Based on the three 
parts included in GS_AQoS model, the formal definition of GS_AQoS is given in the 
followings. 

Definition 1. GS_AQoS={FN,OP,CS}, where,   

(1) FN={fni(ai,bi)|ai∈A∧bi∈B∧1≤i≤n}, where FN represents the set of evaluation factors 
and their formulas, A={a1,a2,…,an} represents the set of evaluation factors, 
B={b1,b2,…,bn}represents the set of business entities providing the information of 
A. fni(ai,bi) represents the definition rules about ai, its formula is unique given ac-
cording to bi, but there may be some differences among different domains. 

(2) OP ={op1,op2,…,opm} represents the set of evaluation modes provided for cus-
tomers in a application. For example, OP={AQoS_relation_sort,  
AQoS_value_range, AQoS_value_Integration}, which is described in section 2.2. 

(3) CS={cs1,cs2,…,csm} represents the constraints on evaluation factors in GS_AQoS.  

According to the definition of GS_AQoS above, it’s XML scheme is described as 
Fig.1, where, AQoS_Attribute is used to describe the evaluation factors, and Busines-
sEntity is used to describe the business entity that provides basic information of 
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factors, AQoS_SLA represents the evaluation modes provided, each evaluation mode 
has its relevant evaluation algorithm. Since the definition rules of evaluation factors 
are transparent to users, they are not included in the XML scheme of GS_AQoS. The 
information provided by customers following the XML schema is stored in Shunsaku 
Data Manager developed by FUJITSU. 

Next, we will address the formulas of evaluation factors and the evaluation modes 
in GS_AQoS. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The XML Scheme of GS_AQoS 

2.1   Evaluation Factors in GS_AQoS 

The evaluation factors belonged to GS_AQoS of different domains may be more 
different. Nevertheless, some common features can be summarized. In order to desig-
nate the evaluation factors in GS_AQoS for evaluating Grid Services efficiently, by 
discussing the difference between Grid Services and Web Services as well as the 
difference between computing grids and service grids, we give the following discus-
sions:(1) Network bandwidth cannot be given a guarantee in current Internet envi-
ronment, and existing researches are all restricted in private networks. But in the fu-
ture, for the Internet supporting Ipv6, network bandwidth will play an important role 
in GS_AQoS. (2) Service-oriented Grid Services needs limited or little information to 
be transferred, so in stable network environment, the transmitting cost can be omitted, 
especially for non just-in-time Grid Services. (3) According to Grid Services users 
always care much for the total responding time and the result of Grid Services, so the 
major factors for allocating resource in computing grids, such as CPU process capa-
bility and storage capability, are not considered as important evaluation factors of 
GS_AQoS. (4) Grid Services provide flexible information exchange mechanism, 
selecting broker can allocate an available Grid Service based on the information  
 
 

<xsd:schema xmlns:xsd=”http://www.w3.org/2001/XMLSchema”> 
<xsd:element name=”GS_AQoS” type=”AQoS_Type”/> 
<xsd:element name=”AQoS_Attribte”> 

<xsd: complexType> 
<xsd: sequence> 
<xsd:element name=”AttributeName” type=”string”> 
<xsd:element name=”Description” type=”string”> 
<xsd:element name=”AttributeValue” type=”string”> 
<xsd:element name=”ValueUnit” type=”string”> 
<xsd:element name=”Direction” type=”string”> 
<xsd:element name=” BusinessEntity” type=”string”/> 
</ xsd: sequence> 

</xsd: complexType> 
<xsd:element name=”AQoS_SLA” type=”string”/> 

</xsd: schema > 
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subscribed. So, Reliability that is much more important in QoS of Web Services is not 
included in GS_AQoS of Grid Services. (5) The Reputation is not needed since grid 
system provides services for customers transparently. 

Based on the discussions above, it is sure that the factors of GS_AQoS for evaluat-
ing Grid Services at least include Price and Responding Time, and Fidelity can be 
considered as their supplement. While, other factors should be designated on special 
domain’s demand. 

Usually, Price is provided by service provider, and Responding Time and Fidelity 
are calculated by monitor broker for giving creditability to customers, of course, it can 
be given by service provider also. Here, Price, Responding Time and Fidelity are 
described as following: 

Responding Time(Ti
p and Ti). Responding Time is the interval from the start time of 

a request sent to the time responding results returned, Ti
p represents the information 

with unique value provided by service provider, and Ti is provided by monitor broker 
and denoted as: 

                                                   Ti=(∑
=

n

j 1

Ti
j)/n                                                         (1) 

Where, Ti
j is the Responding Time of GSi invoked for the jth time, n is the total in-

voked number of GSi invoked, when Fidelity is higher, Ti
p can be used as the informa-

tion of Responding Time.  

Price(P). Service provider provides Price. 

Fidelity(F). Fidelity represents the promise given by service provider, which is usu-
ally monitored by monitor broker, the faith is broken if the real Responding Time 
exceeds that promised by service provider, in order to keep consistent linear trend 
with other factors, it is denoted as: 
                                                            F=No/n                                                             (2) 
Where, n is the total invoked number, and No is the times that the faith is broken. 

2.2   Evaluation Modes in GS_AQoS 

According to customers’ requirements, the modes for selecting Grid Services are 
summarized as three types: (1) one factor is emphasized. (2) The ranges of values are 
satisfied. (3) Integrated performance is emphasized. Therefore, in GS_AQoS model, 
corresponding three types of modes are provided, namely AQoS_relation_sort, 
AQoS_value_range and AQoS_value_integration. Customers can apply one of them 
to select Grid Services with better performance, which is named as the best set of 
Grid Services, abbreviated as GS_Best. Let GS_S={GS1, GS2,…,GSn} represents the 
set of Grid Services, n>1.  A={a1,a2,…,am} represents the set of evaluation factors in 

GS_AQoS, ai
j is the value of jth evaluation factor of GSi. MAQoS=
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matrix made up of factors’ values of GSs. In the followings, we will give the defini-
tions of GS_Best according to these three evaluation modes respectively. 

(1) AQoS_relation_sort Mode. Suppose the most important factor ak is given by 
customers, then selecting broker selects Grid Services with optimal ak, denoted as:  

Definition 2. Let Ak={a1
k,…, an

k}, then GS_Best={GSi|ai
k =Best(Ak)∧GSi ∈GS_S}. 

Where, m>1, n>1, t<m, Best(Ak) represents that the optimal ai
k is selected from Ak, and 

the GS_Best is the set of Grid Services with optimal ak. For example, if ak is Price, 
then Best(Ak)=Min(Ak), and GS_Best is the set of Grid Services with lower Price. 

(2) AQoS_value_range Mode. GS_AQoS information of Grid Services selected will 
be in the range of values of that needed by customers, denoted as: 

Definition 3. GS_Best={GSi| ai
j ∈[Li

j,Ui
j] ^ j=1..m∧GSi∈GS_S}. Where, 1<i<n, 

[Li
j,Ui

j] represents the range of value of factor aj of GSi, where Li
j is the lowest thresh-

old, and Ui
j is the upper threshold. If the value of a factor is lower then Ui

j, then Li
j is 

assigned to 0, while, if the value of a factor is higher then Li
j, then  is assigned to Ui

j. 

(3) AQoS_value_integration Mode. Space vector distance is adopted to evaluate the 
integrated performance of Grid Services. 

Firstly, evaluation factors are defined as the dimensions of space vector distance, 
and a threshold point is developed based on customers’ demand on Grid Services. 
Secondly, in order to improve the capability of processing, a subset of all the semantic 
equivalent Grid Services are produced by simple predicates such as “larger than” or 
“less than”. Thirdly, each Grid Service in the subset will produce an AQoS point 
based on their GS_AQoS information. Fourthly, the space vector distances between 
the AQoS points and the threshold point are calculated respectively for ordering the 
semantic equivalent Grid Services by their performance, and the higher the distance 
of a Grid Service is, the better its integrated performance is. But before calculating the 
distance, all of the values of factors should be converted into the same range of quan-
tity, to do this, the following approach is adopted: First, Let Pt=(at

1,at
2,…,at

n) repre-
sents the threshold point based on the customers’ requirements, then mapping the 
(at

1
,at

2
,…,at

n) into (1,1,…,1,1), second, let Pi=(ai
1

,ai
2,…,ai

n) be the AQoS point of GSi, 
and mi=1/ at

j, then ai
j=ai

j
* mi. So, the formal definition is denoted as following: 

Definition 4. Suppose, Di is the space distance between Pt and Pi, then 

2

1

))(( j
j

t

n

j

j
ii waaD −= ∑

=

, where, wj is the weight of jth dimension, ai
j and at

j 

are the factor values in range of the same quantity. Let D={D1, D2,…,Dn}, then 
GS_Best={GSi|Di∈ Max(D) ∧  GSi ∈GS_S}. 

In GS_AQoS application, two steps are adopted, (1) based on the modes discussed 
above, GS_Best are obtained first, (2) according to the criteria of load balance, the 
best resource is reserved based on RQoS efficiently.  

In the following, we will give some simulation experiments based on GS_AQoS 
instance to verify availability and efficiency of GS_AQoS model. 
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3   Validation of GS_AQoS Model 

In this section, we present the simulation experiments to evaluate the proposed ap-
proach. First, we will give the experiment scenario, and then some tests are done and 
deduce some conclusions.  

3.    Scenario 

GS_AQoS model is applied in e-SGS prototype[19]. The processing of jobs are: (1) 
Local Broker receives jobs integrated by multi-Grid Services, and (2) sends the 
jobs’ requirements to Selecting Broker, then (3) optimal Grid services are selected 
based on AQoS and RQoS models and put them into a Services list. (4) Engine 
Broker finishes the execution process of the job based on the Services lists and 
records the running information about the Grid Services invoked. Here, a manufac-
turing grid as an instance is used to validate GS_AQoS model, the integrated job is 
shown in Fig.2, in which, a GS_AQoS named GS_MAQoS suitable for GS2 is as a 
sample to do the simulation experiments. The experiment results can be extended to 
the multi-Grid Services in an integrated job yet, to evaluate the Integrated Perform-
ance of job instances.  
 
 
 
 
 
 
 

Fig. 2. A Manufacturing Process Flow 

Suppose there are 10 semantic equivalent Grid Services to GS2, and service pro-
viders have provided GS_MAQoS information namely Price(P), Quality(Q), Re-
sponding Time(T) and Fidelity(F), where, P and Q are provided by service provid-
ers, T and F are given by monitor broker. The definition rules of P, T, F and the 
evaluation modes are the same as those definitions above, and the constraints are 
empty.  Q is a given evaluation factor provided by service provider for the manufac-
turing grid to describe the tolerance of the parts manufactured by GS2. In the sample 
of GS2, of course, monitor broker can collect it. Suppose, the 10 semantic equiva-
lent Grid Services are all satisfying the function requirements of GS2, and based on 
their GS_MAQoS information we will do some tests, in which, suitable Grid Ser-
vices are selected based on the evaluation modes provided in GS_AQoS and the 

average Price( P ), average Quality( Q ), average Responding Time( T ), average 

Fidelity( F ) and Integrated Performance( I ) of these selected Grid Services are 
calculated. At last, by comparing the results of experiments, we can deduce some 
recommended conclusions. 

First, the basic information of evaluation factors in GS_MAQoS will be simulated.  

Request Design 
a blueprint 

Manufacture 
a sample 

Manufacture 
a product 

Reply 

coordinating 

GS1 GS2 GS3

1
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3.    Simulation Information  

The information of evaluation factors is the basis of applying GS_AQoS. Here, we 
only simulate Responding Time and Fidelity since service providers give Price and 
Quality. The basic information is simulated by means of the Responding Time and 
Fidelity provided by service providers. Suppose Ti

p and Fi
p are respectively the Re-

sponding Time and Fidelity of GSi given by service providers, the simulation infor-
mation is shown in Table 1.  

Table 1. Factor values of 10 semantic equivalent GSs 

 Q P T F 
GS1 0.1 150 4 0.03 
GS2 0.2 200 3.2 0 
GS3 0.1 100 6 0 
GS4 0.2 300 5.6 0.04 
GS5 0.15 100 3 0.02 
GS6 0.1 500 5 0 
GS7 0.1 500 2 0.12 
GS8 0.15 200 6.4 0 
GS9 0.1 200 3 0 
GS10 0.2 200 4.2 0.1 

3.    Testing Results 

Let P={ P1, P2, …, P10 }, Q={ Q1, Q2, …, Q10}, T={T1, T2, …, T10 }, F={F1, F2, …, 
F10 } are respectively the information set of Price, Quality, Responding Time and 
Fidelity about the 10 semantic equivalent Grid Services. Next, we will do some ex-
periments according to the three algorithms corresponding to the three evaluation 
modes in GS_AQoS. In AQoS_value_range, the random approach is adopted to select 
Grid Services from the set of Grid Services satisfying the application’s constraints, 
while AQoS_relation_sort and AQoS_value_integration are to select suitable Grid 
Services on customers’ demand. In the experimentation, for simplification, 
RQoS(GS_Best)=Random(GS_Best), namely one of Grid Services is selected at ran-
dom from GS_Best. Their detail is given as following: 

(1) Testing 1. AQoS_relation_sort is used for selecting Grid Services. Let GS_P, 
GS_Q, GS_T and GS_F represent respectively the GS_Best with P emphasized, that 
with Q emphasized, that with T emphasized and that with F emphasized. Then, RQoS 
function is impacted on the Grid Services in GS_Best to select the best Grid Service. 
The processes of selecting Grid Services about the Price emphasized and the Quality 
emphasized are represented as following:  
 
 

3

2
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 Price emphasized: Let p  = Min(P), GS_ P ={GSi| Pi = p ∧ GSi ∈GS_S}, then  

Do While j<100 { 
If GSi = RQoS(GS_P) then Pj= Pi, Q

j= Qi, T
j = Ti, F

j = Fi, j=j+1}. 
 Quality emphasized: Let Q  = Min(Q), GS_Q={GSi|Qi= Q ^ GSi ∈GS_S }, then 

Do While j<100 { 
If GSi = RQoS (GS_Q) then Pj= Pi, Q

j= Qi, T
j = Ti, F

j = Fi , j=j+1}. 

And both the Responding Time emphasized and the Fidelity emphasized are the 
same as those above and omitted due to space limit. 

According to the information obtained, p , Q , T , F  of selected Grid Services 

are denoted as:  

P =∑
=

n

j 1

( Pj)/n, Q =∑
=

n

j 1

( Qj)/n, T =∑
=

n

j 1

( Tj)/n, F =∑
=

n

j 1

( Fj)/n, where, n=100. 

(2) Testing 2. AQoS_relation_sort is used, Grid Services are selected at random 
based on the basic information of the 10 semantic equivalent Grid Services directly, 
which is denoted as:  
Let GS_Best={GS1, GS2,…,GS10}, then  

Do While j<100 { 
If GSi = RQoS (GS_S) then Pj= Pi, Qj= Qi, Tj = Ti, Fj = Fi, j=j+1}. 

And then P , Q , T , F  of selected Grid Services are calculated as the same as those 

in Testing1. 

(3) Testing 3. Space vector distance is adopted to evaluate the AQoS of Grid Ser-
vices, here, several measures with various weights are applied in 
AQoS_value_integration, and the factors with higher weights are more important than 
those with lower weights. The experiments are planed as following:  

 Weights of 0.7, 0.1,0.1,0.1 are assigned to the factors of P, Q,T, F. 
 Weights of 0.6, 0.2,0.1,0.1 are assigned to the factors of P, Q,T, F. 
 Weights of 0.5, 0.2,0.2,0.1 are assigned to the factors of P, Q,T, F. 
 Weights of 0.4, 0.2,0.2,0.2 are assigned to the factors of P, Q,T, F. 
 Average weights are assigned to these factors, namely all the weights are 0.25. 

Based on these plans given above, corresponding space vector distances are calcu-
lated, and the Grid Service with bigger distance is selected, then P , Q , T , F  of 
the selected Grid Service are obtained, denoted as following:  

2

1

))(( j
t
j

n

j

i
ji waaD −= ∑

=
, and let D ={D1, D2,…,D10},  

if Di=Max(D) then P = Pi, Q = Qi, T = Ti, F = Fi. 

At last, based on P , Q , T  and F , then I  is defined as:  

I = T + Q + F / 3 P  (5) 
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The Grid Service with lower value of I  will have better performance than those 
with higher values.  

3.    Testing Results and Analyzing 

Suppose the constraints of a requester for a Grid Service are: Q is lower than 0.25 μm, 
P is lower than 600 yuan, T is lower than 8 day, F is lower than 0.3, and their units are 
the same as those simulated, then the 10 semantic equivalent Grid Services in Table 1 
are all satisfying customers’ constrains. The P, Q, T and F in Table 2 are the values in 
range of [0,1], and DEQ,DEP,DET and DEF represent the space vector distances of P 
emphasized, that of Q emphasized, that of T emphasized, and that of F emphasized 
respectively, the weight of the factor emphasized is assigned to 0.7, and others weights 
are 0.1. Next, based on the information in Table 2 and the given three algorithms in 
GS_AQoS, the cases of Grid Services selected are addressed as following:   

 In AQoS_relation_sort, firstly, Best_GS, namely GS_P, GS_Q, GS_T and GS_F, 
which are obtained based on a factor emphasized on customer’s demand respec-
tively. Then, one of Grid Services is selected from GS_Best at random. For ex-
ample, if Q is emphasized, then a GS will be selected among GS1, GS3, GS6, 
GS7, GS9. 

 In AQoS_value_range, Grid Services are selected at random, simply denoted 
RDM.  

 In AQoS_value_integration, vector similarity distance technology is used for 
selecting Grid service with the biggest distance. For example, the distance of 
GS3 is the biggest for Q emphasized, and GS5 for P emphasized, etc. The Grid 
Services selected by AQoS_relation_sort and AQoS_value_integration are 
shaped in Table 2. 

Table 2. Vector distances of GSs calculated by AQoS_value_integration 

 Q P T F DEQ DEP DET DEF 

GS1 0.4 0.25 0.5 0.1 0.4389 0.5384 0.3739 0.6392 

GS2 0.8 0.33 0.4 0 0.1941 0.4837 0.4374 0.7060 

GS3 0.4 0.17 0.75 0 0.4404 0.5931 0.2261 0.7079 

GS4 0.8 0.5 0.7 0.133 0.1747 0.3624 0.2335 0.6100 

GS5 0.6 0.17 0.375 0.06 0.3131 0.5932 0.4569 0.6673 

GS6 0.4 0.83 0.625 0 0.4337 0.1708 0.2877 0.7038 

GS7 0.4 0.83 0.25 0.4 0.4312 0.1643 0.5321 0.4312 

GS8 0.6 0.33 0.8 0 0.3054 0.4816 0.1889 0.7046 

GS9 0.4 0.33 0.375 0 0.4414 0.4873 0.4577 0.7085 

GS10 0.8 0.33 0.525 0.33 0.1756 0.4766 0.3463 0.4766 

Based on the basic information of Grid Services selected, P , Q , T , F  and I  
of them are calculated, while, if more than one Grid Services are included in 

4
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GS_Best, Q , P , T , F  and I are calculated statistically, such as EQ, EP, EF and 

RDM, which are shown in Table 3. 
To discuss further, the following measures are taken: 

 Let unique Grid Service be selected by using AQoS_relation_sort, then the re-
sults are the same as those by using AQoS_value_integration. For example, if 
the information of Grid Services in Table 1 are modified as following: the Q of 
GS1 is changed into 0.075, and the P of GS3 is changed into 150, then GS1 is se-
lected for Q emphasized, and GS5 is selected for P emphasized. 

 The weights in AQoS_value_integration are changed as following: (1) If average 
weights are assigned, only GS9 is selected, shown in Table 4, and we can learn 
that the vector distance of GS9 is the biggest one and the value of I  of it is 
lower than 0.1. (2) If the weights are assigned to 0.6, 0.2, 0.1, 0.1, or 0.5, 0.2, 
0.2, 0.1,or 0.7, 0.1, 0.1, 0.1 respectively, the results that the Grid Services are se-
lected are all the same, namely GS1, GS5, GS7, GS9 are selected Grid Services. 
When the weights are set 0.4, 0.2,0.2,0.2, the Grid Services selected are changed 
as GS1, GS5, GS9 and GS9, the results table is omitted due to space limit. 

Table 3. The Q , P ,T , F  and I  of GSs selected by three types of evaluation modes 

 Q  P  T  F  I  

GS_P 0.504 0.17 0.555 0.0312 0.0618 

GS_Q 0.4 0.4902 0.4925 0.102 0.1625 

GS_T 0.4 0.83 0.25 0.4 0.2905 

GS_F 0.514 0.3996 0.59 0 0.1471 

RDM 0.572 0.3921 0.5298 0.10543 0.1578 

DEP(GS5) 0.6 0.17 0.375 0.06 0.0587 

DEQ(GS3) 0.4 0.17 0.75 0 0.0652 

DET(GS7) 0.4 0.83 0.25 0.4 0.2905 

DEF(GS9) 0.4 0.33 0.375 0 0.0853 

Table 4. The vector distances of GSs with average weights by AQoS_value_integration  

 Q P T F I DEQ DEP DET DEF 

GS1 0.3 0.25 0.5 0.1 0.075 0.3634 0.3634 0.3634 0.3634 

GS2 0.8 0.33 0.4 0 0.132 0.33994 0.33994 0.33994 0.33994 

GS3 0.4 0.25 0.75 0.06 0.100833 0.34174 0.34174 0.34174 0.34174 

GS4 0.8 0.5 0.7 0.133 0.272167 0.26594 0.26594 0.26594 0.26594 

GS5 0.6 0.17 0.375 0.06 0.05865 0.36424 0.36424 0.36424 0.36424 

GS6 0.4 0.83 0.625 0 0.283583 0.30914 0.30914 0.30914 0.30914 

GS7 0.4 0.83 0.25 0.4 0.2905 0.28624 0.28624 0.28624 0.28624 

GS8 0.6 0.33 0.8 0 0.154 0.32104 0.32104 0.32104 0.32104 

GS9 0.4 0.33 0.375 0 0.08525 0.3704 0.3704 0.3704 0.3704 

GS10 0.8 0.33 0.525 0.33 0.18205 0.26964 0.26964 0.26964 0.26964 

D. Shen et al. 
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Now, based on the information above, we calculate the statistic performance values 
( P , Q , T , F , I ) about selected Grid Services by using three different evaluation 

modes, which are shown in Fig.3. Where, AQoS_value_integration1 represents 
AQoS_value_integration with weights of 0.7,0.1,0.1,0.1 and AQoS_value_integration2 
represents the AQoS_value_integration with average weights, coordinate x represents 
five groups of experiments, namely average Price, average Quality, average Responding 
Time, average Fidelity, and average Integrated Performance about Grid Services se-
lected by using different evaluation modes, For example, group 1 represents the results 
of average Price about the Grid Services selected by using different evaluation modes, 
group 2 represents the results of average Quality and so on.   
 

Fig. 3. Performance comparisons among GSs selected by using different evaluation modes 

Based on these testing results above, it is obvious that GS_AQoS model is efficient 
and we can summarize the following suggestions. (1) AQoS_value_range is suitable 
for customers selecting Grid services at random. (2) AQoS_relation_sort is suitable if 
one factor is emphasized on customers’ demand. (3) AQoS_value_integration is suit-
able for selecting Grid services with integrated performance, but average weights are 
suggested to embody the advantage of AQoS_value_integration, otherwise, the con-
clusion is the same as those by using AQoS_relation_sort. (4) It concludes that the 
Grid Services selected by AQoS_value_integration with average weights have the 
best performance. (5) AQoS_relation_sort and AQoS_value_range are simple to use 
but with some limitation for their applications, while AQoS_value_integration mode 
is flexible for its applications and with more advantages with it, such as the Grid Ser-
vices selected with better integrated performance can obtained easily on their demand.  

4   Conclusions 

The AQoS Model for evaluating Grid Services is the need for selecting Grid services 
on customers‘demand. In this paper, according to the characteristics of Grid Services, 
a common AQoS model (GS_QoS) is proposed, which is application-centric, and 
provides three types of flexible evaluation modes for customers’ selection. By 
simulation experiments, GS_AQoS model shows:  
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 Not only common but also personality is represented in GS_AQoS model. 
 The common GS_AQoS XML schema as a common profile template is provided 

for service providers and service requesters to describe the GS_AQoS information 
of Grid Services so as to simplify the process of Grid Services matching.  

 It can raise the efficiency and utility of resources reservation since the number of 
Grid Services can be reduced by using the GS_AQoS. 

 The quality of Grid Services described by two parts such as RQoS and AQoS 
make the function RQoS() more flexible, they can be set independently to embody 
the personality of Grid Services.  

 It can help to improve both the total performance of jobs and that of single Grid 
Service on customers’ demand.  

In the next step, we will study the integration of RQoS and AQoS for Grid services 
and the QoS of jobs, as well as the coordination of resources in the execution of a job. 
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Abstract. Grid workflow systems aim to support large-scale complex e-science 
and e-business processes. Due to the complexity of these kinds of processes, to 
control the execution of them in terms of time in the grid workflow execution 
environments, multiple fixed-date temporal constraints often need to be set si-
multaneously. Hence the dependency problem between them must be consid-
ered and emphasised, which affects the verification effectiveness and efficiency 
of the fixed-date temporal constraints. However, current relevant workflow 
verification works do not take into consideration this dependency. Therefore, in 
this paper, we explore it in depth and analyse its impact on the verification of 
the fixed-date temporal constraints. Furthermore, based on the temporal de-
pendency, we develop some new temporal verification methods and algorithms. 
The comparison and evaluation show that these new methods and algorithms 
make the verification more effective and efficient. All these analyses, new 
methods and algorithms further strengthen the grid workflow time management.  

1   Introduction 

Grid workflow systems which are evoking a high degree of interest aim to support 
modeling, redesign and execution of large-scale sophisticated e-science and e-
business processes [2, 3, 9, 10, 11, 12]. In Open Grid Services Architecture (OGSA), 
a grid workflow can be defined as the automation of a Grid process, in whole or part, 
during which documents, information or data are passed from one grid service to 
another for action, according to a set of procedural rules [2, 11, 12]. A grid service 
can be seen as a Web service with additional grid-oriented features [11, 12]. Concep-
tually, a grid workflow is a collection of activities, and the dependencies between 
activities which define their execution orders and form four basic control structures: 
sequential, parallel, selective and iterative. These activities are implemented and exe-
cuted by corresponding grid services. The whole work process of grid workflow sys-
tems can be divided into three stages: build-time stage, run-time instantiation stage 
and run-time execution stage. At the build-time stage, grid workflow specifications 
are defined by some grid workflow definition languages such as Grid Services Flow 
Language (GSFL), Service Workflow Language (SWFL) and Grid Workflow Execu-
tion Language (GWEL) [2, 3, 11, 12]. At the instantiation stage, grid workflow in-
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stances are created, and especially grid services specified in the build-time definition 
documents are discovered. This could include an instantiation service that is a high-
level grid service and responsible for finding factories on the Grid, downloading them 
to the local system and instantiating them [2, 3, 12].  At the execution stage, the grid 
workflow instances are executed, and the execution is coordinated between grid ser-
vices by a grid workflow engine which itself is a high-level grid service, hence auto-
matically grid aware [2, 3, 12].  

To control the temporal correctness of the grid workflow execution, some temporal 
constraints mainly including upper bound, lower bound and fixed-date constraints 
must be set when a grid workflow is defined at build time [4, 5, 7, 21] and the tempo-
ral verification is carried out at the different stages. Currently, some relevant temporal 
verification works have been done. In [17, 18, 19], the authors propose some algo-
rithms to adjust activity deadlines and estimate the escalations and assign the predic-
tive deadlines. [7] uses the modified Critical Path Method (CPM) to calculate tempo-
ral constraints and is one of the very few projects that considers temporal constraint 
reasoning at both build-time and run-time. [15, 16] present a method for dynamic 
verification of absolute and relative deadline constraints. However, these works and 
some others such as [1, 8, 13, 14, 20] do not take into consideration the dependency 
between temporal constraints. Although [4, 5] address the temporal dependency, they 
do not discuss it for fixed-date constraints, only for upper bound and lower bound 
constraints. In grid workflow systems, due to the complexity of large-scale sophisti-
cated e-science and e-business processes, multiple fixed-date temporal constraints 
need to be set simultaneously. Hence the dependency between them must also be 
considered. Therefore, in this paper, we analyse this dependency and its impact on the 
temporal verification in depth, and furthermore, we develop some new temporal veri-
fication methods and algorithms. The comparison and evaluation show that these 
methods and algorithms can achieve better verification effectiveness and efficiency. 

The remainder of the paper is organised as follows. Section 2 describes some pre-
liminaries. Section 3 discusses the dependency between fixed-date constraints. Sec-
tion 4 describes the build-time fixed-date constraint verification considering the de-
pendency. Section 5 discusses how to conduct the fixed-date constraint verification 
more efficiently based on the temporal dependency at the run-time instantiation and 
execution stages. Section 6 shows the benefits of our work through a comparison and 
evaluation. Section 7 concludes our contributions and points out the future work. 

2   Preliminaries 

Based on directed graph, a grid workflow can be represented by a grid workflow 
graph, where nodes correspond to activities and edges correspond to dependencies 
between activities, called flows. Here, we assume that execution dependencies be-
tween activities form an acyclic graph and the grid workflow is well structured. Be-
cause we only consider the time attributes, we can treat activities and flows in the 
same way. Therefore, for convenience, in the remainder of this paper, we will use 
term “activity” to refer to the real activity and the flow and we will not distinguish 
them if not explicitly mentioned. We denote ith activity of a grid workflow as ai, the 
expected time the grid workflow specification will come into effect as Cie(w). Only 
from Cie(w), the corresponding grid workflow instances can be enacted. For each ai, 
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we denote the minimum duration, maximum duration, start time at run-time, end time 
at run-time, run-time real completion duration as d(ai), D(ai), S(ai), E(ai), Rcd(ai) 
respectively [4, 5, 15, 16, 17, 18, 19]. If there is a fixed-date constraint at ai, we de-
note it as fd(ai). If there is a path from ai to aj  (j i), we denote the maximum duration, 
the minimum duration and the run-time real completion duration between them as 
D(ai, aj), d(ai, aj) and Rcd(ai, aj) respectively [4, 5, 15, 16]. For convenience of our 
discussion, in the remainder of this paper, we consider one execution path in the grid 
workflow and assume all activities which we will address are on this execution path. 
For every other execution path, the discussion is very similar. In addition, we assume 
that the activity numbering on the path is 1,2,3,...,i,i+1,i+2,...,i+(j-i-1),j,j+1,j+2,.... 
For the computation of D(ai, aj) and d(ai, aj), if there are no parallel or selective struc-
tures between ai and aj , we can use the following two formulas to compute them. 

  ∑
=

=
j

ik
kji aDaaD )(),(    

 ∑
=

=
j

ik
kji adaad )(),(    

If there are parallel or selective structures between ai and aj, for each structure, we use 
the largest of the maximum durations of all branches as the maximum duration of the 
structure, and use the largest of the minimum durations of all branches as the mini-
mum duration of the structure. Then, if we see each structure as an activity in terms of 
time, we are still able to use   and  to compute D(ai, aj) and d(ai, aj). 

According to the above denotations, we have: D(ai,ai)=D(ai), d(ai,ai)=d(ai), 
Rcd(ai,aj)=E(aj)-S(ai), Rcd(ai,ai)=Rcd(ai). Also, we define: D(am,ai)=0(m>i), 
d(am,ai)=0(m>i), Rcd(am,ai)=0(m>i). Normally, d(ai) Rcd(ai) D(ai), d(ai,aj)  
Rcd(ai,aj) D(ai, aj). 

The temporal verification is conducted stage by stage, from build-time stage, to 
run-time instantiation stage, and finally to run-time execution stage. At each stage, we 
can take it for granted that the temporal verification at previous stages is consistent. In 
addition, at the execution stage, we only conduct the temporal verification at some 
selected checkpoints because normally it is unnecessary to do so at each activity point 
[5, 15, 16]. Similarly, at checkpoint ai, we can take it for granted that all fixed-date 
constraints before the execution of ai are consistent. If at a certain stage or at a point, 
one of fixed-date constraints is violated, we may take some time adjustment measures 
to make it consistent.  

In terms of the consistency of fixed-date constraints, based on [7, 15, 16], we give 
the following definitions which are easy to understand. So, we do not explain them. 

Definition 1. The fixed-date constraint at activity ai is consistent at the build-time 
stage if and only if D(a1, ai)  fd(ai)- Cie(w). 

Definition 2. The fixed-date constraint at activity ai is consistent at the instantiation 
stage if and only if D(a1, ai)  fd(ai)-S(a1). 

Definition 3. The fixed-date constraint at activity ai is consistent at checkpoint ap 

which is either before or at ai (p i) at the execution stage if and only if Rcd(a1, 
ap)+D(ap+1, ai)  fd(ai)-S(a1). 
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Definition 4. The fixed-date constraint at activity ai is consistent at a checkpoint after 
ai at the execution stage if and only if Rcd(a1, ai)  fd(ai)-S(a1). 

3   Temporal Dependency Between Fixed-Date Constraints 

Because all fixed-date constraints have the same start point, i.e. start activity a1, and 
are nested one after another, based on Allen’s interval logic [6, 22], we can conclude 
that there are two types of basic relationships between fixed-date constraints, as de-
picted in Figure 1 and Figure 2 respectively. Figure 2 is the extension of Figure 1. 

                                  

     Fig. 1. Nested fixed-date                                   Fig. 2. Multiple nested fixed-date constraints 
     constraints A and B 

In Figure 1, if fd(B)  fd(A), then, if B is consistent, A must be consistent. If B is 
not consistent, even if A is consistent, we need to adjust the setting of B, which inevi-
tably addresses A because A is included in B, and results in the necessity of re-
verification of A. So, the current setting of A is unnecessary. Therefore, in Figure 1, 
we have fd(A)<fd(B). Now, we consider a more complicated situation. Based on Defi-
nition 1 and the above discussion, if A and B are consistent and necessary, we have: 

           fd(A) < fd(B);    D(a1, ai)  fd(A)- Cie(w);  D(a1, aj)  fd(B)- Cie(w) 

Considering a grid workflow where fd(A)-Cie(w)=9.5, fd(B)-Cie(w)=11, D(a1, 
ai)=8 and D(a1, aj)=10. Obviously, the above three inequations hold. In addition, we 
have: fd(A)-Cie(w)+D(ai+1, aj)=fd(A)-Cie(w)+D(a1, aj)-D(a1, ai)=9.5+10-8=11.5. 
Clearly, 11.5 is more than 11, which means: fd(A)-Cie(w)+D(ai+1, aj) > fd(B)-
Cie(w). In this situation, at the build-time stage, if B is consistent, we have: fd(A)-
Cie(w)+D(ai+1, aj) > fd(B)-Cie(w)  D(a1, ai)+D(ai+1, aj). Therefore, we have: 
fd(A)-Cie(w)>D(a1, ai). According to Definition 1, A is consistent. Similar to the 
situation where fd(B)  fd(A), if B is not consistent, even if A is consistent, when 
we adjust the setting of B, we inevitably address the setting of A and need to re-
verify the consistency of A. Therefore, the current setting of A is unnecessary. So, 
for the necessity of the existence of fixed-date constraints, in Figure 1, we have: 
fd(A)-Cie(w)+D(ai+1, aj)  fd(B)-Cie(w), namely, D(ai+1, aj)  fd(B)-fd(A). 

In addition, in Figure 1, if A and B are consistent, according to Definition 1, we 
have:  

 D(a1, ai)  fd(A)- Cie(w)   
 D(a1, aj)  fd(B)- Cie(w)  
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Then, if we omit the dependency between them, at the execution stage, we face the 
following problem. At point ai, to ensure fixed-date constraint B at aj is consistent, 
according to Definition 3, we must make sure that the following inequation holds:

 Rcd(a1, ai)+ D(ai+1, aj)   fd(B)-S(a1)   

Considering an extreme case where E(ai) is equal to fd(A), then, we have: Rcd(a1, 
ai)= fd(A)-S(a1). If we apply this equation to , we can deduce that we must ensure: 

 D(ai+1, aj)  fd(B)-fd(A)   

The problem is that we cannot derive  from  and  that we only have. In fact, 
 may or may not hold. 
In overall terms, we can see that we must consider the dependency and we have: 

Definition 5. In Figure 1, the dependency between fixed-date constraints A and B is 
consistent if and only if D(ai+1, aj)  fd(B)-fd(A). 

Definition 5 ensures the consistency of the dependency between two fixed-date 
constraints. However, we still need to consider the dependency between multiple 
ones, as shown in Figure 2. The following theorem solves this problem. 

Theorem 1. In Figure 2, if the dependency between any two adjacent fixed-date con-
straints is consistent, the dependency between any two non-adjacent fixed-date con-
straints must also be consistent. 

Proof:  For simplicity, we consider the fixed-date constraints respectively at aj1, aj2 
and aj3 (j3>j2>j1). Suppose that the dependency between aj1 and aj2 is consistent and 
the dependency between aj2 and aj3 is consistent, according to Definition 5, we have: 

 D(aj1+1, aj2)  fd(aj2)-fd(aj1)   
 D(aj2+1, aj3)  fd(aj3)-fd(aj2)   

Now we prove that the dependency between aj1 and aj3 is also consistent. That is to 
say, the consistency is transitive. In fact, if we add  and  together, we can derive:  

 D(aj1+1, aj3)  fd(aj3)-fd(aj1)   

According to Definition 5,  means that the dependency between aj1 and aj3 is 
consistent. So, Theorem 1 holds.  

4   Build-Time Verification of Fixed-Date Temporal Constraints 

At the build-time stage, according to Section 3, for the effectiveness of the temporal 
verification, in addition to the verification of fixed-date temporal constraints them-
selves, we still need to verify their temporal dependency. 

For each fixed-date constraint, say at ai, we compute D(a1, ai). Then, we compare it 
with fd(ai)-Cie(w). If D(a1, ai)  fd(ai)-Cie(w), the fixed-date constraint at ai is consis-
tent. Otherwise, it is violated. In addition, we still need to verify the dependency be-
tween fixed-date constraints. Based on Definition 5 and Theorem 1, we only need to 
consider the dependency between any two adjacent fixed-date constraints. Taking 
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Figure 1 as an example, to verify the consistency of the dependency between A and B 
at ai and aj respectively, firstly, we need to compute D(ai+1, aj). Then, we compare it 
with the difference between fd(A) and fd(B). If D(ai+1, aj) is less than or equal to the 
difference, according to Definition 5, the dependency is consistent. Otherwise, the 
dependency is not consistent. 

Based on the above discussion, we can further derive Algorithm 1 for build-time 
verification. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Algorithm 1. Build-time temporal verification algorithm for fixed-date constraints and their 
temporal dependency  

5   Run-Time Verification of Fixed-Date Temporal Constraints 

5.1   Instantiation Stage Verification 

At the instantiation stage, grid workflow instances are enacted and we can get abso-
lute start times. For a specific grid workflow instance, because its absolute start time 
may be different from the build-time expected time Cie(w), the build-time consistency 

symbol definitions: 
      SetFD: a set of all fixed-date constraints; 
end definitions 
Algorithm 1: build-time temporal verification of fixed-date temporal constraints 

whose dependency is like the situation in Figure 2 
Input:  SetFD, Cie(w), maximum durations of all activities involved in fixed-date con-

straints in SetFD;  
Output: consistent or inconsistent report for fixed-date constraints and their temporal 

dependency; 
Set a copy of SetFD to CopyOfSetFD; 
while (SetFD not empty) do 
           Pop up a fixed-date constraint from SetFD, say at ai ; 
           Compute D(a1, ai); 
           if ( (fd(ai)-Cie(w))< D(a1, ai) ) then 
                Output ‘fixed-date constraint at ai is inconsistent’ 
           else 
                Output ‘fixed-date constraint at ai is consistent’ 
           end if 
end while 
while (CopyOfSetFD not empty) 
            Pop up current two adjacent fixed-date constraints from CopyOfSetFD, say at ai 

and aj respectively; 
            Compute D(ai+1, aj);  
            if (D(ai+1, aj) > (fd(aj)-fd(ai)) ) then  
                Output ‘fixed-date constraint dependency between ai and aj is inconsistent’ 
            else  
                Output ‘fixed-date constraint dependency between ai and aj is consistent’ 
            end if 
end while 
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of the fixed-date constraints cannot ensure that they are still consistent at the instantia-
tion stage. Therefore, we need to re-verify them. For each fixed-date constraint, say at 
ai, we compute D(a1, ai). Then, we compare it with the difference between fd(ai) and 
S(a1). If D(a1, ai) is bigger, according to Definition 2, the fixed-date constraint at ai is 
inconsistent. Otherwise, it is consistent. In terms of the dependency between fixed-
date constraints, according to Definition 5, it has nothing to do with the absolute start 
time and the build-time expected time. Hence, we need not re-verify it.  

5.2   Execution Stage Verification 

In this section, we will see that based on the temporal dependency discussed in Sec-
tion 3, we can conduct the temporal verification more efficiently. According to Defi-
nitions 3 and 4, actually, we only need to consider those fixed-date temporal con-
straints which include the checkpoints [5, 15, 16]. 

Regarding the temporal verification of fixed-date temporal constraints in Figure 1, 
we have: 

Theorem 2. In Figure 1, given the build-time consistency of the temporal dependency 
between fixed-date constraints, at checkpoint ap between a1 and ai, if A is consistent, 
B must be consistent.  

Proof: Because A is consistent, according to Definition 3, we have: 

 Rcd(a1, ap)+D(ap+1, ai)  fd(A)-S(a1)   

In addition, according to the build-time consistency of the temporal dependency 
between fixed-date constraints, we have: 

 D(ai+1, aj)  fd(B)-fd(A)   

If we add  and  together, we have: Rcd(a1, ap)+D(ap+1, ai)+ D(ai+1, aj)  fd(A)-
S(a1)+fd(B)-fd(A), namely, Rcd(a1, ap)+D(ap+1, aj)  fd(B)-S(a1). According to Defini-
tion 3, the fixed-date temporal constraint B at aj is consistent. So, Theorem 2 holds.   

Accordingly, regarding the temporal verification in Figure 2, we have: 

Theorem 3. In Figure 2, given the build-time consistency of the temporal dependency 
between fixed-date constraints, when the execution of a grid workflow instance 
reaches a checkpoint at activity ap, if a fixed-date constraint at an activity after ap is 
consistent, any fixed-date constraint after this consistent fixed-date constraint must 
also be consistent. 

Proof: Suppose each of ajk and ajl has a fixed-date constraint (jl>jk>p) and at check-
point ap, the fixed-date constraint at ajk is consistent. Now, we prove that the fixed-
date constraint at ajl must be consistent. Because the fixed-date constraint at ajk is 
consistent, according to Definition 3, we have:  

 Rcd(a1, ap)+D(ap+1, ajk)  fd(ajk)-S(a1)   

At the same time, according to the build-time consistency of the temporal depend-
ency between fixed-date temporal constraints at ajk and ajl, we have:  

 D(ajk+1, ajl)  fd(ajl)-fd(ajk)    
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In fact, if we add  and , we have: Rcd(a1, ap)+D(ap+1, ajk)+D(ajk+1, ajl)  
fd(ajk)-S(a1)+fd(ajl)-fd(ajk)=fd(ajl)-S(a1), i.e. Rcd(a1, ap)+D(ap+1, ajl)  fd(ajl)-S(a1). 
According to Definition 3, the fixed-date constraint at ajl is consistent. So, Theorem 3 
holds. 

According to Theorems 2 and 3, when we conduct the temporal verification for 
fixed-date constraints in Figure 1 and Figure 2 at a checkpoint, starting from the first 
fixed-date constraint after it, we conduct the verification computation one after an-
other until we meet a consistent fixed-date constraint or finish all fixed-date constraint 
verification. Suppose we now reach the fixed-date constraint at ajk and the checkpoint 
is at ap (p<jk). We compute Rcd(a1, ap) and D(ap+1, ajk), and add them together to 
derive a sum. Then, we compare the sum with the difference between fd(ajk) and 
S(a1). If the sum is less than or equal to the difference, the fixed-date constraint at ajk 
is consistent and according to Theorem 2, we need not conduct further verification 
computation for any fixed-date constraint after ajk. This will save some verification 
computations and improve the efficiency of the temporal verification. If the sum is 
more than the difference, the fixed-date constraint at ajk is violated and we still need 
to verify the next one. 

Based on the above discussion, we can further derive Algorithm 2 for run-time 
verification. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Algorithm 2. Temporal verification algorithm at a checkpoint at the execution stage for fixed-
date constraints 

6   Comparison and Evaluation 

Comparing with the previous relevant verification work, in our paper, the clear differ-
ences are that we have analysed the dependency between fixed-date constraints and 

symbol definitions: 
      ArrayDE: an array of all fixed-date constraints after checkpoint ap; 
end definitions 
Algorithm 2: temporal verification at checkpoint ap at the execution stage for 

fixed-date constraints after ap whose dependency is like the situa-
tion in Figure 2   

Input:  ArrayDE, E(ap), S(a1), maximum durations of all activities;  
Output: consistent or inconsistent report for fixed-date constraints; 
while (not end of ArrayDE) do 
            Pop up the current fixed-date constraint from ArrayDE, say at activity an; 
            Rcd(a1, ap) = E(ap)- S(a1);  Compute D(ap+1, an); 
            if ( (D(ap+1, an)+ Rcd(a1, ap) )> (fd(an) - S(a1)) ) then 
                 Output ‘fixed-date constraint at an is inconsistent’ 
            else 
                 Output ‘fixed-date constraint at an is consistent and consequently, other 

fixed-date constraints after ap are also consistent’;  exit; 
            end if 
end while 
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its impact on the temporal verification of them in depth. The discussion in Sections 3 
and 4 has shown its impact on the effectiveness of the temporal verification. We can 
see that, regardless of the temporal dependency, some temporal verifications are not 
effective as we need to re-verify them later.  Section 5 has further illustrated its im-
pact on the efficiency of the temporal verification. In addition, in Sections 4 and 5, 
based on the temporal dependency, we have derived some new methods and algo-
rithms for more effective and efficient temporal verification. For the temporal verifi-
cation effectiveness, we can see its improvement clearly from the discussion in Sec-
tions 3 and 4.  

To better understand the improvement on the temporal verification efficiency, we 
give the quantitative analyses detailed below. We take the situation in Figure 2 as an 
example to demonstrate the efficiency improvement because Figure 2 is more repre-
sentative than Figure 1. In Figure 2, suppose there is a checkpoint, ap, between a1 and 
aj1, and there are N fixed-date temporal constraints. When we conduct the temporal 
verification, the main computation is focused on the sum of the maximum durations 
between two activities. Therefore, we take each computation for addition as a compu-
tation unit. And we compare the number of the computation units based on the tempo-
ral dependency, i.e. with the temporal dependency, with that neglecting the temporal 
dependency, i.e. without the temporal dependency. We denote these two numbers as 
fdwith and fdwithout respectively. Because in real-world grid workflow environments, 
normally there are lots of grid workflow instances, we discuss the values of fdwith and 
fdwithout in a statistical way. Suppose there are M inconsistent fixed-date constraints in 
Figure 2, according to Definition 3, Theorems 2 and 3, for the verification of the 
fixed-date constraint FDk at ajk, we can deduce that the number of the computation 
units is jk-p. Therefore, we can derive the following three computing formulas:  

 ∑
+

=

−=
1

1

)(
M

k
with pjkfd  where 0 M N-1   

                                    ∑
=

−=
M

k
with pjkfd

1

)(  where M=N                

                                    ∑
=

−=
N

k
without pjkfd

1

)(                                   

Intuitively, fdwith is less than or equal to fdwithout because M  . Now, we further ana-
lyse to what extent fdwith is less than fdwithout with the inconsistent fixed-date constraint 
number M changing. For simplicity, we assume the distance between any two adja-
cent fixed-date constraints in Figure 2 is the same, denoted as Q. Then, based on , 

 and , we can derive:    

                      )1)(1(2
)1( pjMQfd MM

with −++= +  where 0 M  
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with −+= −  where M=N                 

                      )1(2
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We take a set of values to see how they perform. Suppose Q=3, j1-p=4, N=10. The 
choice of these values does not affect our analyses because what we want is to see the 
trend of how fdwith is less than fdwithout with the inconsistent fixed-date constraint num-
ber M changing. Based on these values, with M changing, we list the corresponding 
fdwith and fdwithout in Table 1. 

Table 1. Computation unit number change of fixed-date constraint verification by inconsistent 
fixed-date constraint number M 

M 0 1 2 3 4 5 6 7 8 9 10 
fdwith 4 11 21 34 50 69 91 116 144 175 175 
fdwithout 175 175 175 175 175 175 175 175 175 175 175 

From the above computing formulas and Table 1, we can see the following points: 

If M=0, that is to say, all fixed-date constraints are consistent, then fdwith is the 
smallest. In fact, in this case, based on Algorithm 2, we only need to conduct the 
temporal verification for the first fixed-date constraint. This is the best case and 
fdwith is much less than fdwithout, i.e. 4 vs 175. If M=N, fdwith is equal to fdwithout, i.e. 
175 vs 175. If M=N-1, because the Mth fixed-date constraint is not consistent, we 
still need to verify the next one, namely the Nth fixed-date constraint. Therefore, 
fdwith is still equal to fdwithout, i.e. 175 vs 175. These two cases are worst ones be-
cause all N or N-1 fixed-date constraints are inconsistent. For all other M, fdwith is 
less than fdwithout, as indicated in Table 1 clearly. 
With M decreasing, fdwith is decreasing. This means that based on the temporal 
dependency, the more consistent fixed-date constraints, the less the amount of the 
verification computation. In contrast, no matter how M is changing, fdwithout is al-
ways the same. This means that, if we neglect the temporal dependency, no matter 
how we improve the activity execution for more consistent fixed-date constraints, 
we always conduct the same amount of the verification computation.  

In conclusion, only under the worst cases where all N or N-1 fixed-date constraints are 
violated, the amount of the fixed-date constraint verification computation based on 
the temporal dependency is equal to that neglecting the temporal dependency. In all 
other cases, based on the temporal dependency, we can conduct more efficient tempo-
ral verification. In real-world grid workflow system environments, normally, the 
above two worst cases seldom happen. Otherwise, the corresponding grid workflow 
specifications or grid workflow execution environments would be difficult to use and 
need to be improved. More importantly, if based on the temporal dependency, when 
we improve the activity execution by grid services and the grid workflow specifica-
tions in terms of the execution time and allowed maximum durations, we can improve 
the temporal verification efficiency significantly. However, if we neglect the temporal 
dependency, it does not make any difference.  

The proposed concepts, principles and new verification methods and algorithms 
can be regarded as a refinement of the grid workflow temporal verification. Firstly, at 
the build-time stage, besides the temporal verification for all fixed-date temporal 
constraints, we still need to verify the dependency between them. Secondly, at the 
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execution stage, we use these new verification methods and algorithms based on the 
temporal dependency to verify fixed-date constraints as described in this paper. 

7   Conclusions and Future Work 

In this paper, the temporal dependency between fixed-date constraints in grid work-
flow systems is explored and its impact on the temporal verification is analysed. Fur-
thermore, based on the temporal dependency, some new verification methods and 
algorithms are presented. The comparison and evaluation show that based on the 
temporal dependency, with these new methods and algorithms, we can conduct more 
effective and efficient temporal verification for fixed-date constraints. All these dis-
cussions, relevant concepts, principles and new verification methods and algorithms 
further reinforce the grid workflow time management.   
     With these contributions, we can further consider some problems such as temporal 
adjustment methods when a fixed-date constraint is violated, the predictive mecha-
nisms by which we can predict future possible violations. 
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Abstract. A crucial issue for the efficient deployment of distributed applica-
tions on the grid is that of scheduling. In this paper, a modified cost-based 
online scheduling algorithm is presented for computational grids with theoreti-
cal guarantee. Firstly, a scheduling framework is described, where the grid en-
vironment is characterized, and the online job model is defined. Secondly, the 
modified cost-based online scheduling algorithm is presented where costs of re-
sources are exponential functions of their loads. Finally, we test the algorithm 
in the grid simulation environment, and compare the performance of the pre-
sented algorithm with the greedy algorithm. 

1   Introduction 

Advances in networking technology and computational infrastructure make it possible 
to construct large-scale high-performance distributed computing environments, or 
computational grids [1]. There are a number of projects that deal with a variety of 
problems in a grid environment such as resource specification, information service, 
resource allocation and security issue, etc. However, A crucial issue for the efficient 
deployment of distributed applications on the grid is that of scheduling [2]. 

In this paper, we focus on the online scheduling issue in the grid context, and pre-
sent a modified cost-based scheduling algorithm for grid computing with experiments, 
which predecessor is described in [3] and theoretical guarantee was analyzed there. 
We borrow ideas from the economics concept for converting the total usage of het-
erogeneous resources into a homogeneous cost, although there are many methods for 
determining the price of resources in the grid [4]. For testing scheduling algorithms in 
grid environments, we build the simulator based on SimGrid Toolkit [5]. 

2   Assumption and Problem Statement 

In Fig.1, a grid system consists of resource domains that are individual and autono-
mous administrative domains, which usually are in the range of Local Area Network 
(LAN). It is the metascheduler that receives requirements of users in the grid envi-
ronment and assigns users’ jobs to geographically distributed resource domains, and 
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the metascheduler is connected to resource domains by Wide Area Network (WAN). 
One data repository is available at the metascheduler and input data needed by users’ 
jobs are stored in the data repository in advance. 

 

Fig. 1. Topology of the computational grid 

It is assumed that the computational grid consists of m resource domains that are 
geographically distributed. Resource domain rdi and the metascheduler are connected 
with bandwidth rb(rdi). Compared to communication overhead of transferring job ap-
plications and input data from the metascheduler to resource domains in WAN, com-
munication overhead inside a resource domain is ignored. Host rdij in resource do-
main rdi has a CPU resource of speed rc(rdij), and for simplicity it is assumed that 
each resource domain has n computational hosts. All other resources associated with 
the host will be abstracted out, although the framework can be extended to handle ad-
ditional resources such as memory. 

The unrelated machines model [6] is chosen for studying the scheduling algorithm, 
because there are many different factors that will influence the effective load of hosts 
and the execution time of jobs in the grid context. That is, the load of a given host 
added by a given job is known, but the load doesn’t need to have any relationship to 
the load the job would add to other hosts. 

In this paper, jobs arrive online and each job has to be immediately assigned to one 
of hosts in the computational grid, i.e. online scheduling. We adopt jobs arrive over 
time [6] as our online paradigm, i.e., the attribute of a job is known when it arrives, 
and we define each job jbk by following parameters: 

 The number of CPU cycles required by the job, nc(jbk). 
 The communication amount it requires, nb(jbk). In the following, nb(jbk) denotes the 

size of input data needed by job jbk for that usually the size of a job application can 
be ignored compared to the size of input data required by the job. 

It is assumed that nc(jbk) and nb(jbk) are known upon job’s arrival with the lack of 
knowledge of jobs arriving in the future. After assigned to a host in the computational 
grid immediately when it arrives, a job will not be reassigned to other hosts later. The 
input data required by a job should be transferred to the corresponding assigned host 
before the execution of the job. 

We adopt a classic performance metric: makespan, which is the length of the 
schedule, or equivalently the time when the first job starts running subtracted from the 
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time when the last job is completed. The scheduling goal is to minimize the makespan 
of a given job sequence. 

3   Algorithm and Experiments 

In this paper, we just borrow ideas from the economics concept for converting the to-
tal usage of different kinds of resources, such as CPU and bandwidth, into a homoge-
neous cost. The cost of a resource is an exponential function of the load assigned on 
the resource since the first job arrives in the sequence of jobs. 

S(rdi, jbk) denotes the set of jobs assigned in resource domain rdi after job jbk has 
been assigned on the computational grid, and S(rdij, jbk) denotes the set of jobs as-
signed in host rdij after job jbk has been assigned on the computational grid. Then they 
satisfy the following relation: 

),(),(
1

kij

n

j
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=  (1) 

The load on a given resource equals its usage divided by its capacity. After job jbk 
was assigned, the load of the network connecting resource domain rdi and the me-
tascheduler is defined by: 
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After job jbk was assigned in the grid system, the CPU load of host rdij in resource 
domain rdi is defined by: 
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For simplicity we will abbreviate lb(rdi, jbk) as lb(i, k), and lc(rdij, jbk) as lc(i, j, k). 
In our early theoretical work [3], we assumed that for a given sequence of jobs the 

maximum load produced by the optimal offline algorithm is known in advance. In 
practice, usually for a given sequence of jobs the maximum load produced by the op-
timal offline algorithm is not known. The doubling approach can be adopted to ap-
proximate the maximum load produced by the optimal offline algorithm. Therefore, a 
positive parameter  is introduced, and utilized to normalize Δ= /xx  for load x, and 
the value of  is determined in the presented algorithm. 

The marginal cost of a job jbk assigned to host rdij in the grid is denoted by Cost(i, 
j, k), which consists of the marginal cost of network Costb(i, k) and the marginal cost 
of CPU Costc(i, j, k), and they are defined by: 

)1,,()(/)()1,,(
),,( −+− −= kjilrdrjbnkjil

c
cijckcckjiCost αα  (4) 

)1,()(/)()1,(),( −+− −= kilrdrjbnkil
b

bibkbbkiCost ββ  (5) 



 A New Method for Online Scheduling in Computational Grid Environments 835 

 

),(),,(),,( kiCostkjiCostkjiCost bc +=  (6) 

where, ,  are a constant, and >1, >1. 
The modified cost-based online scheduling algorithm assigns a job on the host 

where its resource consumption has the minimum marginal cost according to equation 
(6). The algorithm is presented as Fig.2. 
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Fig. 2. The modified cost-based online scheduling algorithm 

Theorem 1. The modified cost-based online scheduling algorithm is O(log(n+1)m)-
competitive in the computational grid environment illustrated as Fig.1. 

Proof. It can be proved in the similar way as in paper [3]. 

Table 1. Parameters used in the experiment 

Grid Computing Environment 
m (the number of resource domains) 
n (the number of hosts in each resource do-
main) 
rc (the speed of CPU) (Mflop/s) 
Average CPU load 
Variant coefficient of CPU load 
rb (the bandwidth of network) (Mbit/s) 

9                                           fixed 
5                                           fixed 
 
[200,1800](interval=200)    uniform distribution 
0.2                                       fixed 
[0.2, 1.8]                             uniform distribution 
[0.25, 2.0]                           uniform distribution 

Job attributes 
Average interval of job arrivals (s) 
Total of jobs 
nc (the number of CPU cycles) (Mflop) 
nb (the size of input data) (M) 

2/4/6/8/10                            poisson arrivals 
600                                      fixed 
1000*[100, 300]                 uniform distribution 
6/12/18/24/30 

Scheduling parameters 
 (coefficient in the cost function) 
 (coefficient in the cost function) 

Simulation runs for each scenario 

1.9 
1.9 
500 
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To run the experiments, we developed a simulator based on the SimGrid toolkit 
[5]. The parameters chosen in the simulation experiment are listed as Table 1. Each 
experimental result is the average of values produced by 500 runs of simulation. 

For testing the performance of the modified cost-based online algorithm, we will 
compare this presented algorithm with the existing greedy algorithm, and analyze 
some parameters’ influence on its performance with experiments. 

Greedy algorithm is an effective online scheduling algorithm. In this paper, greedy 
algorithm can be correspondingly considered as follows: for each arrival job, the me-
tascheduler immediately assigns the job to the host with the minimum sum of the cur-
rent load of CPU and the current load of network connecting the metascheduler and 
the resource domain it located in. 

In Fig.3 (a), the size of input data is 6M. As the average interval of job arrivals 
increases from 2 to 10 seconds, the makespan of two algorithms increases 
correspondingly. 

Fig.3 (a) shows that the modified cost-base algorithm can attain less makespan 
than the greedy algorithm, and indicates that the modified cost-based algorithm can 
obtain better performance than the greedy algorithm. This result can be explained 
from two aspects. Firstly, the greedy algorithm determines the candidate host just ac-
cording to the current load, and does not consider the CPU speed of the host and the 
bandwidth of the network link through which the input data will be transferred, so 
performance estimation of the greedy algorithm will lead to less accurate than the 
modified cost-based algorithm which has taken these factors into account. Secondly, 
the marginal cost in the modified cost-based algorithm is an exponential function of 
resource load, which also benefits to determine the optimal candidate host. The merit 
of exponential function is that for assigning a job to the system, not only increase in 
resource load created by the new job but also the current resource load have influence 
on the marginal cost of the new job. 
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Fig. 3. Experimental results. (a) Makespan vs. the average interval of job arrivals, (b) 
Makespan vs. the size of input data 

In Fig. 3(b), the average interval of job arrivals is 6 seconds. We compare the two 
algorithms with the size of input data varying, and makespans of the two algorithms 
are increasing as the amount of job’s input data increases. And it shows that the 
makespan of the modified cost-based algorithm is less than the makespan of the 
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greedy algorithm. It can also be explained as that the modified cost-based algorithm 
considers more effective factors for performance estimation and exponential function 
benefits to determine the optimal candidate host. 

4   Conclusions 

In this paper, a modified method for determining the cost of resources is presented 
with theoretical guarantee, which is an exponential function of the load. We imple-
ment the algorithm and test the performance of the algorithm in the simulation envi-
ronment, and experimental results indicate that the presented algorithm could obtain 
good performance in practice. So we conclude that the modified cost-based online 
scheduling algorithm is an effective algorithm for online scheduling in the computa-
tional grid environment with theoretical guarantee. 
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Abstract. In this paper, we study the influence of performance predic-
tion inaccuracy on task scheduling in grid environment from the context
of task selection and processor selection, which are two critical phases
in task scheduling. Formulas are established for the degree of mispre-
diction, the probability that the predicted values for the performance of
tasks and processors reveal different ordering characteristics from their
real values. The impacts of different parameters on the degree of mis-
prediction are also investigated extensively. Evaluation results show that
an underestimate of performance can result in greater influence on task
scheduling compared with an overestimate, while higher heterogeneity
results in smaller influence.

Keywords: grid computing, task scheduling, performance prediction,
task selection, processor selection.

1 Introduction

Grid computing[1] is becoming increasingly popular recently. Task scheduling,
the problem of scheduling tasks to processors so that all the tasks can finish their
execution in the minimal time, is a critical component for achieving high perfor-
mance in grid environment. Usually the scheduling process of a task scheduling
algorithm involves two phases: task selection and processor selection. In task
selection phase, the tasks are sorted in a list according to some criterion related
with the workloads of the tasks; while in processor selection phase, the first task
in the list is allocated to a processor based on another criterion typically re-
lated with the speeds of the processors. Therefore, the prediction for the task
workloads and processor speeds is critical for achieving satisfying performance
in grid task scheduling system. Usually such prediction are executed by some
performance prediction tools such as NWS[2].
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Existing scheduling algorithms typically assumed that the task scheduler has
perfect knowledge about the performance of both tasks and processors. However,
although nowadays the performance prediction tools can provide increasingly
accurate prediction, it is still impossible to achieve absolutely accurate prediction
since grid is a highly dynamic environment[1]. Therefore the performance of
task scheduling algorithms will be influenced by such inaccurate prediction, and
different task scheduling algorithms reveal different degrees of sensitivity to the
inaccurate prediction. In this paper, we would focus on the study of the influence
of performance prediction inaccuracy on task scheduling from the perspectives
of task selection and processor selection in grid environment.

The remainder of this paper is organized as follows: in next section, we analyze
the influence of prediction inaccuracy on task scheduling, introduce the concept
of degree of misprediction, and establish related formulas. The impact of the
parameters in the formulas for the degree of misprediction is evaluated in section
3. Finally, the paper is concluded in section 4.

2 Analysis of the Influence of Prediction Error on Task
Scheduling

2.1 Task Selection

Grid computing is a highly heterogeneous and dynamic environment. Task
scheduling problem in such a heterogeneous and dynamic environment is much
more difficult than that in homogeneous system. Furthermore, since it is impossi-
ble to obtain absolutely accurate prediction for the workloads of tasks because of
the dynamicity, the actual workloads of tasks will be different from the predicted
values, and this will influence the performance of task scheduling algorithms. For
example, if the actual workload of task Ti is less than that of task Tj , while be-
cause of prediction error, the predicted value of Ti is more than that of Tj , then
we will make wrong scheduling decision if we schedule the tasks based on their
workloads.

In this paper we focus on the study of a grid application which is composed of
a set of independent tasks. The actual workloads of these tasks are independent
identical distribution(i.i.d.) random variables. In grid scheduling system when
performance prediction tools are used to predict the performance of the tasks,
the predicted errors usually lie in an interval of the actual workloads according
to some probability distribution.

Suppose T1 and T2 are two tasks in a grid application and their actual work-
loads are denoted by positive numbers x1 and x2 respectively. The prediction
errors of T1 and T2, y1 and y2, are independent random variables and follow
some probability distribution in the ranges of [-ax1, bx1] and [-ax2, bx2], where
the possible value fields of a and b are [0,1) and [0,∞) respectively. The proba-
bility density function of prediction error is denoted by g(y). For the predicted
workloads of T1 and T2, denoted by z1 and z2, we have the following equations:

z1 = x1 + y1 ; z2 = x2 + y2 . (1)
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Usually the task scheduling algorithms schedule tasks based on their pre-
dicted workloads, for example, schedule the task with the largest workload first
or with the smallest workload first, so the prediction inaccuracy has remarkable
influence on the performance of scheduling algorithms when the actual workload
of T1 is smaller than that of T2 while because of the prediction errors, the pre-
dicted value of T1 is greater than that of T2. We call such situation misprediction.
Because different performance prediction tools have different degrees of predic-
tion inaccuracy, they can arouse different degrees of misprediction. Therefore,
what we are interested in is the probability of the misprediction to happen, i.e.,
P (z1 > z2|x1 < x2), which is called degree of misprediction for two tasks here.

The above probability can be converted into:

P (z1 > z2|x1 < x2) = P (y1 > y2 + x2 − x1|x1 < x2) (2)

where y1 ∈ [−ax1, bx1], and y2 ∈ [−ax2, bx2].
In the coordinate system of y1 and y2, the inequality y1 > y2 + x2 - x1 is the

area above the line L: y1 = y2 + x2 - x1, and the probability of P(y1 > y2 + x2
- x1|x1 < x2) can be expressed by the area of the overlapping region between L
and the rectangle surrounded by the lines y1 = -ax1, y1 = bx1, y2 = -ax2 and
y2 = bx2 in the y1, y2 coordinate system.

About the overlapping region, we have the following conclusion:

There are only two cases for the overlapping between L and the
rectangle: they either don’t overlap or overlap in a triangle region.

Proof. Case(1): This case is shown in figure 1. The line which is parallel to L
and passes the point (bx1,-ax2) is y1 = y2 + ax2 + bx1. If L is above this line,
then we can see intuitionally that there is no overlapping between L and the
rectangle. That is to say, if x2 - x1 ≥ ax2 + bx1, i.e., if (1-a)x2 ≥ (1+b)x1,
the probability P(y1 > y2 + x2 - x1|x1 < x2) equals to 0. It can be expressed
mathematically as:

P (y1 > y2 + x2 − x1|x1 < x2) = 0 if (1− a)x2 ≥ (1 + b)x1, x2 > x1.

Case(2): If L is under the line y1 = y2 + ax2 + bx1, then it will overlap with the
rectangle. The probability for the misprediction to happen equals to the area

y2=-ax2

y2

y1

y2=bx2

y1=bx1

y1=-ax1

y1=y2+x2-x1

(-ax1,-ax2) (-ax1,bx2)

(bx1,bx2)(bx1,-ax2)

y1=y2+ax2+bx1

(1-a)x1 (1+b)x1

(1-a)x2 (1+b)x2

z

(a) (b)

z1

z2

Fig. 1. The case when there is no misperception. (a)the value fields of predicted work-
loads which don’t overlap; (b)the situation of the degree of misperception
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Fig. 2. The case when misperception happens. (a)the value fields of the predicted
workloads which overlap; (b)the situation of the degree of misperception

of the overlapping region. The line which is parallel to L and passes the point
(-ax1,-ax2) is: y1 = y2 + a(x2 - x1). Since 0 ≤ a < 1, a(x2 - x1) < x2 - x1. So L
must be above the line y1 = y2 + a(x2 - x1) in any way. From figure 2 we can
see that the overlapping region can only be a triangle.

So the proof is completed.

In the case L and the rectangle overlaps in a triangle, the area of the overlap-
ping region, i.e., the probability P(y1 > y2 + x2 - x1|x1 < x2), can be expressed
by the double integral of the probability density functions g(y1) and g(y2). So
we have the following equation:

P (y1 > y2 + x2 − x1|y1 < y2) =
∫ (1+b)x1−x2

−ax2

∫ bx1

y2+x2−x1

g(y1)g(y2)dy1dy2

if(1− a)x2 < (1 + b)x1.

If the probability density function of the actual workload of a task in the grid
application is f(x) and the value field of the actual workload x is [xl,xu], then
the degree of misprediction for the grid application, which is denoted by DM, is
defined as the average of the degree of misprediction between any two tasks in
the application. In virtue of the equation for the degree of misprediction between
two tasks as shown before, DM can be expressed as:

DM =
∫ xu

xl

∫ 1+b
1−a x1

xl

∫ (1+b)x1−x2

−ax2

∫ bx1

y2+x2−x1

f(x1)f(x2)g(y1)g(y2)dy1dy2dx2dx1

This result is independent with the specific function for f(x) and g(y).

2.2 Processor Selection

In processor selection phase, usually a task scheduling algorithm selects a pro-
cessor according to the predicted computational speed of the processors, for
example, select a fastest processor or a slowest processor, while because grid is a
highly dynamic environment, the performance prediction tools usually can not
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provide entirely accurate prediction for the processor speeds, and such prediction
inaccuracy will affect the performance of the task scheduling algorithm.

Suppose there are m heterogeneous processors in the grid system. The actual
computational speed of processor Pi(1≤ i ≤m) is denoted by si. The predic-
tion error of si, which is denoted as ti, typically lies in a range of si following
some probability distribution. The prediction errors of different processors are
independent random variables. Let si and sj be the actual speeds of proces-
sor Pi and Pj respectively. The prediction errors for them are ti and tj . ti and
tj are independent random variables. The value fields of ti and tj are respec-
tively [-asi,bsi] and [-asj ,bsj ] with the probability density function h(t), where
0 ≤ a < 1, b ≥ 0(a and b here are different from that in the above subsec-
tion). The predicted speeds of Pi and Pj are wi and wj . We have the following
equations:

wi = si + ti; wj = sj + tj . (3)

The degree of misprediction for two processors is defined as the probability
of the event that the actual computational speed si is smaller than sj , while
because of prediction errors, the predicted speed wi is greater than wj , that is,
the probability P(wi > wj |si < sj). This can be further transformed to:

P (wi > wj |si < sj) = P (ti > tj + sj − si|si < sj). (4)

Following a similar way as that in task selection, we can derive the equation
for processor selection:

P (ti > tj + sj − si|si < sj) =

{
0 if(1− a)sj ≥ (1 + b)si∫ (1+b)si−sj

−asj

∫ bsi

tj+sj−si
h(ti)h(tj)dtidtj else

The degree of misprediction for the scheduling of a task in a grid system with
m processors, which is denoted by DMP , is defined as the average of the degree
of misprediction between any two processors. In virtue of the equation for the
degree of misprediction between two processors as shown before, DMP can be
expressed as:

DMP =
1

C2
m

m−1∑
i=1

m∑
j=i+1

P (ti > tj + sj − si|si < sj). (5)

3 Study of Evaluation Results

We present the results from our evaluations which assess the impact of the
parameters in formula (5), the influence of prediction inaccuracy on processor
selection. The results are shown in figures 3(a)-(f), where the horizontal axis in
every figure is the combination of the values of a and b, and the vertical axis is
DMp, the degree of misprediction for processor selection.
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Fig. 3. Influence of parameters a,b and processor heterogeneity on the degree of mis-
prediction. (a),(c),(e): low heterogeneity, (b),(d),(f): high heterogeneity

The parameters in formula (5) are a, b, m, si(1 ≤ i ≤ m) and h(t). Uniform
distribution for the prediction error of processor execution speed is assumed,
that is, the probability density function of h(t) is assumed to be

h(t) =
1

(a + b)s
,

while s is the actual execution speed of a processor. We also assume that there are
6 processors in the grid computing system(m=6) and the actual execution time
of the first processor is s1=500. To evaluate the impact of the grid heterogeneity
on the degree of misprediction, two groups of estimations are conducted: in figure
3(a), (c) and (e) the actual execution times of the processors increase successively
by the increment of 5(si+1 - si = 5, 1 ≤ i ≤ m-1), while in figure 3(b), (d) and
(f) the increment is assumed to be 250(si+1 - si = 250, 1 ≤ i ≤ m-1).

From the comparison of the graphs on the left with that on the right, we
can see that, the degree of misprediction decreases as the heterogeneity of grid
computing system increases. In figure 3(a) and (b) the range of (a,b) shifts grad-
ually from (0.1,0.9) to (0.9,0.1), that is, the prediction error shifts gradually
from overestimate to underestimate. From figure 3(a) and (b) we can see that
the degree of misprediction increases as the prediction inaccuracy changes from
overestimate to underestimate, moreover, such increase is fleet in highly hetero-
geneous grid system, while in grid system with low heterogeneityp, the degree of
misprediction increases slowly with the shift of (a,b). In figure 3(c) and (d), the
predicted error shifts from [-0.1si,1.9si] to [-0.9si,1.1si]. Comparing figure 3(c)
with (a) and (d) with (b), we can see that the degree of prediction increases as
the range of prediction error increases, and higher heterogeneity results in faster
increase. In figure 3(e) and (f), (a,b) increases from (0.1,0.1) to (0.9,0.9), while
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the average prediction error remains constantly to be 0. In figure 3(e) and (f),
the degree of misprediction increases as the range of prediction error increases.

Although we only present the results for the case of resource selection here,
it is expected that the task selection phase can reveal similar results.

4 Conclusion

The prediction inaccuracy for the performance of tasks and processors usually
exists so that influences the performance of task scheduling algorithms in grid
computing. This paper studies such influence from the perspective of task selec-
tion and processor selection. Evaluation results show that an underestimate of
performance can result in greater influence on task scheduling compared with an
overestimate, while higher heterogeneity results in smaller influence. We hope
our results can provide some references for task scheduling in grid environment.
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Abstract. Grid computing represents the fundamental computing shift from a 
localized resource computing model to a fully-distributed virtual organization 
with shared resources. Accounting is one of the main obstacles to widespread 
adoption of the Grid. Accounting has until recently, been a sparsely-addressed 
problem, particularly in practice. In this paper, we design and implement the 
accounting information gathering system. Implemented system is based on 
OGSA, following GSAX framework of RUS-WG in GGF. To provide end-to-
end user identity of accounting information, we use a Grid access control sys-
tem, called PGAM. And the schema of accounting information is following Us-
age Record Fields of UR-WG in GGF. Also, the accounting information moni-
toring tool for system management in the Grid environment is implemented. 

1   Introduction 

Grid computing represents the fundamental computing shift from a localized resource 
computing model to a fully-distributed virtual organization with shared resources 
[1][2][3]. With the Grid, companies achieve a cost efficient and effective mechanism 
for building and deploying applications across a wide spectrum of devices. 

Several commercial obstacles, most notably security and accounting, have im-
peded the widespread adoption of the Grid. Several projects around security and 
authentication have begun both within and outside the Grid community, enabling 
companies to confidently use Grid services. Accounting for these services has until 
recently, been a sparsely-addressed problem, particularly in practice. The Grid com-
munity has yet to produce either framework or, better still, an implementation of 
Grid accounting [4][5]. 

We design and implement the accounting information gathering system. Imple-
mented system is based on OGSA (Open Grid Service Architecture) [2], following 
GSAX (Grid Service Accounting Extension) framework [4] of RUS-WG (Resource 
Usage Service) in GGF. 

To provide end-to-end user identity of accounting information on each resource, 
we use a Grid access control system, called PGAM [6]. PGAM uses globus toolkit. 
PGAM tries to support site autonomy, a factor which encourages a site to get into the 
Grid environment, and provides template account mechanism. 
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And the schema of accounting information is followed Usage Record Fields of 
UR-WG (Usage Record) in GGF. The system comprises of several modules which 
work independently from each other. In addition, the accounting information monitor-
ing tool for the system management in the Grid environment is implemented. 

2   Related Works 

The area of Grid accounting has also been investigated by others [4][7]. Some of 
these have provided guidance in outlining the accounting information gathering sys-
tem architecture. 

GSAX [4] is an extensible OGSA accounting and logging framework. It is de-
signed to provide a functionally modular accounting framework which can be ex-
panded by adding or changing components, to allow use of accounting at many levels 
of application and user understanding, to provide information at different levels of 
granularity (from real-time information to data on a per-job basis), to integrate QoS 
and service-level agreements into the accounting framework. This framework is not 
tied to Grid or OGSA and can easily be adapted to scale with the growth in account-
able web services. 

DGAS (DataGrid Accounting System) [7] model, developed by DataGrid Project, 
envisions a whole new economic Grid market, where supply and demand of Grid 
resources work in unison to strive towards equilibrium where all resources are fully 
utilized to the lowest possible price. But, DataGrid employs a centralized resource 
broker intercepting all job within the Grid. Such centralized solutions are not in 
agreement with the decentralized nature of the Grid. So, the system, designed in this 
paper, is follows GSAX framework. 

3   Design of Accounting Information Gathering System 

Designed and implemented system uses the globus toolkit as its middleware which is 
the most widely adopted grid middleware but is lack of end-to-end user identity. 

3.1   Identity in Globus Toolkit 

Globus toolkit comprises a set of components that implement basic services for re-
source management, information service, data management, grid security, etc. GRAM 
(Grid Resource Allocation Manager) is responsible for access to remote resources, co-
allocation of distributed resources, and processing of heterogeneity of resource man-
agement. The gatekeeper is an extremely simple component that responds to a request 
by doing three things: performing mutual authentication of user and resource, deter-
mining a local user name for the remote user, and starting a job manager which exe-
cutes as that local user and actually handles the request. 

Normally, when a request for access is received, the gatekeeper attempts to find the 
corresponding local username in the “grid-mapfile.” This file lists pairs of certificate  
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subjects (e.g., “/O=Grid/O=Globus/OU=chonbuk.ac.kr/CN=hdg”) and usernames 
(e.g., gw1). If no line is found for the current subject, access request is denied. 

“/O=Grid/O=Globus/OU=chonbuk.ac.kr/CN=hdg” gw1 
“/O=Grid/O=Globus/OU=chonbuk.ac.kr/CN=dgs” gw2 
“/O=Grid/O=Globus/OU=chonbuk.ac.kr/CN=kyun” gw2 
“/O=Grid/O=Globus/OU=chonbuk.ac.kr/CN=duan” gw3 

Fig. 1. An example of “grid-mapfile” 

In the original syntax of this file, several certificate subjects can be mapped to one 
local username. But, this mechanism cannot guarantee end-to-end user identity: who 
is the owner of local process or job. If the site administrator wants to trace the usage 
of local resource, he must deploy other special monitoring or tracing tool. Sharing of 
the same right to local files, directories and mails by multiple grid users can cause 
security problem, digging into privacy. 

To guarantee end-to-end user identity, we adopted PGAM. It uses only 1-to-1 map-
ping of certificate subject and local username. But 1-to-1 mapping can cause a heavy 
load on the site administrator and local system. So, PGAM implements template ac-
count mechanism [8] to reduce the burden of administrator and local system. 

When a grid user requests a right for access to local resource with his credential and 
personal information and job specification, new thread is created to process it. Each 
thread processes interaction from client, logs all the record during operation, enforce 
local resource management policies (e.g., pool of available local usernames, client host 
policy, stage policy, personal information policy, local resource’s status policy). 

 

Fig. 2. Function of PGAM 

3.2   Schema of Usage Record and Accounting Information Service 

Accounting in the grid environment is very different from that in the traditional  
computing environment, because the concept of the user is different from the local 
user and the format of accounting data of each system is different from each other. 
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Accounting information in the grid environment is produced by the grid user. The 
format of accounting data on linux is different from that on other operating system. 
We chose Usage Record format, proposed by UR-WG in GGF, as a common usage 
record format in the grid environment. 

Because of characteristics of the grid environment, most of grid programmers try 
to keep the autonomy of each site with minimum intrusion. Thus, the use of the output 
of the local accounting system is preferred. Designed accounting information service 
is independent from any other services or resources and to follow the GSAX. Each 
resource sends its accounting data to the accounting information service. To obtain his 
or her accounting information, user uses a service call following OGSA. 

3.3   Gathering Process Accounting Information 

Most of Unix operating systems provide utilities for monitoring process activities on 
each system. For the Linux, psacct package contains several utilities for monitoring 
process activities. The result of the process monitoring is saved into the file “pacct”. 
This file contains information sufficient for Minimum Set of Usage Record. 

 

Fig. 3. Architecture for gathering process accounting information 

Figure 3 shows the architecture for gathering process accounting information. If a 
machine is structured as a cluster, AI_Collector is located in the front node only and 
creates NodeController for each slave node. For each slave node, NodePacct is cre-
ated by the Monitoring Tool which may locate outside of this machine. NodePacct 
collects process accounting information from the file “pacct” and interacts with 
NodeController. Process accounting information in each NodeController is gathered 
by AI_Collector and sent to accounting information database in the Accounting In-
formation Service. Configuration file “grid-id.conf” contains the list of local user-
names that allocated to the grid user. Each NodePacct collects process accounting 
information which is produced by these users. 

We designed this architecture to be scalable. NodeController is created against 
each NodePacct in the slave node. So, if new slave node is added, NodeController is 
created automatically. That is, adding and controlling of slave node is very easy. 
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3.4   Gathering Accounting Information from Job Manager 

The system can collect accounting information produced by job manager. We applied 
to LoadLeveler, the job manager for IBM AIX machine. So, we use this accounting 
information of the machine to gather grid accounting information. Figure 4 shows the 
architecture for LoadLeveler. AI_Collector in Figure 4 is the same module in Figure 
3. AI_Collector initiates LoadL_Acct to collect accounting information. LoadL_Acct 
extract accounting information from the history file of LoadLeveler. Application to 
PBS (Portable Batch System) or other Job Manager is very easy to achieve by devel-
oping only the module, which plays the role for LoadLeveler. 

 

Fig. 4. Architecture for gathering accounting information produced by LoadLeveler 

4   Implementation 

We implemented this system in the following environments. For the portability of this 
system, Java is selected. We use MySQL for DBMS. 

Figure 5 shows an example of gathered process accounting information. We can 
see all the required information without the grid user identity. To find the grid user 
who creates these processes, utility for grid access control is needed. Also, we imple-
ment the monitoring tool for process accounting (Figure 6). With this tool, the admin-
istrator can manipulate NodePacct. This tool can be applied to job managers. 

 

Fig. 5. An example of gathered process accounting information 

5   Conclusion and Future Works 

In this paper, we design and implement the accounting information service. This ser-
vice can integrate the accounting information of process and from job manager. This 
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service follows the GSAX framework and the accounting information is formatted to 
follow Minimum Set of Usage Record. It is very easy to add or delete slave node. 
Because the architecture of the gathering system is layered, extension to other job 
manager or other kind of platform is very easy. Application to other Job Manager is 
very easy to achieve by developing only the module, which plays the role for 
LoadLeveler. But, for the future application, the native XML database would be used 
as DBMS. And more various kind of Job Manager would be considered. 

 

Fig. 6. Monitoring tool for process accounting service 
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Abstract. This study proposes a prediction model which functions by
estimating the bandwidth of the Internet over the time period used for
data transmission, that is the RTT (Round Trip Time) and PLR (Packet
Loss Rate), which are the most important factors to consider for trans-
mission rate control. The prediction model improves the number of valid
transmitted packets by predicting the one-step-ahead transmission rate
control factors. A method of prediction modeling was developed using
a neural network, which makes it possible to model a nonlinear system
and the LMBP algorithm was used to training the neural networks. RTT
and PLR data was collected by the TFRC transmission method, which
is a kind of adaptive transmission control based on UDP, and used as
the training data for the neural network prediction model. Through the
training of the neural network, the prediction model can predict the RTT
and PLR after one step. It can also be seen that the error in the pre-
dicted values is small. This result shows that the congestion situation
of the Internet can be predicted by the proposed prediction model. In
addition, it shows that it is possible to implement a mechanism, which
allows for a substantial amount of data to be transmitted, while actively
coping with a congestion situation.

1 Introduction

Most Internet traffic utilizes protocols based on TCP, such as HTTP (Hypertext
Transfer Protocol), SMTP (Simple Mail Transfer Protocol), FTP (File Trans-
fer Protocol) and various other protocols [1][2]. However, with the increasing
demand for real-time audio/video streaming applications such as IP telephony,
audio players using the Internet and VOD, UDP based transmission is becoming
an important factor in Internet traffic. Generally, real-time applications don’t use
TCP [3], which is based on a complex retransmission algorithm, but rather the
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simpler UDP [3] algorithm, which doesn’t take congestion control into consid-
eration. If congestion occurs on a single link shared by TCP and UDP traffic,
TCP will react by reducing the transmission rate, in an attempt to solve the con-
gestion problem. However, under the same circumstances, UDP will aggravate
the congestion problem, due to its occupying almost all of the available band-
width, by maintaining its initial transmission rate. In addition to the congestion
problem, this will also lead to unfair use of the Internet.

In order to solve these problems, it is necessary to apply to non-TCP traffic
the same mechanism that is used for adjusting the transmission rate of TCP
traffic. This revised mechanism for non-TCP traffic should be designed to in-
clude the TCP-friendly property for the non-TCP applications. In addition, this
system should support the equal distribution of traffic. There are several TCP-
friendly algorithms which have been proposed to solve the problem of unequal
distribution [4][5][6]. These include the Rate Adaptation Protocol (RAP) [7] and
TCP Friendly Rate Control (TFRC) [8], and various other protocols.

One of the important properties of the TCP-friendly algorithm is that it
controls the transmission rate adaptively, by measuring the congestion situation
in the present Internet. However, this algorithm stresses only the question of
fairness with respect to TCP flow, but doesn’t consider QoS (Quality of Ser-
vice) which affects the quality of the transmitted images [9]. In addition, the
TCP-friendly algorithm controls the transmission rate using the round trip time
(RTT) and packet loss rate (PLR). This study presents a prediction model which
operates by estimating the bandwidth of the Internet corresponding to the esti-
mated time period of the future data transmission. The parameters used are the
RTT and PLR, which are the most important factors to consider, in order to be
able to transmit data with an improved data transmission rate, while actively
coping with problems of congestion. To accomplish this, the proposed method
controls the transmission rate based on the prediction values obtained using a
neural network.

The available methods which can be used for prediction modeling include the
decision tree, decision rule, neural network and others. This study uses a neu-
ral network that can model and implement an uncertain nonlinear system . A
multi-layer perceptron structure [10] that can extract the properties of nonlinear
input and output is used as the neural network model. In addition, Levenberg-
Marquardt Back-propagation (LMBP) [11] is used to resolve the problem of con-
vergence for the local minimum point that is a drawback of the Back-Propagation
algorithm [12][13].

In order to collect the data to be used for the modeling, two computers
equipped with the Linux operating system were installed at Seoul National Uni-
versity and Chonbuk National University, respectively, each performing packet
transmission by means of the TFRC algorithm. Moreover, IPERF, which is a
kind of traffic generator, was used to generate various situations of network con-
gestion. This paper is constructed as follows. Chapter 2 describes the TFRC
algorithm used in the transmission test; Chapter 3 presents the structure of the
neural network and LMBP training algorithm; Chapter 4 describes the results of
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the simulation for this study. Finally, in Chapter 5, we present our conclusions
and future study directions.

2 TFRC: TCP-Friendly Rate Control

Any method based on TCP-Friendly congestion control should calculate the
transmission rate based on a TCP model [14][15][16], in which the average trans-
mission rate over time can modeled by considering the operation of TCP in the
steady state. This depends on the operation of the TCP protocol, but can basi-
cally be expressed as Eq. (1).

R = f (PLR, RTT ) (1)

where R is the transmission rate, PLR is the packet loss rate, and RTT is the
round trip time.

Figure 1 presents the principle of operation of the TCP Reno model [17][18]
and shows an operation that reduces the size of the congestion window by half
when packet loss occurs.

Fig. 1. Operational mechanism of the TCP Reno model in the steady state

If we consider that the size of the congestion window is W and the packet size
is s, then the transmission rate before the loss of the packet can be expressed
by R = W×s

RTT . Then, the transmission rate after the loss of the packet is R =
0.5× W×s

RTT when the size of the window is reduced to W
2 . Therefore, the average

transmission rate for the whole series of four saw tooth cycles can be expressed
as R = 0.75× W×s

RTT . The loss rate, p, for a single saw tooth, as shown in Fig. 1,

is 1
p =

(
W
2

)2
+ 1

2

(
W
2

)2
and can be expressed as W ≈

√
8
3p . Therefore, finally,

the effective transmission rate, R (t), for time t can be represented in the form
of the approximate expression shown in Eq. (2) [19][20].

R (t) =
1.22× s

RTT (t)×
√

p (t)
(2)

In this paper, we collect data pertaining to the RTT and PLR through an ex-
periment involving the use of Eq. (2).
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3 Neural Network

3.1 Structure of the Neural Network

The structure of the neural network used in this study is the multi-layer per-
ceptron neural network and consists of an input layer, hidden layer and output
layer, as shown in Figure 2.

Fig. 2. Structure of the Multi-layer perceptron neural network

The output of the multi-layer perceptron, ŷ, is presented in Eq. (3) [21].

ŷi (t) = gi [ϕ, θ] Fi

⎡
⎣ nh∑

j=1

wi,jfj

(
nϕ∑
l=1

wj,lϕl + wj,0

)
+ Wi,0

⎤
⎦ (3)

where θ is a parameter vector that includes all of the adjustable parameters in the
neural network structure, and {wj,l, Wi,j} are weights and biases, respectively.
Typically, the bias is applied by means of equation 1. A set of training data
including the relationship between the output, ŷi, and the input, ϕl, are required
to define the weights. The process that defines the weights using this training
data is referred to as training.

The error function, E, that represents the error between the output of the
training data and the output of the neural network can be defined as in Eq. (4)

E =
1
2

k∑
n=1

(yn − on)2 (4)

where yn is the target value of the training data and on is the output of the
neural network.
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3.2 LM-BP Training Method

Training algorithms used for training neural networks can be classified into three
main categories, namely the Steepest Descent, Newton and Gauss-Newton meth-
ods [21]. Among these methods, the Steepest Descent method suffers from a
problem of convergence. On the other hand, the Newton method, which uses
the secondary derivative function, has excellent convergence but is computa-
tionally expensive. Therefore, the Gauss-Newton method is normally used for
actual neural network training.

The LM algorithms, which are based on the Gauss-Newton method, can
solve dynamically the problems presented by the Steepest Descent and Newton
methods. These algorithms operate in three stages. Firstly, the weight value is set
to a large value, and the Steepest Descent method is applied in the early stages
of training. This then provides the weight value for the Newton method, which is
applied when convergence has occurred to a certain extent, corresponding to the
state in which training is sufficiently advanced to produce a locally minimized
convergence. Finally, the algorithm converges rapidly to the optimal solution,
by reusing the Steepest Descent method.

That is, the weight value, w, can be obtained by means of training using Eq.
(5).

wi+1 = wi − (H + λI)−1∇F (wi) (5)

where

∇F (wi) =
∂F

∂wi
: gradient, wi is the ith weight value (6)

F =
N∑

k=0

e2
k is SSE(square-sum error),k is the k th sample (7)

H = ∇2F (w) is the Hessian matrix (8)

and λ can be controlled dynamically.
However, the LMBP algorithm adopts the Gauss-Newton method that ap-

proximates the value of H since the second derivative produces computational
problems. That is, the value of H used in the Newton method can be obtained
by means of Eq. (9).

H =
[
∇2F (w)

]
ij

=
∂2F (x)
∂wi∂wj

= 2
N∑

k=0

[
∂ek (w)

∂wi

∂ek (w)
∂wj

+ ek (w)
∂2ek (w)
∂wi∂wj

]
(9)

where the second term of Eq. (9) can be neglected, hence

[
∇2F (w)

]
ij
∼= 2

N∑
k=0

∂ek (w)
∂wi

∂ek (w)
∂wj

= 2JT (w) J (w) (10)

where Jki = ∂ek

∂wi
is a Jacobian matrix.



856 S.G. Yoo, K.T. Chong, and S.Y. Yi

By using this approximation, the necessity to use the second derivative can
be eliminated. ∇F (wi) presented in Eq. (10) is defined by

∇F (wi) = JT (wi) e (wi) (11)

Therefore, the modified LMBP algorithm can be expressed as Eq. (12).

wm+1 = wm −
[
JT (wm) J (wm) + λmI

]−1
JT (wm) e (wm) (12)

Eq. (12) is a weight parameter that is adjusted in the mth repeated process.

4 Modeling of a Prediction Neural Network

4.1 Data Collection

The experimental configuration used to collect the data used in the training
and verification processes is shown in Figure 3. The transmission processor
(tp), receiving-retransmission processor (rp), and RTT-PLR estimation proces-
sor (RTT-PLR ep) were implemented using a socket program written in the
ANSI C language. The transmission processor and RTT-PLR estimation pro-
cessor were installed on the server at Chonbuk National University, while the
receiving-retransmission processor was installed on the client at Seoul National
University.

Fig. 3. System used for the Experiment

The transmission processor can transmit packets using the TCP-Friendly
method, as mentioned in Chapter 2. The packet transmission test was conducted
using Eq. (2). The initial transmission speed is 100kb/s, and the whole packet
size is 625 bytes, of which 64 bytes are reserved for the probe header. The probe
header is attached to the header of the transmission packet, in order to estimate
the RTT and PLR. In addition, it has a storage area used to store numbers, so as
to keep track of the order in which the packets are transmitted from each proces-
sor and their transmission time [19]. When the transmission processor transmits
a packet to the receiving-retransmission processor, the receiving-retransmission
processor separates the probe header from the received packet, inserts the packet
number and current time into the probe header, and then retransmits it to the
RTT-PLR estimation processor.

In the case where traffic congestion occurs on the Internet, the values of RTT
and PLR are likely to fluctuate rapidly. Even though controlling the transmission
rate can help to reduce the amount of traffic problems by rapidly applying these
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Fig. 4. Results obtained for the training of the round trip time delay from the predic-
tion neural network model

suddenly changed values of RTT and PLR directly to the TFRC mechanism, the
quality of service of real-time applications will rapidly deteriorate. In order to
prevent this problem, the RTT and PLR of the TFRC algorithm should adhere
to the calculation method used by the RTT and PLR of the TCP algorithm. The
TCP protocol can change the estimated values of RTT and PLR naturally by
using a low-pass filter. The estimated values of RTT and PLR can be obtained
by using the moving average as described in Eq. (13).

RTT∗ = αRTT∗ + (1− α) newRTT , PLR∗ = αPLR∗ + (1− α) newPLR (13)

where α is a parameter that has a recommended value of 0.9, and newRTT
and newPLR are recently estimated values of RTT and PLR, respectively. The
moving average can be used to control the transmission rate, by reducing any
sudden changes in the values of the RTT and PLR when traffic problems occur.
In the transmission test, the RTT and PLR are estimated at every round (2
seconds), and the moving average RTT and moving average PLR are determined
using Eq. (13). In this paper, we train the RTT, PLR, moving average RTT and
moving average PLR, and verify the results of the prediction.

The packet transmission experiment was performed every 30 minutes for a
period of one week. The RTT and PLR were estimated every round or, in other
words, every 2 seconds.

4.2 Modeling

The amount of data collected for RTT and PLR through the experiment de-
scribed in this paper was about 150,000 for each item. 70% of the experimental
data was used in the training phase performed to measure the parameters, while
the other 30% was used in the verification phase, for the purpose of measuring
the performance of the neural network.

The prediction model was based on the multi-layer perceptron structure
shown in Figure 2, in which a multi-layer neural network was constructed con-
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Fig. 5. Verification of the round trip time delay obtained from the prediction neural
network model
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Fig. 6. Results of the training of the packet loss rate by the prediction neural network
model

sisting of 20 nodes for the input layer, 8 nodes for the hidden layer, and 1 node
for the output layer. In addition, LMBP was used for the training, as described
in Chapter 3 [12].

Figure 4 shows part of the results for the training of the round trip time delay.
Figure 5 presents the results of the verification phase, involving the application
of the remaining data to the neural network. The time period that shows an
increase of the values of RTT in the figure corresponds to that where the load
was controlled by the traffic generator. From the results of the training, it can
be seen that, in the case where a substantial load is applied to the network,
i.e. the period in which the value of RTT increases rapidly, the error is small.
Although some errors were observed in the results of the verification conducted
using data that wasn’t used in the training phase, it can be seen that the error
in the prediction values is generally quite small when a load is applied to the
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Fig. 7. Verification of the packet loss rate obtained from the prediction neural network
model
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Fig. 8. Results of the training of the moving average RTT by the prediction neural
network model

network. The mean square error of the prediction value is 0.34ms for the training
data and 1.004ms for the verification data, which represents a very small range
of error in proportion to the entire range of RTT.

Figures 6 and 7 show part of the results obtained from the training and
verification of the neural network for different packet loss rates. A small change
in the value of the packet loss rate has a large impact in the graph, because
the measured values are very small. However, it can be seen that the errors in
the prediction values are small when the network load is high. The mean square
errors of the results of the training and verification phases are 1.52 (%) and 3.82
(%), respectively.

Figures 8 and 9 show the results of the training and verification phases used
for the prediction of the moving average RTT using Eq. (13). It can be seen that
the improvement obtained from the training and prediction in the case of the
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Fig. 9. Verification of moving average RTT obtained from the prediction neural net-
work model

moving average RTT was better than that for the RTT shown in Figures 4 and
5, because the moving average RTT shows a smooth variation, as compared with
the RTT which shows a wider fluctuation. The performance of the prediction
system is confirmed by the results, which show that the mean square error is
0.680ms, and the verification error is 0.7502ms.
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Fig. 10. Results of the training of the moving average PLR by the prediction neural
network model

Figures 10 and 11 show the results of the training and verification for the
moving average PLR. It can be seen that the improvement in the moving av-
erage PLR obtained from the training and prediction is similar to that for the
PLR, which shows a rapid change. The mean square errors for the training and
prediction performance are 0.87 (%) and 0.9 (%), respectively.
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Fig. 11. Verification of moving average PLR obtained from the prediction neural net-
work model

5 Conclusion

In this paper, we designed a prediction model that can be used to predict the
most important parameters of the transmission rate control mechanism used for
data transmission through the Internet, in order to take into consideration the
available bandwidth. A method of prediction modeling was developed using a
neural network, which makes it possible to model a nonlinear system and the
LMBP algorithm was used to training the neural networks. RTT and PLR data
was collected by the TFRC transmission method, which is a kind of adaptive
transmission control based on UDP, and used as the training data for the neu-
ral network prediction model. Through the training of the neural network, the
prediction model can predict the RTT and PLR after one step is completed.
It can also be seen that the error in the predicted values is small. This result
shows that the congestion situation of the Internet can be predicted using the
proposed prediction model. In addition, it shows that it is possible to implement
a mechanism, which allows for a substantial amount of data to be transmitted,
while actively coping with a congestion situation. The complete verification of
the prediction algorithm will be the subject of a future work, which involves con-
figuring the system that controls the transmission rate of an actual multimedia
application using the neural network prediction model proposed in this study
and comparing its performance with that of the existing methods.
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Abstract. The main bottleneck for a VOD system is bandwidth of storage or 
network I/O due to the high bandwidth requirements and long-lived nature of 
digital video. Patching is one of the most efficient techniques to overcome  the 
bottleneck of the VOD system through the use of multicast scheme. In this pa-
per, we propose a new patching scheme, called P2P proxy patching, for improv-
ing the typical patching technique by jointly using the prefix caching and P2P 
proxy. In our proposed scheme, each client plays a role in a proxy to multicast a 
regular stream to other clients that request the same video stream. Due to the 
use of the P2P proxy and the prefix caching, the server bandwidth is required 
significantly less than that of the typical patching technique. In the performance 
study, we show that our patching scheme can reduce the server bandwidth re-
quirements compared with the existing patching techniques. 

1   Introduction 

Video-on-Demand (VOD) service is one of the most important technologies for many 
multimedia applications, such as home entertainment, digital video libraries, distance 
learning, electronic commerce, and so on. A typical VOD service allows that a num-
ber of remote clients playback a desired video from a large collection of videos stored 
in one or more video servers. The main bottleneck for a VOD service is the storage 
bandwidth of the VOD server and the network bandwidth connecting to the VOD 
server to the client due to the high bandwidth requirements and long-lived nature of 
digital video.  

Many previous researches have shown that VOD server can be greatly improved 
through the use of multicast or broadcast scheme. Patching is one of the most efficient 
techniques to capitalize on the benefits of multicast for VOD services [1], [9]. The 
patching is a dynamic multicast scheme for extending the capability of standard mul-
ticast to support true VOD services by joining new users to an existing multicast 
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stream. This technique allows requests to be served immediately without having to 
wait for next multicast by using additional channels to transmit a prefix stream to cli-
ents. However, the performances of the existing patching schemes, such as Grace 
Patching and Optimal Patching in [3], are restricted within the limited patching win-
dow size and the client buffer size. Recently peer-to-peer (P2P) media streaming 
schemes have been introduced in the several papers [6], [8]. An important advantage 
of P2P media streaming is to carry system scalability out with a large number clients' 
stream sharing. But since the behavior of clients is unpredictable in P2P network, 
failure recovery mechanism is required for the departure of clients.  

In this paper, we propose a new patching scheme, called P2P proxy patching, for 
improving the typical patching technique by jointly using prefix caching in proxy and 
regular stream caching in P2P proxy. In our system, clients arriving close in time 
within patching window size form a group, and then the typical proxy prefix patching 
is carried out for the clients in the group. Except for the first client in a group who re-
ceives the entire stream from the server or other client peer, all other clients will miss 
the initial part of the stream and will require a patch, where the proxy server serves 
the prefix to all clients requiring the patch in a group. When the first client in a group 
starts to play a video stream, the client caches the recent part of video stream in the 
client buffer. As soon as the buffer is full, the stream is forwarded into other clients in 
multicast manner. As a result, the output stream from the client is delayed as much as 
the buffer length in time from the original input stream of the client. Each client sys-
tem plays an important role as a proxy caching server for regular stream to reduce the 
server bandwidth usage. This can drastically reduce the server bandwidth require-
ment. In the performance study, we show that our patching scheme can reduce the 
server bandwidth requirements compared with the existing patching techniques.  

The remainder of this paper is organized as follows. Section 2 describes the related 
work to the patching scheme and P2P approaches for VOD systems. In section 3, we 
represent our P2P proxy patching scheme. Section 4 analyzes the performance of the 
proposed patching scheme. Finally, we conclude this paper in section 5.  

2   Related Works 

During the past decade, there has been a large amount of research works on the topic 
of VOD systems. We first investigate the related research works for VOD systems, 
especially focused on the techniques for reducing server bandwidth requirement. Al-
though a VOD server has high capacity of computation and storage resources, the per-
formance of VOD system can be constrained by increasing more clients. In order to 
overcome several drawbacks caused by limited server bandwidth, many techniques 
based on multicast have been proposed, such as patching [1] and batching [7]. Re-
cently, peer-to-peer (P2P) media streaming techniques, in which each client plays a 
role in a peer that brings computation and storage resources into the system to reduce 
the workload placed on the server, have been studying [6], [8]. 

A VOD system adapted standard multicast has a response delay waiting to regular 
stream start. The patching technique extends the capability of the standard multicast 
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to support true VOD services by joining new clients to an existing multicast stream by 
use of additional patching channel [1]. This technique allows requests to be served 
immediately without having to wait for next multicast by using additional channels to 
transmit a prefix stream to clients. In patching scheme [2], Greedy Patching has at 
most one regular channel at any time. In contrast, Grace Patching starts a new regular 
channel whenever a client arrives more than B time units, where B is a client buffer 
size, and thus the patching window size is limited by the size of client buffer. The 
patching channel is only used to patch the missing prefix portion of a service, thus the 
patching scheme is very efficient due to using two channel only for reducing server 
load. However, according to each new regular channel is generated in every patching 
window, it can give heavy load to VOD server.  

Another efficient technique for enhancing the performance of VOD services is 
proxy caching. Because the VOD server needs the high server bandwidth and QoS re-
quirements of video data, it is necessary to distribute server side load into local proxy 
servers. Moreover, since a remote server has a long-term response time and network 
jitter, proxy caching can be a good solution of these problems. Due to these advan-
tages a proxy prefix caching scheme has been proposed [3], [4], which minimizes the 
network bandwidth by serving initial part of popular streams stored in proxy and thus 
provides high-quality video to its clients with low playback delay.  

Recently peer-to-peer (P2P) media streaming schemes have been introduced in the 
several papers [6], [8]. P2P consumes the bandwidth of source peer efficiently by 
capitalizing the bandwidth of a client to provide services to other clients. An impor-
tant advantage of P2P media streaming is to carry system scalability out with a large 
number clients' stream sharing. But the behavior of clients is unpredictable; they are 
free to join and leave the service at any time, thus abandoning their descendant peers. 
To prevent this drawback, it is necessary failure recovery by clients' departure. Chain-
ing is the first P2P streaming technique [5], in which the delivery tree is built as 
rooted at the source and including all and only the clients. This technique re-transmits 
stream to clients through the delivery tree. A similar approach, called P2CAST, has 
been proposed in [6]. P2Cast extended the IP multicast patching scheme to the uni-
cast-only network by exploring the idea of P2P network. In P2Cast, the entire video is 
streamed over the application-level multicast tree, so that it can be shared among cli-
ents. For clients who arrive later than the first client in the session, which is formed 
by clients arriving close in time, and thus miss the initial part of video, the missing 
part can be retrieved from the server or other clients. But this technique demands ad-
ditional server load due to constituting regular channel periodically between server 
and clients in every session.   

3   P2P Proxy Patching Scheme 

3.1   Overview of P2P Proxy Patching  

In this section, we describe our proposed P2P proxy patching scheme which com-
bines prefix caching in proxy and regular stream caching in P2P proxy to improve 
the typical patching technique. We first illustrate the overall system architecture for 
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the proposed scheme in Fig. 1. The architecture of our VOD system is similar to the 
typical VOD system with proxy server. The system consists of a central VOD 
server that serves the entire video files, several proxy servers that store the initial 
parts of popular videos (called prefix), and multiple clients that are connected to the 
closest proxy through LAN.  

 

Fig. 1. Overall system architecture for P2P proxy patching 

In our system, clients arriving close in time within patching window size form a 
group, and then the typical proxy prefix patching is carried out for the clients in the 
group. Except for the first client in a group who receives the entire stream from the 
server or other client peer, all other clients will miss the initial part of the stream and 
will require a patch, where the proxy server serves the prefix to all clients requiring 
the patch in a group. When the first client in a group starts to play a video stream, the 
client caches the recent part of video stream in the client buffer. The size of buffer is 
the same as the patching window size. As soon as the buffer is full, the stream is for-
warded into other clients in multicast manner. As a result, the output stream from the 
client is delayed as much as the buffer length in time from the original input stream of 
the client. Each client system plays an important role as a proxy caching server for 
regular stream to reduce the server bandwidth usage.  

In the typical patching scheme, all clients within the same patching window re-
ceive one regular multicast stream from VOD server. A multicast stream is periodi-
cally created in each unit time of patching window size, because the patching window 
size is limited by client buffer size in many cases, i.e. Grace Patching. In our scheme, 
a proxy server in a LAN can maintain multiple patching groups, which are served by 
one regular multicast stream from a server. This can drastically reduce the server 
bandwidth requirement.  

In P2P proxy patching scheme, the departure of a client or an underlying network 
failure, such as link breakdown or available bandwidth fluctuation, can disrupt the de-
livery of a regular multicast stream from a client to all clients in another group. The 
proposed scheme provides failure recovery by replacing the failure client to another 
client in the same group or the central VOD server. In order for the failure recovery 
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we need a stable system to maintain and to manage the information for clients and 
patching group states. The proxy server is used as an index server to maintain the in-
formation. Therefore, a proxy server plays roles of both the prefix caching and infor-
mation provider in a LAN environment. In the next section, we describe the functions 
of the proxy server to maintain the information for failure recovery in detail.  

3.2   Proxy Server Architecture 

In the typical VOD system using proxy server, the proxy has to maintain its session 
information and update the session state to send a video stream to a client. For exam-
ple, in the proxy prefix patching scheme [3], the proxy server manages the informa-
tion for multicast groups and a client list to implement the multicast as well as it 
serves the prefixes for the popular videos for patching. In this paper, we reorganize 
the information to index each client and group state for the P2P prefix patching. The 
proxy server plays role of an index server for P2P clients, and thus it manages a client 
list and controls failure recovery mechanism.  

Fig. 2 describes the information structure in a proxy server. It is a simple index 
structure representing clients and groups. The index includes information to identify 
real clients, e.g., IP address or host name. It should be synchronized with the real cli-
ent state and real group state. Thus the proxy server has to maintain the client's ses-
sion information between the proxy and clients in a LAN. In Fig. 2, a patching group 
is represented as the shade circle, and a client participated in a patching group is rep-
resented as the white oval. Suppose that each client of C1, C2, ..., and C8 requests the 
same video stream at time t1, t2, ..., and t8, respectively. Each patching group of G1, 
G2, G3, and G4 is generated whenever the cached stream size is exceeded to prefix 
size. Each group has own regular stream from a central VOD server or the previous 
patching group.  

 

Fig. 2. Index framework for P2P proxy patching scheme 

When the first client request C1 arrives at time t1, the VOD server creates a patch-
ing group and then a regular channel between the server and the client is established. 
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As soon as the channel is set up, the client starts to receive the regular stream from the 
server. The next requests closed in time arrive at time t2 and t3, and the clients join 
into the first patching group G1. All clients in the same patching group receive a regu-
lar stream through the same regular channel and then store into their buffers. For a 
client C4 the proxy server creates a new patching group G2, because the difference 
between request time t1 and t4 is larger than prefix size and thus the client cannot 
patch a prefix from the proxy server. In this case, the proxy server selects one client 
among clients in the previous patching group G1 as a transmitter of the regular stream 
for a new group G2. Therefore, a VOD server needs not to create additional channel 
to transmit a regular stream for patching group G2. In case of a patching group G3, 
however, clients cannot receive the regular stream from the previous group G2 be-
cause the difference between the last stream stored in previous patching group G2 and 
a request time of clients C6 is larger than the patching window size. Therefore, the 
patching group G3 should receive their regular stream from a VOD server.  

3.3   New Client Admission 

When a client requests to play a video through its proxy server, first the proxy server 
looks for its prefix. If a prefix stream is stored in the proxy, it sends the prefix to the 
client. Otherwise, it requests the prefix from the central VOD server. Concurrently, 
the proxy server updates its information structure to manage its multicast group and 
client session. When a new client session is created by its request, the proxy server 
registers this session information to its index structure. Moreover, the proxy server 
should decide whether a regular stream come from a VOD server or the previous 
patching group consisting of near by clients.  

In this process, a proxy server uses its index information to find the last patching 
group and the most recently regular stream in its client buffer. Then, the system de-
cides whether this client should join into the existing group or it should generate a 
new patching group for this client. It also decides whether a VOD server dedicates an 
additional regular channel for this new patching group or it can receive a re-
transmitted regular stream buffered in a client of the previous group. If the difference 
between the created time of the last group and the request time of a new client has 
smaller than the prefix size, this client will join into the existing group. Otherwise, if 
the difference is larger than the prefix size, a new patching group is generated and this 
client joins into the new group.  

For example, when client C3 requests a video stream at time t3 in Fig. 2, the client 
C3 joins into the existing group G1 because the difference between the current 
patching group G1's initial time t1 and the request time t3 is smaller than the prefix 
size. In other case, when the client C4 requests a video stream at time t4, the client 
C4 participates in a new patching group G2 because the difference of the init time of 
the previous patching group G1 and the request time t4 is larger than the prefix size. 
Similarly, the client requests C6 and C8 generate each patching group G3 and G4, 
respectably. Finally, when a new patching group is generated, a proxy decides where 
a regular stream comes from. In Fig. 2, the patching groups G2 and G4 receive regu-
lar streams from the previous patching groups G1 and G3. In this case, each differ-
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ence between the requests time and the most recent stream buffered in the previous 
group is smaller than the prefix size, thus the clients patch a prefix stream. But the 
patching group G3 cannot receive its regular stream from the previous patching 
group. It receives the stream from a VOD server because the difference between its 
initial time t6 and the most recent stream in the previous group G2 is larger than the 
prefix stream size.  

3.4   Client Caching and Re-transmission 

In the typical prefix patching scheme, a client performs caching a regular stream as 
large as prefix size, which is the same as the difference between a request time and a 
regular stream's start time. In P2P proxy patching scheme, a client stores the constant 
size of its video stream as large as its patching window size. Although a part of stream 
has been played already, a client should maintain the stream waiting to retransmit. 
This mechanism makes sure that all clients in the same patching group maintain the 
same video stream in their buffer. It means that a client can be replaced with another 
client in the same patching group.  

 

Fig. 3. Regular stream caching by a patching group 

Fig. 3 illustrates a process of our cached re-transmission from the previous patch-
ing group to the next group. All clients in the same patching group cache their regular 
streams, and one of them retransmits the stored stream to the next patching group in 
multicast manner. In Fig. 3, each horizontal line represents a client buffer space. In 
our scheme, because a client maintains its video stream in the client buffer although it 
has been played already, the cached stream is divided into 3 categories; wait-to-
transmit stream, wait-to-play stream, and current-playing point. In Fig 3, solid line 
represents a wait-to-transmit stream in the buffer and dashed line represents a wait-to-
play stream in the buffer, and current-playing point is placed at the boundary of them. 
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Therefore, through a process of cached re-transmission, a video stream in the buffer 
passes 3 steps: wait-to-play, current-playing, wait-to-transmit.  

3.5   Failure Recovery 

Since we use unstable client system as a cached re-transmitter for regular stream, a re-
transmitter may leave its patching group by irregular behavior of the client. In this 
case, a proxy system should select another client in their group and replace the role. 
Otherwise, a proxy server should request the remainder of video stream to a central 
VOD server with an additional channel. In order to recover the failure we use index 
information managed in a proxy server.  

  

Fig. 4. Failure recovery processes caused by departure of an independent client (a), departure of 
a re-transmitting client (b), and group disruption (c) 

Fig. 4 illustrates regular stream recovery process, which is caused by departure of a 
client. In this section, we discuss failure recovery process to provide a continuous 
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stream to the receiver. In Fig. 4, (a) represents that an independent client, who does 
not participate in a re-transmission, has left the patching group. In this case, the client 
sends a teardown signal to their proxy server. Then, the proxy server updates its index 
information and the client session is removed. In Fig. 4, (b) represents a case that a re-
transmitter leaves. In this case, a proxy server updates its session state to index infor-
mation, and then searches this index to find a new re-transmitter. As a result, if there 
is another client in the group it decides and transmits signal. In Fig. 4, (c) represents 
that there is no client in the group since all clients leave. In this case, a proxy server 
should send a request for the remainder of the stream to a VOD server.  

4   Performance Evaluation 

In this section, we evaluate the performance of the P2P proxy patching scheme 
through simulation experiments. We then compare the performance of our scheme 
with the existing patching technique. The parameter used in the simulation study is 
shown in Table 1. In our simulation model, we suppose that a proxy server stores a 
prefix portion of most popular 10% videos and the default prefix size stored in a 
proxy is 10 minutes. Also, we assume that client request rate to VOD server follows 
the Poisson distribution with the default request frequency λ . We suppose that access 
pattern to videos follows Zipf-like distribution with skew factor θ  and the default 
skew factor for our simulation is 0.271. A uniform distribution corresponds to the 
value of 1, and a value of 0 represents a highly skewed distribution. The request prob-

ability to video i  obtains by the following formula, 1
c

i i
P θ−= . 

Table 1. Performance parameters 

Parameter Default Variation 
Number of videos 100 N/A 
Video length (minutes) 90 N/A 
Mean inter-arrival time (seconds) 10 5~100 
Prefix size (minutes) 10 0~20 
Normal playback rate b (Mbps) 1.5 N/A 
Skew factor 0.271 0.0~1.0 
Number of proxy servers 7 N/A 
Simulation duration (hours) 10 N/A 

Fig. 5 represents the effect of a prefix size in proxy server for the mean server 
bandwidth requirements. We assume that a proxy server stores only 10% of most 
popular videos, and the mean request interval time in default is 10 seconds. The prefix 
size in a proxy is equivalent to the patching window size. Fig. 5 shows that our pro-
posed scheme decreases the mean server bandwidth requirement compared to the 
typical proxy prefix patching schemes [1], [3]. It shows that the larger prefix size re-
quires the lower server side bandwidth in our proposed scheme. But the effect of pre-
fix size in the typical patching scheme is smaller than that of our proposed scheme.  
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Fig. 6 represents the effect of mean request interval time for the mean server 
bandwidth requirements. We assume that the default prefix size in the proxy server 
for the popular 10% video is 10 minutes. Fig. 6 shows that proposed scheme requires 
the network bandwidth significantly less than that of the typical patching scheme 
along with the mean request interval is shorter.  

 

Fig. 5. Server bandwidth requirements for varying prefix size 

 

Fig. 6. Server bandwidth requirements for varying mean request interval 

Fig. 7 represents the effect of skew factor θ  for the mean server bandwidth re-
quirements. We suppose that a video access pattern follows the Zipf-like distribution 
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and then θ  is varying from 0.0 to 1.0. The value of 1 represents a uniform distribu-
tion, and the value of 0 represents a highly skewed distribution. In Fig. 7, it shows 
that our proposed patching scheme requires the lower bandwidth than the typical pre-
fix patching scheme significantly. It shows also that the mean server bandwidth re-
quirement is lower when the access pattern is highly skewed.  

5   Conclusions 

The main bottleneck for a VOD service is the storage bandwidth of the VOD server 
and the network bandwidth connecting to the VOD server to the client due to the high 
bandwidth requirements and long-lived nature of digital video. Patching is one of the 
most efficient techniques to overcome the bottleneck of the VOD system through the 
use of multicast scheme. In this paper, we proposed the P2P proxy patching scheme 
which combines the prefix caching in proxy and the regular stream caching in P2P 
proxy to improve the typical patching technique. In our proposed scheme, each client 
plays a role in a proxy to multicast a regular stream to other clients that request the 
same video stream.  

In the typical patching scheme, all clients within the same patching window re-
ceive one regular multicast stream from VOD server. A multicast stream is periodi-
cally created in each unit time of patching window size, because the patching window 
size is limited by client buffer size. In our scheme, a proxy server in a LAN can main-
tain multiple patching groups, which are served by one regular multicast stream from 
server. This can drastically reduce the server bandwidth requirement. In the perform-
ance study, we show that our patching scheme can reduce the server bandwidth re-
quirements compared with the existing patching techniques.  

 

 

Fig. 7. Server bandwidth requirements for varying skew factor 
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Abstract. The two-dimensional pattern matching problem is to find all
occurrences of a two-dimensional m×m matrix P (called the pattern) in
another (larger) two-dimensional n × n matrix T (called the text). Most
known algorithms for the problem first pre-process the pattern or pat-
terns to make subsequent searches fast. Since each search still takes time
proportional to the size of the text, such algorithms are inappropriate
in applications in which the text is large and fixed and one will search
for many different patterns in the text. We propose an algorithm that
first processes the text into an index structure in such a way that sub-
sequent searches with different patterns can be performed very quickly.
The construction of the index takes O(n2 log n) time and O(n2) space.
The algorithm may produce false matches, in which the algorithm claims
a “match” between P and some submatrix of T while they are actually
not equal. However, as will be seen, the probability that a false match
can occur is negligible. All occurrences of P in T , probably with a few
false matches, can be found in O(m2) time in the worst case, regardless
of the distribution of the elements in T and P . Under the assumption
that both T and P are random matrices, the algorithm can find all (cor-
rect) occurrences of P in T in O(m + log n) expected time. We applied
our algorithm to a digital image search problem and we will present
experimental results.

1 Introduction

The two-dimensional pattern matching problem is: given an n×n matrix T [0..n−
1, 0..n−1] (called the text) and another m×m matrix P [0..m−1, 0..m−1] (called
the pattern) over a finite alphabet Σ, m ≤ n, find all occurrences of P in T . In
recent years, there has been growing interest in two or higher dimensional pattern
matching, largely motivated by its applications in low-level image processing and
in image database searches.

Baker [Bak78] and Bird [Bir77] independently developed the first algorithms
for the problem, which use Aho and Corasick’s one-dimensional dictionary match-
ing algorithm [AC75] and run in O(n2 log |Σ|) time. Amir, Benson and Farach

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 875–884, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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[ABF92] gave an algorithm that takes O(n2) time to process the text and
O(m2 log |Σ|) time to process the pattern. Galil and Park [GP92] improved the
time bound to O(n2 + m2), which is truly independent of the alphabet size.

Algorithms for the two-d matching problem can be generally classified into
two classes, based on whether they process the pattern first (Class 1) or process
the text first (Class 2). All the algorithms mentioned above belong to the first
class. They are inappropriate when we wish to search for many different and
relatively small patterns in a large fixed text, since each search still takes time
proportional to the size of the text. The only algorithms known to us that first
process the text are due to Zhu and Takaoka [ZT89] and Giancarlo [Gia93,
GG97].

Zhu and Takaoka presented two algorithms. Their first algorithm, which is
a combination of Knuth, Morris and Pratt’s algorithm [KMP77] and Karp and
Rabin’s algorithm [KR87], uses O(n2) time and space to process the text. After
preprocessing the text, the search can be done in O(n2 + m2) time in the worst
and average cases. Their second algorithm uses Boyer and Moore’s algorithm
[BM77] to search the preprocessed text and runs in O(n2 log m/m + m2) time
on the average.

The preprocessing part of Giancarlo’s algorithm builds a two dimensional
suffix tree LT and (since the outdegree of a node in LT can be very large) then
transforms it into a trie defined over Σ, which takes O(n2(log n + log |Σ|)) time
and O(n2) space. The trie can be queried in O(m2 log |Σ|) time. From this trie,
three arrays can be computed in O(n2(log n + log |Σ|)) time. The arrays allow
a search query to be answered in O(m2 + log n) time. The Giancarlo algorithm
requires that both the text and the pattern should be square matrices.

The algorithm we present in this paper first processes the text into an index
structure and therefore belongs to the second class (The same class as Zhu-
Takaoka and Giancarlo’s algorithms). It applies to rectangular matrices includ-
ing, of course, square matrices (Giancarlo’s algorithm can only deal with square
matrices). It is conceptually simple and easy to implement. It preprocesses the
text in O(n2 log n) time using O(n2) space. The algorithm is randomized in the
sense that during the running time it may produce false matches, i.e., it may
claim a “match” between the pattern and some submatrix of the text while they
are actually not equal (the “Monte-Carlo” type algorithm). However, as will be
seen later, the probability that a false match can occur is negligible. All occur-
rences of the pattern in the text, probably with a few false matches, can be found
in O(m2) time, regardless the distribution of the letters in the pattern and the
text.

Our algorithm can be easily converted into a “Las-Vegas” type algorithm
where there is no error and the randomization is on the running time only.
Under the assumption that at each position in T and P , each letter of the
alphabet occurs equally likely, after preprocessing the text, our “Las-Vegas”
version algorithm can find all occurrences of P in T in O(m + log n) expected
time. To the best of our knowledge, this algorithm is the average-case fastest
one in its class (Class 2).
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Table 1. Comparison of Algorithms in Class 2

Algorithm Preprocessing Searching
worst case average case

Zhu-Takaoka-1 n2 n2 + m2 n2 + m2

Zhu-Takaoka-2 n2 n2

m
log m + m2

Giancarlo n2(log n + log |Σ|) m2 + log n

ours-1 n2 log n m2 + log n

ours-2 n2 log n m + log n

Table 1 shows the time order of the known algorithms in Class 2. All algo-
rithms in Table 1 need O(n2) extra space for preprocessing the text and Algo-
rithm ours-1 is a probabilistic algorithm.

We implemented our algorithm and used it to search a digital image database
for images that contain given patterns. We will report on the experimental results
in Section 6.

2 Outline of the Approach

The two main tools applied in our algorithm are Karp and Rabin’s hashing tech-
nique [KR87] and the generalized suffix arrays [Shi96]. To simplify the presen-
tation, we assume that both the text and pattern are square matrices, although
our approach applies to rectangular matrices as well. Let the text T and pattern
P be

T =

⎛
⎜⎜⎝

t0, 0 t0, 1 · · · t0, n−1
t1, 0 t1, 1 · · · t1, n−1
· · · · · · · · · · · ·

tn−1, 0 tn−1, 1 · · · tn−1, n−1

⎞
⎟⎟⎠ (1)

and

P =

⎛
⎜⎜⎝

p0, 0 p0, 1 · · · p0, m−1
p1, 0 p1, 1 · · · p1, m−1
· · · · · · · · · · · ·

pm−1, 0 pm−1, 1 · · · pm−1, m−1

⎞
⎟⎟⎠ (2)

Elements of T and P are from some sorted finite alphabet
Σ = {c1, c2, · · · , ca}.

For any string X = x0 · · ·xm−1, define

Hp(X) =
m−1∑
i=0

x̄i × am−i−1 mod p (3)

where x̄i = j if xi = cj (that is, xi is the j−th letter in Σ) and p is some positive
integer to be specified later.

We call Hp(X) the fingerprint of string X.
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Let Ti denote the m× n submatrix of T whose first row is the i-th row of T .
That is,

Ti =

⎛
⎝ ti, 0 ti, 1 · · · ti, n−1

· · · · · · · · · · · ·
ti+m−1, 0 ti+m−1, 1 · · · ti+m−1, n−1

⎞
⎠ (0 ≤ i ≤ n−m). (4)

Let Ti(j) denote the j-th column of Ti. We represent each column Ti(j), viewed
as a string, by its fingerprint Hp(Ti(j)). Thus, each m × n submatrix Ti of T
is represented by a string Vi = Hp(Ti(0)) · · ·Hp(Ti(n − 1)) of length n. Let
vi, j denote Hp(Ti(j)). We then have Vi = vi, 0 vi, 1 · · · vi, n−1. We call Vi the
fingerprint string of the m× n submatrix Ti.

We process the m × m matrix P (the pattern) in the same way. Let P (i)
denote the i-th column of P , viewed as a string. P is transformed into the string
W = Hp(P (0)) · · ·Hp(P (m− 1)) of length m. Let wj denote Hp(P (j)). We then
have W = w0 w1 · · · wm−1. We call W the fingerprint string of the pattern P .

Basic Idea. The basic idea of our approach is as follows. If P matches a part
of submatrix Ti of T then the fingerprint string W of P must match a substring
of the fingerprint string Vi of Ti. A match between W = w0 w1 · · · wm−1 and
a substring Vi(j) = vi, j vi, j+1 · · · vi, j+m−1 of Vi starting at position j implies
a possible match between P and the m × m submatrix of T whose upper left
corner lies on position (i, j) of T . We then test whether the corresponding matrix
elements are really equal.

A match between W and Vi(j) is called a false match if W = Vi(j) but P is
not equal to the submatrix of T corresponding to Vi(j). We will show in the next
section that the probability that a false match occurs is negligible if the integer
p in the fingerprint function Hp(.) is chosen at random from a set S = {q | q is
a prime and q ≤M} and the integer M is sufficiently large.

We will also show that the set of fingerprint strings V = {V0, V1, · · · , Vn−m}
of T can be computed in O(n2) time and in O(n2) space. Our two dimensional
pattern matching problem is then reduced to a one-dimensional string matching
problem. We will use a data structure, called the generalized suffix array, to store
the set of fingerprint strings V = {V0, V1, · · · , Vn−m} of T .

The generalized suffix array for a set of strings [Shi96] is an extension of
Manber and Myers’ suffix array for a single string [MM93]. Informally, a gener-
alized suffix array of a given set S of strings consists of three arrays, Pos, Llcp
and Rlcp. Pos is a lexicographically sorted array of all suffixes of strings in S.
Llcp and Rlcp are two arrays of the information about the lengths of the longest
common prefixes of the suffixes in Pos. Let N denote the sum of the lengths of
all strings in S and n the length of the longest string in S. Then the generalized
suffix array of S can be constructed in time O(N log n) in the worst case using
O(N) storage. Given the suffix array, on-line string search query of the type “Is
X a substring of any strings in S? If so, where does it occur within strings of
S?” in O(m + log N) time in the worst case where m is the length of X. For
more detailed information on the generalized suffix array, see [MM93, Shi96].
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The construction of the generalized suffix array for V takes O(n2 log n) time
and O(n2) space. Using the generalized suffix array for V , we can find all occur-
rences of W in V in O(m + log n) time.

The algorithm consists of two phases:

Constructing index

1. We represent every m × n submatrix Ti of the text T with its fingerprint
string Vi (i = 0, 1, · · · , n −m). So we get a set of fingerprint strings V =
{V0, V1, · · · , Vn−m};

2. Build the suffix array for V .

Searching

1. Transform the pattern into a fingerprint string W ;
2. Search the suffix array for the occurrences of W . Each occurrence of W in

V implies an occurrence of the pattern P in the text T .

In the next section we show how to represent a two-dimensional text by a set
of one-dimensional fingerprint strings.

3 Computing Fingerprint Strings

Define H(X) of string X = x0x1 . . . xm−1 as follows:

H(X) =
m−1∑
i=0

x̄i · am−i−1 (5)

where x̄i = j if xi = cj (That is, xi is the j-th letter in Σ), i = 0, 1, · · · , m− 1
and a = |Σ|. Then, H(X) represents string X uniquely.

Define
Hp(X) = H(X) mod p (6)

for some positive integer p to be specified later. We call Hp(X) the fingerprint
of string X. And we call m the fingerprint height of Hp(). Hp(X) may not
represent string X uniquely, as it is possible that Hp(X1) = Hp(X2) for two
different strings X1 and X2.

Denote by Tj the j-th column of T . We may think of Tj as a string; that is,
Tj = t0, j t1, j · · · tn−1, j . Denote by Tj(i) the substring of length m of string Tj

that starts at position i, i.e., Tj(i) = ti,j ti+1,j · · · ti+m−1,j . Then

H(Tj(i + 1)) = (H(Tj(i))− ti,j · am−1) · a + ti+m,j . (7)

Thus
Hp(Tj(i + 1)) = (Hp(Tj(i)) · a + ξ · ti,j + ti+m,j) mod p (8)

where ξ = −am mod p.
Let vi,j denote Hp(Tj(i)). Then

vi+1,j = (vi,j · a + ξ · ti,j + ti+m,j) mod p (9)
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By setting

v0,j =
m−1∑
i=0

ti,j · am−i−1 mod p (10)

and then applying Eq(9) for i = 0, 1, . . . , n −m − 1, we obtain the fingerprints
of all length m substrings of column j of T .

Let Vi = vi, 0 vi, 1 · · · vi, n−1. That is, Vi is the fingerprint string of the m×n
submatrix Ti of T whose first row is the i-th row of T (see Eq(4)). Assuming
that each application of Eq(9) takes constant time (we can keep constants ξ, p
and the last computed fingerprint in fast registers), the time needed to compute
the fingerprints of all length m substrings of column j of T is O(n). Thus the
total time needed to compute V = {V0, V1, . . . , Vn−m} is O(n2).

4 False Matches

Let X and Y be any two m ×m matrices. Let X(i) denote the i-th column of
X, viewed as a string. Let

V = Hp(X(0)), Hp(X(1)), . . . Hp(X(m− 1)), and
W = Hp(Y (0)), Hp(Y (1)), . . . , Hp(Y (m− 1))

where Hp(·) is the fingerprint function defined before. We say that Hp(·) leads
to a false match if V = W but X 	= Y .

We now study the probability that a false match can occur employing Karp
and Rabin’s results [KR87]. Let π(u) denote the number of primes ≤ u.

Lemma 1 (Karp and Rabin [KR87]). If u ≥ 29 and b ≤ 2u, then b has
fewer than π(u) different prime divisors.

Lemma 2 (Rosser and Schoenfeld [RS62]). For all u ≥ 17

u

lnu
≤ π(u) ≤ 1.25506

u

lnu
.

Proof. The result is established by Corollary 1 to Theorems 1 and 2 of [RS62].

Lemma 3 (Rosser and Schoenfeld [RS62]). For all u ≥ 59

u

lnu
(1 +

1
2lnu

) < π(u) <
u

lnu− 1.5
.

Proof. The result is established by formulas (3.1) and (3.4) of [RS62].

Theorem 1. Let X and Y be any two m×m matrices over Σ. Let X(i) denote
the i-th column of X, viewed as a string. Let

V = Hp(X(0)), Hp(X(1)), . . . Hp(X(m− 1)), and
W = Hp(Y (0)), Hp(Y (1)), . . . , Hp(Y (m− 1))
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where Hp(·) is the fingerprint function defined before. Suppose V = W , then if the
prime p in Hp(·) is chosen at random from the set S = {q | q is a prime and q ≤
M}, then the probability that a false match occurs (i. e. X 	= Y ) is less than

π(m2 log2 a)
π(M)

,

provided m2 log2 a ≥ 29 where a = |Σ|.

Proof. Let R = {0, 1, · · · , m−1}. We use a|b to denote that a divides b. For any
prime p, the event that V = W and X 	= Y is equivalent to each of the following
statements:

1. For some r ∈ R, Hp(X(r)) = Hp(Y (r)) but X(r) 	= Y (r).
2. For some r ∈ R such that X(r) 	= Y (r), p | H(X(r))−H(Y (r)).
3. p | Π{r|X(r) �=Y (r)}|H(X(r))−H(Y (r))|.

Since for each r, |H(X(r))−H(Y (r))| < am, (a = |Σ|), thus
Π{r|X(r) �=Y (r)}|H(X(r))−H(Y (r))| < am2

. By Lemma 1, the product has fewer
than π(m2 log2 a) different prime divisors. Thus, p is chosen at random from
π(M) primes, of which fewer than π(m2 log2 a) lead to a false match. Hence, if
p is chosen at random from S = {q | q ≤ M and q prime }, the probability that
a false match occurs is less than

π(m2 log2 a)
π(M)

.

Theorem 2. Suppose the prime p in Hp(·) is chosen at random from the set
S = {q | q is a prime and q ≤ M}. Let M = log2 a ·mn3. Then the probability
that a match is a false one is less than

1.25506 m

n3 (1 +
3 lnn

2 lnm
).

Proof. Apply Lemma 2 to Theorem 1.

For example, suppose our algorithm is applied to a problem instance in which
a = |Σ| = 28, m = 29 and n = 212. We choose M = 248. Then for any prime
p ≤ M , the range of the fingerprint function Hp is {0, 1, · · · , p − 1} and each
fingerprint can be represented by a 6-byte word. The probability that a match
is false is less than

1.25506 m

n3 (1 +
3 lnn

2 lnm
) < 3.02× 10−8.

5 A Filtering Approach

For an m1×m2 matrix P [0 .. m1− 1, 0 .. m2− 1], the value m1 is said to be the
height of P . One restriction of our approach presented in the previous sections
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is that the heights of pattern matrices should be known to the preprocessing
portion of the algorithm before the preprocessing begins. We now sketch a way
to lift this restriction. We preprocess the n1×n2 matrix T [0 .. n1− 1, 0 .. n2− 1]
(the text) in the same manner as was described in the previous sections for a
series of values of m: m = 1, 21, , 22, ... 2�log2 n1�, respectively. Then when
presented with an m1 ×m2 matrix P [0 .. m1 − 1, 0 .. m2 − 1] (the pattern), we
choose m′

1 = 2i such that 2i ≤ m1 < 2i+1. We pick any m′
1 × m2 submatrix

P ′ of P . We first look for all occurrences of P ′ in T in the same way as was
described before. Then, for each such occurrence found, we check if it is really
an occurrence of P in T using symbol by symbol comparisons.

If we choose m = m′
1 = 2 we get the simplest version of our approach. Given

the preprocessed text, this simple algorithm can find all (correct) occurrences of
P in T in O(m + log n) expected time assuming both the text and pattern are
random matrices (A matrix A over some finite alphabet Σ is called a random
matrix if at each position of A each element of Σ can occur with the same
probability). This is perhaps the average-case fastest algorithm known in its
class.

Because of the limit of space allowed for this paper, we cannot give more
details about this filtering approach in this paper.

6 Experimental Results

We have implemented our technique and used it to search digital images. Our
program, which is written in C, was tested on a (old and slow) PC (Pentium III
450MHZ with 256 MB RAM) that run Redhat Linux.

The text and patterns used in our test were digital images of 256 color values
(i.e., |Σ| = 256). The prime number used in our fingerprint function is p = 231−1.
The size of the text array tested was 480× 640 and three different pattern sizes
were tested: 15× 200, 150× 200, and 300× 200.

Table 2 shows the time used to construct the index. The total construction
time is broken down into the time for converting the text into fingerprint strings
and the time for building the suffix array.

Table 2. Index construction

Fingerprint height Text processing Building suffix array Total
15 .06 sec. 0.12 sec. 0.18 sec.
150 .07 sec. 0.07 sec. 0.14 sec.
300 .07 sec. 0.04 sec. 0.11 sec.

Table 3 shows the average time used to search for a pattern in the text.
In our implementation we used a simple and easy-to-implement algorithm

for constructing the suffix array which takes O(N2) time in the worst case- we
did not use more efficient algorithms that can construct a suffix array in only
O(N log N) time in the worst case (N denotes the total length of the strings).
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Table 3. Searching for patterns

Pattern size No. of pattern files Average search time
15 × 200 1,000 0.006 sec.
150 × 200 1,000 0.014 sec.
300 × 200 1,000 0.022 sec.

Our experiments show that the time we have to spend on building the index
is acceptable in most cases; once the index is available subsequent searches can
be done very quickly.

7 Future Work

We plan to compare empirically our algorithm with other known algorithms such
as Zhu-Takaoka algorithm [ZT89] and Giancarlo algorithm [Gia93, GG97].1
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Abstract. In this paper, we present a novel indexing technique called Multi-
scale Similarity Indexing (MSI) to index image’s multi-features into a single 
one-dimensional structure. Both for text and visual feature spaces, the similarity 
between a point and a local partition’s center in individual space is used as the 
indexing key, where similarity values in different features are distinguished by 
different scale. Then a single indexing tree can be built on these keys. Based on 
the property that relevant images haves similar similarity values from the center 
of the same local partition in any feature space, certain number of irrelevant 
images can be fast pruned based on the triangle inequity on indexing keys. To 
remove the “dimensionality curse” existing in high dimensional structure, we 
propose a new technique called Local Bit Stream (LBS). LBS transforms 
image’s text and visual feature representations into simple, uniform and 
effective bit stream (BS) representations based on local partition’s center. Such 
BS representations are small in size and fast for comparison since only bit 
operation are involved. By comparing common bits existing in two BSs, most 
of irrelevant images can be immediately filtered. Our extensive experiment 
showed that single one-dimensional index on multi-features improves multi-
indices on multi-features greatly. Our LBS method outperforms sequential scan 
on high dimensional space by an order of magnitude. 

1   Introduction 

WWW provides a super big pool for interesting images. Recently, WWW image 
retrieval has been a very challenging research area. Such images are typically 
described by both high-level (text) and low-level (visual) features. To retrieve 
relevant images from large image database, two issues are essential: effectiveness and 
efficiency. However, most known research results [1] are on retrieval effectiveness. 
There is no clearly known research achievement on how to index this particular type 
of large image database described by multi-features for efficient retrieval, especially 
on indexing completely different representations: text and visual features. Current 
method is to build one structure for every single feature. Given an image query, it has 
to access all individual structures and integrate results from each index to get the final 
results. Furthermore, these known indexing structures suffer from “dimensionality 
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curse”. When the dimensionality of data space reaches 20 or greater, indexing 
techniques fail to outperform sequential scan [2] for nearest neighbor search.  

In this paper, we propose a new method called Multi-scale Similarity Indexing 
(MSI) that can index WWW images’ multi-features in a single structure. MSI exhibits 
a means of indexing different features in different representations in a single tree, 
such as image text and visual features, where text feature is in Weighted Lexical 
Chain model [3] or others, and visual feature is in standard high dimensional data 
space. MSI first partitions each feature space into clusters. Then the similarity of each 
image in each feature space to its corresponding cluster’s center is computed as the 
indexing key. By a simple mapping function, we can keep the keys for each cluster in 
different feature space distinct in different scale level. Thus a standard B+ tree can be 
easily built on these indexing keys.  

However, like other existing indexing technique, MSI also suffers from 
“dimensionality curse”. To release MSI from such curse, we propose a novel 
technique called Local Bit Stream (LBS). LBS exhibits a way to transform the high 
dimensional feature representation (big size) into a uniform, accurate and compact 
representation (small size). Given clusters in each feature space, LBS encodes each 
point in different feature space into a uniformly dimensional bit stream (BS). The BS 
of a point in a feature space is generated by comparing this point and its cluster’s 
center. Thus such transformation is localized at cluster level. The effectiveness of 
LBS depends on how to generate the BS for each feature point. Due to the completely 
different nature of text and visual features, both are encoded in different schemes. We 
present different encoding strategies for text and visual features. However, both 
encoding strategies can produce the same uniformly BS representations for text and 
visual feature points. BS is an approximate representation of original data. It’s 
compact, much smaller in size, and accurate for similarity measures. Furthermore, BS 
comparisons involve bit operations only. Thus it is much faster in terms of efficiency.  

We implement our indexing techniques on top of MYSQL server. An extensive 
performance study is conducted to evaluate our methods. Our results show that single 
indexing structure is supreme to multi-indexing structures, and LBS breaks the 
dimensionality curse by improving the response time faster than sequential scan and 
iDistance [4] by an order of magnitude without sacrificing the retrieval precision.  

The rest of paper is organized as follows. In section 2, we review some related 
works. In section 3, some preliminary work on image features and similarity measures 
are introduced. In section 4, we present the single one-dimensional indexing structure 
– MSI, and in section 5 we propose the LBS and its encoding schemes. An extensive 
performance study is presented in section 6. Finally, we conclude our paper in section 7. 

2   Related Work 

Our related works cover several research areas: WWW image retrieval, evidence 
integration, high dimensional indexing, and multi-feature query processing.  

Several WWW image retrieval systems have been proposed in literature. Existing 
known systems, such as AMORE [5], ImageRover [6], and WebSeek [7], allow the 
WWW image retrieval on combination of multi-features, like keywords, color, shape 
and texture. Recently, the high-level features of WWW images were explored by a 
Weight ChainNet model [3] since low level features cannot represent the high level 
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semantic meanings for WWW images. More recently, the textual and Hyperlink 
information are extracted from blocks of Web pages to improve the accuracy [24]. 
And relevance feedback techniques are also applied in WWW image retrieval [8, 25]. 
However, most of systems focus on retrieval accuracy only.  

To integrate multi-features together, most of systems used linear combination by 
assuming that text and visual features are linearly important. Recently, Dempster 
Shafer Theory, one technique to handle uncertainty, has been also employed on 
indexing of face retrieval on the web [9]. In this paper, we examine more techniques, 
including Certainty Factor and Compound probability. 

Recently, Nearest Neighbor (NN) search in high dimensional spaces has been a 
very active research topic. Several indexing structures [2, 4, 10, 11, 12, 13] have been 
proposed. However, all these techniques are for indexing an individual feature space 
purpose, and they all suffer from known “dimensionality curse”. Their performances 
degrade rapidly as dimensionality increases. As dimensionality reaches high (>20), 
they even fail to outperform sequential scan. Most existing systems build one index 
for every feature space. Given a query, each index has to be accessed. ImageRover [6] 
tried to combine multi-features by first performing dimensionality reduction on each 
feature then used existing indexing structure to index concatenated feature vector 
from every reduced feature space. Anne et al [14] applied non-linear neural network 
techniques with dimensionality reduction method, then used the similar way to index 
reduced multi-visual features by existing indexing structure. However, both have the 
following drawbacks. First the dimensionality curse still remains. Their techniques 
reduce the spaces into a level where the retrieval accuracy is reasonably affected. 
Image features spaces are typically in dimensionality of a range of tens to hundreds. 
For images with multi-features, it is usually not practical to reduce the total 
dimensionality of all reduced feature spaces to be less than 20 while remaining high 
retrieval accuracy. Second, there was no clear report on their indexing efficiency. Third, 
neural network is tedious and hard for training, especially for WWW image database 
with text features. In this paper, we aim to index multi text and visual features in a one-
dimensional single index and leave the dimensionality curse to the past. 

Another category of our related work is on processing multi-feature queries. Such 
problem appears obviously on multi-features images database. Given a query image, 
the typical steps are first to compute the similarity among the same feature space, then 
combine the score from all feature spaces, and finally rank them based on the final 
score. Some optimization job can be done to reduce the overall cost [15, 16]. We will 
not present multi-feature query processing problem in this paper, but on indexing issues. 

3   Preliminary 

In this section, we briefly present the features we used to describe the WWW images 
and respective similarity measures.  

3.1   WWW Image Features 

Without losing the generality, we use text feature and one visual feature as the 
descriptors of WWW images. 
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3.1.1   Text Feature 
Text descriptions of WWW image carry high-level semantic meanings. We choose a 
recently proposed representation model called Weighted ChainNet Model [3] as the 
text feature. Weighted ChainNet constructs a Lexical Chain (or sentence) network 
given the WWW image’s surrounding text in its embedded web page, by assigning 
different weight for different type of Lexical Chain (LC). And there are six types of 
lexical chains were introduced: Title Lexical Chain Alt Lexical Chain, Page Lexical 
Chain, Sentence Lexical Chain, Reconstructed Sentence Lexical Chain, and Caption 
Lexical Chain. The first three types are constructed by image’s title, image’s alternate 
text, and web page’s title respectively, and the last three are constructed by image 
caption. To simplify the problem and illustration, here we summarize the chain 
network into a single weighted lexical chain by summing all the weight in each type 
of lexical china for each word in the network. The following formula is used to 
compute the total weight for each word. 

=

=
6

1i

i
weightweight WordWord  

Where i
weightWord is the weight of Word in type i lexical chain, and i ranges from 1 to 6. 

Thus all the weighted words form a single weighted lexical chain, which is used as 
our WWW image’s text feature. For simplicity, we denote image’s text feature as T. 

3.1.2   Visual Feature 
Wavelet transform is a useful tool in effectively generating compact representation 
that exploits the structure of visual features of images. By using wavelet sub band 
decomposition, and remain the most important sub bands (largest coefficients), we 
can get fixed size dimensional feature vectors independent of resolution and scaling. 
Wavelets produce the wavelet coefficients for an image as its description. And such 
coefficients construct a coarse overall approximation of image’s visual feature. This 
approximation captures image’s shape, texture and location information in a single 
signature. We use daubechies' wavelets [17] to generate WWW image’s visual 
features. In this paper, we truncate the 64 most dominating coefficients as our image’s 
visual feature. Thus our WWW image’s visual feature is in 64-dimensional feature 
vector. For simplicity, we denote image’s visual feature as V. 

3.2   Image Similarity Measurements 

For text feature, we employ the cosine formula as follows: 
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where iT  and jT is image i’s and image j’s text feature respectively. 

For visual feature, the similarity between two images is computed as follows based 
on Manhattan Distance:  
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where diV . and djV .  is the thd dimensional value for image i’s and image j’s visual 

feature respectively. D is the dimensionality of visual feature space. 
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4   Index Multi-scale Similarities  

4.1   Building Indexing Structure 

In this section, we present the one-dimensional single indexing technique for image’s 
multi-features, called Multi-scale Similarity Indexing (MSI). MSI is mainly inspired 
from the following observations. First, in the same cluster, relevant images have close 
similarities to the cluster’s center. And this property is hold for both text feature space 
and visual feature space. Second, based on the similarities to the cluster center, 
images can be ordered within that cluster. Third, similarities are one-dimensional 
values. If we can map each image into corresponding similarity value and each cluster 
in each feature space can be scaled into different interval, a single one-dimensional 
index like B+-tree can be easily built on these similarities. Thus in MSI, high 
dimensional features spaces are transformed into one-dimensional space. Certain 
amount of irrelevant images can be fast pruned based on these one-dimensional 
values’ comparisons. 

To build MSI, we need first to cluster each feature space into partitions and 
compute their centers. Let’s assume that there are m clusters in text feature space and 
n clusters in visual feature space. in text space, each cluster is assigned with a cluster 
ID from 1 to m, and similarly to visual feature space with cluster ID from 1 to n. 
Given an image with feature T and V, its indexing keys in different feature space are 
computed as follows: 

),(*_

),(*_
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j
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texttext
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where textkey and visualkey  are the indexing keys, i and j are cluster Ids for its T and 

V in text feature space and visual feature space, with cluster center T
iO  and V

jO  

respectively. T_SCALE and V_SCALE are two constant scales with large gap to 
distinguish text and visual spaces. C is a constant to stretch the similarities range so 
that features in different cluster have different range. Thus features in different 
clusters can be distinguished easily. For example, an image with feature T and V, T is 
in cluster i in text feature space, and V is in cluster j in visual feature space, then its 
two indexing keys will be transformed into the ranges [T_SCALE+i*C, 
T_SCALE+(i+1)*C] and [V_SCALE+j*C, V_SCALE+(j+1)*C] respectively. 

A single B+-tree can be used to index the similarity keys for fast retrieval. And an 
additional auxiliary array is used to store the clusters centers and their minimum and 
maximum radii/similarity values that define the cluster’s data space, where the 
minimum and maximum radii are used to facilitate searching. When there is only one 
feature, MSI is similar to iDistance[4], except the keys are computed based on the 
similarity, rather than distance values. 

4.2   Query Processing  

Given a query image Q to search for the K top relevant images (K nearest neighbors), 
the searching algorithm works as follows. For each feature space, the query is first 
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divided into two sub queries, TQ  and VQ respectively, where TQ and VQ are 

image’s text and visual features. Then nearest neighbor searching is performed to 

get TK  and VK  top ranked image Ids from text and visual feature space such that the 

intersection of both set of Ids has at least K Ids in common. Evidence combination 
methods are then applied to compute the final list of results. 

For each subquery, the searching starts with a query sphere by a relatively small 

radius R around TQ  and VQ respectively. To find the desired number of most 

relevant images, the searching radius cannot be predetermined. Hence an iterative 
method that examines the increasing larger query sphere in each iteration has to be 
used. Searching in MSI begins with scanning the auxiliary array to determine which 

cluster whose data space overlaps with the searching sphere of TQ  and VQ . This can 

be determined by the following triangle inequality property: 

RPQSimOQSim T
textT

T
text +−≤− )()(    or 

RPQSimOQSim V
visualV

V
visual +−≤− )()(  

where P is a feature point in either text or visual feature space. 

 

Fig. 1. Searching spaces for two queries 

Figure 1 shows the searching spaces for two queries 1Q  and 2Q corresponding to 

a cluster O which covers a space defined by its minimum and maximum radii. From 

the above triangle inequality property, for 1Q , cluster O can be directly pruned since 

the similarity between 1Q  and O is greater than cluster’s maximum radius/similarity 

plus query searching radius R. The same situation occurs when the similarity between 
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1Q  and O is less than the cluster’s minimum radius/similarity minus query searching 

radius R. And this pruning situation is common to both text and visual feature spaces. 
On the other hand, if both query sphere and cluster’s data space intersect, such as 

2Q ’s searching sphere in figure 1, range searching has to be performed in MSI. 

Given an image with TQ  and VQ intersect with cluster T
iO  and V

jO  in text and 

visual space respectively, their ranges searched in MSI are: 
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−++
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Note that query sphere R is an increasing parameter with number of iterations. 
Searching for both sub queries is concurrent. It stops when there are at least K 
common image Ids are discovered in two sets of results searched from two sub 
queries. Thus MSI can provide approximate K nearest neighbors quickly using one 
dimensional data comparisons.  

So far, we have built a single one-dimensional indexing for WWW image’s multi-
features. However, similarity-indexing key mapping function is lossy in nature. 
Searching the data whose similarities to cluster’s center are close to query point may 
introduce certain number of ‘false positives’. For instance, in figure 1, although 
certain amount of points that are out of searching range can be pruned immediately 
(white area), the candidates for data access still include a number of points far away 
from query (green area, named as ‘false positive’). It will be perfect if we can remain 
only the points inside of query searching sphere (pink area). In next section, we 
propose Local Digital Coding to effectively filter most of these ‘false positives’. 

4.3   Clustering Techniques 

As mentioned earlier, the first step for building MSI is to partition each feature space.  
For WWW image text feature, every image is in weighted lexical chain model. We 

observed that WWW images are usually categorized by different topics. Here we 
propose a method called Topic-driven Clustering, to partition the text space into 
clusters. 

Topic-driven Clustering Algorithm: 
1. select the top K hottest keywords, and each keyword is assigned as a center. 
2. assign images into these K clusters based on similarities to each center. 
3. reconstruct each cluster’s center by summarizing its images’ weighted lexical 

chains. 
4. reassign images into K clusters based on similarities to each new center. 
5. merge K clusters into a desirable number of clusters. 
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In this algorithm, images are initially clustered into K clusters based on the most 
frequent keywords appearing in the images (step 1 and 2). Obviously, not all of the 
images can be assigned into clusters since K keywords cannot cover all images. A 
reclustering process is performed. In step 2, we expand each cluster’s center to be a 
weighted lexical chain by summarizing all images’ lexical chains in the same way as 
summarizing the image’s representation from a lexical chain network. By doing so, 
the center of cluster can be properly adjusted and represent the cluster’s complete 
information. Then images are partitioned again corresponding to these new centers. 
Finally we merge closely related clusters into one, until we get a desirable number of 
cluster we want. After we apply Topic-driven clustering algorithm, the image’s text 
feature are clustered into partitions, each of which has a weighted lexical chain as the 
center. 

To partition the high dimensional data space, such as image’s visual feature, 
several clustering methods [18, 19, 20] have been proposed in literature. In this paper 
we use the elliptical K-means [21] method to detect the correlated clusters in the 
space. The main purpose of finding correlated cluster is to perform the dimensionality 
reduction on these clusters locally. Recently research [23] has shown that 
dimensionality reduction on local correlated/elliptical cluster achieved much better 
effectiveness compared to reduce the dimensionality on the whole dataset. This is 
because dimensionality reduction methods such as Principle Component Analysis 
(PCA) are effectively only when the data space is well correlated. Otherwise, the 
retrieval accuracy should be affected greatly. 

5   Local Bit Stream 

In this section, we introduce our new indexing technique applied in MSI to break the 
dimensionality curse by filtering the irrelevant images greatly.  

LBS is inspired by the following observations. First, digital bit (0 or 1) is the 
smallest data representation. If each dimension of feature space can be represented by 
digital bit, the memory space can be reduced dramatically. Second, bit operation is 
always fastest. However, in high dimensional space, the similarity computation on 
original data is very expensive.  

Realize that for WWW images, its text feature and visual feature are in different 
representation models. Here, we use weighted lexical chain to represent text feature 
and standard high dimensional point to represent visual feature. Both have the 
following main differences. First, text feature is discrete in nature since each 
dimension of lexical chain is a word basically, while visual feature is continuous 
value along each dimension. Second, the dimensionality of text feature is dynamic, 
while that of visual feature is fixed. Different images may have different number of 
words to describe its semantics. To generate the uniform bits representation (we name 
it as Bit Stream, or BS) for both features, different encoding scheme have to be used. 

Except the uniform BS representation, how to produce an effective BS for each 
image feature is a challenging task. Here we associate the generation of BS with the 
cluster center where an image belongs. That is, for an image’s feature, we first 
allocate its cluster, and then compare it with its cluster center to generate its BS. Thus 
we localize the BS generation at cluster level, rather than the whole database level. 
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Next, we present the two encoding algorithms for text and visual features to 
produce a D-bit long uniform BS representation, where D is the dimensionality of 
feature space. 

5.1   BS Generation for Text Feature 

In text feature space, due to its discrete nature, two preliminary steps are needed 
before we start encoding by using the property of ordered data. We first order every 
image’s lexical chain and the cluster center’s lexical chain based on alphabet order of 
the words. Second, every word in each image lexical chain is labeled with its position 
index in the center’s lexical chain. Since the center contains all the words appearing in 
all the images within the cluster, we use the center as the axis to generate the BS 
representation for images inside of cluster. 

The encoding algorithm for an image text feature T in a cluster TO  is shown 
below. 

Text Encoding: 
1. BS=0; 

2. range = TO .size()/D + 1; 
3. for every word in T 
4. pos = word.index / range 
5. BS | = 1 << pos; 
6. end for 

The BS is initialized to be 0. For an ordered center TO , we divide it into D 
intervals (line 2). For each word in a text feature T, since we know its corresponding 

index in TO , we first compute which interval it lies in (line 4), then update the bit 
value at that position counted from left to be 1 (line 5). For example, if T contains two 
words “ACM” and “Multimedia” and their respective position index in the cluster 
center is 10 and 100. The center contains 1000 words. We want to construct a 64-bit 
BS. Based on the above encoding method, the interval range is 16. That is, the first 
interval is [0, 16), second is [16, 32), and so on. Words “ACM” and “Multimedia” are 

in interval 0 and 6. Thus the BS for T is 06 22 ∧∧ + =65. If more bits are needed than 
integer, multi-integer or character can be used. 

Due to text feature’s discrete property, if two are similar, the AND (&) operation 
on two BSs must be greater than 0. By checking this result, lots of irrelevant images 
can be pruned immediately. This encoding algorithm can make sure the retrieval 
precision is exactly the same as sequential scan. Further more, the space occupied by BS 
is fixed in D bits. However, each original text feature generally takes hundreds of bytes. 

5.2   BS Generation for Visual Feature 

Different from text feature, visual features are in high dimensional uniform. And 
along each dimension, the data value is continuous. In text feature space, the fixed 
number of intervals divided from cluster center is used to produce a uniform D-bit BS 
representation since the dimensionality of text feature for each image is different. 
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However, in visual feature space, the dimensionality is fixed. Meanwhile, the 
similarity measurements between both spaces are also different. Thus we present a 
different encoding algorithm for continuous and fixed dimensionality feature spaces. 

Visual Encoding: 
1. BS=0;  
2. for i =0 to D-1  

3.        if (V[i]> VO [i]) 
4.                 BS | = 1 << i; 
5. end for 

Given a D-dimensional feature space, the above algorithm encodes each feature V 

into a D-bit BS representation given its cluster center VO . Initially, the BS is set to 
be 0 (line 1). For each dimension, if its value is greater than the center value, we set 
the bit value to be 1 at that dimension for BS (line 3-4), else remain 0. Thus in visual 
space, the BS is a coarse approximation of original data.  

BS for visual feature is derived from comparing its cluster’s center. If two images 
are similar, their BSs should also be similar. To decide whether two BSs are similar, 
we use a threshold parameter - ϕ to indicate minimum number of common bits that 
two similar BSs should have. Along a dimension, if both BSs have same bit value, 
either 0 or 1, we say both BSs have one common bit. That is, along a dimension, if 
two visual features are both greater than the center or both less than the center, then 
their BSs have one common bit. Clearly, BS representation for a visual feature 
reflects its approximate trend/signal around its local cluster center. If both BSs have 
more than ϕ number of common bits, we say two BSs are similar. Given a 64-
dimensional feature space, usually the values are float type – 4 bytes long. Thus for 
each feature, it occupies 64*4 bytes space. However, a BS occupies 64/8 bytes. There 
are 32 times differences. Again, by performing bit operations on BSs, we can fast 
prune irrelevant images before we access the original data. Since ϕ is a threshold 
parameter, it has certain side effects. If it is too small, the pruning may not be very 
effective. On the other hand, if it is too big, some relevant images may be filtered. In 
the experiments, we will see that while we keep the same accuracy as sequential scan, 
the retrieval speed can still be faster than sequential scan by times. 

So far, we have looked the encoding method to produce BSs for text and visual 
features. And both encoding algorithm use the local cluster’s center as a basis. The 
final outputs from both algorithms have the same representation model – BS.  

LBS builds a new simple feature representation called BS for each image in 
respective feature space. BS is small in size, and fast comparison since it’s only 
involved bit operations. BSs can be embedded into MSI lower than the indexing keys 
level and upper than the original data level. An example tree structure is shown in 
figure 2. Thus, after the first level pruning in MSI, a second level pruning by 
comparing BSs is performed to filter most of ‘false positives’ included in the first 
level pruning. The images whose BSs are similar to query BS are then accessed at 
data level. Experiments showed that while keeping the accuracy high, 90% more 
‘false positives’ could be effectively pruned. 
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Fig. 2. Overall Structure of MSI with LBS 

6   Performance Study 

In section, we present our experiments results on our proposals. We compare our 
indexing technique with sequential scan and multi-indices built by iDistance method 
[4], where the indexing keys are computed by similarity rather than distance. In the 
following, we refer our MSI with LBS as LBS only. 

6.1   Experiments Set Up 

Our database contains 100,000 WWW images downloaded by our web crawler 
randomly from around 40,000 websites. And we use the weighted lexical chain and 
wavelet descriptors as image’s text and visual features as explained in section 3. We 
manipulated these databases in MYSQL server. We implement our method in the 
environment of Ultra-10 SunOS 5.7 processor (333 MHz CPU and 256 MB RAM).  

Two parameters are used as measurements: Precision and Efficiency. Since our 
database is large, it’s impossible to compute the retrieval recall. Here we use fixed 
KNN (K nearest neighbor) to compute the precision.  Obviously, within this K results, 
if the precision is higher, recall is higher also. We set K=20, and test 20 image queries 
for each experiment. Efficiency is measured by the Total Response Time (TRT), 
which includes the communication time to the MYSQL server. 

6.2   Tuning ϕ 

In our LBS method, the important parameter ϕ which is used to measure the similarity 
between two BSs has to be tuned. For text feature’s BS, due to discrete nature, we 
have to access every feature point whose BS AND (bit operation &) query’s BS is 
greater than 0. So we need tune ϕ for visual features only. 

Data Level

BS Level

Leave Level 

Feature data Feature data



896 H.T. Shen, X. Zhou, and B. Cui 

 

In this experiment, we use image’s visual features only – the 64- data to see the 
changing of ϕ for different dimensional data space. Here we the relative precision by 
comparing LBS with sequential scan. The relative precision is defined as precision by 
LBS divided by precision by sequential scan. The following figure 3 and 4 show the 
effect of different ϕ values on retrieval precision and efficiency for two sets of visual 
features. 

From figure 3, we can see that for 64-dimendional original data, LBS can remain 
the same precision as sequential scan when ϕ is less than 36. When ϕ is greater than 
36, there is rapid decreasing on precision. This is reasonable. When ϕ is larger, more 
points can be pruned. As ϕ becomes too large, there may be only less than K 
candidates remained. When ϕ becomes 64, only the query image is the candidate to 
access the original data. Thus a ϕ value which is a bit larger than the half size of the 
dimensionality of data space can remain the precision high. 
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Fig. 3. ϕ Effects on precision 
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Fig. 4. ϕ Effects on total response time 
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Figure 4 shows the ϕ effects on the total response time. TRT for sequential scan is 
the result when ϕ=0. For 64-dimensional space, when ϕ is less than 24, there is no 
obvious reduction on TRT. This is clear that in high dimensional space, most of 
points have few common bits along few dimensions with query point, while they may 
not be necessary to be the top K nearest neighbors to the query point. However, when 
ϕ increases to be larger than the half size of the dimensionality of data space (36 in 
this case), the TRT is reduced dramatically. This indicates that most of the irrelevant 
points can be distinguished when ϕ reaches around the half size of the dimensionality. 
As ϕ becomes too large, more points can be filtered, but precision may be affected as 
shown in figure 3. Thus there is a tradeoff between precision and TRT. From figure 3 
and 4, we can see that good values for ϕ could be a bit larger than the half size of the 
dimensionality. At these values, TRT can be reduced greatly, while precision is still 
high. In our later experiments, we chose ϕ as 36 for our 64-dimensional feature. 

6.3   Comparative Study 

Now we want to compare our indexing method LBS with sequential scan and multi-
indices by iDistance [4], based on the retrieval speed. This experiment tested 3 
datasets: text feature only, visual feature only, and text combined with visual features. 
The following table shows their differences in terms of total response time (s). 

Table 1. Comparative study on retrieval speed 

From table 1, we can see that multi-indices method built by iDistance performs 
even worse than sequential scan. There are two possible reasons. First, accessing and 
searching multi-indices take more time. Second, dimensionality curse resists in such 
purely similarity based one-dimensional index because too many ‘false positives’ are 
searched. By employing single index structure and LBS, the performance is improved 
significantly. LBS is more than an order of magnitude better than sequential scan. 
Clearly, our LBS is an effective method to filter those irrelevant points.  

7   Conclusion 

In this paper, we presented a novel indexing technique called MSI to index WWW 
image’s multi-features in a single one-dimensional structure. Combined with Local 

 Text 
Feature 

Visual 
Feature  

Combination 

LBS 
 

0.8 2.1 3.2 

Sequential 
Scan 

3.5 21 33 

Multi- indices 
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5.7 32 41 
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Bit Stream, our method can outperform sequential scan and multi-indices by 
iDistance significantly without degrading the retrieval precision. 
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Abstract. With the rapid growth of the available information on the Internet, it 
is more difficult for us to find the relevant information quickly on the Web. 
Named Entity Recognition (NER), one of the key techniques in some web 
information processing tools such as information retrieval and information 
extraction, has been paid more and more attention. In this paper we address the 
problem of Chinese NER using a hybrid-statistical model. This study is 
concentrated on entity names (personal names, location names and organization 
names), temporal expressions (dates and times) and number expressions. The 
method is characterized as follows: firstly, NER and Part-of-Speech tagging 
have been integrated into a unified framework; secondly, it combines Hidden 
Markov Model (HMM) with Maximum Entropy Model (MEM) by taking 
MEM as a sub-model invoked in Viterbi algorithm; thirdly, the Part-of-Speech 
information of the context has been used in MEM. The experiment shows that 
the hybrid-statistical model could achieve preferable results of Chinese NER, in 
which the F1 value ranges from 74% to 92% for all kinds of named entities on 
an open-test data. 

1   Introduction 

With the rapid growth of the Internet, huge volume of information available on the 
Web brings people great challenges. The need for tools that can help users to find, 
filter and manage the information easily and quickly on the Web is growing 
accordingly. Named Entity Recognition (NER) is such a technology which is useful in 
many Web applications, for example, information retrieval, information extraction, 
digital libraries, question answering, etc. 

The NER task was first introduced as Message Understanding Conference (MUC) 
subtask in 1995 (MUC-6) [1]. Named Entities were defined as entity names (personal 
names, location names and organization names), temporal expressions (date 
expressions and time expressions) and number expressions. Compared with the entity 
names recognition, the recognition of temporal expressions and number expressions is 
simpler. However the recognition of entity names is harder because of their opening, 
expansibility and randomness. 

There have been a lot of researches on English NER and great successes achieved 
on it. However, for Chinese, NER is still on the way. Chinese NER has its own 
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difficulties all of which will be the obstacles to NER. The distinctive difficulties are 
as follows. 

1. There is no space to mark the word boundary and no standard definition of words 
in Chinese. The ambiguity is inevitable. Actually Chinese NER and word 
segmentation are interactional.[2] 

2. The rules for constructing named entities are more complex and uncertain, 
especially for abbreviations and aliases.  

3. Unlike English, Chinese lacks the obvious features such as capitalization that plays 
an important role in indicating named entities. 

This paper presents an approach that combines two statistical models: HMM and 
MEM. The hybrid-statistical model integrates NER and Part-of-Speech tagging into a 
unified framework. Then we filter the recognized named entities with the frequency 
information before outputting the final results. In this filtering, temporal expressions 
and number expressions are also checked. 

The experiments on open-test data achieve preferable results. Here lists the 
precisions and the recalls of named entities: for entity names, they reached 85.66% 
/79.96% (personal names), 81.57%/86.64% (location names) and 71.23%/78.42% 
(organization names); for temporal expressions, it is 85.97/97.69%; and for number 
expressions is 88.37%/91.69%. 

The paper is organized as follows: Section 2 introduces the related work in NER. 
In Section 3 we describe the two statistical models used in our method. Section 4 
explains the design of the hybrid-statistical model and named entity filtering. The 
experiment results and analysis are given in Section 5. Finally, in Section 6 we make 
conclusions. 

2   Related Work on NER 

Like many other techniques of Natural Language Processing, there are two kinds of 
methods in NER: rule-based and statistic-based. 

Traditionally, the approaches to NER have been rule-based. This method begins 
with designing rules according linguistic knowledge, and then applies them to the 
word sequence. Some of these systems are NTU [3], FACILE [4] and OKI [5], of 
which the first two systems are for English and the last one is for Japanese. However, 
the rule-based method is neither robust nor portable. It is bottlenecked by knowledge 
acquisition. So people turned to the statistic-based method, which depends less on the 
linguistic knowledge and the characteristics of particular language. So its portability 
is better. There are some statistical models used frequently in NER such as HMM [6], 
MEM [7], decision tree [8], transformation-based learning [9], the voted perception 
[10] and conditional Markov model [11]. 

Both methods have their advantages as well as disadvantages. The results on the 
rule-based method are more accurate. However, Chinese syntax is very complex and 
abstruse. Until now, the rules used in NER are still in the word level. In addition,  
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because of the complexity of natural languages, the rule-based system becomes 
tremendous so as to inevitable conflict among rules. So its achievement is limited. On 
the other hand, the statistic-based method has higher speed and efficiency while 
consuming fewer resources, but its precision may be not as good as the rule-based 
method. Consequently, current research on NER has focused on hybrid method-- 
combining the statistical model with linguistic knowledge. 

Up to now, much research work has been done on NER, especially on English. For 
example, in MUC-6 the best identification result (F1) of English, Japanese, 
Portuguese are respectively 97%, 93%, 94%, while the F1 of Chinese NER is 85%.  

This paper implements NER by integrating two statistical models (HMM and 
MEM) and applying linguistic knowledge in them. MEM is invoked when 
encountering indicative words. However, it is only used for calculating the 
observation probabilities of potential entity names, which are used as the HMM 
observation probabilities of the entities. Viterbi algorithm has been used to find the 
most probable Part-of-Speech tag sequence. So NER and Part-of-Speech tagging are 
integrated into a unified framework. Our method is characterized as follows: 

1. NER and Part-of-Speech tagging are integrated into a unified framework.  
2. It combines two statistical models: HMM and MEM. HMM provides the 

constraints in the context of the whole sentence. MEM integrates the information 
of the current word with its context of adjacent words. 

3. The Part-of-Speech information of the context is utilized by MEM.  

3   Statistical Model and Linguistic Knowledge 

In this paper we design NER using a hybrid-statistical model which integrates two 
statistical models, applying some knowledge in rules while recognizing. The model 
consists of three parts. The first part is MEM, which is used to calculating the 
observation probabilities of potential entity names. The indicative words used to 
invoke MEM include surnames, suffixes of location names and organization names. 
When the word sequence matches a rule of specific entity names, MEM is invoked. 
The second part is HMM. MEM is regarded as a sub-model of HMM. Viterbi 
algorithm is used to find the most likely Part-of-Speech sequence for the given 
word sequence (sentence). It can make full use of the constraints in the sentence to 
select the best tagging path. The output of HMM is a sentence with Part-of-Speech 
tagging. The third part is the linguistic knowledge. The knowledge used 
respectively in HMM and MEM can effectively constrict the search space and 
speedup the recognizing process. 

3.1   MEM [7] 

MEM is a kind of probability-estimation approach which is widely used in Natural 
Language Processing. It can combine diverse pieces of relative or unrelated 
contextual information, and has strong ability of knowledge representation. MEM has 
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proved to be a good method on Text Classification, Data Preparation, Part-of-Speech 
tagging and so on. 

The MEM estimates probabilities with the principle of making as few 
assumptions about unknown constraints as possible. All known constraints are 
derived from training data expressing some relationship between features and 
outcomes. In NER, the features are information of the context, while the outcomes 
are named entity tags. MEM is one of the models whose probability distribution 
satisfies the above property. Besides this, it is the unique model with the highest 
entropy, which agrees with the maximum-likelihood distribution. The particular 
illation and Generalized Iterative Scaling (GIS), which is used to train model 
parameters, can be found in reference [7]. 

Feature selection plays a crucial role in MER. We have implemented 136 binary 
feature functions in our system. Among these features, the fist 124 ones are derived 
from 6 feature patterns which are showed in Table 1, and the rest ones showed in 
Table 2 are designated directly. 

Table 1. Feature Pattern 

 

Some of the features derived from above patterns are sparse. We only hold those 
features observed in the training data at least K times, where K is the given threshold 
(in our experiment, it is set to 10). Although this method does not guarantee to obtain 
the best selection, it turned out to perform well in practice. 

Table 2. Feature Function (directly designate) 

 

All of the features in Table 2 make obviously positive effect on NER and then just 
need to be counted in the training data. 
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3.2   HMM 

HMM has been widely used in many fields, especially in speech recognition, Part-of-
Speech tagging and also NER. In our method we use the Viterbi algorithm mainly. 

Viterbi algorithm is used to find the most likely state sequence for a given word 
sequence (a sentence having been segmented), we must traverse all of the possible 
Part-of-Speech sequences for the word sequence. In the frame of HMM, NER has 
been a part of the Part-of-Speech tagging. 

In our method, Viterbi algorithm consists of two parts, building the searching space 
and finding the best Part-of-Speech sequence. In the former part, the elements in 
searching space include not only the set of Part-of-Speech tags but also some new 
states called as NE-states and used to mark the possible position in an entity name. 
These NE-states are listed as follows: nrfirst, nrmid, nrlast, nsfirst, nsmid, nslast, 
ntfirst, ntmid and ntlast, which are respectively corresponding to three types of entity 
names: personal names, location names and organization names. NE-states are added 
into the searching space only when candidate entity names encountered. The state 
transition probabilities between these NE-states and Part-of-Speech tags and the 
observation probabilities associated with these NE-states must be defined before the 
Viterbi algorithm can work. So in our method, the ambiguity of entities is dealt as that 
of tagging. 

3.3   Linguistic Knowledge 

Both of the statistical models apply some knowledge linguistic. Table 3 lists some 
used in HMM. And the knowledge in MEM is implemented as features, which have 
been introduced above in section 3.1. 

Table 3.  Knowledge Used in HMM 

 

We take Viterbi algorithm as the main frame of our method. The input of the 
algorithm is a sentence with a simple segmentation. The algorithm used for 
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segmentation is Forward Maximum Length Matching. In Viterbi algorithm, when 
the current word is an indicative word and its context satisfies the entity 
constructing rules, there will be a potential ambiguity: combing the current words 
with the context as a candidate entity, or teat them as separate common words. The 
ambiguity will be kept until Part-of-Speech tagging. When this kind of ambiguity is 
detected, some new states would be added into the state spaces of corresponding 
words to mark all the possible positions in the candidate entity. And the observation 
probability of the candidate entity is calculated by MEM. The above process would 
be repeated on every word in the sentence to make the complete states space. 
Viterbi algorithm works to find the most likely Part-of-Speech sequence through 
traversing the states space. 

4   Hybrid-Statistical Model and Named Entity Filtering 

This section will introduce two key techniques in this paper: integration of two 
statistical models and Named Entity Filtering. 

4.1   Integration of Two Statistical Models 

The flow of our method is: at first, the original input, a Chinese sentence, is 
segmented; then the NER and Part-of-Speech tagging begin to work, in which the 
searching space is built before Viterbi algorithm begins to find the best Part-of-
Speech sequence; at last we will combine the NE-states into Named Entity tags from 
the final Part-of-Speech sequence and update the global cache. 

Firstly, we define some symbols in Table 4.  

Table 4. The Defination of Some Symbols 

 

Secondly, we define the state transition probabilities between NE-states and Part-
of-Speech tags and the observed probabilities under the NE-states. NE-states consist  
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of nine elements (nrfirst, nrmid, nrlast, nsfirst, nsmid, nslast, ntfirst, ntmid, ntlast). 
The first three elements correspond to nr, the middle three ones correspond to ns, and 
the last three ones correspond to nt. The definitions of are shown in Table 5 and 6. 

The following is the description of our algorithm which is framed in Viterbi 
algorithm, invoking MEM to calculate the observation probabilities of candidate 
entity names. In the algorithm, the recognized temporal expressions and number 
expressions are contained in the known lists. And besides, all number strings are 
recognized as number expressions for the moment. Grouping of these strings will be 
done in the filtering procedure. 

Table 5. The Definition of Observation Probability 

 

Table 6.  The Definition of Transition Probability 

 

The use of Viterbi algorithm here consists of two parts: making the state spaces 
and traditional Viterbi algorithm (Initialization, Iteration, Ending and Finding the 
likely sequence). We take the sentence “ ” 
as an example. 
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1) Viterbi algorithm 
1.1) making the state spaces: 

For each word Oi:  
Firstly, T(i) is initialized by the Part-of-Speech dictionary, global cache and lists of 
named entity. For example, when processing the third word “ ”, we will receive 
its Part-of-Speech information (auxiliary) from the Part-of-Speech dictionary. 
If Oi is a number string, then tag m is added into the state space of Oi. The first 
word “  ”is an example. 
If Oi is a surname, nrfirst and nrlast are separately added into the sets of Oi and 
Oi+1 provided that “OiOi+1” satisfies the structure rule of personal name. So does 
“OiOi+1Oi+2”. When encountered the fifth word “ ”, this circumstance will be 
invoked. Then the state space of “ ” will consist of nrfirst, and the state space of 

“ ”will consist of nrlast. 
If Oi is one of location name suffixes, then nsfirst and nrlast are separately added 
into the sets of Oi-1, and Oi provided that “Oi-1Oi” satisfies the structure rule of 
location name. So do “Oi-2Oi-1Oi” and “Oi-3Oi-2Oi-1Oi”. 
If Oi is one of organization name suffixes, then ntfirst and ntlast are separately 
added into the spaces of Oi-1, and Oi provided that “Oi-1Oi” satisfies the structure 
rule of organization name. So do “Oi-2Oi-1Oi” and “Oi-3Oi-2Oi-1Oi”. 
If the states set of Oi  is still null, then nr, ns and nt are added ensuring that Viterbi 
algorithm can run smoothly. 

1.2) traditional Viterbi algorithm: 
At last, we will combine the NE-states into Named Entity tags, group temporal 
expressions and number expressions. 

2) The Use of MEM 
For many entity names are unknown words, MEM is invoked to calculate the 
observation probability of this kind of words. 

2.1) Feature Matching: matching the features in MEM with information of the context 
and the current word sequence. 

2.2)  Calculating the observation probability. 
The probability calculated by MEM is in the form of P(a|b), where a stands Part-
of-Speech, and b stands for a word. However the expected probability is in the 
form of P(b|a). So, use formula (1) to get P(a|b), and then calculate the 
observation probability P(b|a) as:  

P(b|a)= P(a|b)*P(b)/P(a) (1) 

The final identification result is as follows: 

 

4.2   Named Entity Filtering 

After analyzing the recognizing result, we found that all knowledge used in our 
system is on the set level, that is to say, the elements in a same set are not treated 
respectively. This ignorance caused much misrecognition. So in Named Entity 
Filtering we will use information about the usage of single words. The experiment 
results show that it acquires a great increase in the precision. 
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Filtering is used within and after Viterbi algorithm. The filtering of location names 
and organization names has been carried on within Viterbi algorithm. For the 
complexity of location names and organization names, it would cause more extra 
participial work if doing it after the algorithm. As for personal names, which are 
relatively simpler, the filtering is put after Viterbi algorithm. In addition, there is 
another task in the second filtering which is incorporating number string and its 
suffix. The threshold value of each kind of entity is acquired on empirical observation 
from corpus.  

1) Filtering within Viterbi algorithm 
Only the word sequence with the probability larger than the corresponding 

threshold value is regarded as a candidate location name or organization name, then 
its NE-states will be added into the state spaces of the word sequence, otherwise NE-
states are not added. Table 7 introduces the probability calculating method of a word 
sequence as a location name. The processing on organization names is similar. 

Table 7. The Probability Computing Method of a Word Sequence as a Location Name 

 

2)  Filtering after Viterbi algorithm 
This filtering consists of two parts. One is entity names filtering and the other is 

grouping temporal expressions and number expressions. 
Because some words are marked as entities just for ensuring that Viterbi algorithm 

can run smoothly, they need to be filtered out. This filtering is mainly on personal 
names filtering. The process is similar to the location names or organization names 
filtering. Only when the probability of the character sequence as a personal name is 
larger than the threshold value, it is regarded as a personal name, otherwise the 
sequence is segmented again. If the sequence consists of two single characters, it is 
segmented in the form of “one character + one character”. If the sequence consists of 
three single words, it is segmented in the form of “one character + two characters” or 
“two characters + one character”. Table 8 is the probability calculating method of a  
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character sequence. For example, some character sequences such as 
will be filtered. Although they accord with rules of personal 

name structure, the frequency about the usage of single words is relatively fewer. 
Therefore they will be segmented again as . 

In Viterbi algorithm we have recognized some temporal expressions and number 
expressions which are in known entities lists. All number strings in the algorithm are 
recognized as part of temporal expressions and number expressions. So in this second 
filtering we will group them with their suffixes. For example, if the current number 
string is “12” and the following of it is “ ”(mean month) then a temporal 
expression is recognized as “12 ”(means December). 

Table 8. The Probability Computing Method of a Character Sequence as a Personal Name 

 

5   Experiment Result 

5.1   Training Corpus and Testing Corpus 

The corpus used in our experiment is from People’s Daily on January 1998. It is 
divided into training corpus and testing corpus at the ratio of 1:4. The training data 
contains 28603 sentences (about 716815 Chinese words), including 11138 personal 
names, 14229 location names, 6745 organization names, 13287 temporal expressions 
and 39612 number expressions. The testing data contains 6987 sentences (about 
163619 words), including 5874 personal names, 3545 location names, 2056 
organization names, 3433 temporal expressions and 9226 number expressions. 

5.2   Resource of Knowledge 

The knowledge is acquired from various linguistic resources, shown in Table 9. 

5.3   Experimental Results 

We have carried out two kinds of experiments with filtration or not, the results are 
shown in Table 10. The numbers before “/” are the results without filtering, and the 
ones after “/” are the results with filtering. 
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Table 9.  Resource of knowledge in the experiment 

 

Table 10. Experiment results (with and without filtration) 

 

5.4   Analysis of the Experimental Results 

The results without filtration show that the recalls are better than the precisions. This 
is because the knowledge used in NER is on the set level and all elements in one set 
are regarded indistinguishably, which causes many pseudo entities to be recognized. 
So we add filtering during and after the recognizing procedure. The great increase in 
precision can be seen in the result with filtration, especially for personal names, which 
is fifteen percents. We also find that the results of organization are worse than those 
of other entities. The reasons maybe lie in two aspects -- one is the complexity of 
organization, the other is that our method has not looked further enough to recognize 
some very long nested organization names such as 
“ ”. In addition, the improvement on time and 
number expressions filtering is very little. The reason is that the filtering is mainly on 
entity names, not on expressions so as to cause little influence on temporal and 
number expressions. 

We can also find from the recognition results that there are quite a few pseudo 
entities which are general nouns although they contain the indicative words. Some 
examples of these entities are “ ”, the indicative 
words of which are “ ”. A method of avoiding this phenomenon is 
using semantic knowledge as much as possible.  

In our method the global cache can ensure the coherence of the same named 
entities in a text. However some entities will probably be classified as different types,  
especially in location names, organization names and general nouns. Some samples  
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are as follows: “ ”. So we should consider the context 
information and the tradeoff of space-time seriously.  

Form the above results and analyses, we will focus on some work as follows in our 
future research. 

1. Introducing more features into MEM.  
2. Threshold value selection with more scientific measure.  
3. Improving temporal and number expressions recognition in more detail.  
4. Finding more trigger points of recognition.  

6   Conclusions 

Chinese NER is a more difficult task than English NER. Though many approaches 
have been tried, the results are still not satisfying. In this paper we present a hybrid-
statistical model integrating knowledge into two statistical models, in which NER and 
Part-of-Speech have been combined into a unified framework. The results are 
preferable. However we should realize that there is still much work to do to improve 
our method, such as feature selection and finding more trigger points. 
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Abstract. In this paper, we propose a framework for identity management in a 
distributed environment. In addition to achieving convenience, which is the 
primary objective for identity management in most related work, we believe 
that user privacy and controlled information disclosure are equally important. 
Therefore, we look beyond the so-called single-sign-on (SSO) suitable mainly 
for a federated environment [2] because the requirement that a trust relationship 
be established between network applications and services so that a central 
authority can act on behalf of the applications and services in identity 
management and access authorization is not practical in the Internet where 
distributed control and management is the mainstream. We show how 
convenience can be achieved without the requirement for such a central 
authority in our framework. We also show how multiple identities can be 
managed for users to access network applications and services and how users 
can control the disclosure of identity information and hence ensure their 
privacy. Consequently, the framework can serve as the foundation for the 
development of the next generation of network identity management systems 
that are both practical and flexible. 

1   Introduction 

The emergence of the Internet and e-commerce requires that corporations and 
governments provide partners, clients and users with easy access to their systems, 
applications and services. As the result, the management of user identity information 
in a secure and effective way has become more important and increasingly critical in 
the successful deployment and provision of web-based applications and services. 
Identity management not only can help to centralize and simplify the management of 
user identities and support secure and convenient access to web-based applications 
and services that require user identification and authentication, it can also help to 
ensure user privacy by acting on the user’s behalf as well as by enforcing applicable 
laws and policies. Therefore, identity management has received a great deal of 
attention in the network research community and, as the result, a lot of progress has 
been made in recent years.  
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Identity management comes with a broad spectrum of meanings. On one hand, we 
can find approaches that aim at unifying a diverse set of user identities assigned to 
and accumulated by an individual user. One example is that an employee in a large 
organization may have established multiple identities for different computer and 
network systems following different requirements and guidelines. Another example is 
that a web user on the Internet may have registered with different web-based 
applications and services using the same or different identities as requested following 
different requirements and guidelines. It is obvious that there exists the real need to 
unify the many different identities to provide convenience to the user and to improve 
security that may deteriorate as the number of identities increases. 

On the other hand, we can find approaches that aim at respecting and protecting 
user privacy and at reducing the potential risk of exposing user or communication 
profiles to unauthorized parties [6]. Although current approaches that try to unify user 
identities may help to ease some of the concerns, they have severe limitations. One 
such a limitation is that these approaches work only in a so-called federated network 
environment in which member users, systems, applications and services yield the 
management of identities to a central authority. In the open Internet environment, 
however, it is generally very hard to establish a large-scale federated network because 
different businesses have different needs and different value propositions on their 
clients and customers, which requires that businesses manage their own users and user 
identities. This probably explains why popular single-sign-on (SSO) services such as 
Microsoft .NET Passport could not continue its rapid expansion after reaching certain 
scale in corporate membership. Liability on user privacy concerns and user ownership 
has also played some role in slowing down the adoption of SSO services in the open 
Internet environment. In general, identity management encompasses definitions and 
lifecycle management of user identities and associated profile information, as well as 
the environment for exchanging and validating such information [4]. Identity 
management is essential for building and maintaining trust relationships in different 
interconnected systems. 

The rest of the paper is organized as follows. In the next section, we review some 
related work. In Section 3, we analyze the network environment and discuss several 
key requirements for distributed management of identities in such an environment. In 
Section 4, we present our framework for distributed management of identities and 
discuss some of the related issues. Finally, we conclude this paper in Section 5. 

2   Related Work 

Managing multiple versions of user identities in a network environment is crucial for 
the development of the next generation of distributed applications and services. Most 
of the work in identity management, therefore, has focused on providing solutions and 
mechanisms that can help users to create and maintain multiple identities easily. One 
approach to address this issue is to establish a network-wide standard for the 
management of multiple identities to ensure the interoperability among different 
identity management systems. At present, the two popular identity management 
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standards are the Microsoft .NET Passport (www.passport.com) and the Liberty 
Alliance’s open standards for federated network identity [9]. Microsoft .NET Passport 
consists of a set of web-based service components, provides the single-sign-on (SSO) 
capability for users, and makes use of encryption technologies such as SSL (i.e., 
secure socket layer) and triple-DES (i.e., data encryption standard). It helps users to 
avoid remembering multiple sets of user names and passwords. Users can also use 
many forms of devices to check and update their profiles associated with their 
identities, such as PCs and hand-held devices. For a business, Microsoft .NET 
Passport provides a high-visibility marketing image and trust relationship in the 
maintenance of user identities. In addition, Microsoft .NET Passport provides a single 
identity to each user for access to multiple web-based applications and services. 
Therefore, companies can use this single identity to create a database of user profiles. 
Similarly, Liberty Alliance has been engaged in developing a set of open standards for 
federated networks in which identities can be managed collaboratively by member 
companies [5]. The Alliance currently has over 40 member companies who have been 
working together to realize the following goals: 

 To allow individual consumers and businesses to maintain personal information 
securely. 

 To provide a universal open standard for single-sign-on (SSO) services. 
 To provide a universal open standard for identities to span across all network 

devices. 

It should be noted that the standard approach that addresses the issue of 
managing multiple identities has focused primarily on providing the SSO capability 
and, therefore, suffers certain limitations [8]. First, SSO is suitable only for a 
federated network environment in which all member users, systems and 
applications and services trust a central authority to manage identities and to 
provide authentication services on their behalf. This is not generally practical in the 
open Internet in which majority of web sites and applications prefer to remain 
independent and maintain their own user identities and profiles for flexibility and 
diversity. Second, there are many other equally important issues besides SSO that 
an identity management system should address, such as how to help users to ensure 
privacy and to control the sharing and exposing sensitive user information. 
Convenience that SSO can provide should by no means sacrifice the capability and 
flexibility for ensuring user privacy as well as that for businesses to safeguard the 
most valuable information they possess for their businesses. 

Damiani, et al, [4] presented an overview of identity management, identified the 
major issues and discussed an approach to controlling multiple identities in an 
electronic world. However, the work lacks many specific details for establishing a 
framework for the development of an identity management system. Pfitzmann, et al, 
[11] examined a flaw discovered in the Liberty Alliance protocol and discussed the 
general nature of third party authentication methods. As pointed out earlier, SSO is 
the main focus of the Liberty Alliance effort and, therefore, other major issues related 
to identity management still remain unaddressed in this work. Finally, the trust 
negotiation framework proposed in [12] relies on a state-based language for trust 
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management that offers a potential solution for trust negotiation in changing 
environments but, unfortunately, only addressed some of the issues in identity 
management. 

With a general understanding of the major issues in the management of multiple 
identities as well as the limitations of the current work, we will proposes a framework 
for distributed management of identities in this paper to meet the requirements and 
objectives of identity management in an open network environment. Another 
objective of this framework is to achieve broad interoperability and dynamic 
scalability among identity management systems. 

3   Requirements and Objectives 

A network identity is a user identity that can be used to uniquely identify and 
subsequently authenticate the user in a network environment, especially over the 
Internet, to provide the user with access to web-based applications and services. In 
general, any solution for identity management should meet the following three 
requirements: 

 Convenience 
Convenience implies support and services that should at least be equivalent to what 
the current SSO can offer to the user. In a federated environment in which a central 
authority takes the full responsibility of managing user identities and making 
authentication decisions, convenience is straightforward. However, a federated 
architecture is generally suitable only for a single organization or a group of 
organizations that have very close business relationships. Therefore, it is not generally 
a practical solution on the Internet. To a large number of unrelated businesses and 
organizations, forming a federation and becoming members in it presents a great deal 
of difficulty because the federated architecture would take away from the members 
the ability of directly managing the most important and valuable information for their 
businesses, i.e., user identities and associated user profiles. Such architecture also 
requires that all authentication decisions be made by the central authority, which 
implies that the central authority has to take a full responsibility in the event of 
security breaches and that members have to have a full trust on the central authority, 
both of which are difficult, if not impossible, to achieve. Therefore, achieving 
convenience without requiring dramatic changes to current business practices is a 
very important consideration in our framework for distributed identity management. 

 Controlled information disclosure 
Without a central authority to manage user identities and associated information, the 
sharing of identities and information among web-based applications and services 
becomes necessary to meet the requirement for convenience. However, sharing of 
user identity information without the knowledge and control of the user could lead to 
unauthorized disclosure of sensitive information, harming the concerned user. For 
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 well-behaved businesses, sharing of user identity information should not be allowed 
without explicit authorization by the concerned user. For less-well-behaved 
businesses, the lack of explicit user authorization and control provides the possibility 
to abuse the acquired user identity information to gain unfair business advantages. 
Consequently, the ability of the user in controlling the disclosure of identity 
information is essential in our framework for distributed identity management. 

 Confidentiality and privacy 
Safeguarding user identity information and ensuring user privacy is something that 
could go beyond what the user can imagine and control. Although the ability of 
controlling information disclosure provides the user with the necessary means of 
protecting information and ensuring privacy, there are often times when the user may 
misjudge the situation or be misled to act in a way that may violate the general policy 
for protecting user privacy. Furthermore, although authentication decisions based on 
user identities and associated profiles can provide convenience while preserving user 
privacy [7], such profiles cannot be generalized for all cases and for all applications 
and services. Instead, national legislations and policies are being established gradually 
as the guidelines and laws for businesses to follow in interacting with users over the 
Internet. Such legislations and policies established by and for businesses should be an 
integral part of a solution for the management of identities in a network environment. 
Our objectives for proposing a framework in this paper are to define the relationships 
between the various network entities and their identities and to identify necessary 
means and mechanisms for distributed management of these identities that can meet 
the three general requirements that we just described. 

4   The Framework 

We assume, in our framework, that a user has already established one or more 
identities with different applications and services in a network environment. A user 
could establish a network identity with an application or service through the 
registration process required by the application or service. The user could also 
establish a network identity with an application or service through employment. In a 
word, a network identity is a name that relates a user to a network application or 
service and is a unique way of presenting the user to the application or service. A 
network identity of a user is also an abstraction of all the information about the user 
that the application or service desires to know and is used to uniquely identify the user 
within the domain of the application or service. Therefore, a user could use the same 
name as the network identities with different applications and services as long as the 
name is unique within each individual application or service. 

We now describe the several key elements in our framework for distributed 
management of network identities. 

Users: A user is an active entity that seeks to use a network service offered through a 
web-based application to accomplish a set of functions advertised by the application. 
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Application or service (AS): An application or service is the representation of a set 
of functions that are considered to be valuable to some users and can be activated for 
the users. 

Network identity (NID): A network identity is a name that can uniquely identify a 
user to an AS, It is also an abstraction of all the information that the AS desires to 
know about the user. Most important among all the information in a network identity 
is a secret code or password that is shared by the user and the AS and is used by the 
AS to authenticate the user in order to relate the user to a subset of the functions that 
the AS offers. Thus, an NID determines how much of the AS can be used by the user 
and, therefore, forms a relationship between the user and the AS. 

The relationships between a set of users and a set of ASs are depicted in Fig. 1, 
using NIDs to define the relationships. Note that each AS may choose to offer a 
different subset of functions to different NIDs, which is an internal service issue for 
the AS and, therefore, is not a consideration in the framework. 

With the NIDs being defined as relationships between users and ASs, the 
management of NIDs becomes the issue of managing such relationships, which 
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includes establishing and maintaining such relationships, to meet the requirements 
and objectives we set in this paper. Therefore, mechanisms and management 
functions are required between the users and the ASs to manage the NID relationships 
and to realize the management functions on the network identities.  

Fig. 2 illustrates the introduction of such management functions, denoted as a 
component NIDM. Note, however, that the NIDM component is just for the 
management of NIDs in the framework and doesn’t imply that the NIDM can only be 
implemented as a centralized management module. Rather, the NIDM component 
should be viewed as a set of middleware management functions, some of which are 
supported at the user side, some others at the AS side and still other as independent 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

middleware network functions or services. Furthermore, a particular function can be 
supported in more than one form and different forms of support may be used to 
manage different NIDs according to user requests as well as specific network 
environments. Therefore, the framework for distributed management of network 
identities is a very general statement about how network identities can be managed 
effectively to achieve the requirements and objectives. Fig. 3 illustrates this 
distributed concept in which different NIDs can be managed in different ways. As an 
example, Microsoft .NET Passport is an independent network service that can be used 
for managing the NIDs for a group of applications and services. However, this group 
is still relatively small and users can choose not to use Microsoft .NET Passport to 
access some of the applications and services in this group but rather to manage the 
NIDs in different manners. Furthermore, as pointed out earlier, a management scheme 
like Microsoft .NET Passport requires a federated architecture in which all the ASs 
delegate NID management as well as the subsequent user authentication functions to 
an independent component, which may not be very consistent with business practices 
and goals. Therefore, it could be very difficult to make such a generic middleware 
network service appealing to a majority of network applications and services. 
Therefore, different ways of NID management must be supported to suit the needs 
and requirements of different network ASs. 

F11 F12 F13

F14 F15

F21 F22 F23

F31 F32 F33

F34 F35

AS1 AS2 AS3

User1 User2 User3 User4 User5

F36

Fig. 3. Distributed Management of Network Identities

NIDM1 NIDM2

Fig. 3. Distributed Management of Network Identities 



920 J. He and R. Zhang 

 

AS3

User

NIDM    

AS3AS3AS3

Scenario 1 Scenario 2

Federation

We now illustrate how we can meet the requirements in our framework for 
distributed management of network identities in which we also identify some of the 
essential functions that are required to achieve our objectives. 

 Convenience 
Convenience, in the most straightforward way, means that a user, when dealing with 
multiple ASs, doesn’t have to enter the same user information, including critical 
network identity information, repeatedly unless the user chooses to do so. Therefore, 
convenience requires that mechanisms be developed for the following two scenarios. 
In the first scenario, we consider a federated environment in which a central 
management module is present to aid the user in managing NIDs and to perform user 
authentication on behalf of the ASs that are members of the federation. Microsoft .NET  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. NID Management Scenarios 

Passport is one of the most popular central NID management solutions that serve 
member ASs in a federated environment. With such a solution, after a user is registered 
with Microsoft .NET Passport, the user needs only identity and authenticate with 
Microsoft .NET Passport once before accessing the ASs that belong to the Microsoft 
.NET Passport federation. However, as pointed out earlier, it would be very hard to 
imagine that a single federation could ever be formed for all ASs over the Internet. 
Actually, having a single or a few numbers of federations of ASs for the entire Internet 
is contradictory to the basic design principles of the Internet in which distributed 
control and management ought to take the central role. Therefore, in the second 
scenario, we consider a truly distributed environment in which there is no central NID 
management module but mechanisms still need to be developed to provide 
convenience for the users to manage multiple NIDs. Fig. 4 illustrates the two NID 
management scenarios that we must consider in dealing with the issue of convenience. 
It is especially true that, due to the lack of a central management module for the 
distributed management, some different mechanisms must be developed to make it 
effective and convenient for the users to interact with multiple ASs using NIDs. 
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Fig.5. NID Establishment with a NEW AS 

In the distributed scenario, we assume that the user has already established an NID 
with an existing AS. If it is the first time ever that the user has to establish an NID 
with an AS, the user has no other ways but to go through the process of creating an 
NID with the AS and to provide user information requested by the AS. Convenience 
becomes the central issue when this user needs to establish a relationship with another 
AS in which most, if not all, essential information about the user is primarily the 
same. Fig. 5 illustrates this situation in which the user has already established an NID 
with AS1 and now desires to establish an NID with AS2. There are at least two  
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Methods for Establishing a NEW NID 

methods in which convenience can be realized in this case. The first method requires 
that a protocol be developed in which the user, after successful identification and 
authentication with AS1, retrieves information from AS1 and pass it over to AS2 to 
establish an NID with AS2. The second method requires that a protocol be developed 
in which the user, after successful identification and authentication with AS1, requests 
that the authentication result be sent directly to AS2 from AS1. Obviously, with the 
second method, the user is in effect using AS1 as a proxy for identification and 
authentication to AS2 and, hence, AS2 will not have an independent NID with the 
user. Fig. 6 illustrates the two methods, both of which can provide convenience to the 
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user in managing multiple NIDs. Note that the second method may appear to resemble 
the scheme used for the federated scenario in which AS1 is the central management 
module. However, there are some fundamental differences because the second method 
is a totally distributed solution in which AS1 is not a centralized default module that 
performs NID management for the user. Rather, AS1 is just acting in response to user 
request in this particular instance. The user may request different ASs with which the 
user has already established NIDs to perform such identification and authentication 
functions on its behalf at different instances when interacting with a new AS such as 
AS2 in Fig. 6. This is useful because the user may wish to obtain different services at 
different times from AS2 by using different NIDs. This also allows the user to 
maintain desired privacy by using different NIDs when interacting with AS2 because 
the different NIDs used gives AS2 different views about the user. 

 Controlled information disclosure 
It is obvious that the way in which convenience is achieved in the framework also 
provides the necessary support for the user to control the disclosure of identity 
information to a new AS. If the identity information is sent from a present AS to the 
new AS through the user (i.e., in the first method), for controlled information 
disclosure, some mechanism must be developed so that the user can examine, edit 
(i.e., add, modify or delete) and confirm the identity information before the 
information is sent to the new AS. If the identity information is passed directly from 
the present AS to the new AS (i.e., in the second method), some mechanism must also 
be developed so that the user can specify the class of information that can be sent by 
the present AS to the new AS. Therefore, the methods that help to achieve 
convenience in our framework also provide the necessary foundation for realizing 
controlled information disclosure. What we need are the actual mechanisms described 
above and their implementations to allow the user to exercise the control, which is our 
current research effort. 

 Confidentiality and privacy 
With controlled information disclosure, confidentiality and privacy become possible 
provided that necessary mechanisms be developed to support such functions. For 
example, to achieve confidentiality, encryption techniques must be employed for data 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Mandatory Enforcement of User Privacy 
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exchanges among the user, the present AS and the new AS using a widely available 
key distribution scheme such as PKI. The user can also ensure privacy by selectively 
passing identity information to the new AS with necessary support mechanisms. 

However, there is one additional element that must be considered for the 
purpose of ensuring user privacy, that is, the mandatory and legal aspect of privacy. 
This is important because an ordinary user often lacks the necessary knowledge 
about how to effectively protect his/her privacy in the real world. Moreover, 
business vendors that offer legitimate ASs often tend to request the user to send 
more personal information than what is necessary for undisclosed business 
purposes. To gain access to a desired AS, the user usually satisfies the request, 
which consequently could result in compromises to user privacy. Therefore, we 
include an element that embodies national legislation or policy for the protection of 
user privacy over the Internet in our framework and expect with full confidence that 
such legislation or policy will be fully developed in which businesses will be 
classified based on the nature and type of ASs they offer and privacy statements 
will be in place to clearly define what kind of user information can be collected by 
the businesses. This mandatory privacy policy will offer the badly needed help in 
eventually achieving the goals of ensuring user privacy. In anticipation of the 
arrival of such mandatory policy in the future, we incorporate such considerations 
and the necessary mechanisms in our framework. As the result, we not only have 
the discretionary control by the user but also have the mandatory control based on 
legislation or policy over the disclosure of user identity information to a new AS. 
Fig. 7 illustrates such privacy considerations and the mechanisms that can help to 
achieve the privacy goals. Note that the privacy enforcement module will take, in 
addition to the privacy legislation or policy statements, some information about the 
new AS such as the nature or type of the business or the new AS to apply the policy 
statements and derive the necessary information to be forwarded to the new AS. 
Such information can be obtained through a protocol that needs to be developed and 
must be certified to prevent the new AS from providing inaccurate or even false 
information that could lead to the violation of the privacy policy. All the 
mechanisms for obtaining the AS information and for enforcing user privacy 
accordingly are being developed as a part of the current research effort. 

5   Conclusions 

We presented a framework for distributed management of network identities to 
meet the three requirements we identified, namely, convenience, controlled 
information disclosure and confidentiality and privacy, without the necessary 
requirement for establishing a federation. We showed that the assumptions that we 
made for establishing the framework are more realistic in today’s Internet 
environment and the framework can suit any businesses and organizations that have 
a web presence and provide applications and services that rely on user identity 
information for authentication and access control and for service differentiation and 
management. The major contribution of the framework is to define and provide the 
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necessary means for the users to control the disclosure of sensitive identity 
information to protect information confidentiality and to ensure user privacy. 
Therefore, the framework addresses both the needs of businesses and organizations 
and those of the users in today’s complex network environment and, thus, can be 
used as the foundation for the development of the next generation of identity 
management systems beyond the so-called single-sign-on offered in today’s identity 
management solutions and services. 

There are, however, many research and development challenges to face and 
technical problems to solve before seamless distributed network identity management 
can become a reality. Chief among them are the methods and mechanisms that we 
identified and briefly described in this paper that implement and support convenience, 
controlled information disclosure and confidentiality and privacy which are our 
current focus in the research on distributed identity management. 
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Abstract. Updating and retrieving location-based data is an important problem 
in Location-Based Service (LBS) applications. The Web is a valuable pool of 
location-based information. Such information can be retrieved and extracted on 
the basis of corresponding postal addresses. This paper proposes an information 
extraction method to help collect location-based information from the Web 
automatically. The proposal applies an ontology-based conceptual information 
retrieval approach combined with graph matching techniques. Experimental 
evaluation shows that the method yields high recall and precision results. 

1   Introduction 

The development of wireless telecommunication has ushered in an era of mobile 
communicating and computing. As a result, Location-Based Service (LBS) has be-
come a fashionable theme in the industry. It involves the ability to find the geographi-
cal location of a mobile device and provide services based on this location informa-
tion. Updating and retrieving large amounts of location-based data is a significant 
problem in LBS applications. On the other hand, the ever-growing collection of texts 
available on the Web constitutes a valuable pool of up-to-date location-based infor-
mation. Modern Web information retrieval and information extraction approaches can 
thus be useful in collecting location-based data through the Internet. 

Address extraction from the Web can be used to accomplish location-based infor-
mation extraction, as much location-based information may be identified on the basis 
of corresponding postal addresses. For example, www.yellowpages.ca provides a 
large and valuable database containing abundant services with their addresses. How-
ever, address extraction is still a difficult problem. As Figure 1 shows, this process 
involves the ability to scan textual content, identify possible lexical address descrip-
tions, and finally label text segments as understandable address structures. 

A postal address is a knowledge structure. It includes suite information, municipal 
location and regional position, as shown in Figure 2. Based on this observation, ad-
dress extraction should consider adequate information. Considering the text segment 
“Kingston Street will be under construction from June 9 to July 15”, “Kingston” and 
“Street” are concepts in the postal address domain, but “Kingston Street” is not a 
valid address. On the other hand, “Loblaws supermarket, located at 125 Kingston 
Street, Toronto” contains the address descriptor “125 Kingston Street, Toronto”. 
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Fig. 1. An illustration of address extraction 

 

Fig. 2. Postal address structure 

Postal address inscriptions are more diverse than general descriptions. A real 
mailing address can be written as “Suite 113, 100 Kingston Street, Toronto, ON” or 
“100 Kingston Street, Suite 113, Toronto, ON”. On the other hand, not all address 
elements have to appear in a real address. For example, the above address does not 
contain a “direction” description. Some addresses may not have suite information. 
Another problem is vocabulary [1,2]. Language use may cause semantic misunder-
standing due to synonyms (different words for the same meaning) and polysemy (the 
same word with different meanings). In the synonym case, for example, “Street” is 
often written as its short form “St”, “St.” or “Str”; “West” is often abbreviated as 
“W”. To illustrate the polysemy problem, “Quebec” is a province in Canada, but it is 
also a city name in the province of Quebec; “Ontario” is a province in Canada but it 
may also be a street name in some city; “Sherbrooke” may also appear as a city name 
or a street name. 

In this paper, we propose a method for retrieving location-based information from 
the Web. The method employs an ontology-based conceptual information retrieval 
approach combined with graph matching methods to automatically identify possible 
address structures in a Web page. Section 2 reviews recent research in the field of 
content-based information retrieval. Section 3 details our method and Section 4 evalu-
ates our experiments. Finally, Section 5 gives the conclusion. 
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2   Related Work 

The idea of identifying the information in a document with a tabular structure is not 
new. Many research groups, such as the Message Understanding Conference (MUC) 
and the Text REtrieval Conference (TREC), have given considerable attention to the 
information extraction approach over the last decade. Postal address extraction is a 
new problem, however. The tasks of MUC-7 allowed researchers to extract street 
address information for a vehicle launch event [4], but most of their proposals are not 
accurate enough for location-based data identification. Other researchers utilize a 
standard address database to perform geo-parsing of Web pages [5, 6]. However, this 
approach is not able to handle diverse address inscription forms. 

In the field of content-based information retrieval, recent studies utilize the con-
ceptual analysis of unstructured texts. In such systems, researchers tend to use the 
domain ontology as a conceptual structure to accomplish concept extraction by com-
bining human knowledge and computing techniques. Mapping the words onto a set of 
predefined concepts (knowledge) is one way to discover a text’s underlying mean-
ings. In this context, an ontology specifies a conceptualization of a particular knowl-
edge domain [7], in which each concept is formalized as a node in the ontology and a 
relationship between concepts is represented by an edge linking concept nodes. 

Some approaches, such as those in [8, 9, 10], suggest applying the concept space 
model to represent documents. Each document is normalized to a concept-element 
vector and each element value is determined by concept frequency. An ontology or 
thesaurus is used to merge synonyms and other related syntax. However, a common 
vector cannot exhibit the relationship among concepts. Philosophers and linguists 
have found that graph structures are a better way to represent human knowledge. 
Conceptual graphs [11] and semantic networks are academic efforts towards machine 
understanding. Graph-based document representation can easily preserve implicit 
knowledge in the context of texts. However, transforming plain texts into graphs is 
not an easy task, since concepts or their relationships have to be identified automati-
cally. Graph matching is also a difficult problem (NP-complete). These two draw-
backs obstruct the application of graph structures in information retrieval. 

3   Our Proposal 

A document is described as a subgraph of a predefined ontology, after concepts in the 
document are identified and mapped onto this ontology. Comparing concepts corre-
sponds to node similarity. Approximate graph matching is used in this paper. 

3.1   Ontology Construction  

Ontologies play an increasingly important role in real-world modeling. An ontology is 
“a specification of a conceptualization” [12]. Such a conceptualization can be defined 
as a structure <D, R>, where D is a domain and R represents relevant relations on D. 
Based on this view, the ontology itself is actually a set of concepts in a specific do-
main and defines underlying relations between these concepts. 
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The concept set in the ontology of the postal address domain is actually a gazet-
teer, in which each concept can be described as a duple c=(inscription, meaning), 
where inscription corresponds to the lexical inscription form of the concept and 
meaning is the syntactic sense of the concept. For example, the word “Sherbrooke” 
will be transformed into two concepts: “street_name:Sherbrooke” and 
“city:Sherbrooke”, as “Sherbrooke” can actually be either a street name or a city 
name. The top-level ontology in the postal address domain (Figure 3) is the abstract 
understanding of a real mail address. These concepts are the basic entities and general 
descriptors. On the other hand, factual concepts located in the lower level of the on-
tology graph are the instances of street name, street type, direction, city and province. 
Concepts are linked together by means of their semantic relations, classified as verti-
cal and horizontal: 

(1) The PartOf relation (vertical relationship) organizes concepts according to a 
decomposition hierarchy. For instance, municipal location can be composed of street-
number, street-name, street-type, etc. Figure 3 gives a PartOf relation for the top-level 
ontology in the address domain. 

(2) The InstanceOf relation (vertical relationship) provides a specific instance of 
the concept being defined. For example, Northeast is an instance of Direction, and 
Toronto is an instance of city. Figure 4 shows an InstanceOf relation. 

(3) The Similar relation (horizontal relationship) gives a set of concepts similar to 
the concept being defined. Fig. 5 gives a Similar relation for the concept NE. 

(4) The SyntacticNeighbor relation (horizontal relationship) defines the neighbor-
hood relation when two concepts are linked together in the document, either in the 
same sentence or in two adjacent sentences. For example, in “20 Jutland Road, Etobi- 

 
 

Fig. 3. PartOf relation segment for a top-level ontology in the address domain 

 

Fig. 4. InstanceOf relation segment for the concept Direction 
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coke, Ontario”, “Jutland” is a SyntacticNeighbor of “Road”, and “Road” is a Syntac-
ticNeighbor of “Jutland” and “Etobicoke”. Figure 6 gives an example of this relation. 

 

Fig. 5. Similar relation segment for the concept NE 

 

Fig. 6. The SyntacticNeighbor relation in the address domain 

When a concept is entered in the ontology, relations are determined. Therefore, 
the intentional definition of an ontology is represented by ),( ENGo = , where oG  is 
the ontology graph. N  is the set of concept nodes corresponding to ),( dnN = , where 
n is the inscription form of the concept, d is the description of the concept and E  is 
the set of edges linking concept nodes to represent relationships. It is a 4-tuple 

),,,( SnSiInPaE = , where Pa is the PartOf  relation, In is the InstanceOf relation, Si 
is the Similar relation and Sn is the SyntacticNeighbor relation. 

3.2   Concept Identification  

To represent a text segment in a document using a predefined ontology, concepts 
must first be identified from the unstructured text. However, documents do not 
contain concepts explicitly, but rather words. Once concepts are expressed in a 
language (words and grammar), it is possible to identify them by analyzing phrases 
[10]. We use the following rules with regard to the relationship categories men-
tioned above. 

Rule 1: The SyntacticNeighbor relation can be identified if two concepts are contigu-
ous in the document. For example, the phrase “Maple Street in Canada” indicates that 
the concept “Maple” is a SyntacticNeighbor of the concept “Street”; the concept 
“Street” has the SyntacticNeighbor “Maple” but not “Canada”. 

Rule 2: If a concept is an instance of its parent node, that parent node is also identi-
fied. For example, in Figure 2, if the concept “East” is spotted, the “direction” con-
cept should be selected. 

Rule 3: If a concept is found, its similar sibling concepts must be identified. For ex-
ample, in Figure 3, when the concept “NE” is identified, its similar siblings 
“NORTHEAST” and “NORTH EAST” will also be picked out. 

Rule 4: If an identified concept has more than one meaning, all the related concept 
nodes are highlighted and their parent nodes are also picked out. For example, “Sher-
brooke” can be either “street_name” or “city”. If “Sherbrooke” is identified in the 
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document, both “street_name:Sherbrooke” and “city:Sherbrooke” are highlighted and 
their InstanceOf relation parent nodes “street_name” and “city” are also picked out. 

Rule 5: The SyntacticNeighbor relation is transferred from the child node to its parent 
node, following the InstanceOf relation edge. For example, in the phrase “Maple 
Street in Canada”, we know that “Maple” and “Street” are syntactic neighbors, “Ma-
ple” is a child node of “street_name” under the InstanceOf relation and “Street” is a 
child node of “street type” under the InstanceOf relation.  

Given “20 TORONTO ROAD ETOBICOKE ON”, we identify “20” as a possible 
instance of “suite_number” or “street_number”, “TORONTO” as a possible instance 
of both “street_name” and “city”, “ROAD” as an instance of “street_type” (its syno-
nym “RD” is also selected), “ETOBICOKE” as being in the same situation as 
“TORONTO”, and finally “ON” as an instance of “Province” (its synonym 
“ONTARIO” is also selected). Following the above five rules, general concepts, 
“suite_number”, “street_number”, “street_name”, “street_type”, “city”, “province” 
are determined, with their relations. Figure 7 illustrates the resulting ontology graph.  

 

Fig. 7. Ontology graph of “20 TORONTO ROAD ETOBICOKE ON”. “Si” is the Similar 
relation edge, “Sn” is the SyntacticNeighbor relation edge, “In” is the InstanceOf relation edge 

3.3   Graph Matching  

Graph matching allows us to compute similarity and map common concept nodes 
between knowledge structures. The similarity between the graph of a text segment 
and the predefined template graph of the address structure is used to determine 
whether a phrase is a real address. On the side of node-to-node mapping, ambiguous 
nodes can be resolved by coherent correspondences and then used to fill out the tabu-
lar address structure. Hence, the process involves two steps: graph similarity meas-
urement and node mapping. 

Template Graph and Abstract Descriptor Subgraph 
To perform graph matching, two definitions have to be given: the template graph, 
which utilizes a graph to state predefined knowledge of address structure, and the 
abstract descriptor subgraph, which concentrates the general concepts extracted from 
a text segment graph to present abstract knowledge of the text. 
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A template graph describes human understanding of address structure. In the 
postal address domain, a real address is always written according to some official, 
uniform rules. Although it has diverse orders in different countries or regions, the 
elements contained in an address are usually the same and their number is limited. In 
Canada, these elements are “suite descriptor”, “suite number”, “street number”, 
“street name”, “street type”, “direction”, “city”, “province”, and “country”. A tem-
plate graph can be predefined to simulate conceivable cases of addresses. Figure 8 
presents the SyntacticNeighbor relations between these elements and includes all 
possible connections in an address expression. This graph is actually a predefined 
knowledge structure representing a general address conceptualization. 

 

Fig. 8. Template graph in the address domain 

 

Fig. 9. Abstract descriptor subgraph of “20 TORONTO ROAD  ETOBICOKE ON” 

An abstract descriptor subgraph is the subgraph of concentrated general con-
cepts in the top level of the text segment graph. This notion is based on human analy-
sis of postal address structure. For example, “100 Kingston St, Toronto, ON” has a 
StreetNumber(100)-StreetName(Kingston)-StreetType(St)-City(Toronto)-Province 
(ON) structure. Here, we call the general concept “StreetName" as an abstract de-
scriptor of the concept “Kingston”, the general concept “StreetType” as an abstract 
descriptor of the concept “St”, etc. After these concepts are identified, their abstract 
descriptors (InstanceOf or PartOf parent of top-level concept nodes) can be induced 
by following InstanceOf and PartOf relation edges. These general concepts are then 
extracted and their SytacticNeighbor relations are determined by transferring from the 
SyntacticNeighbor relation concepts in the lower level of the ontology. For example, 
in “20 TORONTO ROAD ETOBICOKE ON” and its graph representation in Figure 7, 
we can acquire the abstract descriptor subgraph in Figure 9, where each concrete 
concept has been mapped onto its general concept along an InstanceOf edge. 

Similarity Measurement 
Graph similarity measurement in the information retrieval field has received consid-
erable attention from researchers such as [13, 14]. Most of their proposals define 
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graph similarity based on the similarity between concepts and the similarity between 
relations, corresponding to separate node and edge comparisons. In the address do-
main, however, the graph similarity problem is relatively simple. The similarity be-
tween two graphs can be defined by the following formula: 

)()(

),(),(

TT

TcTc

GEGN

GGEGGN
sim

+
+

=  

where ),( Tc GGN is the number of nodes shared by the text segment's abstract de-

scriptor subgraph G  and the template graph TG , ),( Tc GGE  is the number of edges 

common to G  and TG , )( TGN is the number of nodes in graph TG ,  and )( TGE  is 

the number of edges in TG . Taking the example illustrated in Figure 7 for the text 

segment “20 TORONTO ROAD ETOBICOKE ON”, if we compare its abstract de-
scriptor subgraph (Figure 9) with the template graph (Figure 8) and prune off dupli-
cated elements (for instance, by regarding the two “street_name” nodes as a single 
“street_name”, and the two edges connecting “street_name” and “street_type” as one 
edge), we determine that 6),( =Tc GGN , 7),( =Tc GGE , 9=)N(GT  and 

15)E(GT = . We can then derive the similarity between the two graphs as 0.54167. 

Structure Mapping 
Structure mapping is a node-to-node mapping problem, also called graph isomor-
phism in mathematical terminology. The goal is to find a one-to-one correspon-
dence of nodes, conserving adjacency, between two graphs or subgraphs. It is well 
known that isomorphism can be determined by means of a brute-force tree-search 
enumeration procedure. Although studies such as [15, 16] and the recent work in 
[17] give more innovative and optimized solutions, this problem still belongs to the 
class NP-Hard. In the address domain, however, it can be simplified for practical 
purposes. The trick we have used is to obtain an isomorphism between the template 
graph and the abstract descriptor subgraph by following InstanceOf relation edges. 
For a real address structure and its abstract descriptor subgraph, we admit the fol-
lowing two facts: 

Fact 1: A node of the template graph may be present only once in the abstract de-
scriptor subgraph. For example, in the address “20 TORONTO ROAD ETOBICOKE 
ON”, “street_number(20)”, “street_name(TORONTO)”, “street_type(ROAD)”, 
“city(ETOBICOKE)” and “province(ON)” appear once, and other address elements, 
such as “direction”, “suite_descriptor” and “suite_number” do not appear. 

Fact 2: An edge in the abstract descriptor subgraph must have its counterpart in the 
template graph. For example, “suite_number” can never connect with “street_name” 
directly (in the real world, “suite_descriptor” always precedes “suite_number”); an 
edge linking “suite_number” and “street_name” in the abstract descriptor subgraph is 
false and probably caused by word polysemy and ambiguity. 

Based on the above facts, a tree-search method can be applied to find node corre-
spondences between the template graph and the abstract descriptor graph in a two-
step task: 
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Step 1: Eliminate edges found in the abstract descriptor subgraph but not in the tem-
plate graph (Fact 2). For example, in Figure 9, the edges linking “suite_number” and 
“street_name”, “street_number” and “city”, “street_name” and “province” do not 
exist in the template graph. They should be pruned off as in Figure 10. 

Step 2: Find a path along SyntacticNeighbor edges in the abstract descriptor subgraph 
subject to the following conditions: (1) each instance concept node is mapped to a 
unique abstract descriptor node; (2) no abstract descriptor node is duplicated. For exam-
ple, a path through Figure 9 can be determined as shown by the heavy line in Figure 11. 

 

Fig. 10. Eliminating abstract descriptor subgraph edges according to Fact 2 

 

Fig. 11. Determining a path based on Fact 1 

After these two steps, a path in the abstract descriptor subgraph can be regarded as 
an address candidate. The instance concept will now be fit into the tabular structure as 
its abstract descriptor representative. If no path can be found in the abstract descriptor 
subgraph, it means that the representable address candidate cannot be parsed to a 
valid address structure. On the other hand, the existence of two or more paths in the 
abstract descriptor subgraph means that there are ambiguous meanings for the address 
candidate. In that case, human intervention is required to validate these possibilities. 

4   Experiments and Evaluation 

Our ontology construction for the address domain makes use of the DMTI GIS data-
base, which provides instance concepts such as “street_name”, “street_type”, “direc-
tion” and “city” for Ontario, Canada. We used www.yellowpages.ca as a test Web 
document set to evaluate our proposal.  

The concept identification process is carried out after transformation from HTML 
to plain text. As the SyntacticNeighbor relation is examined in this process, any text 
segment including two or more nodes can be regarded as an address candidate and 
transformed into a graph. The graph similarity measurement is then compared. We set 
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the threshold of similarity for extracting the most likely addresses at 0.29. In fact, this 
threshold value depends on the ontology graph. Since the template graph contains a 
total of 9 nodes and 15 edges, a possible address structure should contain at least 4 of 
the nodes in the template graph and the corresponding 3 edges. Thus the minimum of 
the similarity value, according to Formula 5, should be 0.291667. Filtering by the 
threshold yields the list of extracted address candidates shown in Table 1. 

Table 1. List of address candidates extracted from the Web page http://www.yellowpages. 
ca/searchBusness.do?what=supermarket&srchtype=business&city=toronto&sType=simpleSear
ch&action=homeSearch&step=getDirectory&Se=smp&x=28&y=13 

Extracted Addresses Similarity Real address? 
EAST YORK 4 ETOBICOKE 11 NORTH YORK 21 
SCARBOROUGH 39 TORONTO 57 YORK 14 
ONTARIO 

0.2916667 No 

25 MALLEY ROAD SCARBOROUGH ON 0.4166667 Yes 
73 RAILSIDE ROAD NORTH YORK ON 0.4166667 Yes 
73 RAILSIDE ROAD TORONTO ON 0.4166667 Yes 
310 MILLWAY AVENUE CONCORD ON 0.2916667 Yes 
151 CARLINGVIEW DRIVE ETOBICOKE ON 0.3333333 Yes 
151 CARLINGVIEW DRIVE ETOBICOKE ON 0.3333333 Yes 
400 SEWELLS ROAD SCARBOROUGH ON 0.4166667 Yes 
20 NUGGET AVENUE SCARBOROUGH ON 0.4583333 Yes 
2889 DUFFERIN STREET NORTH YORK ON 0.4583333 Yes 
790 MILITARY TRAIL SCARBOROUGH ON 0.4583333 Yes 
1966 WESTON ROAD YORK ON 0.4166667 Yes 
247 SPADINA AVENUE TORONTO ON 0.4583333 Yes 
3813 SHEPPARD AVENUE EAST SCARBOROUGH ON 0.5833333 Yes 
483 OLD WESTON ROAD YORK ON 0.4166667 Yes 
1230 KING STREET WEST TORONTO ON 0.4583333 Yes 
0 1 2 3 4 5 6 7 8 9 A B C D E 0.2916667 No 

The above table shows all the address candidates from the sample Web page 
whose computed similarity exceeds the threshold value. Two of these candidates, 
“EAST YORK 4 ETOBICOKE 11 NORTH YORK 21 SCARBOROUGH 39 
TORONTO 57 YORK 14 ONTARIO” and “0 1 2 3 4 5 6 7 8 9 A B C D E”, are re-
jected at the stage of structure mapping, since no valid path can be found in their 
abstract descriptor subgraphs. 

We have performed a preliminary evaluation of the proposed system by using pre-
cision and recall measurements, as suggested by MUC. MUC defines scores of preci-
sion and recall by comparing the system response to an answer key [3]. Let keyN  be 

the total number of real addresses in the answer key, responseN  the total number of 

address candidates in the system response and correctN  the number of correct addresses 

in the system response. Then 
response

correct

N

N
precision =  and 

key

correct

N

N
recall = . The “F 

score”, combining recall and precision scores, is also used to measure both factors. 
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The “F score” is defined as 
recallprecision

recallprecision
F

+
××= 2

. Since there is no benchmark 

document corpus available for evaluating postal address extraction, we tested our 
system manually on two Web databases: www.yellowpages.ca and Yahoo! Business-
Finder. The results are listed in Table 2. 

Table 2. Precision and recall results in 6 experiments using yellowpages and 5 experiments 
using Yahoo pages. The number of addresses in each page (Nkey) and the number of correctly 
extracted addresses (Ncorr) were determined by a human experimenter 

Web Database (Page link) Nkey Nrese Ncorr 
http://www.yellowpages.ca/searchBusiness.do?what=gasoline+station&srchtype=c
ate-
gory&city=Etobicoke&sType=simpleSearch&action=homeSearch&step=getDirect
ory&Se=smp&x=27&y=7 

14 15 13 

http://www.yellowpages.ca/searchBusiness.do?action=homeSearch&start=16&srch
type=category&Se=smp&directoryId=092462&provinceId=ON&cityId=ETOBIC
OK&categoryName=Service+Stations+Gasoline%2C+Oil+%26+Natu-
ral+Gas&showMsgBox=1&what=gasoline+station&Dir=092462&sType=simpleSe
arch&categoryId=01186800&step=getDirectory&city=Etobicoke 

15 16 14 

http://www.yellowpages.ca/searchBusiness.do?action=homeSearch&start=31&srch
type=category&Se=smp&directoryId=092462&provinceId=ON&cityId=ETOBIC
OK&categoryName=Service+Stations+Gasoline%2C+Oil+%26+Natu-
ral+Gas&showMsgBox=1&what=gasoline+station&Dir=092462&sType=simpleSe
arch&categoryId=01186800&step=getDirectory&city=Etobicoke 

15 15 14 

http://www.yellowpages.ca/searchBusiness.do?action=homeSearch&srchtype=cate
gory&Se=smp&directoryId=092826&provinceId=&cityId=&categoryName=&sho
wMsgBox=1&what=gasoline+station&Dir=&sType=simpleSearch&step=getCateg
ory&city=Kingston 

14 12 10 

http://www.yellowpages.ca/searchBusiness.do?action=homeSearch&start=16&srch
type=category&Se=smp&directoryId=092826&provinceId=&cityId=&category-
Name=Service+Stations+Gasoline%2C+Oil+%26+Natural+Gas&showMsgBox=1
&what=gasoline+station&Dir=092826&sType=simpleSearch&categoryId=011868
00&step=getCategory&city=Kingston 

14 9 7 

http://www.yellowpages.ca/searchBusiness.do?action=homeSearch&start=31&srch
type=category&Se=smp&directoryId=092826&provinceId=&cityId=&category-
Name=Service+Stations+Gasoline%2C+Oil+%26+Natural+Gas&showMsgBox=1
&what=gasoline+station&Dir=092826&sType=simpleSearch&categoryId=011868
00&step=getCategory&city=Kingston 

15 13 11 

http://ca.yp.yahoo.com/ysp?C=gasoline+station&N=&yloc=reup&T=Kingston&S=
ON&R=N&SRC=yahoo&STYPE=S&PG=L&Search=Find+It 

13 12 8 

http://ca.yp.yahoo.com/ysp?C=gasoline+station&N=&yloc=reup&T=Etobicoke&S
=ON&R=N&SRC=yahoo&STYPE=S&PG=L&Search=Find+It 

15 17 12 

http://ca.yp.yahoo.com/ysp?CID=&C=gasoline+station&T=Etobicoke&PG=L&ST
YPE=S&R=N&SRC=yahoo&S=ON&AL=&PM=001d3abe&MC=&NA=&PP=&p
aging=1&PI=16&next=1 

15 16 9 

http://ca.yp.yahoo.com/ysp?CID=001D7200152&C=auto+repair&T=Kingston&P
G=L&STYPE=S&R=N&SRC=yahoo&S=ON&MC=1&PI=1 

8 8 4 

http://ca.yp.yahoo.com/ysp?CID=001D7200152&C=auto+repair&T=Kingston&P
G=L&STYPE=S&R=N&SRC=yahoo&S=ON&AL=&PM=0025b52b&MC=1&N
A=&PP=&paging=1&PI=16&next=1 

7 8 3 
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Hence, the precision and recall evaluation of our system is as follows: 
745.0=precision , 724.0=recall  and 734.0=F . 

5   Conclusion and Future Work 

The aim of the work described here is to achieve automatic location-based data updat-
ing from the Web. Most location-awareness information can be recognized by postal 
addresses. Node mapping of an address graph fits an identified address segment into 
slots in a tabular structure. This technique can not only be utilized in mobile applica-
tions, but can also be applied in geo-marketing and other applications of location-
based services. On the other hand, since the method itself is based on domain ontol-
ogy, it can also be extended to the automatic extraction of lightweight knowledge. 

There are several ways to improve the proposed system. First, the typing-error 
problem needs to be considered in the process of address identification and extraction. 
To achieve this goal, string similarity has to be integrated as part of the node similar-
ity measurement. However, such a consideration undoubtedly increases the computa-
tion complexity of the address extraction process, since not only does the string edit 
distance computation itself consume system running time, but word-by-word and 
phrase-by-phrase comparison within the document must also be executed. Hence, 
tradeoff solutions between typing-error detection and address identification perform-
ance have to be found. Other problems include noise elimination and separation of 
joined address phrases. For example, “20 Portland Blvd Sherbrooke Quebec 100 King 
Street Cockville Quebec” (two joined addresses) would be regarded as one address 
segment by the procedure described here.  
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Abstract. This paper proposes PlusDBG to improve both precision and
pseudo-recall by extending the conventional Web community extraction
scheme. Precision is defined as the percentage of relevant Web pages ex-
tracted as members of Web communities and pseudo-recall is defined as
the sum of the number of relevant Web pages extracted as members of
Web communities. The proposed scheme adopts the new distance param-
eter defined by the relevance between a Web page and a Web community,
and extracts the Web community with higher precision and pseudo-recall.
Moreover, we have implemented and evaluated the proposed scheme. Our
results confirm that the proposed scheme is able to extract about 3.2-fold
larger numbers of members of Web communities than the conventional
scheme, while maintaining equivalent precision.

1 Introduction

A Web community is defined as a set of related Web pages concerning a same
topic. Web community extraction is usually used for the clustering of Web pages
into semantic sets. Conventionally, e.g. in Web directory services, Web pages are
clustered into various well-known topics by hand. However, it is impossible to
cluster all the Web pages properly by hand because they are updated frequently
and their number is huge. Thus, the Web pages should be clustered automatically
into a set of Web communities.

Automatic Web community extraction has two different purposes. Purpose 1,
which is represented by HITS [1] proposed by Kleinberg, is to extract the author-
itative pages related to a specified seed topic. Purpose 2, which is represented
by Trawling [2] proposed by Kumar et al., is to extract the Web communities
related to unknown seed topics. However, these conventional schemes are not
satisfactory with regard to both precision and pseudo-recall. This results in the
inclusion of unrelated pages or the exclusion of related pages from the extracted
Web community. Here, precision and pseudo-recall is defined as followings.

Definition 1. Precision is the percentage of relevant Web pages extracted as
members of Web communities.

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 938–943, 2005.
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Definition 2. Pseudo-recall is the sum of the number of relevant Web pages
extracted as members of the Web communities.

To extract the usable and comprehensible communities, both precision and
pseudo-recall should be high if at all possible. That is, the community with overly
low precision or overly low pseudo-recall is not desired.

This paper proposes a new Web community extraction scheme called Plus-
DBG that improves upon both precision and pseudo-recall. We extend the DBG
(Dense Bipartite Graph) extraction scheme [3] proposed by Reddy et al. In par-
ticular, we adopt a new parameter called “distance” defined by the relevance
between a Web page and a Web community.

2 Related Works

The WWW is denoted as a large directed graph [5]: whole nodes are Web pages
and whole edges are links. Web community extraction schemes [1, 2, 3, 4] extract
Web communities by finding characteristic structures from such a Web graph.

Reddy et al. proposed an algorithm for extracting dense bipartite graphs
(DBGs) from a large Web graph to extract Web communities without specifying
any topics [3]. A DBG is defined as a bipartite graph consisting of both Fans and
Centers. In DBGs, each Web page of Fans links to at least u Center pages, and
each page of Centers is linked from at least v Fan pages. The DBG extraction
algorithm consists of two steps. The first step iteratively extracts the candidate
Web pages forming a Web community. The second step extracts Web pages
constructing a DBG from the extracted candidate Web pages. In this algorithm,
every Web page is given as a seed page.

However, conventional schemes have not aimed to satisfy both precision and
pseudo-recall. Especially, conventional schemes are infirm at the effect of multiple
topic pages. Therefore, the extracted Web community may include unrelated
pages and exclude related pages.

3 Proposed Algorithm: PlusDBG

The purpose of this study is to develop a method extracting as many Web
communities as possible from a large Web graph without specifying any topics,
satisfying both precision and pseudo-recall. Precision and pseudo-recall is defined
in Definition 1 and Definition 2. To achieve this purpose, we extend the DBG
extraction algorithm [3]. When a Web page includes multiple topics, the DBG
extraction scheme tends to extract Web pages including unrelated topics as
candidate Web pages forming the Web community. To solve the above problem
and to improve precision, we adopt the “distance” defined by the relevance
between a Web page and a Web community. Moreover, to improve pseudo-recall,
we adapt a termination condition in the first step of DBG described in Section
2. In the conventional DBG extraction algorithm, loop count, which is fixed for
all communities, is given as the termination condition. In our proposed scheme,
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threshold value of the “distance” is given as the termination condition and loop
count of each community is determined by itself.

3.1 Definition of the “Similarity” and the “Distance”

The similarity ratio Sim(p, F ) between the Web page p and the Web page set
F is defined by Equation 1, where children(p) is a set of pages linked from the
Web page p and children(F ) is a union of Web pages linked from each page in
the Web page set F . Then, Sim(p, F ) represents the interest ratio of the Web
page p to the Web page set F .

Sim(p, F ) =
|children(p) ∩ children(F )|

|children(p)| (1)

By adopting Sim(p, F ) as part of the “distance,” we are able to avoid the in-
clusion of multiple topic pages, because multiple topic pages tend to have lower
ratio of outward links to one topic.

The distance between a Web page pn and Web page set Fn−1, denoted by
Dis(pn, Fn−1), is defined by Equation 2. Dis(pn, Fn−1) represents the semantic
distance from the topic of the Web page pn, which is a page added in the n-
th iteration, to the topic of Web page set Fn−1, which is a page set added in
the n-1-th or less iterations. The “distance” is designed so that the Web page
added later has a larger distance than the Web pages added previously. This
is because, we think that the relevance between a Web page and a seed page
becomes highest, when the Web page is directly related to the seed page. That is,
the Web pages added in the n-th iteration are directly related to the Web pages
added in the n-1-th iteration but indirectly related to the Web pages added in
the iteration less than n-1-th.

Dis(pn, Fn−1) = (1− Sim(pn, Fn−1)) + Dis(qn−1, Fn−2), for n ≥ 2 (2)
Dis(p1, F0) = (1− Sim(p1, s)), for n = 1

where, s is a seed page, and qn−1 = {x|∃x ∈ Fn−1,∀y ∈ Fn−1, |children(pn) ∩
children(x)| ≥ |children(pn) ∩ children(y)|}.

3.2 PlusDBG Algorithm

In PlusDBG, every Web page is given as a seed page in the same way as in
the DBG extraction algorithm [3]. PlusDBG consists of two steps, similarly to
the DBG extraction algorithm. The first step extracts the candidate Web pages
forming a Web community. The second step extracts Web pages constructing a
DBG from the extracted candidate Web pages. PlusDBG extends the first step
of the DBG extraction algorithm to satisfy both precision and pseudo-recall by
using the “distance.”

First step is described below. Given a seed page s, PlusDBG extracts the
candidate Web pages forming a Web community related to the seed page s from
a Web Graph G(N, E), where N is the node set and E is the edge set of the
Web graph, iteratively by using the “distance.”
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1. Assign dis border as a threshold value of “distance,” and set F = F+ = {s}.
2. Iterate (a) and (b) while |F+| > 0.

(a) Find P = {p|p ∈ N, p ∈/ F, |children(F+) ∩ children(p)| > 0}. Then,
calculate the “distance” Dis(p, F ) for each p ∈ P .

(b) F+ = {p|p ∈ P, Dis(p, F ) ≤ dis border}. Then, F = F+ ∪ F .
3. Output F .

Second step is described below. Given a Web page set F , PlusDBG extracts
a set of Web pages forming a DBG as a Web community in the same way as the
DBG extraction algorithm from a Web Graph G(N, E).

1. Assign the out-degree threshold of Fans u and the in-degree threshold of
Centers v. Then, set Fans=F and Centers={p|p is linked from any in F}.

2. Iterate (a) to (c) until both |Fans| and |Centers| are converged.
(a) Find PF = {p|p ∈ Fans, |{q|q ∈ Centers, q is linked from p}| < u}.
(b) Find PC = {q|q ∈ Centers, |{p|p ∈ Fans, p links to q}| < v}.
(c) Remove PF from Fans and PC from Centers.

3. Output Fans and Centers as a DBG.

4 Evaluation

We use the NTCIR-4 [6] WEB task’s test collection for our evaluations.The test
collection consists of 11,038,720 Web pages. In the evaluation, only the links
between different Web servers are extracted as the data set for evaluation.

In the evaluation, with regard to PlusDBG (hereafter referred to as PDBG),
the threshold value of “distance” is set to 1. With regard to the conventional
DBG extraction algorithm, the maximum iteration number in the first step is
set to 1 (hereafter referred to as DBG1) or 2 (hereafter referred to as DBG2). In
PDBG, DBG1 and DBG2, both the out-degree threshold of Fans and in-degree
threshold of Centers are also set to 3. Finally, all the Web pages are adopted
as the seed pages in the evaluation. Then, each Center is extracted as a Web
community. Thus, a Web page may become a member of multiple communities.

4.1 Precision

In this section, the precision of the PDBG, DBG1 and DBG2 are compared.
The precision is calculated by random sampling of 25 communities extracted
with each algorithm. In each community, 50 Web pages are selected at random
to confirm their precision. In the evaluation, Web pages that fulfilled either of
the following criteria are counted as pages matching the topic of the community.
Criteria 1 is that the page is an entrance page of the Web site covering the
topic. Criteria 2 is that the page is a page containing topic-related contents.
Here, a Web site is defined as a set of pages written by the same author. In the
evaluation, the usefulness of a page is not taken into consideration.

Table 1 shows the precisions of PDBG, DBG1 and DBG2 for the 25 com-
munities selected at random. As shown in Table 1, PDBG achieves almost the
same precision as DBG1. In contrast, DBG2 shows the worst precision among
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Table 1. Precision for 25 Communities

Community ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14
(1) DBG1 0.93 0.45 0.60 0.72 0.70 1.00 1.00 0.50 0.88 0.62 0.87 0.60 0.60 0.70
(2) PDBG 0.84 0.46 0.59 0.69 0.58 0.99 1.00 0.59 0.88 0.55 0.89 0.59 0.62 0.69
(3) DBG2 0.14 0.00 0.10 0.17 0.04 0.18 0.85 0.39 0.21 0.02 0.02 0.05 0.03 0.07

(2)/(1) 0.90 1.02 0.99 0.96 0.83 0.99 1.00 1.17 1.00 0.89 1.02 0.98 1.03 0.98
(3)/(1) 0.15 0.01 0.17 0.24 0.05 0.18 0.85 0.78 0.24 0.04 0.02 0.09 0.06 0.10

Community ID 15 16 17 18 19 20 21 22 23 24 25 average
(1) DBG1 0.07 0.56 0.86 1.00 0.86 0.30 0.53 0.75 0.50 0.74 0.78 0.68
(2) PDBG 0.24 0.59 0.70 1.00 0.90 0.28 0.69 0.88 0.46 0.74 0.79 0.69
(3) DBG2 0.22 0.10 0.00 0.02 0.00 0.01 0.02 0.02 0.06 0.00 0.08 0.11

(2)/(1) 3.37 1.06 0.80 1.00 1.05 0.93 1.30 1.17 0.92 1.00 1.02 1.10
(3)/(1) 3.08 0.19 0.00 0.02 0.00 0.04 0.04 0.03 0.13 0.01 0.10 0.26

the three algorithms. The precision ratio of PDBG in comparison with DBG1 is
about 0.8 to 1.3 in most communities. In contrast, the precision ratio of DBG2
in comparison with DBG1 is under 0.1 in most communities. Hence, PDBG and
DBG1 are able to extract communities with comparable precision. However,
DBG2 is not able to extract communities with sufficient precision.

4.2 Pseudo-Recall

In this section, the pseudo-recall of PDBG, DBG1 and DBG2 are compared.
Pseudo-recall is defined in Definition 2. In Definition 2, pseudo-recall is deter-
mined by the number of relevant Web pages in each Web communities and the
number of extracted Web communities. However, for all extracted pages, we
cannot evaluate whether a page is relevant to a topic. Thus, pseudo-recall is
calculated by “total number of pages”× “average precision” instead. Figure 1
shows the pseudo-recall and the distribution of the extracted communities from
the data set. Here, a Web page may become a member of multiple communi-
ties. Thus, the total number of pages forming communities may exceed the total
number of Web pages in the data set.

Fig. 1. Distribution of the Extracted Communities
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As shown in Figure 1, the pseudo-recall of PDBG is 2.8 times larger than
that of DBG1, however, it is smaller than that of DBG2. The reason is discussed
below.

As shown in Figure 1, PDBG extracts about 3.2-fold more Web pages than
DBG1. Moreover, PDBG extracts about 200,000 communities not extracted in
DBG1. For DBG2, the total number of extracted communities is just 223,791,
which is about half of the number of extracted communities by PDBG. However,
the total number of Web pages forming communities is 6,981,184,986, which is
larger than that of PDBG.

This means that PDBG extracts related Web pages more appropriately than
DBG2. That is, DBG2 tend to form many large communities such as consisting
of more than 10,000 pages including unrelated Web pages.

5 Conclusions

In this paper, we proposed a new Web community extraction scheme, PlusDBG,
with improved precision and pseudo-recall. PlusDBG extracts DBGs from the
Web page set using the threshold value called “distance.” Our experiment results
have confirmed that the proposed scheme extracts about 3.2-fold larger numbers
of members of Web communities as compared with conventional schemes, while
maintaining equivalent precision.
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Abstract. In the fuzzy inference system, the construction of the fuzzy
rule-base is a key issue. In this paper we provide an identification method
for fuzzy model by interpreting the importance factor of each fuzzy rule
as the conditional probability of the consequent given the premise. One
method of computing the conditional probability is presented. We call
this fuzzy model as the fuzzy inference system with probability factor
(FISP). One learning process of FISP is also presented in this paper.
The application of FISP in time series predication manifests that FISP
is very effective.

1 Introduction

During the past several years, fuzzy sets and fuzzy inference systems have reached
a popular level within technology, especially fuzzy control based on different
kinds of fuzzy inference systems has emerged as one of the most active and
fruitful areas for research. Fuzzy if-then rules are an appropriate form to describe
the human knowledge under the uncertainty due to fuzziness. On the other hand,
the uncertainty due to randomness can be dealt with by the theory of probability
(subjective or objective), and the human knowledge under this situation can be
represented by the probability distributions. It should be clear that fuzzy sets
and probability can live side by side in providing tools for uncertainty analysis
in complex, real-world problems[1, 2, 4, 7, 8, 9, 11].

In designing the fuzzy inference system, due to the knowledge imprecision,
there is a great need of learning, and tuning the fuzzy if-then rules and associated
parameters to achieve a desired level of performance. In order to tune only a
particular rule, the fuzzy inference system is extended and each rule is assigned
an importance factor or certainty factor, this factor has been explained by many
researchers the degree of truth of a rule [10], and some experiments manifest
that the importance factor enhances the robustness, flexibility and modelling
capability of the system [6].

In this paper, we also discuss the fuzzy inference system in which each fuzzy
if-then rule associates a factor, but here the factor is interpreted as the condi-
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tional probability of the consequent given the premise, it means how certain the
casual relationship between the premise and the consequent is, so in this pa-
per the importance factor or certainty factor is named as the probability factor.
The experiments manifest this fuzzy inference system with probability factor is
efficient.

In what follows, we review the fuzzy inference system, and proceed to build
our fuzzy inference system with probability factor. We introduce the quasi-
newton optimization technique and adopt it in the learning process of fuzzy
inference system with probability factor. Finally, this new fuzzy model is ap-
plied to the data mining — a time series prediction.

2 The Fuzzy Inference System

There are two types fuzzy inference systems: Mamdani-type and Sugeno-type.
These two types of inference systems vary somewhat in the way outputs are
determined. In this investigation we use Mamdani-type fuzzy inference system.

If U1, . . . , Un are the input variables and V is the output variable we can
represent the non-linear function by a collection m “rules” of the form

R(r) If (U1 is Ar1) and . . . (Un is Arn) then V is Br with factor αr; (1)

where if Xj is the universe of discourse of Uj then Aij is a fuzzy subset of Xj

and with Y the universe of discourse of V then Bi is a fuzzy subset of Y . And
r = 1, 2, . . . , m, m is the total number of rules, αr (0 < αr ≤ 1) is the importance
factor or certainty factor of the rth rule.

Assume the input to the Mamdani-type fuzzy inference system consists of
the value Uj = xj for j = 1, . . . , n. The procedure for reasoning consists of the
following steps:

1. Calculate the firing level of each rule τi

τi =
∧
j

[Aij (xj)] or
∏
j

[Aij (xj)] (2)

2. Associate the importance or certainty factor αi with τi

πi = τi × αi (3)

3. Calculate the output of each rule as a fuzzy subset Fi of Y where

Fi (y) =
∧

[πi, Bi (y)] (4)

4. Aggregate the individual rule outputs to get a fuzzy subset F of Y where

F (y) =
∨
i

[Fi (y)] (5)

5. Defuzzify the aggregate output fuzzy subset

y =
∑

i yiF (yi)∑
i F (yi)

(6)
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3 The Fuzzy Inference with Probability Factor (FISP)

Let P is a probability measure over Rn. Then, the probability of a fuzzy event
A is defined by the Lebesgue-Stieltjes integral:

P (A) =
∫

Rn

μA(x) dP (7)

��
��
U1

· · ·
��
��
Un

��
��

V

�
�
�
�
���

�
�

�
�

���

A11 · · · A1n · · · Am1 · · · Amn

B1 P (B1|A11 · · · A1n) · · · P (B1|Am1 · · · Amn)
...

...
...

...
Bm P (Bm|A11 · · · A1n) · · · P (Bm|Am1 · · · Amn)

CPT assigned to the node V

Fig. 1. The Bayesian belief network of the fuzzy rules

Based on the concept of fuzzy event, we can construct a directed graph.
The nodes can be the linguistic variables which have a finite number of possible
linguistic values. And this graph has two levels of nodes (see Fig.1). There are
n nodes representing the linguistic variables U1, . . . , Un in the first level nodes;
and just one node representing the linguistic variable V is in the second level.
There is a conditional probability table (CPT) assigned to the node V , this CPT
includes the probabilities P (V |U1, · · · , Un) of all possible instantiation of V and
U1, . . . , Un. In fact this directed graph also represents a fuzzy rule-base which
is a multiple input and single output, the first level nodes represent the input
variables, and the node in the second level means the output variable. So for any
instantiation of input variables U1 = Ar1, . . . , Un = Arn and output variable
V = Br, there is a corresponding fuzzy if-then rule:

R(r) If (U1 is Ar1) and . . . (Un is Arn) then V is Br with factor pr; (8)

where for each j, {Arj for all r} is the fuzzy partition of the universe of discourse
Xj of input variable Uj , and {Br for all r} is the fuzzy partition of the universe
of discourse Y of the output variable V . Here pr is the conditional probability
of the variable V given its parents:

pr = P (V = Br|U1 = Ar1, · · · , U2 = Arn) (9)

Given the fuzzy partitions of the input space and output space, we provide
an estimate method of pr. Let there exists a training data set TD in which the
ith element is a n + 1-dim vector [Xi yi], and Xi is n-dim vector

(
x1

i , . . . , x
n
i

)
.

So we have

pr =
∑

i τr(Xi)Br(yi)∑
j

∑
i τr(Xi)Bj(yi)

(10)
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where {Bj} is the collection of all fuzzy subsets in Y . And [Xi yi] is the element
in the training data set, τr(Xi) is the firing level of the rth rule defined in eq.(2).

So we have given a new interpretation for the fuzzy if-then rule and its factor
using a directed graph. The factor of each rule is the conditional probability of
the consequent given the premise.

4 The Application in Time Series Prediction

We construct the fuzzy inference system with probability factor to predict a
time series that is generated by the following Mackey-Glass (MG) time-delay
differential equation.

ẋ(t) =
0.2x(t− τ)

1 + x10(t− τ)
− 0.1x(t) (11)

This is a benchmark problem in the neural network and fuzzy modeling re-
search communities [5]. The training data set and checking data set used in this
experiment are shown in [3].

4.1 The Initial Model FISP

This system has four input variables and one output variable. We assume that the
“and” operator is production and the domain interval of the ith input variable Ui

is divided into Ki fuzzy sets labelled as A1i, A2i, . . . , AKii for i = 1, 2, 3, 4, here
let Ki = 3. Then the 4-dim input space is divided into 34 = 81 fuzzy subspaces:

(Aj11, Aj22, Aj33, Aj44), ji = 1, 2, 3; i = 1, 2, 3, 4.

And the domain interval of the output variable V is divided into 3 fuzzy sets
labelled as B1, B2, B3. The gauss-shaped fuzzy sets Ajii and Bi are adopted:

μAjii
(x) = exp

(x− ajii)
2

−2σ2
jii

, μAi
(y) = exp

(x− ai)2

−2σ2
i

.

We assume that all initial fuzzy partitions are even partitions. After using
500 data values to compute the conditional probability of each rule, for each
i = 1, 2, 3 considering all rules whose consequents involve the fuzzy set Bi, we
select 2 rules whose conditional probabilities are the largest to construct the
final fuzzy rule-base. So the final fuzzy rule-base has 6 rules whose conditional
probabilities are larger. Then we use this fuzzy rule-base to reason, the prediction
result is shown in Fig.2. This figure shows that the fuzzy inference system with
probability factor can memorize the shape of the data set, and can predict the
changing tendency of data values with time.

It is noticeable that the process of selecting the rules whose conditional prob-
abilities are enough large is necessary. Fig. 2 illustrates the prediction output of
the FISP which includes all possible rules (the total number is 35 = 243), it’s
clear that the performance is bad.
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Fig. 2. The left figure shows that the prediction result of FISP which includes 6 rules
without learning process. The right figure shows that the prediction result of FISP
which includes all possible rules without learning process. The solid line is the expected
output, the doted line is the prediction output

4.2 Learning Process of FISP

In order to improve the prediction precision further, we will adjust the parame-
ters (a, σ) which determine the fuzzy partitions of the input and output spaces.
Here we take the quasi-newton optimization technique.

Define the least square error function:

E =
500∑
i

(yi − yi)2

2
(12)

where yi is the predicted output of the inference system, and yi is the expected
output in the training data set.

Of the methods that use gradient information, the most favored are the quasi-
Newton methods. Because in each iteration the structure of the fuzzy rule-base
changes, the gradient information of E can not be supplied analytically, we
derive the partial derivatives using a numerical differentiation method via finite
differences. This involves perturbing each of the design parameters (a, σ) in turn
and calculating the rate of change in the objective function. After 70 iteration,
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Fig. 3. Comparison of the prediction value of the final model and the expected value
using the training (left figure) and testing (right figure) data. The solid line is the
expected output, and the doted line is the prediction output of the final model

we get the desired performance, Fig. 3 shows the prediction result, it is hardly
to distinguish the difference of the predicted output and the expected output.
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5 Conclusions

In this paper we discuss the inner relationship between the body of the fuzzy
rule and its associated factor. The factor of a fuzzy rule is interpreted as the
conditional probability of the consequent given the premise. In order to compute
the probability factor in this kind of fuzzy inference system, a computing method
is given in this paper.
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Abstract. Vast amount of Traditional Chinese Medicine (TCM) information 
has been generated across the Web nowadays. Semantic Web opens a promis-
ing opportunity for us to share Web TCM information by standardizing the pro-
tocols for metadata exchange. To fulfill its long-term goal, we need to build 
universal and intelligent clients for end-users to retrieve and manage useful in-
formation based on semantics and services. In this paper, we propose a set of 
design principles for such an intelligent information client and describe a novel 
semantics-based information browser, Semantic Browser, to resolve the prob-
lem of sharing and managing large-scale information towards data-intensive 
fields like TCM. 

1   Motivation 

Traditional Chinese Medicine (TCM) is a very huge and complex system of medicine 
knowledge, most of which is human experience from generation to generation. At the 
same time, thousands of scientific studies that support traditional Chinese medical 
treatments are published yearly. Due to the rapid development of Web and information 
technology, innumerable disparate isolated medical databases have been developed in 
the field of TCM [1] across the Web nowadays. Manifold and decentralization of the 
Web raise new challenges for Web clients to share and manage information effectively. 
Semantic Web [2] provides a common framework that allows information resources to 
be shared and reused across the Web. It has opened a promising opportunity for us to 
retrieve and share large-scale information in a distributed environment by standardizing 
the protocols for metadata exchange. To fulfill this long-term goal, we need to build an 
intelligent environment for end-users to make use of large-scale and heterogeneous 
information. In this paper, we indicate a series of design principles for such an environ-
ment and propose a novel semantic-based Web information client, called Semantic 
Browser [3][4], oriented data-intensive fields like TCM. 
                                                           
∗ The work is supported by China 973 fundamental research and development project: The 

research on application of semantic grid on the knowledge sharing and service of Traditional 
Chinese Medicine; Intel / University Sponsored Research Program: DartGrid: Building an 
Information Grid for Traditional Chinese Medicine; and China 211 core project: Network-
based Intelligence and Graphics. 
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A lot of works has been done for sharing and exploiting distributed Web informa-
tion on the client-side and semantics has been used broadly in organizing and integrat-
ing information. Haystack [13] is an RDF based individual information management 
tool, which aims to enable users to define whichever arrangements of, connections 
between, and views of Web information they find most effective. However, the way it 
explores and annotates Web pages makes Haystack not differ from traditional Web 
browsers very much in essence. Protégé [5] is an ontology development and knowl-
edge acquisition environment with a graphical user interface and various ontology-
based plugins. The server mode of Protégé supports multiple users working simulta-
neously and users can remotely browse and edit ontologies in Protégé, but it’s diffi-
cult to integrate distributed information resources into the Protégé server dynamically 
and the form-based interface is not intuitive for exploration of information. On-
toRama [11] is a prototype ontology browser, which takes RDF/XML as input format 
and models ontology as a configurable graph. However, the functionalities of On-
toRama are restricted to browsing and querying is not supported yet. 

In this paper, we propose a set of principles for designing an intelligent and inter-
active information client and describe a novel semantic-based information client, 
called Semantic Browser, to resolve the problem of sharing and managing large-scale 
Web information towards data-intensive fields like TCM. 

2   Traditional Chinese Medicine Information 

TCM is a large-scale information system and has its own knowledge structure with a 
set of special and complex disciplines and concepts, so when constructing Web client 
for sharing and managing TCM information resources, we should consider the charac-
teristics of the domain well. However, most of the existent researches and applica-
tions in this area fail to domain requirements. 

2.1   TCM Information Structure 

As a medical science that embodies Chinese culture and philosophical principles, 
TCM has its own particular information structure. With the rapidly growing popular-
ity of computers and the development of the Web, most TCM information has been 
organized into information bases. 

Definition 2.1 (Information Base). Information Base is a container of structured or 
semi-structured information, which can be processed by computers to some extent. 
Databases, knowledge bases and Web pages all can be categorized as Information 
Base. 

There are so many concepts in the field of TCM and each may be related to 
innumerable individuals. The relations between these concepts and individuals 
compose a complex network and even sophisticated TCM doctors cannot understand 
them well. A TCM concept or relation may refer to several information bases at the 
same time. However, within different genres or regions, the same concept may be 
represented by totally different terms in different information bases. For example, 
many Chinese medical formulas are retrieved from ancient literatures or synthesized 
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medical formulas are retrieved from ancient literatures or synthesized from single 
flavor drugs in laboratories yearly in China. The information about those formulas 
can be stored in databases of different institutions. In database A, the title of Chinese 
medical formula is formula name and in database B, the title may be Chinese medi-
cal formula name. When end-users query information about Chinese medical formu-
las that can treat specific diseases in A, computer programs cannot link to B auto-
matically, as they are two physically independent information resources, though the 
information in the two databases refers to the same concept. 

2.2   Web Semantics 

We introduce semantics to resolve the problems above. RDF(S) is the basic frame-
work for the Semantic Web and we can use RDF(S) to integrate distributed and het-
erogeneous information bases in the Web environment. We propose a blueprint of 
architecture for semantic-based Web applications in figure 1. 

 

Fig. 1. The architecture for semantic-based Web applications 

1) Information bases such as TCM databases compose the Information Layer. 
2) The Service Layer publishes various Web / Grid services. 
3) The Knowledge Layer embodies well-defined semantics like Web ontologies, 

which function as a mediator between clients and services. 
4) The Semantic View Layer is dynamically constructed by Web clients and pro-

vides end-users with intelligent interactions. 

We have taken an important step in abstracting semantic information about TCM 
information bases and extract ontologies from vast amount of original TCM informa-
tion. We classify various TCM concepts into eight top classes and each can be subdi-
vided into several sub-classes. The inherited relations between TCM concepts form a 
class hierarchy tree about TCM knowledge (see figure 2). 

We can use semantic links (URI [2]) to organize complex relations within semantic 
information as intuitive relational graphs, which are so called Semantic Graphs. We 
herein give the generic definition of semantic graph as follow: 
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Fig. 2. The class hierarchy tree of TCM knowledge 

Definition 2.2 (Semantic Graph). A generic semantic graph is defined by the follow-
ing items: (1) an acyclic relational graph with a central concept or individual of se-
mantic information is a semantic graph; (2) nodes labeled with a semantic link stand 
for concepts or individuals and arcs stand for properties in a semantic graph. A set of 
<arc, node> pairs with a set of inter-operations constitute a semantic graph; (3) two 
joint parallel semantic graphs with no cross also constitute a semantic graph. 

Therefore, we can represent the complex relational network of TCM semantic in-
formation as a class hierarchy tree and a set of semantic graphs. The TCM ontology is 
developed by Protégé [5] as RDF(S) and promoted to be Unified Traditional Chinese 
Medical Language System (UTCML) [1]. 

2.3   Information Integration 

We can dynamically create Semantic Mappings between semantics of ontologies and 
distributed information bases. The RDF model is very directly connected with the 
schemata of relational databases [6] (see figure 3). 

Definition 2.3 (Semantic Mapping) The following items define a generic semantic 
mapping with databases: 

(1) ( ) inci ClassTableTableTable =⋅⋅⋅ ,,M 21 ;  

(2) ( ) jiniipij propertyFieldFieldField =⋅⋅⋅ ,,M 21 ; 

(3) 〉⋅⋅⋅〈= pimpipicii M,M,M,MM 21 . iM  is a semantic mapping. 

(4) A record in iTable  can be mapped to a direct instance of iClass  by iM . 

By creating semantic mappings through Semantic Registration, database resources 
can dynamically join a virtual organization [7]. Other kinds of information bases can 
be mapped to semantic information in similar way. In this way, distributed and het-
erogeneous information bases are dynamically integrated and we can construct an 
effective and intuitive semantic view [8](see figure 4) based on various services with 
large-scale information bases for end-users. 
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Fig. 3. The semantic mapping between databases and semantics 

 

Fig. 4. Integrating distributed information bases with semantics 

3   Semantic-Based Visualization Environment 

Semantics eliminates the inconsistency of information resources and distributed in-
formation bases join together as a virtual organization at Semantic Layer. However 
we still need a semantic-based universal and visual environment for end-users to 
retrieve and manage large-scale information and the status of clients is shown as the 
frame with dotted line border in figure 1. The semantic-based clients will provide 
end-users with a series of intelligent and effective interactions. 

3.1   Design Principles 

Here we just propose several basic principles for designing and implementing such a 
semantic-based Web information client. 

Extendable Principle. As a service-based information system, the client accesses 
various Web services or Grid services to provide high-level operations. Hence it 
should not be too heavyweight but flexible and alterable on demand. Services of a 
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virtual organization may be delivered and updated at times, but it’s unpractical to 
change the structure of the client frequently according to services. So clients should 
have the built-in support for extending its functionalities according to the change of 
services without the main structure being modified. 

Visualization Principle. Unlike HTML contents, which are readable for human be-
ing, semantic information aims at machine processing. The structure of semantic 
information is unsuitable for users to read directly. To give end-users an intuitive and 
universal view on semantic information, the client should provide a mechanism to 
visualize semantic information as semantic graphs. 

Limitation Principle. For large-scale knowledge systems like TCM, the correspond-
ing domain ontologies are huge in most cases. However, the acceptability of end-
users is limited and they can’t catch anything fed back during once, so the semantic 
information returned from services should be restricted to some bound. 

There are two kinds of semantic links in semantic information. If a resource (a 
unique concept or individual in semantic information) can be related to another re-
source with no more than two properties, there is a Heavy Semantic Link between 
these two resources. If a resource cannot be related to another resource within two 
properties, there is a Weak Semantic Link between these two resources. 

Clients should represent information with more strong semantic links and discard 
that with too many weak semantic links. When the scale of semantic information 
returned from services is terrifically huge, the structure of corresponding semantic 
graph will get so complex that a lot of nodes and arcs will overlap with each other in 
the user area of the client, so the design should think much of graph layouts. 

Interactive Principle. Besides visualizing semantic information, end-users need 
more interactions such as querying to gain useful information from distributed infor-
mation bases, so the semantic graphs visualized by clients should provide end-users 
with high-level interactions and each element in the graph can interact with users to 
assist them managing and sharing information. 

3.2   Semantic Browser 

According to the principles before-mentioned, we implemented a novel semantic-
based information browser, Semantic Browser (see figure 5) to resolve the problem of 
representing and managing large-scale information towards information-intensive 
field like TCM. Semantic Browser manipulates distributed information bases at Se-
mantic Layer and construct a semantic view for end-users with a series of semantic-
based interactions. Semantic Browser is a lightweight client, which accesses the Grid 
services [9] of DartGrid [10]. 

According to the Extendable Principle, we develop various semantic plugins, 
which are independent and optional functional modules in Semantic Browser. A se-
mantic plugin usually contains some Grid Service stubs and remotely accesses a spe-
cific category of Grid Services. Semantic Browser reserves slots for extended plugins 
accessing possible services in the future. This extendable plugin mechanism allows 
Semantic Browser to extend its functionalities according to the change by adding and 
updating new plugins, without the basic structure of system being modified. 
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Fig. 5. A screen shot of Semantic Browser 

  

Fig. 6. A part of SGL definition 

According to the Visualization Principle, Semantic Browser visualizes semantic 
information as intuitive Semantic Graphs. A semantic graph in Semantic Browser is 
represented and comprised by operational vectographic components in Semantic 
Browser. In order to get a better effect of visualization, we develop an XML-based 
visual graph language for semantic information, Semantic Graph Language (SGL) [3] 
and the radial layout algorithm is implemented inside SGL. Unlike common visual 
graph languages or graph exchange languages, SGL takes semantics into account and 
treats them as part of graph elements (see figure 6). Semantic Browser has the built-in 
support for converting various formats of semantic information into SGL. 



 Interactive Semantic-Based Visualization Environment 957 

 

Browsing operation in Semantic Browser is defined as Semantic Browsing, which 
is to visualize concepts with their instances that are explicitly described and the rela-
tionships among them as semantic graphs and assist users to browse semantic infor-
mation through semantic links. 

According to the Limitation Principle, Semantic Browser slices semantic informa-
tion according to the granularity of semantics and adopts the radial layout algorithm 
[11] to arrange the global layout of a semantic graph by each slice of semantic infor-
mation, to avoid overlapping of nodes and arcs. 

According to the Interactive Principle, vectographic components of semantic 
graphs provide end-users with a series of semantic interactions including Semantic 
Registration and Semantic Query in a visual environment. In Semantic Browser, end-
users can interact with Grid services to retrieve semantic information through the URI 
rather than querying in local information bases directly. 

 

Fig. 7. Querying statements about a Chinese medical formula, which can treat influenza 

Table 1. Mapping from Q3 to SGL and relevant operations 

Q3 BNF Item Example SGL Element Mapping Opera-
tion 

operator q3:query   
pattern q3:pattern sgl:graph initialization 
blank_node […] sgl:subgraph select 
verb object a tcm: Chinese_medical_formula sgl:root select and display  
prop tcm:name sgl:arc select / select and 

display 

node [ ] sgl:node select / select and 
display 

literal "influenza" sgl:node input constraint 

To perform querying at the Semantic Layer, we develop a Semantic Query 
Language, Query3 (Q3) [12]. Every query in Q3 can be viewed as an OWL class 
definition; and query processing is reduced as computing instances satisfying the 
uerying concept definition. The set of statements in figure 7 is a Semantic Query 
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about the name, usage, dosage and composition of a Chinese medical formula, 
which can attend influenza. The querying statements above can be visually con-
structed based on semantic graphs and there is a direct mapping from SGL to Q3 
(see table 1). 

Q3 statements can be generated dynamically in the Dynamic Query Interface 
(DQI, the floating panel in figure 5) of Semantic Browser, by visual mapping during 
the process of Semantic Browsing. The semantic graph components in Semantic 
Browser offer four mapping operations, “select”, “select and display”, “unselect” and 
“input constraint” (see figure 5). When end-users perform one of the operations at a 
graph component, a corresponding Q3 item will be automatically produced or updated 
in the DQI. By combining a group of sequential operations, a set of Semantic Query 
statements will be constructed automatically. The Semantic Query request is sent to 
the Semantic Query Service of DartGrid and the process of query dispatching and 
optimizing is packed by the service. Querying results are returned from the virtual 
organization as semantic information and displayed as semantic graphs. 

4   A TCM Use Case 

TCM researchers and doctors, who have known basic TCM knowledge, can gain 
valuable information by performing interactions in the visualization environment of 
Semantic Browser. Considering the following scenario: a TCM doctor wants to know 
the compositions of some new Chinese medical formulas for cough. 

 First, the doctor can start with browsing the TCM ontology and extracts the top 
concepts through the Ontology Service as a class hierarchy tree. 

 Next, he expands tree nodes to browse sub-classes until he finds the class, Chi-
nese_medical_formula, which is related to hundreds of tables from distributed da-
tabases. The class and its properties are displayed as a semantic graph. 

 During the process of Semantic Browsing, when the doctor performs one of the 
querying operations at a semantic graph node, a Q3 statement like [ tcm:treat  a 
tcm:disease  tcm:name “cough” ] will be automatically generated in the DQI. 

 After submission, the Semantic Query Service dispatches the querying request 
among distributed databases. All information that exactly fits user’ requirements 
will be returned as semantic information and displayed as semantic graphs. 

 All properties of the class are displayed in a semantic graph. The compositions of 
the drug can be visualized as property values intuitively in the graph. If the doctor 
wants to know more about the composition liquorices, he can trace the property 
value node and a detailed semantic graph about liquorices will be displayed. 

5   Conclusion 

In this paper, we draw out the paradigm of an intelligent visual environment towards 
manipulating large-scale Web information and indicate a set of design principles. As 
an implementation to those principles, Semantic Browser dynamically constructs an 
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interactive semantic view based on various Grid services for end-users to perform 
high-level interactions. In collaboration with the China Academy of Traditional Chi-
nese Medicine, we have built a semantic-based information-sharing platform for TCM 
databases based on Semantic Browser and DartGrid, which involves tens of large 
databases from several institutions. 
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Abstract. Web-based applications have become ubiquitous over the
past few years. These applications rely on a simple document markup
language called HTML. However, the click-and-link interface provide
by HTML-based technology is too limited for building next generation
highly interactive Web applications. Hence, we investigate a technique
based on a highly interactive rich internet application approach for build-
ing desktop-application-like web applications. We discuss the design and
architecture of our client and server components, show the efficient use of
client, server, and network resources, and conduct server-side component
performance evaluations. Usability, universality, reusability and useful-
ness of our components are our primary objectives. Desktop graphical
user interface features such as drag-and-drop, image zoom-in, and folder
navigation are now possible for building web-based applications using
our components.

1 Introduction

Hypertext-style interface in Internet applications has been around since the in-
ception of the World Wide Web (Web). What makes hypertext a reality is a
standard Web language called Hypertext Markup Language (HTML). HTML
brought the so-called non-linear navigation paradigm from science fiction sto-
ries and research laboratories into our daily lives.

The simplicity of HTML has captivated many skillful programmers and cre-
ative Web developers, enabling them to create websites of all sorts. Over the
years, HTML has withstood many challenges and evolved with new features
as the web technology advances at an astonishing pace. Today, HTML is still
the predominant technology for website designs. These websites provide mostly
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browseable-only contents with form interaction using Common Gateway Inter-
face (CGI).

Dynamic Web content generation and interaction are achieved by using a
database system as the backend data storage and retrieval system in conjunc-
tion with a client Web browser, and a Web server. The majority of these types of
Internet applications are most used by the e-commerce and entertainment sec-
tors. However, most of these more sophisticated interactive applications still pro-
vide only simple interactions such as product navigation, shopping cart storage,
and form processing. More complex interaction is achieved by using Javascripts
embedded in HTML or plug-ins.

While emerging Web technologies such as Web services and Semantic Web
are gaining momentum, the click-and-link interface provided by HTML-based
technology is too limited for building highly interactive applications that might
someday utilize these emerging technologies. The original intent of HTML was
for building hyperlink-style applications with simple interactions and not for
highly interactive applications. This paper discusses the techniques used for cre-
ating highly-interactive graphical user interface (GUI) components for building
desktop-application-like Web applications.

These components complement HTML-based technology. In fact, they inte-
grate well together. Using these components we have built a highly interactive
image retrieval Web application as a proof of concept. Our image application is
easy to use because it has desktop-application-like GUI features such as folder
navigation, icon representation of images, image zoom-in capability, and drag-
and-drop functionalities.

The rest of this paper is organized as follows. Section 2 describes some back-
ground information and related work. Section 3 describes the component archi-
tecture and application design. Section 4 discusses the usability of our compo-
nents and Section 5 concludes the paper.

2 Background

Displaying and manipulating high-resolution images across the Internet (via a
web browser) becomes a daunting challenge due to the massive amounts of data
that need to be transferred and the limitation of hypertext-style interface. Hence,
providing a desktop-application-like interface for image manipulation and dis-
playing is the primary challenge for web-based application designers.

There are several image file formats, research prototypes, and commercial sys-
tems capable of presenting an on-demand imagery delivery (zoom and pan) ser-
vice over the Internet such as ER Mapper[1], Express Server[2], FlashPix[3], GIS
Viewer[4], GridPix[5], TilePic[6], Zoomifyer[7], and ZoomView[8]. All these im-
age formats and systems use variants of tiled-based, multi-resolution-tier
method and pre-processed static images. However, all these systems provide
view-only functionality and no highly-interactive, desktop-GUI-like environment.
On-demand large image delivery with user specified region of interest[9],
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progressive on-demand with optimal tiling and compression[10], client-caching[10,
11], and server prefetching[11] have also been studied.

This paper discusses the results on the design and implementation of
highly-interactive components for building a Web-based image application using
Flash component technology. These components can address the shortcomings of
previous works. Second, our components can achieve a desktop-application-like
interface in the web browser. Third, our components can be extended to provide
additional real-time interaction with images stored on the server. Lastly, our
component can be used by web developers (non-programmers) easily.

The components that we have developed are client-side GUI components,
which require the support of server-side components that we also have devel-
oped. Client component objectives are: desktop-application-like GUI, drag-and-
drop capabilities, virtual desktop, on-demand image zoom-in, client side im-
age caching, usable by non-programmers and deployable on multiple platforms.
Server component objectives are: remote folder/icon management, on-demand
image cropping, on-demand image resize and compression, server image caching,
and deployable on multiple platforms.

3 Component and Application Design

We introduced four client-side GUI components that are commonly found in
windows-based operating systems’ GUI environment: Folder, Icon, ImagePane,
and ProcessingStatus components.

– Folder component can be used for creating a special file that holds other
files and folders (sub-folders) located in a remote server. It reveals its
contents when opened and iconized when minimized.

– Icon component can be used for creating a small graphic image or object
that points to a file, program, folder (minimized) or object in a remote
server, and it responses to drag-and-drop mouse actions.

– ImagePane component can be used for creating an on-demand remote
image retrieval and manipulation application. It supports region-of-
interest (ROI) zoom-in.

– ProcessingStatus component can be used for status notification for a
remote processing call.

Using these components we were able to build a prototype image retrieval
web-application with a desktop-like environment called Web Desktop Environ-
ment (WDE). The system architecture, user interface, and server-cache manage-
ment will be discussed in this section.

3.1 System Architecture

Our client components require the support of server-side components as shown
in Figure 1. The client requests image, files and directories on demand; the
server performs image processing, directory and file lookup requests sent from
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Fig. 1. Client and Server Components

Fig. 2. Four Components in Flash MX 2004

the client; the network is used to transfer the images and date between the server
and client.

All four components are developed in Macromedia Flash MX 2004 using
Actionscript 2.0. The components are packaged into a Macromedia Extension
Package (MXP file) for distribution. Figure 2 illustrates what the web developers
will see under their Flash environment after the MXP file is installed.

To use the components the developers just need to drag-and-drop the desired
icon, as shown in Figure 2, into a Flash project and change some parameter
settings with no programming involved. Once the Flash project is compiled and
published, it becomes a Macromedia Flash File (SWF file) that can be linked
from an HTML file. See Figure 3 and Figure 9 for screenshots of deployed com-
ponents in action.

The server components as shown in Figure 1 is developed in Linux using J2SE
1.4.2 SDK, Tomcat 5.0.16, Open AMF 1.0CR5, JMagick and ImageMagick 5.5.6.
It is also deployable on OS X and Windows. Open AMF is a free open-source al-
ternative to Macromedias Java Flash Remoting Gateway that implements Flash
remoting protocol Actionscript Message Format (AMF). The communication
between the Flash Player and the OpenAMF is request-driven which is similar
to Simple Object Access Protocol (SOAP). ImageMagick is a robust collection
of tools and libraries for image manipulation in various formats. The Image Bean
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is responsible for making ImageMagick library calls through Java API provided
by JMagick.

3.2 The User Interface

Windows-based GUI design was chosen for our prototype image application due
to its universality and ease of use. Figure 3 is a screenshot of our Web Desktop
Environment (WDE) taken directly from Mozilla Firefox browser. WDE was
created using Folder, Icon, ImagePane and ProcessingStatus components that
we have developed. WDE behaves like a window manager that is similar to GUI
in Windows, Mac, and Linux operating systems. It handles graphical display
elements (such as folder and icons), folder open and close actions, drag-and-
drop of icon actions, and execution of applications.

Fig. 3. Web Desktop Environment. Two windows represent two opened folders and
Image Viewer Icon on the bottom is the image application icon

Folders and icons are graphical representation of folders and files stored on
the remote server. The mapping between client folders to server directories and
client icons to server files are handled by the Resource Mapper module. Double
click on a folder triggers dynamic retrieval of folder content from the remote
server as illustrated in the two opened windows in Figure 3. Drag-and-drop of
an icon between folders triggers file organization updates on the server. Drag-
and-drop of an icon onto a program icon causes the application represented by
the program icon to be executed.

For example, if SlideScan.jpg icon in Figure 3 is drag-and-dropped onto the
ImageViewer icon, the action will trigger ImageViewer (based on ImagePane
component) to be dynamically downloaded from the server and executed with
SlideScan.jpg (a 6.85 MB JPEG file, resolution: 3344x3344 pixels) as its input.
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Figure 9 shows six screenshots that illustrate zoom-in interactions between the
user client component (ImageViewer), and server component. The ImageViewer
frame size in the browser was set to 500x500 (pixels).

Figure 9(a) illustrates the initial screen after the drag-and-drop of SlideS-
can.jpg icon onto the ImageViewer. First, the ImagePane component is dynam-
ically downloaded from the application server (web server) to the web browser
and executed by the Flash Player. The processing status will appear first while
the following series of ImagePane component initialization steps are being per-
formed:

1. The XML Loader module retrieves from the server and processes the
XML file that contains the metadata about the image. The file contains
the following information: image filename, original width, and original
height as illustrated in Figure 4.

2. The Flash Remote Services module sends a request to the server for the
initial image to be displayed in the ImagePane. Parameters sent to the
server include: image name, ImagePane frame size (width and height of
the frame within the browser where the image will be displayed).

3. The Process Responder module retrieves the image and display in the
ImagePane after the server completes the processing from request sent
by the Remote Services in step 2.

<?xml version="1.0"?>
<image>
<imageFilename>
/dir/images/imagename.jpg

</imageFilename>
<width>2048</width>
<height>1536</height>

</image>

Fig. 4. Sample image metadata XML file

Figure 9(b) illustrates the screenshot after the initial image is loaded in the
ImagePane. The left hand side of the image is the actual tissue slide scan image
(about 50KB). The right hand side is a thumbnail panel for quick navigation.

Figure 9(c) illustrates a zoom-in action in progress. To specify a region of
interest (ROI), the user has to left-mouse-click-and-drag to create a white rect-
angular mask as shown in Figure 9(c). As soon as the left-mouse-button is re-
leased, a request is sent to the server with following parameters: image name,
ImagePane frame size, coordinates of the ROI. A processing status will appear
and thumbnail panel updates as shown in Figure 9(d).

The following steps will be performed by the server component upon receiving
of the ROI parameters from the client:
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1. Crop the ROI from the original image.
2. Resize the cropped image from step 1 to the ImagePane frame size.
3. Compress resized image from step 2 with 75% JPEG compression level.
4. Save the cropped-resized-compressed image in the web server.
5. Return the URL that links to the saved image from step 4 back to the

client and to be used by the Process Responder module.

Figure 9(e) illustrates the screenshot after the ROI from 5(c) has been re-
trieved from the web server by the Process Responder. Figure 9(f) illustrates
the screenshot after another zoom-in action is requested.

3.3 Server-Side Cache Management

Image processing algorithms such as image cropping and resizing are time con-
suming processes for large images (see Performance Evaluation section). How-
ever, it is reasonable to assume that a particular ROI will be requested by the
same or different users for more than once. Therefore, we developed an approx-
imate caching algorithm that utilizes cached images to speed-up retrieval time
based on the locality of ROI requests.

To better understand the overall idea of this caching algorithm the following
pseudocode illustrates its major steps. This caching algorithm uses a hash-based
indexing structure to ensure constant search time. It is important to mention
that the minimum overlapping threshold was pre-specified at 80%.

given (x, y) as the starting point of the requested ROI
foreach (x’, y’) within 5% of ROI’s width and height from (x, y)

foreach cached image (IMG) under (x’, y’)
if overlapping area of IMG and ROI ≥ minimum threshold

return IMG’s URL
save ROI in the cache

This approximation algorithm run in O(1/100 x ROI width x ROI height).
Using this caching algorithm, time consuming ROI imaging processing steps
are eliminated after the initial retrieval. Server side cache is managed by using
least recently used (LRU) image queue when the size of overall storage used for
caching gets too large.

4 Performance Evaluation

In order to know how well our server components can perform, we conducted
responsiveness and stress tests. We evaluated the server performance under four
image sizes as listed in Table 1 and shown in Figure 5. The hardware used for
the experiments is a Pentium 4 2.4GHz with 512MB RAM running Linux 2.4
Kernel and with 1GB of swap space. Unfortunately, we were unable to compare
our system with others due to the fact that previous works only provide viewing
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Table 1. JPEG image information

No. Dimension(WxH) Size

1 2270 x 1704 1.40 MB
2 2048 x 3072 3.50 MB
3 3344 x 3344 6.85 MB
4 5000 x 4333 28.00 MB

only functionality on pre-processed static images, while ours is more about real-
time interactivity on dynamic processing of images.

The first experiment is designed to investigate the effect of different ROI sizes
on the server processing time. The image pane size is set to 500x500 pixels. ROI
being used to conduct the experiment is an N x N (pixel) square at a random
location (x, y) within the target image. The details of how our server component
processes the request are described in the previous section. The experiment is
essentially a simulation of client requests on 10 different NxN ROI sizes from
100x100 to 1000x1000 at 100 increments. The average server processing time for
20 requests on each of the 10 ROI sizes is shown in Figure 6.

The second experiment involves random ROI sizes at a random location (x, y)
within the target image. The random ROI size (width and height) is constrained
within seven different ranges. The seven ranges are classified by the maximum
ROIs width and height in respect to the target image’s width and height. Ranges
are 1/32 (3.13%), 1/16 (6.25%), 1/8 (12.5%), 1/4 (25%), 1/3 (33.33%), 1/2
(50%), and 1/1 (100%) of the target images width and height. One hundred
requests for each of the seven ranges are performed. The average processing
time for each range on four images is shown in Figure 7.

Fig. 5. Four JPEG images of various dimensions and sizes

The last experiment was to investigate the effect of concurrent requests on
the server processing time. In this experiment a fixed size ROI (400x400) at a
random location (x, y) within the target image was used. Figure 8 shows the
effect of up to fourteen concurrent requests on the average processing time for
all four images.
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Fig. 6. The effect of ROI sizes on the image processing time

Fig. 7. The effect of range restricted random ROI on the processing time

Fig. 8. The effect of concurrent ROI requests on the processing time



Components for Building Desktop-Application-Like Interface 969

Fig. 9. Image retrieval interaction screenshots. (a) initial loading, (b) after loading, (c)
specify ROI, (d) waiting for ROI from the server, (e) ROI returned, and (f) another zoom-
in operation performed
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5 Discussion

One of our primary objectives is to minimize the resources needed and reduce
the response time of our components. Intelligent image data delivery ensures
that only the ROI portion of an image that fits within the defined display area
is delivered. In this case, ROI is extracted from the original image using Im-
ageMagick crop library routine, followed by a resize routine to ensure that ROI
fits within ImagePane frame size (500x500), then a 75% JPEG compression level
further reduced the image size. This typically reduces the ROI image to less then
50KB without any detectable image detail loss on the screen and yet it is small
in size for delivery over the Internet.

Efficient client side image caching ensures that image data will never be
delivered twice. Desired image can be quickly retrieved and displayed in the Im-
agePane by left-mouse-click on the thumbnail images in the thumbnail panel.
Thumbnail panel automatically rearrange the thumbnails as zoom in/out oper-
ations are being performed. Server-side image caching ensures that the same or
approximate ROI will never be processed twice.

Based on our four test images, the size of ROI does not have much effect on
the processing time when the width and height of ROI are both less then 33% of
the target image’s width and height (see Figure 7). Since ROI tends to be small
comparing to the original image, therefore the longer processing time associated
with larger ROI sizes will not be an issue.

The results of the concurrent processing benchmark in Figure 8 shows a
linear relationship between increases in the number of concurrent requests and
increase in the average processing time. This trend holds for as long as the
workload fits within the main memory. In the absence of network connectivity
issue, a sharp increase in the average processing time indicates the utilization
of virtual memory. At which point concurrent processing is then suspended due
to the unpredictability of thrashing on the average processing time. The results
indicate that 5-10 concurrent users on small/medium size images and only 1-2
concurrent users on large image is possible based on our server hardware setup.

Lastly, Flash platform was chosen due to its highly efficient use of graphic and
sound elements produces smaller, more self-contained files than Java applets,
thus faster downloading and loading is achieved. As of September 2004, flash
player has a market penetration of 98.2% (512.8 million users) [12].

6 Conclusions

Based on the performance statistic of this image delivery system, our goal of
providing reusable imaging components for building an on-demand, real-time,
highly-interactive, desktop-application-like, and web-based image application
has been achieved. Leveraging the enormous install base of Flash Player in web
browsers, our client component is developed as a Flash component. Hence, it can
be independently deployed and distributed to the web application developers.
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Since the supporting server component is written in Java, it can also be deployed
in many platforms.

As we have envisioned, our components eliminated hypertext style navigation
and in favor of an interface that has the look and feel of a desktop application. In
summary, what set our image component apart from those mentioned in previous
works are: (1) real-time on-demand interaction and (2) a desktop-application-
like interface. Performance is inversely proportional to server-request load, hence
issues related to server-side performance improvement are of our future interests.

Future work will include: (1) tile-based client and server-side caching, (2) ex-
tend the client platform to include wireless mobile devices, (3) more features such
as image filtering and transformation implemented, (4) user session and work-
flow management, and (5) research other methods to improve the performance
of the server components.

References

1. Earth Resource Mapping: http://www.ermapper.com/ (2004)
2. Lizard Tech: http://www.ermapper.com/ (2004)
3. The Digital Imaging Group: http://digitalimaging.com/ (2004)
4. UC Berkeley Digital Library Project: GIS Viewer: http://dlp.cs.berkeley.edu/

gis/ (2004)
5. Asami, S., Patterson, D.: GridPix: Presenting large image files over the internet.

Technical report, Report No. UCB/CSD-00-1099, May 2000, Computer Science
Division, EECS, University of California at Berkeley, CA 94720-1776 (2000)

6. Anderson-Lee, J., Wilensky, R.: Tilepic: A file format for tiled hierarchical data.
In: Proceedings of the JCDL, Roanoke, Virginia (2001) 343–344

7. Zoomify: http://www.zoomify.com/ (2004)
8. ZoomView, ViewPoint: http://www.viewpoint.com/ (2004)
9. Rauschenbach, U., Schumann, H.: Demand-driven image transmission with levels

of detail and regions of interest. Computers and Graphics 23 (1999) 857–866
10. Owen, M.J., Lui, A.K., Lo, E.H.S., Grigg, M.W.: The design and implementation

of a progressive on-demand image dissemination system for very large images. In:
Proceedings of the 24th Australasian conference on Computer Science, Gold Coast,
Queensland, Australia (2001) 148–155

11. Lin, C., Zheng, Y.: Fast browsing of large-scale images using server prefetching
and client caching techniques. In: Proceedings of the SPIE, Applications of Digital
Image Processing XXII, Denver, Colorado (1999) 376–387

12. Macromedia: http://www.macromedia.com/ (2004)



 

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 972–982, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Supervised Semi-definite Embedding for Email Data 
Cleaning and Visualization 

Ning Liu1, Fengshan Bai1, Jun Yan2, Benyu Zhang3,  
Zheng Chen3, and Wei-Ying Ma3 

1 Department of Mathematical Science, Tsinghua University, Beijing, P.R. China 
liun01@mails.tsinghua.edu.cn 
fbai@math.tsinghua.edu.cn 

2 LMAM, Department of Information Science, School of Mathematical Science, 
Peking University, Beijing, P.R. China 
yanjun@math.pku.edu.cn 

3 Microsoft Research Asia, 49 Zhichun Road, Beijing, P.R. China 
{Byzhang, zhengc, wyma}@microsoft.com 

Abstract. The Email systems are playing an important and irreplaceable role in 
the digital world due to its convenience, efficiency and the rapid growth of 
World Wide Web (WWW). However, most of the email users nowadays are 
suffering from the large amounts of irrelevant and noisy emails everyday. Thus 
algorithms which can clean both the noise features and the irrelevant emails are 
highly desired. In this paper, we propose a novel Supervised Semi-definite Em-
bedding (SSDE) algorithm to reduce the dimension of email data so as to leave 
out the noise features of them and visualize these emails in a supervised manner 
to find the irrelevant ones intuitively.  Experiments on a set of received emails 
of several volunteers during a period of time and some benchmark datasets 
show the comparable performance of the proposed SSDE algorithm. 

1   Introduction 

The email services are becoming more and more important in our modern life. Nowa-
days, a typical user receives about 40-50 email messages every day[5]. For some 
people, hundreds of messages are usual. Thus, users spend a significant part of their 
working time on email processing. With the rapid growth of World Wide Web[10], 
the popularity of email communication is growing; and the time spent on reading and 
replying emails is increasing. Despite their usefulness, however, email systems nowa-
days suffer one major problem: information overloading. In other words, people re-
ceive a lot of junk or irrelevant emails such as advertisements everyday. The number 
of these junk emails is so large that a significant amount of efforts have to be put to 
get rid of them to save space. Generally, the main tool for email management to solve 
this problem is text classification [10]. However, emails are always short documents 
with noise information which could decrease the performance of text classification 
algorithms dramatically. Thus an effective approach to clean the noise of the short 
text data is highly desired.  
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Dimension reduction techniques such as Principal Component Analysis 
(PCA)[6] and Linear Discriminant Analysis (LDA) are traditional linear approaches 
which could clean the noise features of data [8, 14]. Their goal is to obtain compact 
representations of the original data that are essential for higher-level analysis while 
eliminating unimportant or noisy factors. On the other hand, nonlinear dimension 
reduction algorithms such as Local Linear Embedding (LLE)[9, 11] and Isomap [2] 
are of great interesting due to the reason that there are many real world tasks in 
which linear algorithms do not work well [16]. However, little work has focused on 
the data cleaning problem by nonlinear dimension reduction approaches for text 
data. This is due to the reason that the nonlinear techniques typically do not scale 
well for very high dimension text data. In contrast to the traditional text data or web 
pages, email data are always lower dimensional vectors in Vector Space Model 
(VSM)[1]. Thus the effective nonlinear dimension reduction algorithms are possible 
to be applied on the email data. 

In this paper, we propose a novel supervised nonlinear dimension reduction algo-
rithm called as Supervised Semi-definite Embedding (SSDE) to clean the noise fea-
tures of email data. Through this supervised learning procedure, the new arrived email 
data could be classified into different classes.  Then the user could ignore the emails 
in the irrelevant class. Furthermore, the experimental results on synthetic data showed 
that we can project the original data into two or three dimensions by our proposed 
algorithm with data structure preserved. This property could help the user to select the 
most important emails and ignore the irrelevant emails intuitively. 

From the geometrical point view, the data cleaning problem by dimension reduc-
tion can be formulated as discovering a low-dimensional embedding of high-
dimensional data assumed to lie on a nonlinear manifold. It is highly desirable that this 
embedding preserved local geometry of the original data, i.e., close points in the high-
dimensional space must remain close in the embedded space. Recently, a new nonlin-
ear dimensionality reduction technique based on semi-definite programming, namely 
Semi-definite Embedding (SDE)[17, 18], is proposed for unsupervised nonlinear di-
mensionality reduction of image manifold. SDE is based fundamentally on the notion 
of isometry. Like Isomap and LLE, it relies on efficient and tractable optimization that 
is not plagued by spurious local minima. Isomap estimates geodesic distances between 
inputs; LLE estimates the coefficients of local linear reconstructions; SDE estimates 
local angles and distances. Comparing the algorithms, the theoretical and experimental 
results of SDE showed that it overcomes certain limitation of previous works interest-
ingly. However, the original SDE algorithm is unsupervised and was originally in-
tended for multidimensional image data visualization. The unsupervised algorithms 
ignore the valuable label information used in classification problems. Our contribution 
in this paper is a supervised variant of SDE for email data. To learn a mapping from a 
high-dimensional space into low-dimensional space, a nonlinear regression analysis [7, 
12] is used, i.e. mapping new arrival email data points into the embedding space, 
where the classification of these points is done by the K Nearest Neighbor (KNN) 
classifier. Our experimental results on various benchmark data sets form the UCI Ma-
chine Learning Repository [4] and the real email data of several volunteers show that 
this algorithm is effective for email classification problems in contrast to PCA, LDA, 
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LLE, and SDE. Besides this, there is an interesting observation: SSDE could visualize 
the information of the different classes of data in the reduced space. 

The rest of this paper is organized as follows. In Section 2, we introduce some 
necessary background knowledge of dimension reduction. In Section 3, we present 
our proposed Supervised SDE algorithm mathematically. In Section 4, we demon-
strate the experimental results on some benchmark data sets and the real world email 
data. Conclusion of this paper is given in Section 5. 

2   Background 

In this paper, our main contribution is to propose a supervised nonlinear dimension 
reduction (manifold learning) algorithm to clean the noise features of email data and 
help to visualize these data for users. Our algorithm originated from an unsupervised 
manifold learning algorithm called as Semi-definite Programming. For better com-
prehension, the mathematical definitions of manifold learning problems are given 
firstly. Following that, some necessary basic ideas of unsupervised SDE are shown in 
this section. 

2.1   Dimension Reduction for Data Cleaning  

The world is made of a huge amount of complex data. Discovering the hidden dimen-
sion of data, i.e. cleaning the noise features of the data can be seen as a dimension 
reduction problem. The dimension reduction problem could be mathematically de-

fined as: given N high dimensional inputs (where 1,2, , )D
iX R i N∈ = with noise 

features. Here DR denotes the space of all the D dimensional vectors. The problem is 

to give a proper algorithm to compute output d
iY R∈ , in one-to-one correspondence 

with the input X , that provides a faithful embedding in d D< dimensions. Here 
N DX R ×∈ is a matrix with each line a data point. 

PCA and LDA are the classical linear techniques for dimensionality reduction. 
However, many real data sets such as web documents and short emails contain essen-
tial nonlinear manifold that are invisible to PCA and LDA [9]. In the last few years, 
researchers have uncovered a large family of algorithms for computing such nonlinear 
problem, named as manifold learning. 

For manifold learning, it is best described as a problem at the intersection of statis-
tics, geometry, and computation. Given high-dimension data sampled from a low-
dimension manifold and a prescription for identifying “neighboring” inputs, the prob-
lem is how to efficiently compute a nonlinear embedding such that the outputs pre-
serve local geometry of the original data. 

2.2   Semi-definite Embedding 

To propose our Supervised SDE algorithm for email data, in this section, we would 
like to introduce the basic idea of SDE algorithm for manifold learning firstly: isome-
try. Then we present the detail steps of the SDE algorithm in the following subsection. 
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2.2.1   Isometry 
As a novel approach of manifold learning, SDE preserve more local information of 
the original data than the other nonlinear dimension reduction approaches. SDE util-
izes the definition of isometry while mapping a high-dimensional data into a low 
dimensional space. As the theory of Riemannian manifolds, two manifolds are said to 
be isometric if they can be bent (or transformed in anyway) one onto the other without 
changing distances as measured along the surfaces. We can translate the above defini-
tion into mathematical form as below. 

As a beginning, we give the definition of “neighbor” to describe what local 
information is. Using the symbols proposed in section 2.1, Consider two data sets 

N DX R ×∈  and N dY R ×∈ that are in one-to-one correspondence X Y→ . Let matrix 

( ) N N
x ij Rτ ×Γ = ∈ and N N

y R ×Γ ∈  indicate a neighborhood relation matrix (adjacent 

matrix) on a data matrix X and Y respectively, in other words, we regard jX  as a 

neighbor of iX  if and only if 1ijτ =  (the same to jY and iY ). Then we can say that  X  

and Y  are locally isometric if and only if iX  and jX are themselves neighbors (that 

is, x yΓ = Γ ), we have: 

2 2

i j i jY Y X X− = −  (1) 

Let ij i jG X X= ⋅  and ij i jK Y Y= ⋅ denote the Gram matrices of the inputs and outputs, 

respectively. Then we can rewrite eq. (1) as by simple linear algebra transformations: 

ii jj ij ji ii jj ij jiK K K K G G G G+ − − = + − −  (2) 

Eq. (2) expresses the conditions for local isometry purely in terms of Gram matrices; 
it is in fact this formulation that will form the basis of SDE algorithm for manifold 
learning that we will introduce in the next section. 

2.2.2   Semi-definite Embedding 
The recently proposed SDE algorithm is proposed to maximize the sum of pairwise 
squared distances between outputs while the input data and outputs are locally isomet-
ric, i.e. it pulls the outputs as far apart as possible, subject to unfolding a manifold 
without any furling or fold. Mathematically, SDE obtains: 

2

,
max D(Y)= i j

i j
Y Y−∑  (3) 

In addition, SDE also constrain the outputs iY  to be centered on the origin: 

0i
i

Y =∑  

Then, Eq. (3) can be translated into the following form by adding the constraint:  

2 2

,
D(Y)= ( )i j i

i j i
Y Y Y Tr K− = =∑ ∑  (4) 
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So the problem of SDE is to maximize the variance of the outputs d
iY R∈  subject 

to the constraints that they are centered on the origin and locally isometric to the in-

puts D
iX R∈ . The optimization problem can be written as an instance of semi-definite 

programming problem below: 

 

(5) 

The problem we discussed above is an illustration of semi-definite programming 
(SDP) [15]. There are a large amount of papers focusing on efficiently solving the 
SDP problem, as well as a number of general-purpose toolboxes. The experimental 
results in this paper were obtained using the SeDuMi and CSDP 4.7 toolbox[3, 13] to 
solve the semi-definite programming in a supervised manner. 

After compute the Gram matrix K  by semi-definite programming, we can regain 

the outputs d
iY R∈ . That iVα  denotes the thi  element of the thα  eigenvector, with 

eigenvalue αλ . Then the Gram matrix can be written as: 

1

N

ij i jK V Vα α α
α

λ
=

= ∑  

A d-dimensional embedding that is locally isometric to the inputs D
iX R∈  is ob-

tained by identifying the thα  element of the output iY  as: 

i iY Vα α αλ=  

The three steps of the SDE algorithm are summarized as following, using the unla-
beled data: 

Input: data matrix N DX R ×∈   
Step 1: (Nearest Neighbors) compute the k nearest neighbors of each input. 
Step 2: (Semi-definite Programming) compute the Gram matrix of the maximum 
variance embedding centered on the origin, the preserves the character of locally 
isometric. 
Step 3: (Spectral Embedding) extract a low dimensional embedding from the domi-
nant eigenvector of the Gram matrix learned by semi-definite programming. 
Output: new reduced data matrix N dY R ×∈ . 

3   Mathematical Description of the Supervised SDE Algorithm 

SDE is an unsupervised dimensionality reduction algorithm. It aims at taking a set of 
high dimensional data and mapping them into a low dimensional space while preserv-
ing local isometry structure of the data. However, it discards the class information, 
which is significant for classification tasks such as face recognition and email text 
categorization. To complement the original SDE with the additional class informa-

ij
 ( ) subject to K 0, K 0,

         and  such that 1:ij

ii jj ij ji ii jj ij ji

Max Tr K

ij

K K K K G G G G

τ

≥ =∑

∀ =

+ − − = + − −
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tion, we propose a supervised SDE algorithm (SSDE) which utilizes the classes label 
information efficiently. Let iω to denote the label of sample data iX , 1,2, ,i N= . The 

name of this proposed algorithm implies that membership information is employed to 
form the neighborhood of each point, that is, neatest neighbors of a given iX  are 

chosen only from representatives of the same class as iX . In other words, the idea of 

SSDE is to select the neighbors of iX  in SDP (5) from only the class that iX  itself 

belongs to. This nearest neighbor finding procedure is possible to be conducted since 
we assume that all the training data are labeled.  

The essence of the supervised SDE is consisted of the following steps. Suppose 
the dataset { , 1,2, , }iX i NΔ = = includes all the labeled training sample data. First, the 

whole data set Δ is divided into subsets 1, 2, mΔ Δ Δ  such that 

1 1 mΔ = Δ ∪ Δ ∪ Δ and ,  i j i jφΔ ∩ Δ = ∀ ≠ . Each iΔ holds the data of one class only 

and m is the total number of classes known a priori. 

Table 1. SSDE algorithm 

 

Each iΔ is treated separately from others as follows. For each data point 1iX ∈ Δ , 

we look for its K nearest neighbors also belongs to 1Δ , i.e., both iX and its neighbors 

have the same class membership. When applied to all data points, this procedure leads 
to a construction of the neighborhood matrix xΓ . Thus, whenever jX  is the neighbor 

of iX  and they belong to the same class, 1ijτ = . After that, Step 2 and 3 in Section 

2.2.2 are carried out just as in case of the unsupervised SDE. 
Since SSDE is a supervised algorithm, the discussion above is only the training 

process. For the testing process after embedding, to learn a mapping from a high-

Training process: using the training data X and the label. iω with each iX  

Step 1 select the neighbors of iX  just from the class that iX  itself belongs to. 

Get the binary matrix Γ , such that jX  is the neighbor of iX  if and only if 1ijτ = . 

Step 2 compute the Gram matrix K through the following optimize problem with 

ij i jG X X= ⋅ : 

ij
 ( ) subject to K 0, K 0,

         and  such that 1:ij

ii jj ij ji ii jj ij ji

Max Tr K

ij

K K K K G G G G

τ

≥ =∑

∀ =

+ − − = + − −

 

Step 3 extract a low-dimension embedding from the dominant eigenvector of the 
Gram matrix K. 
Testing process: using unlabeled data 
Project all of the unlabeled data u to a low-dimensional representation by 
nonlinear regression. Then, the classification of these points is done by the K 
Nearest Neighbor (KNN) classifier. 
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dimensional space into low dimensional space, a nonlinear regression analysis ap-
proach [13] is used, i.e. mapping unseen points into the embedding space, where the 
classification of these points is done by the K Nearest Neighbor (KNN) classifier. The 
detail steps of the SSDE algorithm are summarized in Table 1.  

Then we could apply this algorithm on email data to reduce their dimension so 
as to clear the noise features. Moreover, we could visualize these email data by 
projecting them into a two or three dimensional space for the users to classify them 
intuitively. 

4   Experiments 

To illustrate the property of our proposed Supervised Semi-definite Embedding 
(SSDE) algorithm, we give an intuitive illustration of this algorithm on a synthetic 
data set in the first subsection. Since it is not easy to find suitable scale public real 
email data, we then test the SSDE on a real email data set collected from six volun-
teers. The data were labeled by the volunteers themselves. To give experimental re-
sults on public dataset, we conduct our proposed algorithm on some benchmark data-
sets of UCI and we take PCA, LDA, LLE and the original unsupervised SDE as the 
baselines in the third subsection. The results of experiments show that the supervised 
SDE performs very well on text data which exhibits a manifold structure. Our pro-
posed SSDE achieves average 8% improvement on the precision of classification on 
the UCI dataset .Due to the nonlinear structure of the email data, our proposed SSDE 
improved 6%. 

4.1   The Synthetic Data 

For better comprehension of our proposed SSDE algorithm, we give a group of intui-
tive pictures on the traditional synthetic data [17] of nonlinear dimension reduction 
algorithms to illustrate the nonlinear property of it in Figure 1. The picture on the left 
panel of Figure 1 is the original dataset which is composed of four classes, i.e. dots, 
tri-angles, circles and stars respectively. They are mixed together in this 2 dimensional 
picture. The picture on the right panel is these four classes of data after calculated by our 
algorithm. It can be seen that they are separated into different groups clearly. 

      

Fig. 1. Nonlinear property of SSDE 
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4.2   The Real Email Data 

To demonstrate the classification performance of the proposed algorithm, the real 
email data was used here. Since it is hard to find public email data on the Web to the 
best of our knowledge, we choose the real email data of six volunteers which contains 
302 to 485 emails respectively. The experimental results are the average of the six 
volunteers. Before running the experiments, some preprocessing steps are applied to 
the dataset. Given an email as input, we ask these volunteers to identify the class label 
of it by themselves. We predefined the number of classes which is three and they 
contain: emails about daily work, emails for fun and junk emails (including adver-
tisements) as irrelevant data. Then, we use the Bag of Words algorithm [10] to trans-
late each email text data to a vector. Similarly, the email dataset was randomly split 
into a training set (80%) and a test set (20%) for 10 times. The experimental results 
are the average of the ten runs. Moreover, a nonlinear regression analysis algorithm to 
project the test data and a KNN classifier with k=3 are used. Figure 2 shows the error 
rate on the test data. The X-axis denotes the algorithms used for comparison.  

 

Fig. 2. The error rates of the email data with different algorithms 

Figure 2 presents average errors on the email dataset (in %) over the 10 runs. The 
experimental results show that our proposed SSDE significantly reduced the error rate 
to 6% while the traditional linear approach even increased the error rate of classifica-
tion results. This demonstrates that SSDE can extract nonlinear manifold on the email 
dataset and outperform the unsupervised approaches such as LLE and SDE. 

4.3   The UCI Data 

The readers may argue that all our experiments are conducted on the synthetic data or 
the data of our own. What should the performance of the SSDE algorithm be on some 
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public datasets? To answer this question, we conduct it on the UCI machine learning 
dataset, which is a repository of databases, domain theories and data generators that 
are used by the machine learning community for the empirical analysis. 

     
(a) (b) 

     
(c)                                                                (d) 

      
(e)                                                                (f) 

Fig. 3. The error rate pictures on UCI dataset 

To verify the classification capabilities of SSDE, it was applied to a number of 
data sets varying in the number of samples N , dimensions D  and classes C . All the 
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data sets were obtained from the UCI repository [4].  Table 2 gives a detailed descrip-
tion of all the datasets used in this paper. For later comparisons, the number of dimen-
sions needed by global PCA to retain 90% of the variance, the global intrinsic dimen-

sionality LD , is shown in the table as well. To compare the SSDE method with more 

traditional techniques, we still use PCA (unsupervised linear algorithm), LDA (super-
vised linear algorithm), LLE (unsupervised nonlinear algorithm) and original SDE as 
our baseline systems here since they covers almost all the research areas of dimension 
reduction by feature extraction. 

Table 2. Properties of datasets used in this paper 

Data Data Number Class Number Dimension low-dimension 

Wine 178 3 13 2 
Iris 150 3 4 3 

Glass 214 6 9 3 
ionosphere 315 2 34 4 

Isolet 6,972 26 617 10 
diabetes 768 2 8 4 

Very similar to Section 4.2, the experiments were set up as follows:  a dataset was 
randomly separated into 10 splits and we take training set (80%) and a test set (20%). 
To learn a mapping from a high dimensional space into low dimensional space, a 
nonlinear regression analysis is used, i.e. mapping unseen points into the embedding 
space. And then the classification of these points is done by the K Nearest Neighbor 
(KNN) classifier with k=3.  

The results of Figure 3 confirm that SSDE generally leads to better classification 
performance than SDE and other mapping technique used by us. This is to be ex-
pected, as SSDE can extract nonlinear manifold in a supervised way.  

5   Conclusion and Future Works 

In this paper, we propose a novel supervised learning of short text manifold by semi-
definite programming. We use this algorithm to clean the email data and visualize 
them for the email service users. Unlike the original unsupervised SDE algorithm, we 
studied this algorithm when initial dataset were drawn from several classes. It aims at 
taking a set of high dimensional data and mapping them into a low dimensional space 
while preserving not only the local isometry structure of the data but also the class 
information of the data. In contrast to other dimension reduction algorithms, which 
could be used to clean the noise features, such as PCA, LDA, LLE and the original 
SDE, experiments on the real email data and a number of benchmark datasets which 
clearly exhibit manifold structure demonstrated that SSDE is a powerful embedding. 
As an interesting observation, SSDE could visualize the different classes of data in 
the reduced space. 
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For future work, we will deeply explore the generalisibility of the SSDE method 
on more different datasets. Further research will address the problem of choosing 

LD in a more well-founded way for SSDE. 
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Abstract. In this paper, we propose the customer map - the information visuali-
zation method for customer targeting. To develop the customer map, we clas-
sify customer data into customer needs, customer characteristics, and customer 
value. We suggest an analysis framework to derive key dimensions of the cus-
tomer map by data mining techniques and a network mapping method to detect 
meaningful combinations of key dimensions. The customer map is built visually 
in terms of these key dimensions. The proposed visual targeting model helps a 
decision maker to build customer-oriented strategies and offers them the ability 
to monitor and perceive real time state of customer value distribution based on 
their information without preconception. We apply the visual targeting model to 
a credit card company, and acquire managerial implications from this study. 

1   Introduction 

Many data mining techniques have proven to be critical in extracting significant pat-
terns in large data sets. Visualization is one of the best data mining techniques be-
cause graphical representation of analysis results often offers superior results com-
pared to other conventional data mining techniques [3]. In the recent customer-centric 
business environment, the analysis on customer data becomes a major application 
domain of data mining including visual mining. In today’s customer-centered busi-
ness environment, customer targeting and segmentation to create value through core 
customers are major concerns [8], [1]. Target market identification, evaluation, and 
selection are considered to be necessarily undertaken prior to determining specific 
strategies in corporate. To find target customers, customers have been examined and 
segmented in terms of their data sources. Many data mining techniques have been 
introduced to support decisions relevant to customer targeting.  

Most of researches on customer targeting and segmentation focus on algorithms 
and data sources. The criteria for segmentation algorithms emphasizes how much 
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heterogeneous each group is clustered. As to data sources, segmentation and targeting 
models have been developed from demographics, psychographics, usage/behavioral 
patterns, value, and needs based segmentation successively reflecting their managerial 
implications [1]. However, they neglect the opportunity of maximizing the efficiency 
that they can get when they consider all kinds of customer information together and 
discover the relationship between information. Also, customer related databases have 
grown so large that even the marketers or analysts do not always know what informa-
tion might be represented for customer targeting. In addition, existing targeting mod-
els and mining techniques for customer targeting are lack of knowledge presentation 
ability to visualize and present the mined knowledge to decision-makers. Especially 
for senior managers, visualization tools are very useful because of their quick and 
easy knowledge discovery without preconception [3]. 

In this paper, we will propose a novel customer-targeting model. The model inte-
grates numerous customer data from various data sources. Then, it will derive key 
information for targeting using data mining techniques and the network mapping 
method, and visualizes the information using the customer map. We will apply the 
customer map in a Korean credit card company, and derive strategies from customer 
maps obtained from its data. 

2   Related Works 

Customer targeting is finding and keeping right customers, who are profitable and 
loyal. Customer segmentation is the pre-requisite for customer targeting. It involves 
the subdivision of the entire market for a product or service into smaller market 
groups of segments, consisting of customers who are relatively similar within each 
specific segment [1]. The assumption underlying segmentation is that customers vary 
widely with respect to their needs and preferences for product and service and their 
behaviors and information, and with respect to the way they perceive and respond to 
marketing offerings [1]. To find target customers, customers have been examined and 
segmented in terms of their data sources. Therefore, segmentation methodologies are 
deeply dependent on their data sources, such as demographic, lifestyle, preference 
data, and so on. In this manner, segmentation methods are categorized into three 
groups, that is, descriptive segmentation, value-based segmentation, and need-based 
segmentation.  

There have been efforts of visualization on customer segmentation. Self Organiz-
ing Map (SOM), which is unsupervised neural network technique, has been adopted 
for customer segmentation. It outperforms in clustering and visualizing data. SOM 
has advantages for financial, economic and market analyses. It has been used to ana-
lyze markets based on customer data, especially  to segment customers [5].   

Mulhern’s research is a cornerstone of the proposed visual targeting model. His re-
search [4] suggested a combined framework of customer profitability and customer 
portfolio. He emphasized the importance of segment-based target marketing in cus-
tomer-emphasized environments. With the evaluation of profit distribution across 
customer, he showed how to assess the distribution of customer profitability by visu-
ally inspecting of profit curves. Also, he suggested diagnosing a portfolio of custom-
ers and determined what factors either cause or correlate with profitability.  
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3   Visual Targeting Model 

3.1   Customer Information 

Customer data can be classified into three categories: customer characteristics, cus-
tomer needs, and customer value according to the content and interaction types.   
Customer characteristics information is personal and transaction data about a cus-
tomer [2]. They include demographics, socioeconomics, life styles and preferences 
which are stored in customer databases, survey databases, and transaction databases. 
Customer needs are the non-transactional customer feedback information that in-
cludes customer complaints, propositions, claims, and A/S information [2]. One of the 
major sources of customer needs is customers’ evaluation through surveys such as the 
Customer Satisfaction Index (CSI) survey. Customer needs are diverse on products, 
services, channels, brand image, and price. Customer value is evaluated from the 
history of customers’ transactions. Customer value is maintained in forms of current 
value, loyalty, cost, and risk according to business perspectives.   

These three categories of customer data will organize the three axes of the customer 
map. The goal of customer targeting is value creation through focusing the most 
promising customers. To maintain or mature promising customers, corporate should 
answer what the customers want. Furthermore, the customer needs can be varied on 
who the customers are. Therefore, we consider customer value with customer needs to 
resolve targets’ needs and examine their characteristics to catch how customer needs 
are affected by their characteristics.  

3.2   Customer Information Analysis 

Customer information analyses are unfolded into customer characteristics and cus-
tomer needs. Through these analyses, we extract key information from numerous raw 
data, which are questionnaires from customer surveys and customer information from 
internal databases. The extracted key information will be a criterion of customer tar-
geting, so it will organize major axes of the customer map. 

As the first step, data reduction is performed because raw data of customer charac-
teristics and customer needs consist of numerous variables. As a data reduction tech-
nique, we adopt factor analysis. After checking the correlation matrix of variables, we 
apply principal component analysis which is one of factor analysis methods [6]. Then, 
key driver analysis is performed for customer needs. In key driver analysis, we use 
customer satisfaction (CS) as a dependent variable because it is a requisite of cus-
tomer value and each evaluation on customer needs affects to overall customer satis-
faction. Discriminant analysis will derive key customer needs which are significant to 
overall customer satisfaction. We use decision tree method, especially C5.0 because 
customer satisfaction index (CSI) is categorical data which is evaluated by 5 or 7-
scale measure in the customer survey. Decision tree method will derive key customer 
needs of each cluster in order to explain how the cluster may vary on relevant dimen-
sions, the derived customer needs. 
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3.3   Dimension Filtering via Network Map 

The customer information analysis outputs several key customer needs and customer 
characteristics. When the number of key information sets to two, only one customer 
map will be organized with these two dimensions. In the case that many key drivers 
are derived, it is necessary to detect meaningful combinations of customer needs and 
characteristics. For dimension filtering, we apply the network method of link analysis. 
Building network is the process to expose relationship through interconnected vari-
ables.  

Key customer needs and characteristics represent nodes in the network. Network-
ing in link analysis expresses the thickness of the link as the number of connections 
between nodes. However, in our model, the thickness of the link depends on the aver-
age of customer value. The network map is divided into customer needs part and 
customer characteristics part. Each node in different parts is connected with value-
based linkage. We select the variables that represent highly connected nodes as crite-
ria of visual targeting. The histogram on the node indicates the number of customers 
on each attribute of the variable.  

 

Fig. 1. Network map 

3.4   Visual Targeting via Customer Map 

After setting a value component and deriving key factors from customer characteris-
tics and customer needs, we visualize the key factors onto the customer map. The 
customer map evaluates the customer value distribution based on key customer char-
acteristics and customer needs. To implement the customer map, we organize a two-
dimensional plane using a key customer characteristic and a key customer need. All 
customers will have their own positions in the space constituted with (x, y) coordi-
nates. Then, the value component sets up the third dimension, z axis. The average of 
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the value component of the customers in each position represents the value of the 
third dimension. When we connect all neighbored points, customer map exposes a 
form of the contour plot. A three-dimensional graph can be projected into a two-
dimensional plane by expressing altitude as colors. 

 

Fig. 2. Three dimensional customer map and two dimensional customer map 

3.5   Segmenting and Targeting Through Visualization 

Through the value distribution on the customer map, we can diagnose portfolio of 
target customers and determine what factors relate to customer value. Then, we can 
derive strategies to increase customer satisfaction of the target by their needs, and to 
eventually connect their satisfaction to value creation.   

From the customer map, customer segmentation can be performed in two ways. 
One is based on market requirements, which are defined with two dimensions of the 
map: a customer need and a customer characteristic. This market segmentation is 
denoted with ‘m’ starting letters in Fig.3. The other segmentation is based on the 
customer value which organizes the third dimension of the customer map. This value 
segmentation is denoted with ‘v’ starting letters in Fig.3. 

 

Fig. 3. Customer segments in customer map 
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With regard to customer targeting, customers are examined in terms of all three 
dimensions. Target segment is the most profitable or the most cost-consuming cus-
tomer group. By the Pareto’s rule, target customers are defined as the customers 
whose z dimension values reach to 80% of altitude on the customer map. In Fig.2, the 
highest area in the 3-dimensional map and the highlighted part in the 2-dimensional 
map indicate target customers. 

There are three check points geometrically in the customer map. The height which 
represents the average of a value component in each position is a measure to evaluate 
value of each target. The magnitude of the target measures how big the base of the 
target is, and the degree of homogeneousness of target customers. The distance be-
tween targets on the map with same axes is an index which shows similarities in terms 
of a customer need and a customer characteristic.  

4   Application to Credit Card Industry  

We applied our proposed model to a service industry especially to a credit card com-
pany. The company performs the CSI surveys twice in a year and maintains various 
kinds of customer information in the data warehouse. For evaluation of our methodol-
ogy, we used 3,200 CSI data from two customer surveys. The company updates the 
customer value as forms of current value, lifetime value and risk value.  The current 
value is enumerated based on the dollar amount of card usage a month. The loyalty 
value is a long-term value which expresses how long and steady the value remains. The 
risk value is a cost-sided value component which measures the degree of bad credit.  

Data reduction on customer characteristics especially customer lifestyles derived 
four factors: “stable finance pursuing (q36_2)”, “sociability pursuing (q35_3)”, 
“showing off pursing (q36_9)”, and “saving pursuing (q36_7)”. Data reduction and 
key driver analysis on customer needs ranked “flexible limits (q4_2)”, “special treat-
ment (q6_3)”, “financial benefits (q9_5)”, and “noble image (q10_2)” as key dimen-
sions of customer targeting. We adopted the current value and the loyalty value as a 
third dimension and compared their results.  

We built the network map with the four customer needs and the four customer 
preferences. Each need was connected to preference nodes, and each link was repre-
sented with the average current value. From the network, we found that “showing off 
pursing” and “noble image” are good combination to derive a target because the links 
between them gives a high-valued link. On the other hand, “flexible limit” nodes are 
connected evenly to all preference nodes; it means it will be difficult to detect a high-
end target.  

From the customer map built with “showing off” and “noble image”, we found that 
current value is very sensitive to the customer need and the customer preference, but 
the loyalty value is not sensitive as much as the current value. The customer map 
shows that target customers are pursuing “nobility image of credit card” and this need 
appears strongly to the persons who spend money to show off. The customers who 
have consuming behavior of showing off extremely and are very satisfied to “noble 
image of credit card” have low loyalty value. Also, this segment is close to the high-
end target with respect of current value. This state indicates that those customers are 
profitable at present, but these profits will not go long.  
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Fig. 4. Network map with key customer needs and preferences 

 

Fig. 5. Customer map with “showing off pursuing” and “noble image” 

 

Fig. 6. Customer map with “stable finance” and “noble image” 
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We also demonstrated the customer map with “stable finance” and “noble image”, 
which is somewhat evenly connected in the network of current value, is but not 
evenly connected in the network of loyalty value differing from other combinations. 
We found that current value is sensitive to “noble image,” but the customer need on 
“noble image” is not sensitive to the customer preference of “stable financial state”. 
The loyalty value in this case is a little more sensitive than the first case. 

5   Conclusion 

We suggested a visualization method, the customer map for customer targeting. Cus-
tomer map identifies the homogeneous target groups in terms of customer needs, 
customer characteristics and customer value. To build a customer map, we classified 
them into three; customer value, customer characteristics and customer needs. Then, 
we derived key information which will be major axes of the customer map using the 
multivariate analysis techniques and the link analysis method. We applied the visual 
targeting model to a credit card company. Using the customer survey data, we derived 
customer maps and derived marketing strategies toward target customers.  

The visual targeting method that we proposed in this paper has contributions to data 
mining and decision making in business practices. First, it enables decision makers to 
segment and target right customers. Second, the targeting method does not end up 
with indicating target customers; it shows what target customers need and how their 
needs can be varied on customer characteristics. It enables decision-makers to derive 
long term strategies for maintaining targets. Last, it affords them the ability to make a 
quick observation of the current state and its change of customer distribution based on 
customer information without preconception due to the visualization ability of cus-
tomer map.  
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Abstract. Active Queue Management (AQM) is an effective method to enhance 
congestion control, and to achieve tradeoff between link utilization and delay. 
The de facto standard, Random Early Detection (RED), and most of its variants 
use queue length as congestion indicator to trigger packet dropping. As an ex-
tension of RED, a novel AQM algorithm, called NPI-RED, is proposed in this 
paper. The NPI-RED is based on a novel proportional and integral controller, 
which not only considers the average queue length at the current time slot, but 
also takes into consideration the past average queue lengths within a round trip 
time. We provide a guideline for the selection of the feedback gains for 
TCP/RED system to stabilize the dynamics, make the queue length converge at 
a certain target and improve the network performance. We present the condition 
of asymptotic stability for the model in terms of the average queue length, by 
using a method, in which we construct a Routh table associated with the charac-
teristic polynomial. Based on the stability condition and control gains selection 
method, the extensive simulation results by ns2 demonstrate that the NPI-RED 
algorithm outperforms than the existed AQM schemes in robustness, drop prob-
ability and stability. 

1   Introduction 

Internet congestion occurs when the aggregated demand for a resource (e.g., link 
bandwidth) exceeds the available capacity of the resource. Resulting effects from 
such congestion include long delays in data delivery, waster resources due to lost or 
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dropped packets, and even possible congestion collapse [1]. Therefore it is very nec-
essary to avoid or control network congestion. Internet congestion control has two 
parts: 1) the end-to-end protocol TCP and 2) the active queue management (AQM) 
scheme implemented in routers [2]. AQM can maintain smaller queuing delay and 
higher throughput by purposefully dropping packets at intermediate nodes.  

Several AQM Schemes have been studied in recent literatures to provide early con-
gestion notification to users, e.g., random early detection (RED) [3] and its variant 
[4], such as Proportional Integral (PI) controller [5], REM [1, 6], BLUE [7], adaptive 
virtual queue (AVQ) algorithm [8] and PD-RED controller [2]. These schemes can be 
classified: 1) rate based which controls the flow rate at the congested link and 2) 
queue based which controls the queue at the congested link. RED [3] is the most 
prominent and widely studied AQM scheme, which is implemented in routers for 
congestion control of the Internet. Dynamic-RED (DRED) attempts to stabilize router 
queue occupancy at a level independent of the active connections by using EWMA as 
an integral control (I-control) [9]. In [5], the proportional-integral (PI)-controller has 
been proposed to improve responsiveness of the TCP/AQM dynamics and to stabilize 
the router queue length around the target. Based on a Proportional-Integral-Derivative 
(PID) model, an adaptive control mechanism is proposed to improve the system sta-
bility and performance under changing network conditions [10]. In these approaches, 
feedback control theory is used to describe and analyze the TCP/AQM dynamics. 
However, the current version of RED does not succeed in the goal of stabilizing the 
queue length. The main reason is probably that the present RED does not use any 
exact mathematical model to characterize the complex TCP congestion control proc-
ess; it is thus difficult to provide any systematic and robust law to configure RED’s 
parameters. Unfortunately, its control gain selection is based on empirical investiga-
tion and simulation analysis. As can be expected, this method is often ad hoc in na-
ture, and may only be useful for certain class of processes or under certain conditions. 
A theoretic guideline to choose proper control gain to optimize network performance 
is still required. 

In this paper, a novel proportional integral (NPI) feedback control scheme is pro-
posed for TCP/RED dynamic model developed in [11, 12]. By using control theory 
and regulating the router queue length to approach the expectative value, the proposed 
AQM algorithm can decrease the responsive time and improve the stability and ro-
bustness of TCP/AQM congestion control. Based on the time-delay control theory, we 
investigate its asymptotic stability and provide a guideline for the selection of the 
feedback gains (the proportional and integral parameters) for TCP/RED system, 
which can make the queue length converge at the expected target, stabilize the RED 
and improve the network performance.  

The remainder of the paper is organized as follows. In Section 2, we present a 
novel algorithm called NPI-RED and give a theoretic law of choosing the propor-
tional and integral parameters to achieve the system stability. The simulation results 
demonstrate that the better network performance of NPI-RED can be achieved com-
pared with other AQM schemes in different network conditions by ns2 in Section 3. 
Finally, we conclude our work and give the further work in section 4. 
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2   The NPI-RED Algorithm 

2.1   Algorithm Description 

There are three parameters, i.e., {qref, Kp, KI} that need to be set in RED. They are 
specified in the table 1. 

We consider the following dropping formula as the feedback controller: 
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−
=δ                          (1) 

where avgq(t) denotes the average queue length at time t. We use the average queue 
length in calculating drop probability instead of the current queue length in order to 
avoid the sudden change of queue length causing by some short flows or non-TCP 
flows. From the view of control theory, it is very necessary to ensure the network 
system stability for an effective system. If the control gains are selected in the stabil-
ity areas, it can enable the system stability and therefore the network may have better 
performance, such as less loss ratio, less queue delay and higher network throughput. 
Then we make the analysis on the system stability and give a theoretic guideline to 
choose proper control gains to optimize network performance. 

Table 1. Parameters of RED 

Parameter Description 
qref Desired queue size (packets); 
Kp The proportional control gain; 
KI The integral control gain; 
B The buffer size of the congested router; 
p Probability of packet drop 

2.2   Stability Analysis and Control Gain Selection 

The stability of the congested buffer occupancy is significantly important because the 
large oscillation in the buffer can cause a large of data drop, the lower link utilization 
and the lower system throughput. It influence seriously on the Quality of Service 
(QoS) of the network. Therefore, in order to meet QoS requirement (e.g., acceptable 
delay), it is important to consider the stability of the bottleneck link and reduce the 
steady-state queue length at the routers, and this is the objective of queue manage-
ment. In this section, we make analysis on the stability based on the dynamic model 
of TCP and the control theoretic approach, and give the design method in detail. We 
use the simplified dynamic model of TCP behavior [12] as shown in the following 
equations:  
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In system (2), we denote �0)()( WtWtW −=δ  0)()( qtqtq −=δ  

�0)()( ptptp −=δ where (W0, q0, p0) is the equilibrium point of the system. Here, 

)(tW and )(tq denote the time-derivative of )(tW and )(tq  respectively, and we 

denote the parameters of equations (2) in Table 2. 

Table 2. Parameters of model (2) 

Parameter Description 
W Expected TCP window size (packets) 
q Current queue length (packets) 
R0 Round-trip time (second) 
C Link capacity (packets/second) 
N Load factor (number of TCP connections) 

In [7], Exponentially Weighted Moving Average (EWMA) queue size is used, i.e., 
the average queue size avgq(n) as a measure of congestion of the network. Specifi-
cally, with RED, a link maintains the following equation 

)()1()1()( nqwnavgqwnavgq qq +−−=                           (3) 

where avgq(n) denotes the average queue length at the nth interval, q(n) is the instan-
taneous queue size at the nth interval and wq is a weight parameter, 0 wq 1. Let the 
sampling interval equal to 1, and then we can reach the continuous-time form of equa-
tion (3) as follows: 
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By differentiating both sides of equation (4), we have 
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qq

                        (5) 

In this paper our objective is to develop the active queue management to improve 
the stability of the bottleneck queue in the network. A linear dynamic TCP model in 
document [12] is introduced in this paper.  
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The dynamics (2) and (6) are illustrated in the following block diagram: 

 

Fig. 1. Block-diagram of the dynamics (2) and (6) 

By performing Laplace Transform of (5) and (6), we can derive 
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     By substituting (4) and (5) into (2), we have 
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where )(sWδ , )(sAvgQ , )(sPδ  denote the Laplace Transform of )(tWδ , 

avgq(t), )(tpδ  respectively. For similarity, we assume that KP > 0, KI > 0. Finally, we 

can get the following polynomial equation 
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Suppose the coefficients in the above equation of ,4s ,3s ,2s 1s and 0s are respec-

tively ,4a ,3a ,2a 1a and ,0a i.e., 
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Based on the Routh-Hurwitz stability test [13], we get the following Routh Table (in 

Table 3), where 
3
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The whole network system is stable if and only if the valves of the second column 

are all greater than zero, i.e., ,04 >a  ,03 >a  ,031 >γ 00 >a and 041 >γ  (i.e., 
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<−−= aaaaaaaKf P ). We set 1PK and 2PK are the roots of the 

function 0)( =PKf and KP1 < KP2.Therefore, the range of control gains PK  and 

IK  in the case of the system stability are as follows: 

Table 3. The Routh table 
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2.3   The Specific Algorithm of NPI-RED 

Based on the above stability analysis, we can select the proper control gains that can 
ensure the system stability and therefore improve the network performance. The com-
putations of p(n) for time n (the thn  sampling interval) can be summarized in Fig. 2. 

 
1) Sample the average queue length avgq(n); 
2) Compute current error signal by the equation 

refqnavgqne −= )()( ; 

3) Estimate the number of current active TCP connections N using the technique 
of flow monitoring and accounting [14], and measure the round trip time R; then 
compute the range of 

pK and 
IK  based on the above stability condition. 

4) Compute current drop probability by (3); 

5) Use the equation 
−

−−=

+⋅=
1

1

)(
)(

)(
n

Rni
I

P ieK
B

neK
np  in RED as the drop probability 

until time (n + 1) when a new p is to be computed again; 
6) Store the p(n) to be used at time (n + 1). 

Fig. 2. The NPI-RED algorithm 

3   Performance Evaluation 

In this section, we evaluate the performance of the proposed NPI-RED algorithm by a 
number of simulations performed using ns2 [15]. The performance of NPI-RED is 
compared with RED [3] and other RED variants such as PI-RED [5], PD-RED [2] and 
adaptive RED [18]. The network topology used in the simulation is the same one used 
in [16-17]. It is a simple dumbbell topology based on a single common bottleneck link 
of 45 Mb/s capacity with many identical, long-lived and saturated TCP/Reno flows. 
In other words, the TCP connections are modeled as greedy FTP connections, that 
always have data to send as long as their congestion windows permit. The receiver’s 
advertised window size is set sufficiently large so that the TCP connections are not 
constrained at the destination. The ack-every-packet strategy is used at the TCP re-
ceivers. For these AQM schemes tested, we maintain the same test conditions: the 
same topology (as described above), the same saturated traffic and the same TCP 
parameters.  

The parameters used are as follows: the round-trip propagation delay is 100 ms, the 
mean packet size is 500 bytes, and the buffer size is set to be 1125 (twice the band-
width-delay product of the network). The basic parameters of RED (see notation in 
[6]) are set at minth=15, maxth=785, maxp=0.01 and wq=0.002. For Adaptive RED, the 
parameters are set as the same in [5]: ,01.0=α ,9.0=β intervaltime=0.5s. For PD-

RED, the parameters are set as same as [10], i.e., ,01.0=tδ kp = 0.001 and kd = 0.05. 

For NPI-RED, we set 12=PK and .01.0=IK   

In this simulation, we focus on the following key performance metrics: goodput 
(excluding packet retransmissions), average queue length, average absolute queue 
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deviation, and packet loss ratio. The average queue length is defined as the arithmetic 
mean value of instantaneous queue length. The average queue deviation is defined as 
the absolute deviation between instantaneous queue length and its mean value.  

3.1   Simulation 1: Stability Under Extreme Conditions 

In this experiment, all TCP flows are persistent, and the stability of the AQM schemes 
are investigated under two extreme cases: 1) light congestion with a small number of 
TCP flows N (N=100), 2) heavy congestion with a large N (N=2000). We set the 
queue target at 200. Other parameters are the same as those in the second paragraph 
of the performance evaluation part.  

    
             a) Queue length                                                (b) Drop probability 

Fig. 3. Light congestion (N = 100) 

   
(a) Queue length                                            (b) Drop probability 

Fig. 4. Heavy congestion (N = 2000) 
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Fig. 3 and Fig. 4 demonstrate the dynamic change of the average queue length and 
the drop probability of the NPI-RED algorithm under the light congestion (N = 100) 
and the heavy congestion (N = 2000). It can be seen that, although the queue length 
and the drop probability fluctuate at first, they can be stable quickly, and be near to 
the queue target 200 and 0.22 respectively. Both the fluctuation amplitude of NPI-
RED queue length and the variance of the drop probability are small. In summary, 
NPI-RED shows better stability and quick response under either light congestion or 
heavy congestion. 

3.2   Simulation 2: Response Under the Variable Number of Connections 

In this section, the simulation is performed with the variable number of TCP connec-
tions. In the first, the initial umber of connections is set to 2000 and, in addition, 200 
TCP connections join in the link at 50.1 ms. Other parameters are the same as those in 
simulation 1. 

Fig. 5 shows the queue length and the drop probability for the variable number of 
connections. We can find that in the first half queue length can be approximately 
stabilized at the queue target 200, and the drop probability can also be approximately 
stable at 0.22. At 50.1 ms, the queue length and the drop probability fluctuate with 
200 TCP connections joining in the link, and after that they can be quickly stable. 
From these figures we can find that NPI-RED achieves a short response time, good 
stability and good robustness. 

 
       (a) Queue length                                             (b) Drop probability 

Fig. 5. Queue length and drop probability for variable number of connections starting at 2000 

4   Conclusion and Future Work 

In this paper, a novel AQM scheme called NPI-RED is proposed to improve the per-
formance of RED. We have explored the queue length stability of NPI-RED, and have 
provided guidelines based on theory and simulations for control gain optimization. 
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Based on the stability condition and control gains selection method, the extensive 
simulation results by ns2 demonstrate that the NPI-RED scheme outperforms than 
recently proposed AQM algorithms in robustness, drop probability and stability.  

Future work would cover the extension of the proposed approach from the model of 
a single bottleneck link only with TCP flows to the case of the multiple bottleneck 
links and to the case where the TCP and non-TCP traffic (e.g., UDP flows) share a 
single queue. The performance under short flows, and burst traffic loads will also be 
investigated. In addition, issues such as fairness and protection against non-responsive 
flows will be addressed, and all other relevant problems that the current RED is facing. 
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Abstract. Erlang B system has been widely used in modelling and eval-
uating network performance. For example, guard channels are allocated
for handover calls in cellular networks, which is a two-priority Erlang
B model. This paper discusses multi-priority fractional guard channel
scheme, a generalized Erlang B model, and develops recursive algorithms
to reduce computational complexity. Simulation results are presented for
the NSFNET topology model when applying the scheme to the Internet.
Routing algorithms’ influence on system performance is studied.

1 Introduction

Traditional circuit-switched networks such as telephony networks can provide
good service to end users in that a physical communication path is established
for source and destination. The users have exclusive access for the resource until
either end terminates the conversation. In order to find whether a network has
enough resources to establish such a connection, call admission control (CAC)
is performed during the signaling stage before a connection is made.

The current Internet is a packet-switched network. Compared to circuit-
switched networks, it allows larger degree of multiplexing and have lower cost.
However, the Internet’s poor quality of service has long been criticized. Re-
searchers have been working on different layers to improve it. One branch of
such researches aims to mimic circuit-switched network on the Internet by es-
tablishing a virtual connection between source and destination with bandwidth
reservation, which results in Integrated Services (IntServ), RSVP protocol and
their extensions. ATM and MPLS technology are also such examples. Wireless
access becomes popular in recent years, and cellular networks begin to carry
data services, such as short message service (SMS). As more and more appli-
cations found their demands in cellular networks, researchers discuss the third
generation (3G) wireless communication networks that aim to provide integrated
services for voice, data and multimedia on existent wireless infrastructure.

Since call admission control can limit the number of connections, it is studied
extensively in wireless networks and wireline networks as a tool of congestion
control. By purposely admitting certain users and limiting others, call admission

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 1003–1014, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



1004 D. Zhang

control can provide differentiated service. For example, researchers have realized
that the disconnection for a handoff call will lead to more user dissatisfaction
than a normal call in cellular networks, guard channel scheme is proposed to
give high priority to handoff calls by reducing blocking probability [7].

Erlang B system is an effective model for telephony networks [2]. It assumes
a fixed capacity system with Poisson arrivals. The connections’ holding time
are independently and identically distributed. Any blocked/rejected call will
disappear and never come back again. When certain resources are reserved for
high priority traffic, the scheme is named trunk reservation in wireline networks
[8]. Erlang B system is also widely used in modelling cellular networks with two
priorities [3, 6, 7, 11]. It is frequently called guard channel scheme. Ramjee et al.
proposed a two-priority generalized Erlang B system, fractional guard channel,
for cellular networks [9]. In all studies, call blocking probability, or rejection rate,
is considered the most important metric in evaluating the performance.

Fang generalizes Ramjee et al.’s work to multi-priority Erlang B system [4],
and this paper proposes a recursive algorithm to avoid computational complexity.
For guard channel scheme, a special case of fractional guard channel that worth
studying itself, we generalize Haring et al.’s two-priority recursive algorithm to
random priorities. Two general cases, a handoff model and the NSFNET model,
which are difficult to analyze with mathematics in this paper, are simulated.
Simulation results show that guard channel (or trunk reservation) scheme can
effectively provide differentiated services for different priority classes.

The paper is organized as follows: Section 2 discusses the generalized frac-
tional guard channel scheme, with a recursive algorithm and its proof; Section 3
describes multi-priority guard channel scheme and its recursive algorithm, and
the general formulas are provided in appendix; Section 4 evaluates the perfor-
mance of guard channel scheme in handoff model and the NSFNET model; in
Section 5, we conclude the paper.

2 Multi-priority Fractional Guard Channel Scheme

Ramjee et al. proposed fractional guard channel (FGC) policy in cellular net-
works, which consists of two types of traffic: handoff calls and new calls, where
the former is considered as high priority [9]. Fractional guard channel scheme
states that high priority calls are admitted whenever system capacity permits,
while low priority ones are only allowed with certain probability β(i), where
i is the number of busy channels. Intuitively, β(i) should be a non-increasing
function of i so that high priority requests can be protected with lower blocking
probability upon heavy traffic.

When more applications are integrated in cellular networks, a multi-priority
Erlang B model is needed. Fang generalizes Ramjee et al.’s model to a multi-
priority system [4], and we present a recursive algorithm to calculate the blocking
probability in order to avoid computational problem.
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Fig. 1. Multi-priority Fractional Guard Channel Scheme

2.1 Model and Analysis

Upon a multi-priority system, assume all traffic classes from 1 to p are indepen-
dent. Class i’s arrival is Poisson with rate λi, and all classes have the same mean
service rate μ. The system capacity is N1, and each incoming request will take
one channel. Denote total arrival rate is λ =

∑p
i=1 λi for all p classes, and αi the

percentage of class i’s traffic in total traffic, i.e., λi = αi · λ, and
∑p

i=1 αi = 1.
Further, the traffic intensity, or traffic load, ρ is measured in erlangs and ρ = λ/μ.

Define a p×N1 admission probability matrix B, where βi,j is the admission
probability for class i when the system has j − 1 channels busy. 0 ≤ βi,j ≤ 1 for
all i = 1, 2, . . . , p and j = 1, 2, . . . , N1. Suppose class 1 has the highest priority
and class p the lowest, and we aim to decrease the blocking probability for
high priority, then we have the following rules for all elements in the admission
probability matrix B:

1. βi,j ≥ βi,j+1 for i = 1, 2, . . . , p and j = 1, 2, . . . , N1 − 1;
2. βi,j ≥ βi+1,j for i = 1, 2, . . . , p− 1 and j = 1, 2, . . . , N1.

The first rule guarantees a stable system, and the second rule defines the priority
order as from 1 to p. Normally, we take β1,j = 1 for all j = 1, 2, . . . , N1. Note that
the main difference between two priority in [9] and multi-priority fractional guard
channel scheme in [4] and this paper is the definition of admission probability
matrix B and γi. The following analysis process is much the same as in [9].

We can model the system with a N1-state Markov chain, illustrated in Fig-
ure 1. Denote Pi the probability of system in state i, when there are i channels
busy, 0 ≤ i ≤ N1. Then the state transition function can be put as

Pi · γi+1 · λ = Pi+1 · (i + 1) · μ

for 0 ≤ i < N1, where γj =
∑p

i=1 αi · βij for all channels j, j = 1, 2, . . . , N1.
Therefore we have

Pi = P0 ·
ρi

i!
·Πi

k=1γk (1)

for 0 ≤ i ≤ N1, where

P0 =
1∑N1

i=0

(
ρi

i! ·Πi
k=1γk

)
Define βi,N1+1 = 0, the blocking probability for class i, i = 1, 2, . . . , p, is

Bi =
N1∑
k=0

Pk · (1− βi,k+1) (2)
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2.2 Recursive Algorithm for Computation

Simple as the blocking probability expression is, the computation proves ex-
tremely complex with the increment of system capacity, traffic intensity and
number of priority classes [10]. Both the numerator and denominator in Equa-
tion (1) tend to get overflow for most mathematic softwares upon large capacity.
In this subsection, we provide a recursive algorithm for computing blocking prob-
ability, which can effectively avoid any overflow or underflow problems.

Given traffic load ρ, this algorithm calculates the blocking probability for
each priority class by recursion on the capacity, each time increased by 1. For
t = 0, 1, 2, . . . , N1, the blocking rate for class i, i = 1, 2, . . . , p is

Bi(t) = Bi(t− 1) +
1−Bi(t− 1)− βi,t+1

X(t)
(3)

where X(t) can be obtained recursively with

X(t) = 1 + X(t− 1) · t

ρ · γt
. (4)

Specifically, we have Bi(0) = 1− βi,1, X(0) = 1 and βi,N1+1 = 0.
In what following of this subsection, we are to derive the above recursive

algorithm. According to Equations (1) and (2), we can express Bi as

Bi(N1) = P0 ·
N1∑
k=0

[
(1− βi,k+1) ·

ρk

k!
·Πk

j=1γj

]

=

∑N1
k=0

[
(1− βi,k+1) · ρk

k! ·Πk
j=1γj

]
∑N1

k=0

(
ρk

k! ·Πk
j=1γj

)
=

∑N1
k=0

(
ρk

k! ·Πk
j=1γj

)
−
∑N1

k=0

(
βi,k+1 · ρk

k! ·Πk
j=1γj

)
∑N1

k=0

(
ρk

k! ·Πk
j=1γj

)
= 1−

∑N1
k=0

(
βi,k+1 · ρk

k! ·Πk
j=1γj

)
∑N1

k=0

(
ρk

k! ·Πk
j=1γj

) .

Denote {
φ(t) = ρt

t! ·Πt
j=1γj

Y (t) =
∑t

k=0

(
ρk

k! ·Πk
j=1γj

)
.

Then we will be able to perform the following recursive calculation:{
φ(t) = φ(t− 1) · ρ

t · γt

Y (t) = Y (t− 1) + φ(t)

with φ(0) = 1 and Y (0) = 1. In order to derive the relationship between Bi(t)
and Bi(t− 1), we have⎧⎪⎨

⎪⎩
Bi(t) = 1−

∑t

k=0

(
βi,k+1· ρk

k! ·Πk
j=1γj

)
Y (t−1)+φ(t)

Bi(t− 1) = 1−
∑t−1

k=0

(
βi,k+1· ρk

k! ·Πk
j=1γj

)
Y (t−1) .



Call Admission Control with Multiple Priorities Erlang B System 1007

From the above two equations, Bi(t) can be expressed with Bi(t− 1) as

Bi(t) =
Bi(t− 1) · Y (t− 1) + (1− βi,t+1) · φ(t)

Y (t− 1) + φ(t)
.

For brief notation, define X(t) = Y (t)
φ(t) , then we have the recursive Equations

(3) and (4) with X(0) = 1.

3 Multi-priority Guard Channel Scheme

Guard channel scheme has long been proposed in cellular networks to provide
differentiated service for handoff calls and new calls [7]. In wireline networks,
especially telephony networks, it is called trunk reservation [8]. Take two-priority
system as an example, resource is allocated to high priority requests as long as
it is available, i.e., admitted with 100% probability. When the total number of
busy channels reaches a threshold, low priority calls will be rejected (admitted
with 0% probability). Resources beyond the threshold are specifically reserved
for high priority users.

One may notice that guard channel is a special case for fractional guard
channel scheme. In a two-priority system with 6 channels and 2 of them are
guard channels for handoff calls, for instance, the admission probability matrix
becomes

B =
(

1 1 1 1 1 1
1 1 1 1 0 0

)
.

Guard channel, or trunk reservation scheme, is worth studying itself in that
it is easy to implement with just an array of thresholds instead of an admission
probability matrix.

3.1 Guard Channel Model

We follow the aforementioned fractional guard channel model and notations.
Specifically, we use thresholds instead of admission probability matrix. A class
i request will be blocked when current busy channels are no less than Ni, i =
1, 2, . . . , p. Since class 1 has the highest priority, we have Ni > Ni+1. Specifically,
denote λ1:r =

∑r
i=1 λi and ρ1:r =

∑r
i=1 ρi.

The state transition function is given by

Pi · λ1:r = Pi+1 · (i + 1) · μ

for Nr+1 ≤ i ≤ Nr − 1. Np+1 = 0. Then it is easy to deduce that the highest
priority class blocking probability is

B1 = P1 = P0 ·
Πp

i=1ρ
Ni−Ni+1
1:i

N1!
(5)
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where we define Np+1 = 0 and have

P−1
0 =

Np−1∑
i=0

ρi
1:p

i!
+

Np−1−1∑
i=Np

ρ
Np

1:p · ρ
i−Np

1:p−1

i!
+

Np−2−1∑
i=Np−1

ρ
Np

1:p · ρ
Np−1−Np

1:p−1 · ρi−Np−1
1:p−2

i!

+ · · ·+
N1∑

i=N2

ρ
Np

1:p · ρ
Np−1−Np

1:p−1 · ρNp−2−Np−1
1:p−2 · · · · · ρN2−N3

1:2 · ρi−N2
1:1

i!
.

For priority class r, 2 ≤ r ≤ p, the blocking probability is

Br = P1 + P0 ·
r∑

j=2

Nj−1−1∑
i=Nj

ρ
i−Nj

1:j−1 ·Π
p
k=jρ

Nk−Nk+1
1:k

i!
. (6)

3.2 Recursive Algorithm for Guard Channel Computation

The above blocking probability calculations (Equations (5) and (6)) encounter
overflow problem too. Although the recursive algorithm in Subsection 2.2 can
be applied to guard channel case with matrix-to-threshold conversion, we would
study it specifically. Pioneering works on recursive algorithms have been carried
on in single-class Erlang B system [1, 5] as well as two-priority classes Erlang
B system [6, 11]. Best result was presented in [6]. In this section, we are going
to generalize the methods proposed by Haring et al. to multi-priority Erlang B
system, with minor correction to their algorithm.

For the highest priority’s blocking probability B1(t), we have

1 . B1(0) = 1.0, i = p + 1, k = 1 and Np+1 = 0;

2 . B1(Ni + k) =
B1(Ni + k − 1)

Ni+k
ρ1:i−1

+ B1(Ni + k − 1)
;
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3 . k = k + 1, go to step 2 until k = Ni−1 −Ni;
4 . i = i− 1, k = 1, go to step 2 until i = 2.

The resultant B1 would be the blocking probability for priority 1. Now that
for priority class r, B1(i) can all be obtained with above process,

1 . Br(Nr) = B1(Nr), i = r and k = 1;

2 . Br(Ni + k) =
B1(Ni + k − 1) + Ni+k

ρ1:i−1
·Br(Ni + k − 1)

Ni+k
ρ1:i−1

+ B1(Ni + k − 1)
;

3 . k = k + 1, go to step 2 until k = Ni−1 −Ni;
4 . i = i− 1, k = 1, go to step 2 until i = 2.

The above recursive algorithm is very fast, stable, accurate and easy to imple-
ment. A four-priority system with capacity N1 = 2000, N2 = 1998, N3 = 1996
and N4 = 1994 has been implemented with around 30 lines C program. With
different traffic load, the calculated blocking probabilities are illustrated in Fig-
ure 2. For some smaller capacities, we compare the recursive calculation results
with those produced by special mathematic software, such as MathCAD, the
blocking probabilities are even identical in 10−10 order. Capacity as large as one
million is tested and the calculation has not encountered any difficulty. General
formulas are given in appendix.

4 Simulation Results

As mentioned earlier in this paper, multi-priority Erlang B model can be used to
provide differentiated service in both cellular networks and wireline networks. In
this section’s simulation, we provide a cellular network model and the NSFNET
model as representatives.

One should notice that the above analytical models have very strong restric-
tions: loss network, Poisson arrival, all priority classes having the same mean
service time and requesting for unit system resource, etc. In this section, a sim-
ulator is developed to remove some of the restrictions. Simulation results are
more likely to reflect actual network performance.

In evaluating the system, we consider blocking probability the most impor-
tant metric. Since rejection rate of about 1% is mostly concerned, figures are
illustrated around that. Again, the traffic load, or traffic intensity, ρ = λ/μ, is
measured in erlangs.

4.1 Cellular Networks Model

In this subsection, we adopt a single cell model with fixed capacity of 20 and
Poisson arrivals. No user mobility model is considered. Further, assume handoff
calls’ mean service time is only half as long as new calls. Note that previous
analysis only holds when they have the same mean value. In order to give high
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priority to handoff calls, 1 guard channel is reserved for them. That is, new calls
are only blocked when there are 19 channels busy or the system is full.

Figure 3 illustrates λ1 = 0.1λ and λ1 = 0.05λ cases, and compares their
blocking probability with non-prioritized situation. We may observe that, with
shorter service time and small percentage traffic, handoff calls achieve much
lower rejection rate than new calls in the cell. Meanwhile, new calls blocking
probability does not increase much compared to non-prioritized case.

Simple as the model is, it shows that guard channel scheme is effective in
providing differentiated service to various priority classes. Our other simulations
indicate an increment of blocking probability with bursty traffic (non-stationary
Poisson arrivals). When tested with multiple priority classes, the above conclu-
sions still hold.

4.2 The NSFNET Model

The complexity to analyze or simulate cellular networks lies in users’ mobility,
which ultimately results in fluctuated traffic instead of stationary Poisson pro-
cess. In wireline networks, things are more complicated in that both network
traffic and network topology tend to have significant influence on system perfor-
mance. This is far beyond aforementioned Erlang B models. Therefore, in this
subsection, we use the NSFNET (National Science Foundation NETwork, illus-
trated in Figure 4) as topology model to study trunk reservation’s performance.

The 14-node 21-link NSFNET model is one of the most frequently used mod-
els in simulation. For simplicity, assume all links are bidirectional and have the
same capacity of 20, and the source-destination pairs are randomly generated
with uniformly distributed traffic, i.e., traffic for each node, which confirms to
Poisson process, has approximately the same arrival rate. Two priority classes
are considered, with the same portion of traffic, ρ1 = ρ2 = 0.5ρ. Each connection
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request demands the same share of bandwidth, and has exponentially distributed
connection holding time with the same mean value.

We adopt Dijkstra’s routing algorithm in selecting the least cost path for
given source-destination pair. Routes are dynamically calculated. For example, if
a link is 100% utilized, it cannot accept more incoming connection requests. Then
it is removed from the adjacent matrix which describes the network topology. If
there does not exist a path for given source-destination, the request is blocked.
For low priority traffic, whenever a link’s available resource is equal to or less
than the guard channels, the link becomes invalid for the call.

Figure 5 demonstrates the performance for both priority classes with varying
number of guard channels. As the number of guard channels increases, class 1
traffic can be better protected at the cost of higher blocking probability for the
other priority class. It would be interesting to study the optimal number of guard
channels for a given traffic load.

Note that in Figure 5, we perform shortest-distance routing. The distances
are shown on Figure 4. Upon simulating a complex topology network, routing
algorithm tends to have significant influence on system performance. Two other
parameters are considered as adjacent matrix weight: number of hops and traffic
load, and thus result in least number of hops routing and load-balanced routing.
The former would select a path with smallest number of hops for given source-
destination pair, while the latter would choose the one with lightest traffic load.

The three routing algorithms are simulated and the results are illustrated in
Figure 6. It shows evidently that load-balanced routing outperforms the other
two, especially under light traffic. Indeed, if traffic load is balanced on all links,
more connection requests can be admitted rather than blocked. The reason least
hops routing also has lower blocking probability than shortest path routing is
that the latter would quickly introduce heavy traffic on short links while leave
long links under-utilized. Single link’s congestion could lead to unexpected high
blocking probability.
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Other of our simulation results prove that hop numbers for all three algo-
rithms do not have much difference, and shortest distance routing does achieve
shorter average distance under light traffic than the other two; load-balanced
routing has a much smaller average variance for the 21 links’ utilization. Load
balanced routing is no doubt the best routing algorithm among the three. How-
ever, in practical implementation, this does not come for free. In order to find
the lightest load links, each node should maintain a real-time updated table of
all links’ traffic conditions. Even if this is possible, it can cost lots of control
messages.
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5 Conclusion

This paper studies call admission control problem in multi-priority Erlang B
system by mathematical analysis and computer simulations. A recursive algo-
rithm is derived to simplify the computation of multi-priority fractional guard
channel scheme. Guard channel, or trunk reservation scheme is a special case
of fractional guard channel. We provide a multi-priority recursive algorithm as
well. More complex situations are investigated via simulations, which show that
trunk reservation scheme can effectively provide differentiated service in wireless
networks and wireline networks.
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Appendix: Guard Channel Recursive Algorithm

Given the blocking probability for class 1 and class r in Equations (5) and (6)
respectively, we apply [6]’s method, and generalize Haring et al.’s work from
two-priority Erlang B system to multi-priority Erlang B system. The capacity
is reduced by 1 for given traffic intensity. The general form of class 1’s blocking
probability P1(N1) is given by
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P1(N2 + k) =
P1(N2 + k − 1)

N2+k
ρ1:1

+ P1(N2 + k − 1)
k = 1, 2, · · · , N1 −N2;

...
...

P1(Nr + k) =
P1(Nr + k − 1)

Nr+k
ρ1:r−1

+ P1(Nr + k − 1)
k = 1, 2, · · · , Nr−1 −Nr;

...
...

P1(Np + k) =
P1(Np + k − 1)

Np+k
ρ1:p−1

+ P1(Np + k − 1)
k = 1, 2, · · · , Np−1 −Np;

P1(k) =
P1(k − 1)

k
ρ + P1(k − 1)

k = 1, 2, · · · , Np;

P1(0) = 1.0. (7)

For class-r blocking probability, 2 ≤ r ≤ p

Br(N2 + k) =
P1(N2 + k − 1) + N2+k

ρ1:1
· Br(N2 + k − 1)

P1(N2 + k − 1) + N2+k
ρ1:1

k = 1, 2, · · · , N1 − N2;

...
...

Br(Nr−1 + k) =
P1(Nr−1 + k − 1) + Nr−1+k

ρ1:r−2
· Br(Nr−1 + k − 1)

P1(Nr−1 + k − 1) + Nr−1+k

ρ1:r−2

k = 1, · · · , Nr−2 −

Nr−1;

Br(Nr + k) =
P1(Nr + k − 1) + Nr+k

ρ1:r−1
· Br(Nr + k − 1)

P1(Nr + k − 1) + Nr+k
ρ1:r−1

k = 1, 2, · · · , Nr−1 − Nr;

Br(Nr+1 + k) = P1(Nr+1 + k) =
P1(Nr+1 + k − 1)

Nr+1+k

ρ1:r
+ P1(Nr+1 + k − 1)

k = 1, 2, · · · , Nr − Nr+1;

...
...

P1(Np + k) =
P1(Np + k − 1)

Np+k
ρ1:p−1

+ P1(Np + k − 1)
k = 1, 2, · · · , Np−1 −Np;

P1(k) =
P1(k − 1)

k
ρ + P1(k − 1)

k = 1, 2, · · · , Np;

P1(0) = 1.0. (8)

Thus, the general recursive expressions for computing blocking probability
are given by Equations (7) for class 1, and Equations (8) for class r (2 ≤ r ≤ p),
which are in consistent with the recursive algorithm in Subsection 3.2.
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Abstract. A novel dynamic and active CDN architecture based on active net-
work (ACDN) is proposed. The programmable character of active network 
makes it easier and quicker to configure new replica servers as well as deploy 
new policies on demand. A genetic algorithm (GA) based replica server place-
ment optimization algorithm is designed and implemented, as well as active 
anycast-like user request routing method and policy-based content distribution 
mechanism. To demonstrate the utility of ACDN model, we implemented a pro-
totype of ACDN, which using extended ANTS active network execution envi-
ronment. The results show that our approach is reasonable and can satisfied ac-
cess delay of web application.  

1   Introduction 

Content Distribution Network (CDN) replicates the content from the place of origin to 
the replica servers scattered over the Internet and serves a request from a replica 
server close to where the request originates. Tradition CDN is not flexible and can’t 
be configured in real-time due to the static deployment of replica servers. 

A number of previous works have studied how to efficiently and dynamically place 
web server replicas on CDN. RaDaR architecture [1] proposes a mechanism enable 
monitoring the load of a large pool of servers and migrating or replicating objects 
among them to distribute their load and to move replicas closer to the requesting cli-
ents. Glen MacLarty et al. propose content delivery architecture [2] that allows indi-
vidual users to define behavior by specifying content delivery or transcoding proxy-
lets through user-defined policies. Much of traditional work in dynamic replication 
has concentrated on protocol aspects, without considering the architecture. RaDaR 
proposes architecture for dynamic web replication, but to deploy replicas dynamically 
is very different in traditional network. In [2], active network is used to provide dy-
namic ability, but it’s designed for dynamic content delivery not for dynamic replicas 
deployment.  

In this paper, we propose a novel active CDN architecture – ACDN that allows rep-
licas to be deployed dynamically according to server load or user defined policies. 
ACDN is designed and implemented based on active network to provide dynamic 
object replication and migration. While the idea of dynamic replication is by no 
means new, the programmable character of active network makes the deployment and 
replication process more flexible and easy. To construct a capable CDN, we also 
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What active node acts for a certain web server depends on the workload of web 
server and user defined polices. Normally, an active node works as a shared cache 
proxy serves clients in the same area. It can upgrade itself to be a replica server of a 
certain origin server passively or actively: 

Passive method: An active node installs and executes active code which causing the 
active node become a replica server.  

Active method: Each replica group keeps the load estimate of origin server. When the 
gathered message shows that the load of a certain origin server exceeding a threshold, 
the replica group will elect an active node to negotiate with the origin server and in-
stall relevant active code to let itself become a replica server.  

3   Algorithms 

3.1   GA-Based Replica Placement Algorithm 

Assume our concerned web server is S, S has k replicas, which are located in different 
regions and provide services to the clients of their local regions. The objective of this 
problem is to optimize the performance of S by deploy k replicas in right place. 

The network is modeled by a connected and directed graph G(V,E), where 
RCSV =  is the set of node, S represents web server, C = {C1,C2……Cm} is 

the set of clients, R = {R1,R2……Rn} is the set of candidate replica servers (active 
nodes). P = {P1,P2……Pk} is the set of replica servers, which is subset of R. For each 
link Evul ∈),( , ),( vud  indicates the distance of the link.   

Definition 1. Cu ∈∀ )(uf∃  represents the access frequency of node u. Pu is the 

closer replica server of u, the access cost of client u to access S is defined as: 

),()()( uPudufuCost ×=  (1) 

Definition 2. The overall (anticipated) cost of all clients to access S is: 

∈

=
Cu

uCostCS )(  (2) 

The objective of replica placement problem is to minimize the overall cost of S, 
that is min(CS). We design a simple but efficient code strategy which use bit strings to 
represent solution of the problem (chromosome) tψ (t=1,2,…,T). tψ ={R1, 

R2,…,Rn}, ]1,0[∈iR . Where n represents the number of candidate replica server, Ri 

represents a certain candidate replica server. If Ri has been chosen as replica server 
then Ri = 1, otherwise Ri =0.  

Suppose Csmax is the maximize value of objective function among the chromo-
some population, then we define the fitness function as follows: 

CS( t ) = CSmax - min( ( ) ( , ))u
u C

f u d u P
∈

×  (3) 
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For replica placement problem, typical two parents crossover and mutation opera-
tion may cause invalidated solution. For example, the total number of “1” in chromo-
some is not equal to k. In our approach, we introduce single parent crossover and 
mutation operators to improve speed and efficiency. 

Single parent crossover and mutation operator selects and transforms a chromo-
some into a new one. Once a chromosome is selected, the crossover operator simply 
picks crossover length and two crossover points randomly then exchanges the por-
tions of the chromosome around the crossover points. For example, the origin chro-
mosome is: 1 1 0 1 0 1 1 0,the crossover points are 2 and 6, the crossover length is 2. 
Then the crossover result is: 1 1 1 1 0 1 0 0. 

Compare with single parent crossover operator, single parent mutation operator cre-
ates offspring quicker by randomly reverses portion of parent chromosome around 
mutation point. For example, the origin chromosome is: 1 1 0 1 0 1 1 0, the mutation 
points are 2 and 6, the mutation length is 4. Then the result is: 1 0 1 0 1 1 1 0. 

3.2   Content Distribution Policy 

The primary difference between active network and tradition network is dynamic 
programmability. In ACDN, we introduce a policy-based content distribution method, 
which allows individual users to define behavior by specifying content distribution 
through user-defined policies. As we have mentioned in section 3.1, all replica servers 
are active node, all user-defined policy are encapsulated in active code. When being 
chosen as replica server, an active node should download and execute relevant active 
code first to maintain content consistency with web server. We have implemented the 
following typical content distribution active codes in ACDN: 

1. Periodic-polling: active node polls the origin server periodically and pull 
changes to contents it caches. Such mechanism is often used by origin servers whose 
contents changing frequently. 

2. Time-to-refresh (TTR) method [3]: The idea here is to provide user-desired fidel-
ity or consistency guarantees by making replicas track the rate of change of objects 
they cache.  

3.3   Request Routing and Server Selection Algorithm 

In ACDN, we propose an active anycast-like mechanism to achieve above operations. 
Miki Yamamoto et al. proposed a network paradigm for server load balancing using 
active anycast [4]. In this system, they assume that all routers can support anycast 
technology (using IPv6 to support anycast address),  which is impossible in Internet 
nowadays. Thus we propose a new active anycast mechanism, which use IPv4 unicast 
address instead of IPv6 anycast address. In this case, our approach can only be called 
as active anycast-like. 

After deploying replicas throughout Internet, a web server will send IP address of 
all replicas to active nodes. Active nodes keep the address mapping of web servers 
and their replicas, as well as measure and record the workload of each replica. When a 
request to web server comes, the request and response process is depicted in Fig. 2.  
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Fig. 2. Active anycast-like request routing 

Step 1. Web server distributes active code to its replica servers. 
Step 2. Replicas execute active code to maintain consistency with origin server. 
Step 3. Client sends a name resolution query to Domain Name Server (DNS) and gets 

a resolved IP address. 
Step 4. Client sends a SYN packet whose destination address field indicates web server 

address that try to establish a TCP connection. 
Step 5. When the SYN packet arrives at an active node, it chooses an adequate server 

from candidate replicas from the viewpoint of load balancing, and changes the 
destination address of this SYN packet to the IP address of the select replica 
server.  

Step 6. When the selected replica server receives this SYN packet, it negotiates with 
the client to establish the TCP connection. After that, the ordinary information 
exchange phase is started between the replica server and the client. 

4   Performance Evaluation 

The performance evaluation of proposed ACDN is realized on top of an active net-
working environment ANTS [5]. In our simulation, we ignore the download time and 
the processing time of active code, and pay more attention to access latency of client 
which is affect by network delay and server delay. Furthermore, we make the 
following assumptions. 

− in the network, there are four replica servers (in cluding the web server) which 
have the same web content, 

− the server is modeled as M/M/1 queueing model with capacity of 1.0 
contents/sec, 

− access to servers are generated as Poisson process. 

Fig. 3 shows the result of performance simulation. Fig. 3(a) shows that with the 
increasing of the number of active nodes in network, the latency can be reduced 
singnificantly. Since the more active nodes, the more opportunities the client request 
to be routed to “nearer” replica server by active node. When the number of active 
nodes reachs 6, the average latency of client is stable, in this instance, the latency 
mainly depends on processing time of server than network delay. Fig. 3(b) shows the 
relation between resourse comsumption of web server and number of active nodes. 
Where resourse comsumption implys the combination of the comsumption of CPU 
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and memory. The result is similar to Fig. 3(a), when the number of active nodes 
reachs 6, the  resourse comsumption is stable, due to the fact that most requests have 
been routed to replica servers. From these results we can see that ACDN can reduce 
client latency, consumption of network bandwidth and web server by deploying active 
node reasonably. 
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Fig. 3. Results of ACDN performance 

5   Conclusion 

The ACDN project is in its early development stages. So far, we have implemented 
prototypes of ACDN. The programmable character of active node enable configure 
replica server on demand as well as deploy new algorithm and policy dynamically in 
ACDN. It expects that ACDN is more flexible and scalable than tradition CDN. And 
the algorithms designed for ACDN can also be used in traditional CDN. 
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Abstract. Both the real-time transmission and the amount of valid
transmitted data are important factors in real-time multimedia trans-
mission over the Internet. They are mainly affected by the channel band-
width, delay time and packet loss. In this paper, we propose a predictive
rate control system for data transmission, which is designed to improve
the number of valid transmitted packets for the transmission of real-time
multimedia through the Internet. A real-time multimedia transmission
system was implemented using a TCP-Friendly algorithm, in order to
obtain the measurement data needed for the proposed system. Neural
network modeling was performed using the collected data, which con-
sisted of the round-trip time delay and packet loss rate. The experiment
results show that the algorithm proposed in this study increases the
number of valid packets compare to the TCP-Friendly algorithm.

1 Introduction

The use of web servers located on the Internet is constantly increasing, not only
for the transmission and reception of text information, but also for all kinds
of multimedia applications such as audio and video. Multimedia services using
the Internet are rapidly establishing themselves as important applications. In
addition, the demand for real-time broadcasting and interactive video services,
such as video telephony and video conferencing is also on the increase.

There are a number of studies of the characteristics of networks involving
the use of end-to-end pointers to reduce congestion during the transmission of
multimedia data [1]. In addition, a useful simulator called ENDE [2], which can
simulate end-to-end time delay in a single computer, by analyzing the character-
istics of the time delay observed when transmitting real-time data over networks
has been developed. Moreover, a network simulator called NS-2 [3][4] has also
been developed and used in numerous studies. Based on these simulators, various
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studies have been performed concerning the transmission rate to use in real-time
applications and the protection of the packet loss rate [5][6].

In this paper, through the implementation of a real system, we investigate
the changes in the transmission rate according to the variation in the round-trip
time (RTT) delay and packet loss rate (PLR), which are two important factors to
consider in the transmission of multimedia data. The experiment was performed
using the TCP-Friendly algorithm. Moreover, in this paper, we propose a real-
time multimedia transmission rate prediction algorithm, using both the TCP-
Friendly congestion control algorithm and a neural network prediction algorithm
[7][8][9]. The proposed neural network prediction algorithm was trained using the
data collected by means of the TCP-Friendly algorithm. The model so obtained
was validated using data not used in the training process. In addition, the neural
network prediction algorithm was applied to an actual system, using the data
transmission rate determined by the one-step-ahead round-trip time delay and
the packet loss rate. The round-trip time delay and the packet loss rate was
determined with respect to a unit of round-trip. In order to confirm that this
algorithm provides effective congestion control, it was applied to a real system for
one week at a certain hour of the day. Through this experiment, the effectiveness
of the proposed algorithm was verified.

2 TCP-Friendly Rate Control

The existing methods of multimedia transmission can be classified into two dif-
ferent categories. Firstly, the method in which the entire file is downloaded from
a web server before being processed and, secondly, the method of streaming, in
which only a part of the entire file is downloaded before processing begins and
processing continues while the rest of the file is being downloaded. The method
of streaming is well suited for the real-time broadcasting of audio and video data.

In the case of multimedia transmission via the Internet, packet loss can oc-
cur, mainly because of transmission errors and congestion. In this case, the TCP
protocol reduces the transmission rate by applying its own method of conges-
tion control. Therefore, if a number of TCP connections having a similar RTT
delay share the same channel, then these TCP connections will have to share
the available bandwidth equally. The problem of bandwidth distribution has not
previously been studied in detail because, in the past, almost all traffic used
a TCP based protocol. However, it has now become the most important issue,
due to the increasing use of real-time application services such as IP telephony,
video conferencing, at the same time as Non-TCP traffic such as audio/video
streaming services. The TCP protocol reduces the transmission rate when con-
gestion occurs, but applications using the Non-TCP protocol will increase the
overall amount of traffic by continuing to transmit at the original transmission
rate, because there is no mechanism of interaction between the Non-TCP traffic
and the TCP traffic. Therefore, it is necessary for Non-TCP traffic to also have
a transmission rate control mechanism that is compatible with that of the TCP
protocol. In addition, it is necessary to distribute the available bandwidth, by
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making the Non-TCP traffic conform to the TCP-Friendly protocol, in order to
solve the problem known as TCP-Friendly congestion control.

The TCP-Friendly congestion control method calculates the transmission rate
based on a TCP model [3][10], in which the average transmission rate over a given
period of time can be modeled by considering the operation of the TCP protocol
in the steady state. This can be expressed in various ways, depending on the
operation of the TCP, but can be basically expressed as Eq. (1).

R = f (PLR, RTT ) (1)

If we assume that the size of the congestion window is W and the packet
size is s, then the transmission rate before the detection of packet loss can be
expressed by R = W×s

RTT , whereas it will become R = 0.5 × W×s
RTT when the size

of the window becomes W
2 following the onset of packet loss. Therefore, the

average transmission rate for the entire section of the four saw tooth cycles can
be expressed by R = 0.75 × W×s

RTT . The loss rate, p, for a single saw tooth, can

be calculated from the equations 1
p =

(
W
2

)2
+ 1

2

(
W
2

)2
and W ≈

√
8
3p , therefore,

the effective transmission rate, R (t), for time t can be approximated using the
expression shown in Eq. (2) [1].

R (t) =
1.22× s

RTT (t)×
√

p (t)
(2)

In this paper, the RTT and PLR data were collected by means of a test using
Eq. (2).

3 Data Transmission Experiment

An experimental configuration was organized to collect the data to be used in the
training and validation of the Neural Network. The server and client were built
using two computers operating under the Linux operating system and which
were installed at Seoul National University and Chonbuk National University in
Korea, respectively.

The transmission processor can transmit packets using the TCP-Friendly
method. The initial transmission speed is 100kb/s, and the packet size is 625
bytes, of which 64 bytes are reserved for the probe header. The probe header is
attached to the header of the transmission packet, in order to estimate the RTT
and PLR. In addition, the probe header includes a storage area used to store
numbers so as to keep track of the order in which the packets are transmitted
from each processor, as well as the transmission time [1]. When the transmis-
sion processor transmits a packet to the receiving-retransmission processor, the
receiving-retransmission processor separates the probe header from the received
packet and then retransmits it to the RTT-PLR estimation processor after in-
serting the packet number and current time in the storage area of the probe
header.
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A traffic generator of IPERF [11] is used to implement the various situations
involving network control in this experiment. The average RTT is about 10.3ms
for the condition in which there is no traffic, and the average PLR is about 0.5%.
The RTT and PLR rapidly increased when the traffic load increased. The packet
transmission test was performed every 30 minutes over a period of one week.

4 Neural Network Modeling and Transmission Rate
Control

A neural network was used to predict the RTT delay and PLR. The training
data used for the RTT and PLR were collected by means of a transmission
experiment using the TCP-Friendly processing rate produced by the modeling
of the TCP Reno congestion control algorithm.

As regards the training method used for the neural network, LMBP was
used. The neural network structure was constructed by applying 20 nodes for
the input layer, 8 nodes for the hidden layer, and 1 node for the output layer.
The actual transmission experiment was performed several times, in each case
for 30 minutes. 70% of the experimental data was used for training and the
remaining 30% was used for validation.

4.1 Round-Trip Time Delay for the Actual System

Figure 1 shows the predicted actual round-trip time delay produced by the neural
network model proposed in this study and the actual round-trip time delay
observed in the actual system. As shown in this figure, those data marked by
* were collected from the actual system and those marked by ◦ represent the
prediction data obtained from the neural network. It can be seen that the round-
trip time delay was in the range of 20 to 40ms, in the case where the load was
applied to the network, while the round-trip time delay in the steady state was
about 10ms in the case of the actual system. Moreover, it was also verified that
the neural network model has the capability to predict the round-trip time delay.

4.2 Prediction of the Packet Loss Rate Using the Neural Network
Model

Figure 2 shows the results of the test involving the packet loss rate. As presented
in this figure, those data marked by * represent the packet loss rate that was
observed in the actual system, while those marked by ◦ represent the prediction
data resulting from the neural network. It can be seen that the packet loss rate
was in the range of 0 to 0.01% in the steady state and was about 5% in the case
where the load was applied to the network. Moreover, it was also verified that
the neural network prediction algorithm predicts the packet loss rate.

4.3 Accumulated Available Packets in the System Using the
Prediction Model

A transmission experiment was performed using the predicted data, followed by
the prediction of the one step ahead round-trip time delay and the one step ahead
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packet loss rate using the neural network and to obtain the packet transmission
rate using the predicted data. Figure 3 shows the results of the experiment
involving the TCP-Friendly algorithm and of that using the neural network
prediction algorithm proposed in this study. The proposed system can control
the transmission rate properly according to the conditions of the network load.
In addition, it was confirmed that it sends more valid packets than the TCP-
Friendly system does.

5 Conclusion

In this paper, we proposed a system that predicts the parameters using a pre-
diction algorithm and determined the optimum transmission rate by using these
predicted parameters, in order to improve the performance of real-time multime-
dia data transmission over the Internet. A real-time multimedia data transmis-
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sion system using the TCP-Friendly algorithm was constructed to analyze the
performance of the proposed system. A neural network was used as a prediction
model and the LMBP method was used to train the neural network. In addition,
a neural network model, which was obtained by using the collected data from
the actual test, was utilized. The performance of the neural network prediction
model was verified through the validation process. By using this neural network
model, the one-step ahead round-trip time delay and packet loss rate can be pre-
dicted, and the transmission rate of the actual system can also be determined
by means of these predicted factors. Furthermore, a multimedia data transmis-
sion experiment was performed using these factors. The transmission experiment
conducted for the actual system shows that the proposed algorithm increases the
number of available packets compared with the TCP-Friendly algorithm.
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Abstract. The Web is moving toward a collection of interoperating Web 
services. A critical factor to achieving this interoperability is a scalable, flexible 
and robust discovery mechanism. Yet, a centralized architecture has the 
limitations of single point failure and performance bottleneck. In order to solve 
this problem, this paper first proposes a distributed Web Service Discovery 
Infrastructure called Stratus, and then analyzes some key technologies such as 
Dynamic Tuple Model, topology constructing approach, unified publication and 
inquiry API etc. Furthermore, the simulation results show that, Stratus is 
scalable, well self-organized, and high efficient for service discovery. 

1   Introduction 

Web services are self-contained, self-describing modular applications that can be 
published, located, and invoked across the Web. The Web is moving toward a 
collection of interoperating Web services. Achieving this interoperability requires 
dynamic discovery of Web services. 

The Web services architecture supports the discovery and binding of services. Web 
Service registries maintain information describing Web Services produced by service 
providers, and are queried by service requesters. These registries are important to the 
ultimate utility of the Web Services and must support scalable, flexible and robust 
discovery mechanisms. Traditionally, registries have a centralized architecture 
consisting of multiple repositories that synchronize periodically. However, as the 
potential number of Web Services grows and becomes more dynamic, such a central 
approach quickly becomes impractical [1]. Meanwhile, Web Services discovery is 
further complicated by the natural tendency of the environment to evolve over time 
with the registries joining and leaving. In order to avoid all these disadvantages, a 
number of decentralized approaches have been proposed and some systems based on 
P2P technologies and ontologies have been used to publish and inquire Web Services 
descriptions [7, 8]. 
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In this paper, we present a methodology for establishing some dynamic, scalable, 
distributed registries with flexible search capabilities, to support Web Service 
discovery. The proposed infrastructure named Stratus can be executed on top of a set 
of registries to provide the discovery service. Stratus is divided into three different 
layers: the Data layer, the Communications layer and the Operator layer. 

The rest of this paper is structured as follows. Section 2 describes the layered 
architecture of Stratus and some key technologies including Dynamic Tuple 
Model, topology constructing approach and unified publication and inquiry API, 
etc. Section 3 summarizes related works. Section 4 concludes and outlines the 
future works. 

2   Overview of Stratus 

2.1   Layered Architecture 

Stratus is divided into three different layers: the Data layer, the Communications layer 
and the Operator layer. The Data layer is comprised of the Web Service registries that 
are parts of Stratus. The communications layer allows all the distributed components 
to communicate with each other. The Operator layer enables Registry Peers to support 
unified interfaces to publish and inquire Web Services. The layered architecture is 
shown in Fig.1. 

APIAPI API API

Domain

Domain

Domain

Domain

   Operator Layer

Reg1 Reg2 Reg3 Regn

  Data Layer

 Network Communication Layer

 

Fig. 1. Layered architecture for Stratus 

1. Data Layer 
As the registries in Stratus may have two types of heterogeneity in descriptions: 
structural heterogeneity and semantic heterogeneity. Therefore, we use tuple model to 
contain different Web Services descriptions. For broad acceptance, adoption and easy 
integration of legacy service descriptions, an HTTP hyperlink is chosen as an 
identifier and retrieval mechanism (service link). To address dynamic state 
maintenance problems, we introduce some time stamps to Dynamic Tuple Model. 

2. Communication Layer 
Registry Peer runs on top of Web Service registries with each proxy controlling a 
registry. The Communication Layer is used to establish peer community and manage 
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communication between different registries. Naive registries could be categorized 
based on business domains (e.g. NAICS, ISO3166, GeoWeb). Each business domain 
is represented as unique name. A Service Domain is usually composed of different 
registries which have not only similarities but competing business purpose as well, 
which provides a simplified but exhaustive view of the Web Services registry 
community, enables logical partitioning of all Web Services. 

3. Operator Layer 
This layer provides simplified access to registry data and protects users from intricate 
details in registry. Even if an organization has its own implementation of Web 
Services registry, it can make the registry available for public access by providing a 
suitable API as the operator layer. Stratus defines unified publication and inquiry 
API to access Web Services registry. 

2.2   Dynamic Tuple Model 

Web Services can be described in different ways, such as WSDL, OWL-s, etc. 
Furthermore, these description documents are often maintained by different data model. 
As compared to UDDI [2] hierarchical model, Dynamic Tuple Model for maintaining 
service information is more flexible (by containing different description languages), 
more efficient (by eliminating data elements complexity), and more simple. 

Definition 1 (Dynamic Tuple Model). A dynamic tuple is a soft state data container, 
where “service Link” is HTTP URL for a description document, “Name” is service 
name, “Timestamps” is a finite set of time, “Relation” is a finite set of service 
relations, “Metadata” is a simple  structured or semi-structured document(e.g. secure 
digital XML signature, contact). 

Tuple=<Link, Name, Timestamps, Relation, Metadata> (1) 

For reliable, predictable and simple distributed state maintenance, registry tuples 
are maintained as soft state [3]. A tuple may eventually be discarded unless it is 
refreshed by a stream of timely confirmation notifications from service provider. In 
according to timestamps, a tuple can be in one of three states (unknown, not cached or 
cached.) and transition automatically. 

2.3   Double-Overlay Topology 

Stratus adopts double overlay networks. The upper layer is a backbone consisting of 
Border Registry Peers (BRP); the lower layer has service domains with each domain 
consisting of Registry Peers (RP). A dynamical topology construction based on peer 
trustworthiness and consistent hash in upper overlay network. Therefore, the upper 
topology is more stable than traditional structured DHT network. Yet, the lower 
overlay network is unstructured for adapting to registry peer dynamic and autonomic 
characteristics. Fig.2 depicts a double-overlay network of Stratus. (1) Each Border 
Registry Peer acts as an entry point for registries to join a Service Domain. It 
coordinates admission of each registry in to the Service Domain. Based on Chord 
protocol [4], Border Registry Peers build the structured network. Each peer maintains 
routing information of about O(logN) other peers, and resolves all lookups via 
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O(logN) messages to other peers. Meanwhile, Border Registry Peer is aware of inter-
domain request. (2) Registry Peers run on top of Web Service registries with each 
peer controlling a registry. Therefore it is an atomic unit for service publication and 
inquiry. Based on Gnutella protocol [5], Registry Peers communicate with each other 
in Service Domain. Each Registry Peer is composed of two engines: communication 
engine and local query engine [6], standing for the two roles that a peer plays. The 
communication engine is responsible for communication and collaboration with its 
neighbors in the peer-to-peer network. Meanwhile, it receives and responds service 
queries from service requesters. The local query engine receives queries from the 
communication engine and queries the registry for matching services. 
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Fig. 2. Double-overlay topology for Stratus. (a) Stratus consists of structured layer and unstruc- 
tured layer; (b) A Registry Peer is composed of communication engine and local query engine 

2.4   Unified Publication and Inquiry API 

Stratus maintains a collection of information about Web Services, including service 
links, service name and simple description, etc. Each Registry Peer offers unified 
publication and inquiry API, which allows service providers to publish service 
information and service requests to inquire service. Furthermore, it shields the 
implementing complex of different query languages in Web Services registries. It is 
unreasonable to assume that a single global standard query mechanism can satisfy all 
present and further needs of a number of registries. Consequently, unified publication 
and inquiry APIs are deliberately separated and kept as minimal as possible. Besides, 
finding service with approximate or partial element values might be sufficient. 

The three Stratus interfaces and their operations are summarized as following: 
publish(tuple), inquire(tuple) and XML getDescription(URL).Within a tuple, a tuple 
is uniquely identified by tuple ID, which is the pair <Name, Relation>. If a tuple ID 
doesn’t exist, it is inserted into the registry database via publish(tuple) operation. 
Conversely, inqure(tuple) interface provides powerful XQuery mechanism. XQuery 
can dynamically integrate external data sources via getDescription(URL) operation, 
which can be used to process the XML results of remote operations invoked over 
HTTP. 
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3   Related Work 

The centralized approach includes UDDI, where registries are used to store Web 
Service descriptions with tree data structure. Although it is simple to discover the 
maximum number of Web Services with keyword match, the approach does not scale 
and has performance bottleneck. Conversely, a decentralized approach for the Web 
Services discovery service is more scalable, more fault tolerant, and more efficient. 
Neuron [7] system constructs a virtual share space which allows the Web Services to 
be described in arbitrary forms, and can be executed on top of Tornado. It guarantees 
that all existing data elements matching a query will be found at bounded cost. Yet, it 
cannot support range and fuzzy queries. MWSDI [8] system makes use of ontologies 
and Gnutella protocol to organize Web Service registries and addresses scalability of 
discovery architecture. It lacks efficient query propagation algorithm and topology 
optimization policies. These systems cannot keep soft state for each query.  

We compared latency, space overhead and robustness of Stratus with UDDI. 

(1) Fig.3 shows the effect of number of peers on latency. Experimental results 
reveal that the latency of UDDI is roughly 79. This is because of the logical hops of 
UDDI is 1, and has nothing to do with the number of peers N. The latency and the 
number of Stratus are in approximately logarithmic relationship with N. 

(2) Fig.4 shows that the space overhead of Stratus is between 24100 and 25800 
bytes, while overhead of UDDI Business Registry between 2.3×106 and 5.9×107 bytes. 
Space overhead of Stratus is much better than that of UDDI. 

 
 
 
 
 
 
 

 

 

 

 

 

 

Fig. 3. Number of peers vs. latency                     Fig. 4.  Number of peers vs. space overhead 

(3) UDDI does not scale and single performance bottleneck. We test the ability of 
Stratus to still successful discovery services after a large percentage of peer fail 
simultaneously. Considering 4000 peers with each peer maintaining 3 pieces of 
service descriptions, we randomly choose a part of the peers to fail. After the failures 
occur and Stratus is stable, we write down the number of services that could not be 
queried correctly. Fig.5 depicts the effect of peer failure on service search. 
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Fig. 5. Peer failure vs. failure of service search 

4   Conclusion 

This paper presents an infrastructure called Stratus for the Web Services discovery. 
Some key features of Stratus are: (1) Using Dynamic Tuple Model to contain 
different service descriptions and keep soft state; (2) Using double overlay network to 
organize all registries. Besides, we have tested the scalability and discovery efficiency 
of Stratus by using a configurable simulator, and the results prove it to be viable. 
Issues not covered in this paper that are planned as future enhancements are: (1) query 
propagation algorithm; (2) load distribution according to registry capabilities. 
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Abstract. The goal of ShanghaiGrid is providing information services to the 
people. It aims at constructing a metropolitan-area information service infra-
structure and establishing an open standard for widespread upper-layer applica-
tions from both communities and the government. A typical application named 
as Traffic Information Grid is discussed in detail. 

1   Introduction 

ShanghaiGrid is a long-term project sponsored by Science and Technology Commis-
sion of Shanghai Municipality with $6 million from the government and other partici-
pants. It aims at constructing a metropolitan-area Information Services Grid (ISG) and 
establishing an open standard for widespread upper-layer applications from both 
communities and the government. Different from other Grid projects in China that are 
designed mainly for scientific usage, ShanghaiGrid focuses on information collections 
and services.  

Compared to the Computational Grid where provision of computational power, 
data access, and storage resources is the central task, the Shanghai Information Ser-
vice Grid focuses on services to the people. ISG will provide information and services 
including: news, weather reports, traffic status, financial information, community 
security, ticket service, culture exchange, society education, video conferencing, and 
many digital government functions such as information sharing, documentation ser-
vices, regulation and law enforcement, and so on. For example, an instant poll system 
is able to collect responses from citizens for an important decision; an emergency 
system can coordinate the rescue activity in a disaster event. 
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Fig. 1. The potential services provided by ShanghaiGrid 

The ongoing ShanghaiGrid project is application-driven. In the perspective of us-
age, like the traditional web portal, ShanghaiGrid provides various information ser-
vices such as traffic information service and weather information service which can 
be accessed by browsers, PDAs, or mobile phones. The potential services that 
ShanghaiGrid could provide are shown in Fig.1.   

2   Background and Overview of ShanghaiGrid 

Shanghai is a municipality of eastern China at the mouth of the Yangtze River. To-
day, it has become the largest economic center and important port city in China, with 
a land area covering 6,340 square kilometers and a population of 16 million people. It 
is the entrepreneur city of 2010 Shanghai World Expo. The municipal government is 
working towards building Shanghai into a modern metropolis and into a world eco-
nomic, financial, trading and shipping center by 2020. Information technology is a 
key approach to achieve these goals. Building the City Grid can improve the effi-
ciency of government, build a platform for enterprise, provide citizens with various 
services, and can keep Shanghai at the top of the world information technology as 
well. The municipal government has been always paying attention to the development 
and establishment of information industry and society.  

ShanghaiGrid project is one of five top grand Grid projects in China. It is based on 
the current four major computational aggregations and networks in Shanghai, i.e. the 
CHINANET (public internet backbone built by China Telecom), the SHERNET 
(Shanghai Education and Research Network), the STN (Shanghai Science & Tech-
nology Network), Shanghai Supercomputing Center (SSC), and various campus net-
works in Shanghai Jiao Tong University (SJTU), Tongji University (TJU) and Shang-
hai University (SHU), and is planned to enable the heterogeneous and distributed 
resources to collaborate into an information fountain and computational environment 
for Grid services, seamlessly and transparently.  
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uted heterogeneous databases. The Data Proxy Servers (DPS) are used to provide 
Grid data services to other Grid application.  

TIG Virtual Database Nodes (VDBN) provides Virtual Database Services (VDBS) 
which supports uniform access to retrieve data from DPSs. The returned data are 
cached in cache server and will be automatic destroyed after a certain period of time 
defined by the Time To Live (TTL) property. 

TIG Computing Node (CN) performs the computing task. It is a grid node that pro-
vides cluster computing services. Each CN contains a Cluster Resource Information 
Server (CRIS), a PC cluster (Linux Server), and a Supercomputer. For example, in the 
SCC Computing Node, the supercomputer is Drawing 3000, the PC cluster contains 
about 30 Linux PC Servers. The SJTU, FDU, SHU, TJU computing nodes have the 
similar configuration. The CN exposes itself through the CRIS. The CRIS not only 
provides the cluster resource information to TIG Information Service, but also man-
ages the backend cluster systems which are used to run MPI application routines such 
as Computing Optimal Dynamic Path (CODP), demonstrating traffic road states, 
querying road or crossing information, forecasting traffic flow and so on. CODP con-
sumes most of the CPU time, it is the key problem of lowering the computing time. 
We use parallel computing technique to solve that problem in CN . 

TIG Information Server (IS) provides Information Service. All Grid nodes are reg-
istered in IS. It provides the Information about the Grid resources. 

In CODP scenarios a user needs input the start and end points. The broker will send 
the request to the cache server first and check if there is any path in the cache match-
ing the start and end point. If not, the broker will query the Information Service, ac-
quire the suitable CN, start the Grid Service in the CN, and get result after the task is 
finished. The returned data are cached in cache server. In order to provide users real 
time guidance there is a TTL property defined by the system. The data in cache server 
will be automatic deleted according to the value of TTL. 

5   Conclusion 

ShanghaiGrid is an ongoing project aimed at constructing a metropolitan-area infor-
mation service infrastructure. The Information Service Grid Toolkit can facilitate the 
development of the services and applications which include a set of middleware, high 
level services, design tools, package tools and etc. TIG is a typical domain Grid in 
ShanghaiGrid providing the traffic information and guidance to public using the com-
puting power of the Grid. The Information Grid will push the information construc-
tion of Shanghai and meet the requirement of its citizens. 
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Abstract. We recently proposed a novel sentential association based approach 
SAT-MOD for text classification, which views a sentence rather than a docu-
ment as an association transaction, and uses a novel heuristic called MODFIT to 
select the most significant itemsets for constructing a category classifier. Based 
on SAT-MOD, we have developed a prototype system called SAT-Class. In this 
demo, we demonstrate the effectiveness of our text classification system, and 
also the readability and refinability of acquired classification rules. 

1   Introduction 

Text classification (TC, also called text categorization) is to realize the task of assign-
ing one (single-labeled) or more (multi-labeled) predefined category labels to unla-
beled natural language text documents based on their contents. TC has become more 
and more important due to the proliferation of digital documents in our daily life. It 
has extensive applications in online news classification, email filtering, and the like. 
Many methods have been proposed for TC, including Naïve Bayes, decision trees, k-
NN, support vector machines (SVM) and association rule based  (or simply associa-
tion based) methods [2-5].  

An association rule for TC is indeed similar to an IF-THEN rule which is manually 
defined by knowledge engineers in the knowledge engineering (KE) method, which is 
the most popular real-world approach to TC in the 1980s. Naturally association based 
TC methods have inherent readability and refinability of acquired classification rules. 
To the best of our knowledge, all the current association based TC methods mainly 
exploit document-level co-occurring words, which are a group of words co-occurring 
in the same document [4,5]: words in a document are considered as items, and each 
document is considered as a transaction [1], i.e., a set of items. Frequent words (item-
sets) are then mined from such transactions to capture document semantics and gener-
ate IF-THEN rules accordingly. Usually some heuristic such as database coverage 
[3,4,5,9] is used to select the most significant itemsets. 

However, the basic semantic unit in a document is actually a sentence. Words co-
occurring in the same sentence are usually associated in one way or the other, and are 
more meaningful than the same group of words spanning several sentences in a 
document. For example, when word wheat occurs in the first sentence of a document 
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consisting of 100 natural sentences, the co-occurrence of word farm in the same sen-
tence appears to be more meaningful than its co-occurrence in the 28th sentence. 

According to above observations, we view sentences rather than documents as the 
basic semantic units and have presented a novel association based TC method called 
SAT-MOD (“SAT” means Sentence as Association Transaction and “MOD” means 
the following MODFIT heuristic) [6]. Based on SAT-MOD, we have developed a 
prototype system called SAT-Class for text classification. 

The left parts are organized as follows: Section 2 briefly reviews the basic ideas of 
SAT-MOD. Section 3 describes the system framework and core components of SAT-
Class. We give demonstration scenario in Section 4. 

2   SAT-MOD: Moderate Itemset Fittest for Text Classification 

In our daily life, usually people are liable to emphasize some core ideas by repeating 
some representative words in different sentences, thus frequently repeated words tend 
to represent a facet of the whole “document subject” of a document. Those representa-
tive words are captured by Document Frequent Itemsets (abbr. DFIs) in our SAT-
MOD method. A DFI is a group of words co-occurring in a minimum number of 
sentences in a document. With each word as an item, and each natural sentence as a 
transaction, we can use frequent itemsets mining algorithm such as Apriori [1, 10] to 
mine DFIs in a document, and represent each training document as a set of DFIs. 
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Fig. 1. A category prefix-tree for items 1, 2, 3, and 4 

DFIs are then used to generate Category Frequent Itemsets (abbr. CFIs). A cate-
gory frequent itemset with respect to a pre-defined category is an itemset which is 
simultaneously document frequent in a user-specified minimum number of documents 
in that category. All the CFIs are collected using a category prefix-tree, and the tree is 
then pruned by our novel heuristic called MODFIT.  Intuitively, the MODFIT heuris-
tic chooses word groups with moderate number of co-occurring words, which equals 
to moderately extending a single word with other words along a natural sentence. 
Using MODFIT pruning, more synonymies are kept to form the classification rules. 
In addition, we need not apply the step of removing the covered documents, and 
hence the MODFIT pruning is less expensive. The pruned tree is finally taken as the 
category classifier. Figure 1 is just an illustration of a category prefix-tree. 
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3   System Overview 

Our text classification system  SAT-Class is implemented by three-tiers architecture, 
which is shown in figure 2. In the database server tier, the RDBMS “DM4” [11] is 
adopted. In the application server tier, web server “tomcat” is leveraged to provide the 
http service. The core of application server consists of four primary modules: Pre-
process, GenClassifier, Classify, and Maintain. 

The details of Preprocess module are described as figure 3. Firstly, input docu-
ments are tokenized. In this tokenization procedure, characters such as numbers and 
html labels are removed, and the boundary symbols of words and sentences are ex-
tracted. If the documents are written in orient language, the tokenizer also does word 
segmentation by exploiting an orient language dictionary. Then, sentence segmenta-
tion, stop word removal, stemming, and encoding are performed sequentially. Only 
for training documents, association rule mining algorithm implemented by Dr. Bor-
gelt [10] is applied, and every training document is represented as a set of DFIs. Fi-
nally, both training documents represented by DFIs and unlabeled documents repre-
sented by sentences are stored in text DB. 

Web Browser

Text DB/DM 4

Tomcat

Database Server Tier

Application Server Tier

Web Client Tier

Preprocess GenClassifier

Classify Maintain

                 

Unlabeled
Documents

Training
Documents
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StopWord
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         Fig. 2. System Architecture of SAT-Class                   Fig. 3. Raw Text preprocess 

After the preprocessing, the GenClassifier module constructs classifiers by invok-
ing the MODFIT pruning procedure. During the classifying procedure performed by 
the Classify module, the similarity scores of an unlabeled document with respect to all 
the predefined categories are first computed, and then that document is assigned to its 
target categories accordingly. In each category, for the sake of easy browsing, all its 
subordinate documents are kept in a descendant order of rank scores. Each document 
is associated with a rank score, which is computed as the ratio of the document’s 
similarity score to the maximum one realized among all the subordinate documents in 
the category. In the Maintain module, three functions are implemented as follows: 

• Reading and modifying rules of classifiers 
Readable classification rules can help users to understand the classification process. 
In our system, users can read classification rules in the format of natural language 
character or words instead of numeric coding. User can also manually refine the rules 
of classifiers by operations such as “adding”, “deleting” or “updating”. Those func-
tions can be exploited to integrate domain experience into our system. 
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• Saving and loading classifiers 
The procedure of classifier training is time-consuming, especially when there are too 
many training documents and/or too many categories. Thus in our SAT-Class system, 
we provide function of saving and loading classifiers. Saved classifiers are stored in 
XML files. We can deploy our SAT-Class in another application server by just load-
ing the classifiers previously stored in the XML files, rather than do another training 
from the very scratch again. 
• Adding and deleting class node of taxonomy 
Users can utilize these two functions to create new nodes or delete existing nodes. 
During the adding and deleting operations, only the operated node and corresponding 
subtree nodes are affected. Thus re-classification is restricted on those nodes. Func-
tion of moving class node from one branch to another is not provided yet, for we can 
accomplish that function by combining functions of saving and loading classifiers. 

4   Demonstration Scenario 

In our demo, the classification results of two English datasets the Reuters-21578 [7] 
and the Enron [8], and also one Chinese dataset will be exhibited. The attendees will 
be invited to experience the system. They can browse the rule sets of taxonomy 
nodes, and modify the rules by adding, deleting and updating operation. They also has 
the freedom to perform maintenance operation such as creating, deleting a node. 
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Abstract. Effective and efficient Quality of Service (QoS) management is 
critical for a service grid to meet the requirements of both grid users and service 
providers. We introduce Q-GSM, a scalable framework for service management 
in grid environments, to address this problem. Main characteristics of our 
framework are 1) grid level resource reservation mechanism; 2) mapping 
application level service quality to sufficient quantitative reserved resources 
through negotiating with resources reservation interface; and 3) contract-like 
service level agreement management of grid services. 

1   Introduction 

Service oriented grid architecture presents a vision of an integrated approach to 
supporting both e-science and e-business [1]. In a highly competitive service grid 
environment, Quality of Service (QoS) is one of the substantial aspects for 
differentiating among similar service providers. QoS problem results from resource 
sharing among applications. Unless the resource has provisioning as a fundamental 
capability, predictable quality of service cannot be delivered to a grid consumer. 

Research on QoS in grid services is still at its infancy. [2] introduces an efficient 
wide-area distributed service discovery strategy. It uses caching and propagation of 
discovery results with client QoS feedbacks in the discovery server hierarchy. QCWS 
project [3] is a web service architecture that guarantees QoS of multimedia web 
services by deploying a QoS Broker between web service clients and web service 
providers. However QCWS does not relate QoS of web services with the supporting 
resources. G-QoSM [4] provides an application level service management system. 

Q-GSM aims at using existing reservation mechanisms to map service level 
capacity into sufficient quantitative reserved resources. Q-GSM enables service 
capacity predictability, which is required for proper service scheduling in a service 
grid. The QoS obligation terms described in a SLA are negotiated before use and 
monitored during the service lifetime. Q-GSM is also responsible for managing the 
lifecycle of the service level agreement for a grid service. 

                                                           
* This paper is supported by National Science Foundation under grant 60273076 and 90412010, 

ChinaGrid project from Ministry of Education, and the National 973 Key Basic Research 
Program under grant No.2003CB317003. 
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2   Q-GSM Architecture 

In our previous work [5], we proposed the model of Service Virtualization in grid 
environment. The main idea of Service Virtualization is encapsulating diverse 
implementations, which may have different QoS capacities, behind a common service 
interface that standardizes the business function. Based on this model, we design Q-
GSM to provide a more available framework to guarantee QoS of grid services. 

Fig.1 shows the architecture of the framework of G-QSM, with three components: 
client components, grid middleware components, and grid server components. 

 
Fig. 1. Architecture of Q-GSM 

Grid server is the host environment of grid services. It consists of an admission 
controller, reservation enabled resource management service, and a virtual resource 
reservation service. They work together to provide sufficient resources to guarantee 
the QoS of grid services. 

Admission controller is responsible to create grid service instances. During the 
creation of the grid service instances, the service instance interacts with the resource 
reservation virtual service to bind sufficient resource to the service instance. The 
server admits a request only when it can reserve a sufficient amount of resources to 
achieve the desired service quality. 

The resource management service can be any type of the existing reservation 
enabled resource management system, which has the ability to assign different 
amount of system resources to different service instances. The virtual resource 
reservation service serves as an abstract interface to different resource reservation 
system. It is responsible for function semantics abstraction and protocol transmission. 

Different reservation systems are implemented at different levels. Globus 
Architecture for Reservation and Allocation (GARA) provides a flexible architecture 
that makes it possible for the application to make advance reservation for networks, 
CPUs, disks, and so on. Q-GSM uses existing reservation mechanisms to map service 
level capacity into sufficient quantitative reserved resources. 

The main responsibility of the service middleware is service virtualization and 
service QoS management. Service middleware consists of a service broker, Service 
Level Agreement (SLA) manager and the QoS metadata repository. 
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We deploy a service broker of every common service on the grid as a virtual 
service and the services located on local resources are called physical services. A 
broker acts as an intermediary between a client and a set of physical services by 
providing a single point of submission for request. The requests with QoS 
requirements from the client to the service broker are scheduled to physical services 
according to QoS capacity of physical services in the QoS metadata repository. 

The QoS metadata repository helps to predictable quality of service delivered to a 
grid consumer. It is responsible for querying the QoS capacity of the every physical 
service registered to the virtual service and identifying those services whose QoS 
capacities match those desired by the service consumer. The selection is driven by 
high-level application criteria, such as time to completion, reliability, or cost. 

The distributed nature of the grid environment makes precise determination of the 
service state impossible. The QoS metadata repository does not imply any 
commitment. QoS metadata repository only gives a prediction of the QoS capacity of 
physical services. To actually allocate the request, the SLA manager will interact with 
every candidate server to make sure that the service provider will guarantee the QoS 
of the request and negotiate a contract like SLA. The QoS metadata is assumed to be 
specified and be updated by the service provider according to the resource status and 
the feedbacks of the client are also used to adjust the QoS metadata. 

The client of the virtual service is for the end user to send their service request with 
QoS requirements to the service broker. When the client receives the response of the 
service, it sends the feedback information of the QoS to the SLA manager. Such 
feedback will help to enhance the precise of the predication. SLA manager determines 
whether the QoS requirement of the user has been met or not. 

Fig 2 shows a sequence diagram among service client, service middleware 
component and server side component. 

SR: service request. Requesting service with QoS attribute

QR: QoS requirments submit
SR-R: service request reply

QR-R: reply a physical service handle
QMQ: querying  the QoS metadata repository
QMQ-R: reply possible physical service candidates
NSLA: negotiating service level agreement
NSLA-R: reply to NSLA
SC: creating a grid service instance
SC-R: reply to the service creation request
RR: reserving resources
RR-R: reply to RR
SI: service invocation
SI-R: service response
QF: QoS information feedback
QU: QoS information update

SB: service broker
SLAM: service level agreement manager
QoSR: QoS repository
AC: admission controller
GS: grid service
RRVS: resouce reservation virtual service

RRVSClient QoSR GSACSLAMSB

SR

QR
QMQ

QMQ-R

NSLA

RR
RR-R

SC

SC-R

NSLA-R

QR-R

SI

SI-R
SR-R

QF

QU

 

Fig. 2. Sequence Diagram among the Components of the Framework 

3   SLA Management of Grid Services 

Service management in Q-GSM is SLA-driven. The SLAM dynamically determines 
whether enough spare capacity is available to accommodate additional SLAs. Fig.3. 
shows the management framework for the SLA instances during the lifetime. When 
there is a request from the service broker, the SLAM queries the QoS metadata 
repository and selects candidate services with the proper QoS metadata. 
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SLA manager is responsible for negotiating SLA contracts between client and 
service provider. It is also responsible for SLA management during the service 
lifetime. QoS objective terms specified in SLAs are monitored during the service 
lifetime and actions are taken upon violation occurs. 
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Fig. 3. Service Level Agreement Management Framework 

The SLAM is designed in Factory pattern. SLMHomeInterface creates a SLM 
instance to manage the deployed SLA instance. SLM instance has a lifecycle longer 
than SLA instance. It configures the SLA monitor service, which has been specified 
in SLA document. During the access to a grid service, SLA Monitor monitors the 
SLA Obligations. SLM Instance evaluates the obligations whether they are violated or 
not. Once violation occurs ViolationAction service will take necessary action. 
ViolationAction is a grid service specified in SLA. The monitor interfaces can be 
implemented by service provider or be treated as out-sourcing to third-party. 

4   Conclusions 

We propose Q-GSM, a QoS oriented grid service management framework. We design 
an abstract interface to existing resources reservation mechanisms and the 
management system of the SLA. Our framework makes it easier to build complex 
application with QoS management. 
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1   Introduction 

SkyHawk Grid system is a summarizing production of our years of research and 
developing work, which integrates various heterogeneous distributed computation and 
data resources into a virtual Super Computer. It provides global uniform access and 
management mechanism, and supports autonomy characteristics for local systems.  

SkyHawk Grid system includes two components: 

• Data grid software: GridDaEn 
• Grid monitoring software: GridEye 

2   What Is GridDaEn 

The Grid Data Engine (GridDaEn) is a general data grid system to support uniform and 
secure access and management of various heterogeneous distributed storage and data 
resources such as file systems (e.g., Linux ext2, Windows NTFS), network file 
systems (e.g. NFS, CIFS), etc. It is the first realized data grid prototype system at home. 

• Integrate heterogeneous storage systems (e.g., file systems, datasets, DBs) 
• Aggregate various computers (e.g., PCs, clusters, supercomputer) 
• Provide uniform seamless access to distributed datasets 
• Support virtual dataset composed of distributed data items 
• Provide replication and caching mechanism  

GridDaen is implemented in Java and can be installed on various platforms.  

3   GridDaEn Components 

GridDaEn consists of five parts: resource aggregator, data service, metadata service, 
security service and system management service. 

                                                           
1 Supported by the National Natural Science Foundation of China (No. 60203016) and 

973-2003CB316908. 
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Fig. 1. GridDaen components:DRB stands for  Data Request Broker, MDIS for Metadata 
Information Server. They organize and manage data centers of VO to provide uniform data 
services 

4   GridDaen Features 

1. Global Logical View 
• Utilize a uniform three-layer naming scheme 
• Provide global logical view of data resources in multiple domains 
• Shield users from low-level heterogeneous storage resources 

2. Uniform Access 
• Provide a set of uniform APIs and SDKs based on Web Service to access and 

manage geographically distributed data resources  

3. User-friendly interface 
• Provide special GUI, Web Portal and Command Line tools for users 

4. Federated services 
• Federated services between DRBs and  MDISs 
• Federated services among DRBs or MDISs 
• Distributed data replication and caching 
• High performance data transfer 
• Flexible, scalable, and highly available 

5. Security 
• Authentication and authorization by X.509 certificates 
• CAS (Community Access Service) based access control 
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6. Multiple-Domain Management  
• Support uniform access and management of resources in different administrative 

domains 
• Provide  mapping & management between grid users and local users  

5   What Is GridEye 

The GridEye is a wide-area grid resource monitoring prototype system, which can 
real-timely monitor different kinds of information such as computation capability and 
overload , status of software , hardware resources of heterogeneous platforms. 

• Design and realize a flexible and effective information model 
• Integrates cluster’s  (e.g. , PBS, LSF, Ganglia, Dawning Cluster) and single PC’s 

(e.g. , Windows, Linux) native resource monitoring system 
• Provide a global uniform status view, including static & dynamic information 

view and historic statistical view 
• Provide a set of service interfaces which is independent of the underlying system 

details 

6   GridEye Functionality 

1. Scalable Architecture 
• Conformed to Grid Monitoring Architecture (GMA) using producer/consumer 

model 
• Service-oriented design consists of four relatively parts: Monitoring information 

provider, Register center, Monitoring proxy and Domain monitoring service 
• Multi-level structured Web Service based grid monitoring service: local 

monitoring domain and global monitoring domain 

2. Open and Flexible Information Model 
• Multi-level structured Web Service based grid monitoring service: local 
• Main resource entities form basic hierarchy structure, including: Organization, 

Services, Cluster, Host and File 
• Assistant entities form extended branches, including: Person, Processor, 

Memory, Network, Application and so on 

3. Uniform Access Interface 
• Web service is introduced to provide uniform interfaces  
• Different systems comprehend access mode by self-described WSDL document 

from Register Center 

4. Robust Storing Mechanism and Intelligent update Policy 
• Monitoring information is distributed stored and replicated in different sites, 

avoiding single-point failure 
• Flexible and intelligent monitoring and update policy 
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Fig. 2. GridEye’s architecture: a provider/consumer model 
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Abstract. Ontology is the backbone of Semantic Web. Ontology has
drawn more and more concerns with the research works developing in
the Semantic Web. The construction of large-scale ontologies will in-
volve collaborative efforts of multiple developers. In this paper, we give
a demonstration of our Cooperative Ontology Development Environment
CODE and discuss a demo Semantic Web on Economics.

1 Background

Internet and WWW have become important sources for information acquisi-
tion. More and more individuals and enterprisers set up homepages on the Web,
publishing various related information. In theory, we can get almost all kinds
of information we need by Web searching; but in practice, the problems of the
unstructured Web pages, the chaos of Web links, the explosion of Web sizes and
the diversity and dynamics of Web contents all make it not an easy job to find
the accurate information.

Current search requests must be specified as key words separated by boolean
operators. Search engines can only retrieve data on a purely syntactic basis.
It is not possible to embed domain specific knowledge into the search engines’
queries. Ontology approach can solve this problem by providing a semantic foun-
dation in these systems. Tom Gruber [2] has defined ontology as ”a specification
of a conceptualization”. Ontologies provide a deeper level of meaning by pro-
viding equivalence relations between concepts; they can standardize meaning,
description, representation of involved concepts, terms and attributes; capture
the semantics involved via domain characteristics, resulting in semantic meta-
data and ”ontological commitment” which forms basis for knowledge sharing
and reuse. Ontologies can provide a domain theory using an expressive language

� This research was supported by NSFC of China (project number: 604963205).

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 1049–1052, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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for capturing the domain. One of the properties of ontologies is that all relevant
knowledge has been made explicit; this constitutes in the necessity of specifying
many relationships that are otherwise left implicit and are only made explicit in
the applications developed for working with the ontology.

The Semantic Web has been regarded as the next version of current Web,
which aims to add semantics and better structure to the information available
on the Web. Underlying this is the goal of making the Web more effective not
only for humans but also for automatic software agents. The basic idea is to
create an environment for intelligent programs to carry out tasks independently
on behalf of the user. Ontologies in fact turn out to be the backbone technol-
ogy for the Semantic Web, Tim Berners-Lee [3] has portrayed Semantic Web
as a layered architecture where ontology layer lies in the middle of the other
layers.

2 Cooperative Ontology Development Environment
CODE

Our cooperative ontology developing environment is based on role-based collabo-
rative development method (RCDM)[1]. The tool has been applied in construct-
ing law and economics ontology in the project for subject-oriented semantic web
in Renmin University of China. As the base of building the subject-oriented

C O D E

Manager Interface
C O D E

General User Interface

Fig. 1. Cooperative Ontology Developing Environment

semantic web about law and economics, large-scale ontologies on law and on
economics are needed. The development environment based on RCDM is the
first step towards the final goal, and it has been proven to be proper and effec-
tive. The project is a medium but comprehensive system, and we will continue
to test and improve our system in practice.
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3 A Demo Semantic Web on Economics

3.1 Economic Ontology

Economic ontology is constructed from the resources in digital library of hu-
manities and social science in Renmin University of China (RUC). RUC is one
of the most important researching centers in humanities and social science. The
economic ontology includes the basic concepts and relations used in economic
field. The ontology covers information about experts and scholars, science insti-
tutions, science conferences, science and research projects, statistic information,
case information, information sources and glossary entry etc.

3.2 A Combination with Digital Library

During the process of building the Economic Semantic Web, we work closely with
the Digital Library team of RUC. The quick development of Web information
retrieval has posed new challenges and opportunities to traditional library re-
searchers. The Digital Library team of RUC is creating tools and services needed
by the RUC Libraries to create, manage and employ digital resources, as well
as those needed by the RUC University community and the world beyond to
access and use the libraries’ digital collections. As cited above, the Economic
ontology is constructed from the resources of the Digital Library in RUC. The
demo Semantic Web we are currently building is planned to be deployed to the
Portal of the Digital Library, making it a good Semantic Web demonstration.

3.3 Economic Semantic Web

The Economic Semantic Web is a subject-oriented Semantic Web, with its focus
on economic field. The Economic Semantic Web uses multi-layered represen-
tation framework. XML is used to describe the structure of documents in an
unifying way. RDF brings the ability of describing the semantics of document
structures. With the development of Semantic Web research, we are more and
more concerned with the problem of representing and retrieving information con-
tent on the Web. The ontology language layer building on top of RDF schema is
used to formally describe the meaning of terms in the Web documents vocabu-
laries, which plays a key role in building Semantic Web. Web ontology language
(OWL [5]) is the standard Web ontology language proposed by W3C, it is used
in Economic Semantic Web to define economic ontology. OWL has three sub-
languages: OWL Full, OWL DL and OWL Lite.

OWL is the basic file format in our Economic Semantic Web system. An OWL
document can include an optional ontology header and any number of class, prop-
erty, and individual descriptions or axioms. A named class in an OWL ontology
can be described by a class identifier. An anonymous class can be described by
exhaustively enumerating all the individuals that form the instances of this class
(owl:oneOf), by a property restriction (owl:Restriction), or by logical operation
on two or more classes (owl:intersectionOf, owl:unionOf, owl:complementOf).
Property restrictions include value (owl:allValuesFrom) and cardinality restric-
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tions (owl:cardinality, owl:maxCardinality, owl:minCardinality). The semantics
of OWL is defined based on model theory, in the way analogous to the seman-
tics of Description Logic[6]. OWL DL sub-language can be mapped to SHIQ
description logic.

The reasoning capabilities of the system is provided by Description Logic.
Description Logic is a subset of Predicate Logic. It allows specifying a termino-
logical hierarchy using a restricted set of first order logic formulas; therefore it
is well suited for modelling. Latest research proposes that it is possible and even
more efficient to transfer Description Logic into Horn Logic Programs. Descrip-
tion Logic provides a reasonably sophisticated facility for defining categories in
terms of existing relations.

3.4 IIR on the Economic Semantic Web

Intelligent Information Retrieval is supported on the Economic Semantic Web.
Keyword (Syntactic)-based retrieval has been popularized by current Web search
services. However, due to the problems associated with polysemy and synonym
[4], web users are often unable to get the accurate information they are looking
for. Concept retrieval is one of solutions to this problem. Using the concepts and
relations defined in economic ontology, the Economic Semantic Web supports
concept retrieval on economic field, gains a better recall and precision perfor-
mance than the traditional search services.

4 Conclusion

We give a brief demonstration of our Cooperative Ontology Development Envi-
ronment CODE in the paper, and discuss the design and functionalities of the
Economic Semantic Web being built at RUC.
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Abstract. This paper demonstrated the Dart Database Grid system developed 
by Grid Research Center of Zhejiang University. Dart Database Grid is built 
upon several Semantic Web standards and the Globus grid toolkits. It is mainly 
intended to provide a Dynamic, Adaptive , RDF-mediated and Transparent 
(DART) approach to database integration for semantic web. This work has been 
applied to integrate data resources from the application domain of Traditional 
Chinese Medicine. 

Keywords: Semantic Web, Grid Computing, Database Integration, Ontology. 

1   Overview 

The rapid growth of web along with the increasing decentralization of organizational 
structures has led to the creation of a vast interconnected network of distributed 
electronic information. In present of such a new setting, one maybe needs to perform 
dynamic database integration over perhaps hundreds of or even thousands upon 
thousands of geographically distributed, semantically heterogeneous data sources that 
are subject to different organizations or individuals. Building upon techniques from 
both Semantic Web and Grid development, we have developed an operational 
prototype called Dart Database Grid †  [1] to address above problems. DartGrid 
exhibits a Dynamic, Adaptive , RDF-mediated and Transparent (DART) approach to 
database integration for semantic web. With DartGrid, the user can: 

 Integrate heterogeneous, cross-enterprise databases using RDF/OWL semantic.  
 Query a relational database using RDF-based semantic query language.  
 Publish a relational database onto the Semantic Web by web/grid service.  

                                                           
*  This work is supported by China 973 fundamental research and development project: The 

research on application of semantic grid on the knowledge sharing and service of Traditional 
Chinese Medicine; China 211 core project: Network-based Intelligence and Graphics; Data 
Grid for Traditional Chinese Medicine, subprogram of the Fundamental Technology and 
Research Program, China Ministry of Science and Technology. 

†  DartGrid Homepage: http://grid.zju.edu.cn. An easy-install demo is available at the website. 
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 Dynamically aggregate a set of database resources for integration at runtime. 
 Visually specify the mapping from relational schema to mediated RDF schema. 
 Visually construct a RDF-based semantic query . 
 Graphically browse the query result as RDF graph. 

 

Fig. 2. Visual tool for Relational-to-RDF schema mapping 

DartGrid is built upon the Globus toolkit, the widely accepted grid development 
platform. As Figure 1 displays, a set of grid services are developed within DartGrid. 
For examples: 

 The Ontology Service (OntoS) is used to expose mediated RDF/OWL 
ontologies;  

 The Semantic Query Service (SemQS) is used to accept RDF queries and 
transform them to corresponding SQL queries;  

 The Semantic Registration Service (SemRS) is used to expose the mapping 
information from source relational schema to mediated RDF schema;  

 The Database Grid Service is used to expose the data and schema of RDBMS.  

These set of services provide the developer with the necessary facilities to develop 
web/grid-service-oriented client applications. The DartBrowser [2] of DartGrid is 
such kind of client application. With DartBrowser, the user can graphically browser 
RDF ontologies retrieved from the ontology service, visually construct a RDF-based 
semantic query and submit it to the semantic query service; visually specify the 
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mapping between a relational schema to mediated RDF schema and submit the 
registration entry to the semantic registration service. At last, we note that DartGrid 
effort was motivated by the application of web-based data sharing and database 
integration for Traditional Chinese Medicine (TCM)[3] . Currently, in our deployed 
testbed, an ontology service, with about 10,000 records of TCM ontology instances 
contained, has been set up, and ten nodes with 50+ TCM-related databases have been 
deployed.  

2   RDF-Based Relational Schema Mediation  

The task of schema mapping from relational model to RDF model has proven to be 
burdensome and erroneous. DartGrid provides offers a visual tool to facilitate the task 
of schema mapping. This releases the user from costly and erroneous task of manually 
editing a mapping file. As Figure 2 displays, The user can specify which table should 
be mapped onto which classes and which column should be mapped onto which 
properties. When finishing the mapping definition, the tool will automatically 
generate a registration entry in RDF/XML format, and this entry will be submitted to 
the semantic registration service . 

3   Semantic Query Processing 

DartGrid offers a semantic browser [2] enabling user to interactively specify a 
semantic query. The typical working scenario is :1)User visits a Ontolog Service and 
browses ontologies graphically; 2)User selects classes and properties of interest, 
specifies the constraints, and a semantic query string will be generated 
simultaneously; 3)User submits this semantic query string to the Semantic Query 
Service; 4)When the result (also in RDF/XML format) is returned, the user can 
browse the result graphically again. Figure 3 and 4 illustrate an example from our 
TCM application. It showcases how user can step-by-step specify a semantic query to   
find out Chinese CompoundFormulas constituted by some Chinese UnitMedicine that 
can help influenza.  In the first step (the upper-left part of the figure), the user selects 
the tcm:CompoundFormulas class (labeled with “1” in the figure) and its three  

properties: tcm:name (labeled with “2”), tcm:madeBy (labeled with “3”), and 
tcm:usage (labeled with “4” ). The user also specifies a relationship between 
tcm:CompoundFormulas class and tcm:UnitMedicine class (labeled with “6” in the 
figure) in this query.  The relationship is called tcm:constituedBy (labeled with “5”) .  
In the second step (the upper-right part), the user selects the tcm:UniteMedicine class 
and one of its properties (tcm: name) and one relationship (tcm:cure) as well as do in 
the first step. The tcm:cure (labeled with “7” ) relate the tcm:UniteMedicine and 
tcm:Disease class(labeled with “8” ). In the third step, the user selects the 
tcm:Disease class and  one of its properties (tcm: name) as well as dose in the last two 
steps, and input a constraint which specify that the tcm:name of the tcm:Disease 
should be “influenza”.  
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Fig. 3. An example of visual semantic query 

 

Fig. 4. The query result. The result retrieved from databases will be wrapped by RDF semantic 
and converted to RDF/XML format before returned to the semantic browser 

4   Summary 

We finally give a summary of the characteristics of DartGrid . Firstly, DartGrid 
exposes database resources as web/grid services.  The semantic query interface for 
processing RDF queries is also implemented as a web/grid service, so that the user 
can develop service-oriented RDF applications. This web-service-oriented 
architecture is quite important for web-oriented database integration. Secondly, 
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DartGrid provides a convenient visual tool to facilitate the schema mapping from 
relational schema to RDF. Thirdly, with DartGrid, a database can be dynamically 
added into the sharing cycle without any influence on the client application. The 
Semantic Registration Services is developed to dynamically aggregate the service 
handles and schema mapping information from highly distributed database resources.  
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Abstract. VoiceXML is a standard language for developing voice based 
applications. VoiceXML applications have more advantages over traditional 
Interactive Voice Response (IVR) systems because they can be used through 
any type of phones and also accessed via a computer. Voice User Interface 
(VUI) design is an integral part of developing any VoiceXML application. In 
this paper, the VUI for a VoiceXML ‘Cinema Service’ telephone application is 
designed and a number of experiments are undertaken to help the design of the 
VUI. The experiments focus on users’ navigation, memory and age group, and 
preferences. Conclusions are drawn based on the experiments for future design 
and development. 

1   Introduction 

Most businesses today provide customer services/help via the web and telephone.  
Live-operator call centers can not handle large amounts of simultaneous calls.  This 
often leads to long call queue/waiting and frustrated customers.  

Applications with current voice technologies such as Interactive Voice Response 
(IVR) are run on propriety platforms, require specialist skills to develop and maintain, 
and are not portable or flexible.  Barge-in, security, and voice recording features are 
rarely found in IVR systems. 

VoiceXML allows a developer with basic programming knowledge to create a 
fully functional, customizable and dynamic voice-based application. Voice User 
Interface (VUI) design is an integral part of developing any VoiceXML telephone 
application just like a Graphical User Interface (GUI) is very important when 
designing a visual application. 

In this paper, a VUI is designed for a ‘Cinema Service’ telephone application using 
VoiceXML. A series of experiments are conducted in order to understand user 
experience, improve the initial VUI design and provide valuable information for the 
future VUI development. 

2   VoiceXML and Voice User Interface (VUI) 

VoiceXML is a W3C standard mark-up language for scripting voice interactions 
between a computer and a person. It is designed for creating audio dialogs that feature 
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synthesized speech, digitized audio, recognition of spoken and DTMF  (Dual Tone 
Multi-Frequency) key input, recording of spoken input, telephony, and mixed 
initiative conversations.  VoiceXML uses natural dialog. Its major goal is to bring the 
advantages of Web-based development and content delivery to interactive voice 
response applications [1]. Since the technology uses XML syntax, it can be easily 
used with other XML based technologies, such as Web Services, to send and receive 
data/information via the Internet. 

Designing a VUI is very different from designing other user interfaces.  Most user 
interfaces usually offer some visual information for users to interact with.  With VUI, 
users have to listen, memorize, and speak to interact with the system.  The VUI 
cannot provide rich content information because users are not able to memorize pages 
of verbal information. The design has to be simple, with short and clear dialogs so 
that users can navigate through the service without any problem. Speech recognition 
technology is still imperfect, and users encounter failure for various reasons. It is 
important to accommodate errors when designing a VUI.  Also users possess a wide 
variety of voice, speech skills and vocabularies, and all these factors must be 
considered. 

3   VUI Design for a Telephone Application 

A VUI for a ‘Cinema Service’ telephone application is designed using Jakob Nielsen 
Ten Usability Heuristics [2] and hosted by a voice hosting service provider. The 
application provides the following functions: 

• Search for movie by name, genre, classification, release date and actor 
• Listen to movie reviews, ratings and trailer 
• Find session times 

The following is a sample VoiceXML code as part of VUI design for the telephone 
application: 

<?xml version="1.0" ?> 

<vxml version="2.0">  

<form id="greeting"><block>Welcome to the Cinema service.  

<goto next="#main"/></block> 

</form> 

<menu accept="approximate" dtmf = "false" id = "main"> 

<prompt>You can book movie tickets, find session times, ... 

What would you like to do?</prompt>  

</menu> 

<form id="book"> 

<block> Booking movie tickets. <goto next = "book.vxml" /> 

</block> 

</form> 

...  

</vxml> 
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4   Experiments 

Designing a VUI is a relatively new experience for most developers. There are very 
few good VUI guidelines available today mainly because VUI design is so new and 
requires ample usability testing [3]. In order to improve the initial VUI design, a 
series of experiments are conduced on the ‘Cinema Service’ telephone application. 

4.1   Experiment 1 – Navigation 

The aim of this experiment is to find out the experience of users in navigating through 
the application. Users are not given any instructions. 

During the experiment, users perform the following sequence of tasks: 

Task 1: Find out the running time of the movie “Superman 5”. 
Task 2: Find the five-star rating of the movie “Matrix 4”. 
Task 3: Find all session times for “Aliens vs. Predator” on Friday night. 
Task 4: Book two movie tickets for “Predator 3” at noon on Tuesday. 
Task 5: Find all movies staring “Tom Jones”. 
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Fig. 1. Results of Experiment 1 

The experimental results in Fig.1 show that all the users are slow at the beginning 
and become more comfortable with the application and improve their skills 
progressively. In the end users start to predict and ‘barge in’. It indicates that an 
advanced user interface should be created for experienced users. 

4.2   Experiment 2 – Memory and Age Group 

The second experiment aims to find out how long and how many voice prompts can 
be spoken to a user before the user forgets previous prompts or gets confused. 

Four separate menus are created for this experiment. 

Menu 1: Four links, each link has a brief description 
Menu 2: Four links, each link has a long description 
Menu 3: Eight links, each link has a short description 
Menu 4: Eight links, each link has a long detailed description 
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Users find all the menus easy to remember, except for the last menu which is long 
and detailed. However, the experimental results show that there is no correlation 
between age groups (18 to 39 and 40 plus) and the number of links that can be 
memorized. 

4.3   Experiment 3 – TTS Settings and Pre-recorded Prompts 

This experiment intends to investigate user-preferred application settings. Users are 
asked to answer the following questions: 

• Do you prefer a male or female voice? 
• How do you understand the TTS (Text-to-Speech) voice? 
• Do you prefer TTS or pre-recorded human voice prompts? 

Table 1. Results of Experiment 3 

Gender  Understanding TTS  Voice Preference 
Female 75%  All 75%  TTS (Computer) 33% 
Male 25%  Most 25%  Pre-recorded 

(Human) 
67% 

As indicated in Table 1, majority of users prefer female TTS voice. Nearly all users 
can understand TTS voices. And pre-recorded human voice is preferred over the 
computer generated TTS voice. Due to the fact that all the dynamic contents have to 
be played to users via the TTS, female TTS voice is the choice. 

5   Conclusions 

A VUI for a VoiceXML telephone application has been designed and a number of 
experiments carried out.  From the experimental results, it can be concluded that two 
separate user interfaces should be created so that users with different levels of 
experience can choose a different interface. Multiple, long and descriptive prompts 
make navigation difficult and female TTS voice is preferred for dynamic VUI. 
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Abstract. “Walking” style operations for browsing content are described. This 
style is intuitive and enjoyable and enables the daily use of digital content. We 
illustrate the concept with two examples. One is EnergyBrowser, a physical 
walking interface for browsing Web pages. The other is a comparative 3D ar-
chive browser, which is for 3D archives. It automatically controls the viewpoint 
in comparing content based on the user’s view control in focused content. 

1   Introduction 

Though a vast amount of digital media content has become available, browsing and 
manipulating methods are mainly restricted to interfaces of a computer, e.g. a graphi-
cal user interface with a mouse and a keyboard. This limitation makes browsing con-
tent unintuitive: for example, complicated links among Web pages cause the user to 
feel lost easily, and browsing 3D content with a mouse and menus is quite difficult. 

"Walking" style operations serve to make browsing content much more intuitive 
and as casual as physical movement and looking around. In this paper, we introduce 
two elemental techniques to achieve this concept: a physical walking interface for 
browsing Web pages and automatic viewpoint control for comparing 3D content. 

2   EnergyBrowser: Walk in the World Wide Web 

EnergyBrowser is a web browser that renders web pages incrementally in proportion 
to the amount of walking/jogging the user has done. 

Figure 1 is the appearance and the schematic of the EnergyBrowser system. An ac-
celerometer (energy-acquisition equipment in Fig. 1), an instrument that is worn 
around the user’s waist, detects the user’s motion. EnergyBrowser estimates the 
tempo, the intensity, and the number of steps from the sensor data. Then, Energy-
Browser calculates the amount of energy consumed by walking and converts it into 
Web pages imaginarily. Thus, the user sees more web pages the more he or she walks. 

An example of actual usage is as follows: First, EnergyBrowser selects a target 
web page and pre-fetches it. Next, EnergyBrowser analyzes the page and displays its 
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background image. At the same time, EnergyBrowser converts the page into the for-
mat that is preferable for incremental rendering, for example, eliminating unnecessary 
frames and enlarging font sizes, if needed. After that, EnergyBrowser renders a frag-
ment of the body of the page. The size of the fragment is proportional to the amount 
of walking. EnergyBrowser scrolls down the display area automatically when a dis-
playing fragment exceeds the size of the display area. Figure 2 shows an example of 
incremental displaying of a web page. When a whole page is displayed, Energy-
Browser selects the next target page.  

There are many web browsers for looking at web pages on the World Wide Web, 
but they only render pages as they are. In contrast, EnergyBrowser proceeds rendering 
based on the user’s physical input. The feeling that the user controls the process of the 
browser is very enjoyable and is a novel experience. 

 

Fig. 1. Appearance and schematic of EnergyBrowser 

 
Fig. 2. Example of gradual rendering of a web page. (a) shows an initial menu. (b - d) show an 
incremental rendering sequence 
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3   Comparative 3D Archive Browser 

As for 3D content, many digital archives of ruins and restoration by 3D CG have been 
created. However, only looking at the content is not enough. The user needs to under-
stand. Systems that support the user’s understanding of content are therefore required. 

An effective method of helping understanding is comparison. However, comparing 
the present situation (ruin) to the past (restoration) with existing systems is difficult 
because the user has to operate their viewpoints separately. 

   

Fig. 3. Function of Walkthrough 

   

Fig. 4. Function of comparison 

   

Fig. 5. Function of section 
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We therefore created a browser that displays other content simultaneously while 
controlling the viewpoint automatically to compare it to the content that the user is 
viewing. A comparative Web browser [1] enables comparison between Web pages by 
displaying related parts of other Web pages automatically. Our comparative 3D ar-
chive browser is semantically a 3D extension of this. The user can walk through only 
one space in real space. However, in virtual space, the user can walk through plural 
spaces at the same time. It is the key concept of the system, and it is intuitive and 
effective. 

We are constructing a prototype system using the 3D digital archives of the ruins 
of the Turkish Republic Gemiler Island. We have implemented the following func-
tions. 

• A walkthrough function, which enables the user to move freely in 3D digital ar-
chives (Fig. 3). 

• A concurrent navigation function, which enables comparison between the present 
condition and a proposed restoration on the same screen (Fig. 4). 

• A cross-section function, which displays a cross-section view of the ruins or the 
whole historical building (Fig. 5). The user can control the cutting plane. This is 
useful for understanding the inner structure in detail. 

Thus, the user can walkthrough 3D archives freely, and the system provides compara-
tive views of other related content, such as restorations. 

4   Conclusion 

We illustrated physical and virtual walking interfaces for browsing content. Our pub-
lic demonstration showed they are intuitive and popular, especially with children. 

The current interface of a comparative 3D archive browser is a keyboard or game 
controller, but a real walking interface can be imported, such as the one used in Ener-
gyBrowser. Though this combination is similar to the system proposed by Kadobaya-
shi et al. where the user can walk around in virtual ancient villages [2], it can provide 
more effective browsing by comparison and gradual reading of annotations attached 
into 3D space. 
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Abstract. We propose a new concept for displaying, browsing, and re-
trieving web content that works by adding autonomic behaviors to Field
on browser. The mechanism provides autonomic operation for web con-
tent when users search their interested information. We also discuss the
Personal Web Bulletin Board (PWBB), which is an implementation of
our concept. PWBB provides interactive user operation and personalized
view for web content to us.

1 Introduction

In the not too distant future, network-accessible devices will be ubiquitously in-
stalled ubiquitously in urban areas. Moreover communication device technologies
are evolving towards a communications tool, called the ”ubiquitous Internet” by
which we can use multiple device for web content operations. Fusion of real
and cyber world will be accelerated by the ubiquitous Internet. Users operate
equipments in real world through a digital content [6] . User’s activity is stored
in user’s digital devices and replayed on particular digital devices [4, 5]. and a
digital content can be operated by real materials[7]. A way of using web content
will also change by the new communication technology. Future web content will
be used as a sign-board on the ubiquitous Internet. Users will use a web content
like a poster on the bulletin board. Users may expect that the information can
be copied from a digital bulletin board to other devices such as PDA, memory
device and so on [1], operated on the display screen directly[2], and changed
browser’s appearance by user’s preference [3].

In this paper, we describe a new web browsing system, which is a content
operation mechanism that can be used as a bulletin board.The system has a Field
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with autonomous behaviors, and each Field enables us to retrieve, browse and
integrate web content intuitively .We also describes a practical implementation
of the system called the Personal Web Bulletin Board (PWBB).

2 Field with Autonomic Behaviors

Today’s paradigm of web browsing is on a PC or PDA display screen will no
doubt have to be modified to take full advantage of ubiquitous computing tech-
nology. In particular, through ubiquitous computing, we may be able to have
easy access to multiple screens on which we can to retrieve, browse and edit web
contents. Let us assume that individual screens can be assigned a number of
operations,such that regions on the screens will be devoted to these operations.
We call such a region is Field. The user can assign an autonomic behaviors to
Field . Users will likely expects that each Field acts the role autonomically when
a web content is put on it. Each Field will also conform to an individual user’s
content view. By selecting the kind of function,a user can develop a personal vir-
tual portal interface for viewing web contents on the Internet. We have already
developed a prototype, ”Personal Web Bulletin Board” , that can operate auto-
nomically and be viewed like a portal web site on a Field.The following section
describes the prototype’s applications.

3 A Personal Web Bulletin Board

The ”Personal Web Bulletin Board” has two kinds of functions. First, the board
can implement several web retrieval functions and editing functions. Second,
users can develop their own style of viewing web content aggregations. The
function enables us to acquire our necessary information easier.

3.1 Autonomic Web Content Operation on Field

The application is for acquiring information from the Internet. Users find some
web contents by using conventional web search engines, and they put the web
content onto the Field on the screen. Our prototype has five different functions,
and each Field has an autonomic behavior depending on its function. For exam-
ple, a Retrieval Field is assigned a tf/idf web content retrieval mechanism. The
prototype functions are illustrated in Fig.1. They are:

1. Retrieval of web content by using a conventional web search engine.
2. Selection of web content by dragging it onto a Similar Content Retrieval

Field. The field executes the tf/idf retrieval function autonomically and dis-
plays retrieved web content around the dragged content.

3. Dragging the selected content onto the Linked Content Retrieval Field. The
field can display linked web pages.

4. Dragging the content onto the Clipping Field. The field can clip a part of
the content when the user selects region on the screen.
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the user’s preference after gathering these pages from various web sites. This
function has two unique features: (1)application of the ”look” and ”feel” of the
dragged top page from another Field, with part of the original content being
replaced by the integrated content, and (2)automatic categorization and inte-
gration of collected information based on the user’s preferences. Whenever a
user accesses an integrated page after browsing pages in another Field, he/she
can obtain the desired content efficiently because the integrated page presents
pages refreshed on the basis of the user’s behavior, which reflects his/her in-
terests and knowledge. In addition to the integrated page framework, methods
based on the user’s preferences for replacing and categorizing content have been
developed using an HTML table model and a vector matching model.

4 Conclusion

We have described a new concept of displaying, browsing, and retrieval for web
contents, which is executed by adding autonomic behaviors to Field on browser.
The behaviors are executed when web content puts on the Field or user pref-
erences are provided to the Field. We also described the Personal Web Bulletin
Board (PWBB). PWBB provides autonomic web retrieval, scrolling, clipping
functions assigned to Field, which enables us to browse the integrated web con-
tent according to the user’s own style. These functions can work effectively as an
new web content operation. Users can acquire their necessary information brows-
ing the integrated web content through their own style and operating various
web content on the screen interactively.
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Abstract. Conventional image search/browse systems are not useful
enough. Because there is a limit to representing characteristics of
images though image data has a diversity of characteristics. We de-
velop Difference-Amplifier and ImageAspect finder that are image search
and browsing system focusing on peripheral information of query/answer
images. The Difference-Amplifier for relevance feedback can extract user’s
requirements for image retrieval by amplifying difference between a user-
selected image and unselected peripheral images. The ImageAspect
Finder for image browsing can extract context of the image and other
images that are used in the same context by analyzing surrounding text
of link anchor that refers to the query image.

1 Introduction

Recently, image search/browse systems on the Web, such as Google Image search,
become very popular. However, they seem to be not useful enough. Traditional
image retrieval systems focus on identifying answer images based on specific
properties of image content, such as annotated keyword, colors, textures, or
objects. Because there is a limit to representing characteristics of images though
image data has a diversity of characteristics.

Namely, in the case of querying for content based image retrieval, users cannot
represent which characteristics they pay attention to by one query image, since a
query image has a diversity of characteristics. Moreover, in the case of browsing
images retrieved by image search engine, users cannot understand why answer
images are retrieved, since it cannot show relations between users’ query and
answer images.

Consequently, we propose Difference-Amplifier (abbreviated by DA) for rel-
evance feedback and ImageAspect finder that are image search and browsing
system focusing on peripheral information of query/answer images.
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The image retrieval based on relevance feedback with DA is one of content-
based image retrieval methods. A conventional content-based image retrieval
system retrieves answer images that are the most similar to query image se-
lected among several images browsed by a user. However, the user must be not
satisfied with selected answer image because he/she continues image retrieval.
Thus, the retrieval system should extract real user’s requirements from a diver-
sity of characteristics of query image. The DA for relevance feedback regards
unselected browsed images with selected query image as peripheral information,
so that it can extract user’s requirements for image retrieval by amplifying dif-
ference between a query image and its peripheral image.

The ImageAspect Finder for image browsing analyzes surrounding text of link
anchor that refers to a target image. Then, it can extract context of the image and
other images that are used in the same context. By considering not only metadata
of the image but also usage context of the image as its peripheral information, the
ImageAspect Finder can retrieve context for the given images and image for the
given context. Therefore, the ImageAspect Finder can help users to understand
a diversity of characteristics of the images. Namely, in addition to the content
properties, image content is also characterized by the context in which it is
exposed. For example, if we browse a flower image in sightseeing brochure, we
may understand the image as a symbol of beautiful nature.

2 Difference-Amplifier for Relevance Feedback

Relevance-feedback with DA is different from conventional relevance-feedback in
that it also uses unselected images browsed with the selected image to generate
the next query. ”Relative Query”[1] is also an image retrieval method using
both user-selected image and unselected peripheral images to generate query.
However, it does not amplify difference between selected one and unselected
ones to emphasize user’s retrieval intention.

Prototype image retrieval system of relevance-feedback with DA presents
clustered images as similar images are placed at neighbor each other, and it
retrieves the answer image based on user-selected image as positive sample and
unselected peripheral images that are placed around selected one and similar
to it. By using the selected image and its peripheral ones, system can extract
user’s rough requirement and some elements of feature vector that the user is
interested in.

Relevance-feedback with DA is defined as follows:

Qk+1 = α ·Qk + β ·
{

Sp + γ ·
∑

S∈peripheral(Sp)(Sp − S)

NSp

}

Sp and peripheral(Sp) corresponds to a feature vector of a user-selected pos-
itive image and a set of feature vectors of unselected peripheral images. NSp

corresponds to a number of elements of peripheral(Sp). (Sp − S) means differ-
ence of feature vector between a positive image and one of peripheral images.
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Answers by Conventional RF Answers by RF with DA

User-selected imagePeripheral images
(leafier than its periphery)

A part of clustered images

Fig. 1. Example of Relevance-Feedback with Difference-Amplifier

Qk and Qk+1 correspond to the present query and the next query. The α, β
and γ correspond to weights. Particularly, dependence on present query can be
changed by α.

Fig. 1 shows example of relevance-feedback with DA. Let us suppose that
a user selects an image as positive sample for image retrieval, which is leafier
than its peripheral images. As the figure indicates, in the case of conventional
relevance-feedback, user’s requirement is not reflected enough in answer images
because conventional relevance-feedback uses only a user-selected image that
he/she is not satisfied sufficiently. On the other hand, in the case of relevance-
feedback with DA, user’s requirement, which is that he/she wants to a leafier
image than its periphery, is reflected in answer images. Consequently, our sys-
tem enable users to retrieve an answer image more effectively than conventional
method.

3 ImageAspect Finder

Images on the Web are particularly incorporated into Web pages, and recognized
as a part of the page contents. For example, when we view the image showing
car traffic in the Web page entitled by ”air pollution gives you heart disease”, we
understand that the image is used in the context of environment pollution. As
a result, we may recognize the image as a picture implying air pollution caused
by traffic fumes. In this way, surrounding contents of an image indicate the
context in which the image is exposed, and provides an viewpoint on the image.
Analyzing contexts of images facilitates understanding their roles, reputations
or intended usages.

Traditional image retrieval systems applied to Web contents allow users to
search and browse images solely by image content. In contrast, we propose an
approach for discovering typical contexts of images from the Web, which we



ImageAspect Finder/Difference-Amplifier 1073

call aspects of the images[2]. Fig. 2 illustrates basic concepts of our approach.
ImageAspect Finder consists of two processes: context extraction and context
clustering. For a given image, the context extraction process extracts a coherent
semantic range of Web contents surrounding the image. We extend the notion of
“surroundings” to incorporate the Web contents associated by Web document
structure and link structure. By expanding the surrounding contents from a link
anchor to its upper paragraphs, the context extraction mechanism detects a sig-
nificant change of surrounding contents. The context clustering process clusters
similar contexts. Each cluster represents an aspect. The clustering process ex-
tracts common keywords from the contexts in each cluster as a description of
the corresponding aspect. Finally, ImageAspect Finder displays the keywords
and/or images typically appear in the aspect in order to “visually” acquire the
surrounding contents for the given images.

Generalized description of 
similar contexts

Cluster similar 
contexts

Aspect

“car traffic”

“air pollution”

Examine
content properties

Discover viewpoint 
on image

Traditional image retrieval

Referential context

“smog”

Browse surrounding 
keywords and/or images 
in the aspect

“greenhouse gas”

Fig. 2. Basic concept of ImageAspect Finder

4 Conclusion

We propose and develop Difference-Amplifier and ImageAspect finder that are
image search and browsing system focusing on peripheral information of query/
answer images.
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Abstract. This paper describes tools for media conversion and fusion
of TV and web content. Conventionally, web pages are browsed on a per-
sonal computer (active browsing) and TV programs are watched on TV
(passive watching). However, if TV and web content is converted and
integrated, it can be viewed in different ways, depending on one’s mood,
age, or situation. Two kinds of tools are presented in this paper: tools
for converting web content to TV content and tools for converting and
integrating TV content to web content. As examples of the former, we ex-
plain tools for converting web content, after stage-managing, in the form
of comic talkshows or animated picture books for easier understanding
by children. As examples of the latter, we describe tools for converting
TV content in the form of a storyboard, followed by searching related
web pages that complement the original TV content, and integrating the
results into a single storyboard-style web page.

1 Introduction

We are developing technologies for converting and integrating TV and web con-
tent. Conventionally, web pages are browsed on a personal computer (PC) (active
browsing) while TV programs are watched on TV (passive watching). However,
if TV program and web content is converted and integrated, it can be viewed in
different ways depending on one’s mood, age, or situation. For instance, when
web content is converted into a TV program, you can obtain information in the
same way as you do from TV. With our systems, you do not have to operate
a PC to get web content, and you can get web content while you are working
on other tasks such as cooking. Conversely, when TV programs are converted
into web pages, you can quickly browse the content of each program just like
you look through web pages. You can also find specific scenes in program easily
without fast-forwarding or rewinding a video. This leads to a new viewing style
where the content from TV programs and web pages is blended together. In
this way, we are aiming to establish technologies for converting and integrating
TV and web content, enabling users to ”watch” web pages as TV programs and
”browse” TV programs in the form of web pages. Tools for such conversion and
integration are described in the following two sections.

Y. Zhang et al. (Eds.): APWeb 2005, LNCS 3399, pp. 1075–1078, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Tools for Converting Web Content into
TV-Program-Like Content

We developed two types of tools for converting web content into TV-program-
like content. One system is based on the talkshow metaphor and the other on
the picture-book metaphor. The characteristics of our systems are:

– Passive manner interface
Our systems enable users to get web content in a way similar to watching a
TV program. Even young children, who cannot operate computers well, can
obtain web content from our systems.

– Transforming into easy content
Our systems transform difficult web content into easy content by using di-
alogs or paraphrasing. Thus, young children can understand desired web
content easily.

The key technologies of our systems are: dialogue generation, Q&A genera-
tion, paraphrase, choreography composition.

Web2Talkshow
Web2Talkshow transforms declarative-based web content into humorous dialog-
based TV-program-like content that is presented through cartoon animation
and synthesized speech[1]. A typical Web2Talkshow display is shown in Fig. 1.
Web2Talkshow lets users get desired web content easily, pleasantly, and in a
user-friendly way while they continue work on other tasks, so it will be much
like watching TV.

Interactive e-Hon: Translating Web contents into a storybook world
Interactive e-Hon (Fig.2)[2] is a word translation medium using animation and
dialog explanation to help children understand contents on the Web, e.g., news,
episodes, and novels. In the natural language processing, each subject or object is
transformed into a character, and each predicate is transformed into the behavior

Fig. 1. Image displayed by Web2-
Talkshow

Fig. 2. Example view of Interactive e-Hon
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of a character. An animation plays in synchronization with dialog output from
a voice synthesizer.

3 Tool for Converting and Integrating TV Content to
Web Content

We developed “WA-TV”(Webification[3] for Augmenting TV) as a tool for
converting and integrating TV content to web content. It is a prototype system
of a next-generation storage TV with video augmented by “webification”. The
characteristics of our systems are:

– Active manner interface, improvement of scene search efficiency
Simple zooming operation smoothly transforms the appearance of TV con-
tent between the list screen and the normal playback screen. Users can easily
grasp the overview of the program and search specific scenes.

– Augmentation of TV content
Complementary information retrieval enables automatic search for the in-
formation which was not provided by a TV program. The system integrates
the search results into the list screen of TV content, resulting in augmenting
the original information.

The key technologies of our systems are: segmentation[3][4], metadata
extraction[3], complementary information retrieval[4], zooming crossmedia[3].

Fig. 3 shows an example screen of WA-TV. Groups of caption texts and
videos segmented at different levels of details, such as in topics, subtopics, and
sentences, are displayed vertically in the form of a storyboard. Hyperlinks to the
search results for complementary information are integrated below the caption
texts. If necessary, users can access to more detailed or expanded inforamation
than provided by the original program.

Fig. 4 illustrates the transformation of the screen appearance of WA-TV.
Zooming operation smoothly changes the size of thumbnails as well as switches
to another storyboard of different level of detail. As a result, users can seamlessly
move back and forth among the storyboard screens of different levels of details
and the normal playback screen, and thus, can search specific scenes efficiently.

Fig. 3. Example screen of WA-TV Fig. 4. Transformation of screen appearance by
WA-TV
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4 Summary

This paper described several tools for media conversion and fusion of TV and web
content. These tools enable new viewing styles, such as ”watching” web pages
as TV programs and ”browsing” TV programs in the form of web pages. These
tools are expected to be applied for push services and streaming services for web
content and for interactive services and data broadcasting for TV programs (Fig.
5). They are also expected to become fundamental technologies to establish the
Content Convergence Environment (CCE), where in the future users will be able
to view web and TV content as if they were blended together (Fig. 5).

Interactive TV
Data broadcasting

Web content

TV content

passiveactive

Conventional
Web content

Conventional
TV content

Push service,
Streaming,

SMIL

Conversion from TV programs
to web content

Conversion from Web content 
to TV-program-like content

Integration and fusion in 
Content Convergence 
Environment (CCE)

Fig. 5. Media conversion and fusion of TV and Web contents
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